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dans la brisure de la symétrie chirale

le 12 octobre 2011 devant la Commission d’Examen

Mme B. Bloch-Devaux Examinateur

MM. M. Davier Président

M. Knecht Rapporteur

U.-G. Meißner Rapporteur

Ch. Sachrajda Examinateur

A. Pich Rapporteur
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CHAPTER 1. INVITATION

1.1 The enigma of the strongly coupled regime of QCD

After a century trying to understand matter at the smallest possible distances, physicists have
obtained a remarkably efficient description of its structure and dynamics. The Standard Model
of particle physics is not only a very satisfying phenomenological description of physics at the
subatomic scales, but it is also the proof that quantum mechanics and relativity, combined
in quantum field theories, are essential to provide accurate predictions concerning elementary
particles [1–4]. Among the most remarkable proofs are the very high accuracy up to which
theory and experiment agree concerning the electroweak precision tests performed at the Z-
pole [5] and the determination of the anomalous moment of charged leptons [6–9].

However, this very satisfying situation has a less-than-satisfying corollary: the very struc-
ture of quantum field theories imply the running of the couplings when the scales change. This
yield the fact that theories, at least in some energy range, are strongly coupled and cannot
be tackled with the theorists’ favourite tool, namely perturbation theory. If this issue is not
particularly pressing in the electroweak sector of the Standard Model – the energy range where
the problem would occur are so high that we expect other, new phenomena to set in much
before – it is an essential feature of the strong interaction, which at low energies binds the
quarks and gluons of the theory into the experimentally observed hadrons [10–13].

Our limited understanding of strongly coupled theories is a problem within the Standard
Model, as we lack the dictionary to describe the hadronisation relating both worlds. This
problem is for instance acute when one wants to describe weak transitions between quarks
and extract the the Cabibbo-Kobayashi-Maskawa matrix elements from experimental data [14].
Moreover, this limitation hinders the exploration of strongly coupled theories for models of New
Physics (for instance, alternatives to the Higgs model of electroweak symmetry breaking [15–
17]), which are generally assumed to be weakly coupled not for fundamental reasons, but mainly
because of the difficulties faced by theorists otherwise.

One can turn the tables and consider Quantum Chromodynamics as the best playground to
understand strongly coupled gauge theories. And before understanding such a theory, one must
be able to describe it. In the limit where the light quarks become massless, the low-energy
dynamics of QCD is governed by the spontaneous breakdown of a global symmetry, chiral
symmetry, and by the dynamics of its corresponding Goldstone bosons, which correspond to
the pions, kaons and eta meson. The presence of very light degrees of freedom whose dynamics
obeys an underlying symmetry makes low-energy QCD particularly appealing for the use of
effective field theory.

The programme is very similar to the general objectives of quantum field theory, but with
restrictions on the degrees of freedom and the range of energies relevant for the problem at
hand [3, 18, 19]. The effective theory is then organised as an expansion in powers of small
parameters, based on a power counting related to the hierarchy of the scales involved. This
concept of effective theory has proved particularly fertile in many different areas (heavy quark
systems, jet physics, technicolor models of electroweak symmetry breaking. . . ), and it has even
modified our view of the Standard Model, now considered “only” as the effective description
of a more fundamental theory, yet to be discovered.

Chiral perturbation theory [20–22] follows this program by providing the low-energy expan-
sion of QCD correlators of vector and axial currents as well as pseudoscalar and scalar densities,
as series in powers of momenta and quark masses. The unknown low-energy dynamics of QCD
is embedded in low-energy constants that proliferate as one goes to higher and higher orders
in the expansion. However, if one sticks to a given order of the expansion (i.e., hopefully, to
a given accuracy), one has to deal to a finite number of unknown constants to be fixed from

2



1.1. THE ENIGMA OF THE STRONGLY COUPLED REGIME OF QCD

experiment or other theoretical computations (lattice simulations, analytic models. . . ). These
low-energy constants are also related to (generally non-local) chiral order parameters. Chiral
perturbation theory can be seen as the most efficient way to organise and hopefully reduce our
ignorance on low-energy QCD according to the symmetries known to operate in the domain of
energy that we are interested in.

One can consider such a theory under several angles: a) on the theoretical side, to determine
the pattern of chiral symmetry breaking from experiment or from specific models (resonance
saturation [23–28], Nambu-Jona-Lasinio [29,30], AdS/QCD models [31–33]. . . ), b) on the phe-
nomenological side, to make predictions on some observables by reexpressing them in terms of
other, already measured, quantities, c) as a tool to perform extrapolations in quark masses,
for instance for lattice simulations performed at values higher than the physical ones. These
three avenues have generated a lot of activities over the last decades.

One of the main difficulties in this game comes from the fact that not all low-energy
constants are “born equal”: some can be determined quite easily (those related to the energy
dependence of form factors, for instance), whereas others are much more difficult to pin down
(those related to the quark-mass dependence of quantities, or involving scalar densities). This
explains that the situation remains still unclear concerning the values of some of the low-energy
constants, and more generally concerning the pattern of chiral symmetry breaking.

In this picture, the strange quark is known to play a particular role, due to its intermediate
mass. It is light enough for a chiral expansion in powers of ms/ΛH (where ΛH is the typical
hadronic scale of order 1 GeV) to make sense, at least in principle. On the other hand, it is
sufficiently close to the perturbative scale ΛQCD (a few hundred MeV) so that the impact of
the sea ss̄ pairs on the structure of the QCD vacuum are not negligible, but difficult to assess.
In view of this, it makes sense to discuss and compare two different chiral limits of potential
phenomenological interest, namely the Nf = 2 chiral limit, where only the u and d quarks are
taken as massless, and the Nf = 3 where the strange quark mass is also sent to zero.

The differences induced in the pattern of chiral symmetry breaking by the variation of
the strange quark mass affect the three aspects discussed above a) theoretically, a substantial
difference between the two chiral limits is an indication of the role played by massive quarks
on the chiral structure of QCD vacuum, b) phenomenologically, the matching between Nf =
2 and Nf = 3 chiral perturbation theories is often performed to improve the accuracy of
their respective predictions thanks to sharpened estimates of the low-energy constants of both
theories, based on the assumption that the patterns of symmetry breaking are not very different,
and c) the chiral extrapolations for lattice quantities might have to be revisited since they
often rely on a Nf = 3 chiral perturbation theory, in particular to extrapolate matrix elements
involving kaons and η.

What is the role of the strange quark in chiral symmetry ? Are the patterns of chiral
symmetry breaking similar or different in the two- and three-flavour chiral limits ? A part of
my work has been devoted to these questions, with interesting hints that this role is important,
ant that they might be significant differences between the chiral order parameters describing
these two chiral limits. The present document is an attempt to summarise my efforts on this
subject. As indicated earlier, the comparison with experimental data and with lattice results
is obviously essential here, and I tried as much as possible to recall the context in which these
issues are discussed, with the ultimate hope of understanding some features of the dynamics
strongly-coupled gauge theories.
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CHAPTER 1. INVITATION

1.2 A hitchhiker’s guide to this manuscript

An Habilitation à Diriger les Recherches is one of these formal exercises that the French seem to
be fond of, like the dissertation for the Baccalauréat, or the note de synthèse for the concours
de la fonction publique to become a civil servant, up to the point that its form may matter
more than its content or purpose. In the particular case of the Habilitation, the expectations
are sometimes unclear, and the answers range from the raw collection of papers to the little
encyclopedia or a scientist’s memoirs. I have tried to consider the exercise as an opportunity
to gather several works that are connected by a single line of research but were interspersed
with other activities in particle physics over time. This is the main purpose of the present
manuscript, where I have tried to clean up and make more consistent some of the discussions
that can be found in my articles, and I have decided to focus on the question of the role of the
strange quark in this document to keep an internal consistency in its development. It is clear
that it represents only a particular section of my research activities, which has been concerned
with various aspects of flavour physics – not only concerned with strangeness, but also with
charm and beauty, as well as the global analysis of flavour transitions within and beyond the
Standard Model. This choice has the drawback of requiring more space (and more details)
than a simple collection of papers, and probably more time to the reader. I hope that he/she
will however appreciate my efforts to structure the discussion, and to save his/her time thanks
to the present overview.

Each of the chapter can be seen as the summary of one or several articles, which I will
recall in the introduction of each chapter:

• Ch. 2: Chiral symmetry breaking and the number of light flavours discusses general
features of chiral symmetry breaking in QCD. A representation of chiral order parameters
in terms of the Euclidean Dirac operator is then introduced, highlighting the role of
the fermion determinant, as well as the potential dependence of the order parameters
on vacuum light-quark loops and on the number of massless fermions of the theory. In
particular, a bound on the eigenvalues of the Dirac operator, derived by Vafa and Witten,
shows that the order parameters should decrease when one goes from Nf = 2 to Nf = 3
chiral limits. Connections with the structure of the scalar sector, that shares the same
quantum numbers as the vacuum, are then discussed. I end with a speculative discussion
of the evolution of the pattern of chiral symmetry breaking as the number of light (or
massless) quarks increases.

[A] SDG, L. Girlanda, and J. Stern, Paramagnetic effect of light quark loops on chiral
symmetry breaking, JHEP 0001 (2000) 041 [34]

[B] SDG, Finite volume analysis of Nf -induced chiral phase transitions, Phys. Rev. D
62 (2000) 054011 [35]

• Ch. 3: Chiral perturbation theory and its limits recalls basics of the effective descrip-
tions of low-energy QCD in terms of the pseudo-Goldstone bosons associated to chiral
symmetry breaking. I discuss in particular the current situation concerning the determi-
nation of the low-energy constants. The issue of the convergence of three-flavour χPT
is raised, and I discuss the conditions under which the chiral expansions of pseudoscalar
masses and decay constants are saturated by their leading order. Next-to-leading order
low-energy constants, suppressed by the Zweig rule but enhanced by the large value of
the strange quark, are shown to play an essential role in the discussion. If they deviate
from very specific values, this might lead to a significant competition between formal
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1.2. A HITCHHIKER’S GUIDE TO THIS MANUSCRIPT

leading- and next-to-leading orders in the three-flavour chiral expansions. I discuss also
the two-flavour chiral expansions, and show that the matching with three-flavour chiral
series provide interesting correlations between Nf = 2 order parameters and the quark
mass ratio r = 2ms/(mu +md).

[C] SDG and J. Stern, Vacuum fluctuations of qq̄ and values of low-energy constants,
Phys. Lett. B488 (2000) 274 [36]

[D] SDG, L. Girlanda, and J. Stern, Chiral order and fluctuations in multi-flavor QCD,
Eur. Phys. J. C27 (2003) 115 [37]

[E] SDG, N. Fuchs, L. Girlanda, and J. Stern, Resumming QCD vacuum fluctuations
in three-flavor chiral perturbation theory, Eur. Phys. J. C34 (2004) 201 [38]

• Ch. 4: The ms-dependence of the quark condensate estimates the two-point correlator
〈(ūu)(s̄s)〉 that assesses the dependence of the Nf = 2 chiral condensate on the strange-
quark mass. This correlator is determined from rapidly convergent sum rules, which are
saturated by pion and kaon scalar form factors. The latter, which cannot be determined
experimentally, are reconstructed from models of scattering between ππ and KK̄ states.
However, the normalisation of these scalar form factors is unknown, but can be related
to the quark-mass dependence of the kaon and pion masses. The sum rule yields finally
constraints between the values of three-flavour order parameters and the quark mass
ratio r, indicating a significant suppression of the quark condensate from the two- to the
three-flavour chiral limits.

[F] SDG, Zweig rule violation in the scalar sector and values of low-energy constants,
JHEP 0103 (2001) 002 [39]

• Ch. 5: An alternative treatment of three-flavour chiral series considers how to treat
chiral series when the pattern of chiral symmetry breaking yields a numerical competition
between leading- and next-to-leading-order chiral perturbation theory. We propose a
framework to treat chiral series in such a situation, and apply it to the case of several
form factors of phenomenological interest (pion and kaon electromagnetic ones, Kℓ3 vector
and scalar form factors). We confront these chiral expansions to lattice determinations
of the masses, decay constants, and form factors by two collaborations (RBC/UKQCD
and JLQCD). We then extract information on the three-flavour chiral order parameters
and compare the fits obtained with our formulae to alternative procedures.

[G] SDG, The Role of strange sea quarks in chiral extrapolations on the lattice, Eur. Phys. J.
C40 (2005) 81 [40]

[H] V. Bernard, SDG, and G. Toucas, Chiral dynamics with strange quarks in the light
of recent lattice simulations, JHEP 1101 (2011) 107 [41]

• Ch. 6: ππ scattering : experimental and dispersive constraints turns to experimental
constraints on the pattern of two-flavour chiral symmetry breaking. I first describe the
main tool of analysis, the solutions of the dispersive constraints obeyed by the ππ scat-
tering amplitude in the isospin limit and known as Roy equations. Then I describe the
extraction of two-flavour chiral order parameters from Kℓ4 data, considering first the
E865 data as an illustration of the method, before turning to the more recent and more
accurate phase shifts provided by the NA48/2 collaboration. I discuss the importance
of isospin corrections and provide a sketch of a dispersive estimate of these corrections,
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before giving updated results for the Nf = 2 pattern of chiral symmetry breaking from
these data.

[I] SDG, N. Fuchs, L. Girlanda, and J. Stern, Analysis and interpretation of new low-
energy ππ scattering data, Eur. Phys. J. C24 (2002) 469 [42]

[J] SDG, M. Knecht, V. Bernard, in preparation [43]

• Ch. 7: πK scattering : experimental and dispersive constraints turns to experimental
constraints on the pattern of three-flavour chiral symmetry breaking. I recall how two
sets of dispersion relations (fixed-t and hyperbolic) can be jointly used to constrain low-
energy πK scattering from information extracted at higher energy. These Roy-Steiner
equations have a more complicated structure than the Roy equations, as the crossed
channel involves ππ → KK̄ transitions which is not related to πK scattering. The two
subtraction parameters needed are chosen as the two S-wave scattering lengths, which
are found to be larger than the NLO χPT estimates. I also recall how the existence and
the parameters of the κ resonance can be inferred from the same dispersion relations
extended to the complex energy plane.

[K] P. Büttiker, SDG, and B. Moussallam, A new analysis of πK scattering from Roy
and Steiner type equations, Eur. Phys. J. C33 (2004) 409 [44]

[L] SDG and B. Moussallam, The K∗0(800) scalar resonance from Roy-Steiner repre-
sentations of πK scattering, Eur.Phys.J. C33 (2004) 409-432 [45]

• Ch.8 : Three-flavour chiral symmetry breaking according to ππ and πK scatterings pro-
vides combines the two previous chapters. After reconstructing the ππ and πK ampli-
tudes in the subthreshold region (below the opening of physical channels), I match them
to chiral representations allowing for a competition between leading and next-to-leading
order. The extraction of the values of the various low-energy constants is obtained within
a frequentist approach yielding confidence intervals for the three-flavour chiral order pa-
rameters as well as the quark mass ratio r.

[M] SDG, Low-energy ππ and πK scatterings revisited in three-flavour resummed chiral
perturbation theory, Eur. Phys. J. C52 (2007) 141 [46]

Some sections/subsections are essentially repetitions/slight updates of the above article(s).
In this case, the heading will exhibit in brackets the corresponding references, to save the
reader’s time in the case that he/she knows already the content of the paper. In the same
spirit, the introduction and the conclusion should provide the main ingredients/arguments of
the chapter, and should be self-sufficient for a first approach and quick browsing through this
document. In the same spirit, the last chapter Outlook recalls the main conclusions of the
present manuscript, before discussing some further perspectives.
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CHAPTER 2. NUMBER OF LIGHT FLAVOURS

Chiral symmetry and its spontaneous breakdown are known to govern low-energy QCD.
This phenomenon justifies the mass gap between the pseudoscalar mesons (identified to Gold-
stone bosons of the broken symmetries) and the rest of the spectrum. In principle, the mass
hierarchy between the various light quarks allows one to consider two different chiral limits of
interest, with mu,d → 0, but ms either kept at its physical value or sent to zero, a.k.a., Nf = 2
and Nf = 3 chiral limits (Nf denoting the number of massless flavours). In each limit, one can
define several order parameters to describe the pattern of chiral symmetry breaking, among
which the best known are the quark condensate and the pseudoscalar decay constant. Depend-
ing on the pattern of chiral symmetry breaking, the quark condensate can be large or small
compared to the other scales of the theory, but the decay constant, describing the coupling of
the Goldstone bosons to the axial currents, must be non-vanishing for chiral symmetry to be
broken.

One can gain further insight into these order parameters by considering QCD on an Eu-
clidean torus. Correlators are then expressed as averages over gluonic configurations of func-
tions of the Dirac operator eigenvectors and eigenvalues. Chiral order parameters turn out
to be dominated by the accumulation of low eigenvalues around zero as the volume of the
torus becomes large, but the quark condensate and the pseudoscalar decay constant are not
sensitive to the same kind of accumulation, opening the possibility of having two different
chirally broken phases (with or without a quark condensate). Moreover, one can expect that
such infrared-dominated quantities are particularly sensitive to the low Dirac eigenvalues com-
ing from the fermionic determinant contained in the average over gluonic configurations. A
bound derived by Vafa and Witten leads to the fact that the fermionic determinant suppresses
infrared-dominated quantities, all the more efficiently that there are more light (or massless)
flavours in the theory.

This observation yields naturally the question whether this suppression is weak or strong
in the transition from Nf = 2 to Nf = 3, i.e. when the strange quark mass is shifted from its
physical value down to zero. In the case of the quark condensate, one can express the difference
between Σ(2) and Σ(3) as an ms-enhanced correlator violating the Zweig rule (or suppressed
in the large-Nc limit) in the scalar sector, where it is known to be badly satisfied. There
is therefore a tantalising connection between the well-known issues raised by the wide and
elusive scalar resonances and the ms-dependence of the chiral structure of QCD vacuum which
has the same quantum numbers. It turns out that a rather natural scenario with significant
fluctuations of small Dirac eigenvalues could yield to a strong suppression of Nf = 3 order
parameters compared to their Nf = 2 counterparts. We conclude by some considerations on
the dependence of the pattern of chiral symmetry breaking if one adds more and more light
flavours, including the possibility a chirally-broken phase with a vanishing quark condensate 1.

2.1 Chiral symmetry of strong interactions

2.1.1 The QCD Lagrangian

The well-established light mesons and baryons can be organised in multiplets with very similar
masses. The first example is provided by isospin multiplets (n, p), (π−, π0, π+), (∆−, ∆0,

1This chapter is based on the following articles:

[A] SDG, L. Girlanda, and J. Stern, Paramagnetic effect of light quark loops on chiral symmetry breaking,
JHEP 0001 (2000) 041 [34]

[B] SDG, Finite volume analysis of Nf -induced chiral phase transitions, Phys. Rev. D 62 (2000) 054011 [35]
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2.1. CHIRAL SYMMETRY OF STRONG INTERACTIONS

∆+, ∆++). . . This symmetry is satisfied experimentally with a high accuracy (typical isospin-
violating corrections are rarely above a few %). These isospin multiplets themselves can be
organised in octets such as (π,K, η) and decuplets like (∆,Σ,Ξ,Ω) collecting both strange
and non-strange particles. The mass differences are more significant, from 10 to 30 %. An
approximate flavour symmetry, SUV (3), putting the three light quarks u, d, s on the same
footing, can account for this spectrum – some of its irreducible representations correspond
to the observed octets and decuplets. In addition, the octet of lightest pseudoscalar mesons
(pions, kaons, eta) stands out because of their masses2 significantly lower than the typical
hadronic scale of 1 GeV, but also the masses of other resonances (vector and axial mesons,
excited pseudoscalar states, baryons). If this octet had a vanishing mass, its elements would
be identified with Goldstone bosons from the spontaneous breakdown of a global continuous
symmetry. As suggested above, a residual symmetry group SUV (3) would be responsible for
the degeneracy of the hadronic spectrum according to octets and decuplets.

These observations were actually the starting point for the quark model proposed by
Gell-Mann and Zweig [47, 48]. It was amended later by Han, Nambu, Greenberg and Gell-
Mann [49–51] through the introduction of colour to cope with the incompatibilities between
the baryon spectrum (and in particular the ∆++) with the spin-statistics theorem. Subsequent
progress led finally to the now accepted quantum field theory for strong interactions, Quan-
tum Chromodynamics (QCD) [1–4]. It is based on a local colour symmetry group SUC(3),
generated by the Gell-Mann matrices Tα (α = 1 . . . 8) following the commutation relations
[T a, T b] = ifabcT c, with fabc the corresponding structure constants defining the Lie algebra.
The quarks transform under the fundamental representation of this group, whereas the gauge
bosons of the interaction, the gluons, transform under the adjoint representation. We can split
the QCD Lagrangian into several parts:

LQCD = Lg + Lq + Lm + Lf , Lg = −1

4
Gα;µνGα

µν − g2

32π2
θ G̃α;µνGα

µν , (2.1)

Lq =
∑

Q

Q̄(iD/ −MQ)Q+
∑

q

q̄iD/q, Lm = −muūu−mdd̄d−mss̄s. (2.2)

The gluonic tensor is Ga
µν = ∂µA

a
ν − ∂νA

a
µ + gfabcAb

µA
c
µ, and the covariant derivative is D/ =

γµDµ = γµ(∂µ − igGα
µT

α). Lg collects the pure gauge terms: the kinetic gluonic part and
a topological term involving the vacuum angle θ [52, 53] and the dual of the gluonic tensor:
G̃α;ρσ = ǫµνρσGα

µν/2. This topological term induces P et T violation, and measurements on
the dipole electric moment of the neutron constrain the vacuum angle θ to be very small, below
10−10 [52–54] 3. Lf contains the gauge-fixing term and the associated Fadeev-Popov ghosts.
Lm singles out the mass terms for the light quarks. The other fermionic terms are collected in
Lq, where Q denotes the heavy quarks (c, b, t) and q the light quarks (u, d, s). The separation
between light and heavy quarks reflect the strong hierarchy among the masses, and the fact
that only three of them are light compared to the typical QCD scale.

2Unless specified otherwise, we always take for the pseudoscalar masses and decay constants (see sec. 3.5.1
for more detail):

Mπ = 0.13957 GeV , MK = 0.4957 GeV , Mη = 0.5478 GeV , Fπ = 0.0922 GeV , FK/Fπ = 1.19 , µ = 0.770 GeV .

Apart from some sections in ch. 6, we work in the isospin limit at all time.
3The smallness of this CP-violating quantity is not explained in the Standard Model, and has led many

proposals of extensions to justify it, in particular, the Peccei-Quinn symmetry with the occurrence of axion
particles [55, 56].
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CHAPTER 2. NUMBER OF LIGHT FLAVOURS

This Lagrangian exhibits for each quark flavour a global phase symmetry U(1). But Lq,
which describes the light quarks in the chiral limit of Nf = 3 massless quarks mu = md =
ms = 0 has a larger symmetry group, which can be highlighted by projecting the quarks over
their right and left chiralities

qR =
1 + γ5

2
q, qL =

1 − γ5

2
q. (2.3)

In the limit of a massless fermion, chirality can be identified with helicity (the projection of
spin along the momentum) and the left and right sectors decouple:

Lq =
∑

Q

Q̄(iD/ −MQ)Q+
∑

q

q̄RiD/qR +
∑

q

q̄LiD/qL (2.4)

This decomposition brings the chiral symmetry group: G = SUL(3)⊗SUR(3)⊗UV (1), a global
symmetry group acting in the flavour-chirality space. UV (1) is a vector phase group, which
acts identically on the two chiralities:

qL → eiδqL, qR → eiδqR. (2.5)

The flavour triplets transform under the non-Abelian part of G as:

ψL =









uL

dL

sL









→ VLψL, ψR =









uR

dR

sR









→ VRψR. (2.6)

At the classical level, there is a further flavour-singlet axial symmetry: ψL → eiδψL, ψR →
e−iδψR, but the Noether current corresponding to this axial symmetry UA(1), Aµ = ψ̄γµγ5ψ, is
not conserved due to quantum effects: ∂µAµ = 3g2/(16π2)×G̃α;µνGα

µν . This actually shows the

connection between this symmetry and the winding number density ω = g2/(32π2)×G̃α;µνGα
µν ,

conjugate quantity of the vacuum angle θ 4. For the time being, we will focus mainly on the
SUL(3) ⊗ SUR(3) symmetry of the theory.

Let us notice that the mass term for light quarks, Lm, mixes the two chiralities:

Lm = −mu(ūLuR + ūRuL) −md(d̄LdR + d̄RdL) −ms(s̄LsR + s̄RsL) , (2.7)

and thus breaks chiral symmetry explicitly. The chiral limit, where the light quark masses
vanish, yields an extension of the symmetries of the Lagrangian. We can expect the chiral
limit to be an appropriate simplification to discuss the dynamics of low-energy QCD, since the
three light quark have masses that are much smaller (mu,md) or smaller (ms) than the typical
hadronic scale (1 GeV).

2.1.2 Currents and charges

In the three-flavour chiral limit, we can define the currents associated with SUL(3) ⊗ SUR(3),
which are conserved both at the classical and quantum levels:

(JL)a
µ = ψ̄Lγµλ

aψL, (JR)a
µ = ψ̄Rγµλ

aψR. (2.8)

4Once electromagnetism is included, a similar anomaly affects not only the singlet axial current, but also the
diagonal components of the axial multiplet, leading to the anomalous processes π0 → 2γ, η → 2γ.
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2.2. SPONTANEOUS BREAKDOWN OF CHIRAL SYMMETRY

where the Gell-Mann matrices λa (a = 1 . . . 8) are the generators of the two SU(3) subgroups,
normalised by 〈λaλb〉 = δab/2 (the trace over flavour indices is denoted 〈〉). One can also
consider the vector and axial currents:

V a
µ = (JR + JL)a

µ = ψ̄γµλ
aψ, Aa

µ = (JR − JL)a
µ = ψ̄γµγ5λ

aψ. (2.9)

Another conserved current stems from UV (1), linked with the baryonic number: Vµ = ψ̄γµψ,
which can be written Vµ = V 0

µ , if λ0 is defined as the matrix proportional to identity (equals

to 1/
√

6).
The light-quark masses break chiral symmetry in an explicit way, so that vector and axial

currents are only partially conserved out of the chiral limit:

∂µV a
µ = iψ̄[M,λa]ψ, ∂µAb

µ = iψ̄{M,λb}γ5ψ, (2.10)

where M is the light-quark mass matrix, a = 0 . . . 8 and b = 1 . . . 8. These equations involve
the scalar and pseudoscalar densities:

∂µV a
µ = fabcM bSc, ∂µAa

µ = dabcM bP c, Sa = ψ̄λaψ, P b = ψ̄iγ5λ
bψ, (2.11)

with Ma = 〈Mλa〉. These relationships involve the SU(3) structure functions, both antisym-
metric fabc and symmetric dabc: [λa, λb] = ifabcλc and {λa, λb} = δab/3 + dabcλc.

If one defines the charges Qa
V et Qa

A associated with vector and axial currents, one has the
commutation relations:

[

Qa
V , Q

b
V

]

= ifabcQc
V ,

[

Qa
V , Q

b
A

]

= ifabcQc
A,

[

Qa
A, Q

b
A

]

= ifabcQc
V . (2.12)

The vector charges Qa
V (a = 1 . . . 8) close in a sub-algebra coming from the diagonal subgroup

SUV (3). They account for the degeneracies of the hadronic spectrum mentioned to at the
beginning of the chapter. On the contrary, the same spectrum does not exhibit the same
agreement with the whole chiral symmetry group. In particular, the parity operation provides
a connection between “left” and “right” charges, and a hadronic spectrum respecting chiral
symmetry should exhibit, for each hadron multiplet, a second multiplet with the same mass
and opposite parity. This is not the case, especially for mesons, since the lowest pseudoscalar
octet (π,K, η) has no clear counterpart in the scalar sector, and vector and axial mesons have
quite different masses.

2.2 Spontaneous breakdown of chiral symmetry

2.2.1 Realisation of chiral symmetry

The above considerations indicate that chiral symmetry is not realised in the usual Wigner
mode, but rather undergoes a Nambu-Goldstone realisation [57–61]. The Lagrangian is invari-
ant under the symmetry group, but the fundamental state is not – together with the rest of the
spectrum. The symmetry is broken spontaneously, and according to Goldstone theorem [62,63],
the spectrum of the theory exhibits as many massless scalar particles (called Goldstone bosons)
as broken directions. In the chiral limit, G = SUL(3)⊗SUR(3)⊗UV (1) is broken spontaneously,
which can be expressed as 5:

Qa
V |0〉 = 0, Qb

A|0〉 6= 0. (2.13)

5This presentation is simplified, since Qb
A|0〉 cannot be interpreted with a meaningful modulus. In order to

describe the spontaneous breakdown of the symmetry in a correct way, one must find a local (or multilocal)
order parameter O, such that: 〈0|[O, Qa

V ]|0〉 = 0 and 〈0[O, Qb
A]|0〉 6= 0.
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with a = 0 . . . 8 et b = 1 . . . 8. The fundamental state |0〉 has a residual symmetry group
H = SUV (3). One will have 8 pseudoscalar Goldstone bosons |πb(p)〉, organised as an octet
according to H:

Qa
V |πb(p)〉 = ifabc|πc(p)〉, (2.14)

which are coupled to axial currents through a single decay constant:

〈0|Aa
µ(x)|πb(p)〉 = iδabF (3)pµe

ip·x, (2.15)

where the bracketed (3) keeps track of the relevant chiral limit: mu,md,ms → 0. The light
quark masses correspond to a small explicit breaking of chiral symmetry, and in particular, they
have the effect of defining which of the degenerate vacua is to be chosen as the fundamental
state of the theory (the so-called “vacuum alignment”) [3]. Once they are put back, the 8
Goldstone bosons will be become massive but light – they can be identified with pions, kaons
and η, whose dynamics will be governed by the spontaneous breakdown of chiral symmetry.

General theorems constrain the pattern of chiral symmetry breaking. In the framework of
vector-like theories, Vafa and Witten [64] showed that vector symmetries could not be broken
if the vacuum angle θ vanishes, based on Weingarten inequalities [65] that are discussed in
sec. A.1.2. On the other hand, in SUC(3) gauge theory with Nf ≥ 3 fermions, anomalous
Ward identities impose that some three-point correlators exhibit poles at zero momentum. If
the theory is confining (without coloured states in the spectrum), one must be able to reproduce
these long-distance singularities by the presence of massless hadrons This suggests strongly the
breakdown of chiral symmetry if the theory is confining (with the corollary that the restoration
of chiral symmetry restoration an absence of confinement) [3, 66–68].

General theorems on Goldstone bosons indicate that the latter do not interact in the limit of
vanishing momenta [62,63,69]. This result can be recovered by studying the processes between
low-energy mesons, starting from the current algebra outlined in sec. 2.1.2 and adding three
hypotheses [70]:

• Goldstone bosons are the only massless particles arising in the spectrum of asymptotic
states.

• At low energies, Green functions are dominated by poles due to the exchange of theses
bosons (pion pole dominance).

• The vertices describing the interactions of these bosons can be Taylor expanded in powers
of the momenta.

With the help of these hypotheses, one can determine the structure of the leading term of any
interaction among Goldstone bosons. An inductive proof shows that the interactions among
an arbitrary number of mesons disappear in the limit of vanishing momenta.

At this stage, Quantum Chromodynamics and the effective description of Goldstone bosons
exhibit opposite features: when the involved momenta are reduced, the coupling of quarks and
gluons increase, whereas the coupling of mesons decrease. This feature will prove particularly
useful to build a perturbative framework to describe low-energy QCD.

2.2.2 Notion of order parameter

The spontaneous breakdown of a global symmetry is a very common issue in physics, and we
can obviously borrow many ideas from other fields to study the mechanism responsible for the
spontaneous breakdown of chiral symmetry. A useful analogy is provided by ferromagnetic
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2.2. SPONTANEOUS BREAKDOWN OF CHIRAL SYMMETRY

Figure 2.1: Sketch of the fundamental state for ferromagnetic spin system (left) and anti-ferromagnetic
(right), under the Curie temperature.

systems, which can be modeled as a lattice of interacting spins. Under a the (critical) Curie
temperature, an ordered phase appears, featuring a nonzero spontaneous magnetisation ~M
(defined as the normalised sum over all the spins of the systems) due to a macroscopic alignment
of the spins of the system. Above the critical temperature, the order disappears and the
spontaneous magnetisation vanishes. A simplified model for such system would be provided by
a Hamiltonian where interactions among spins are of the form ~Si · ~Sj . This Hamiltonian is thus
invariant under any global rotation belonging to O(3). But under the critical temperature,
this rotational symmetry is broken by the fundamental state, which defines a privileged axis.
Indeed, its spontaneous magnetisation transforms as a vector under the rotation generators Li

(i = 1, 2, 3). At zero temperature, only the fundamental state contributes to the statistical
average of ~M , and we have:

〈Mi〉T=0 = 〈0|Mi|0〉 = − i

2
ǫijk〈0|[Lj ,Mk]|0〉 . (2.16)

If the fundamental state |0〉 is invariant, it is annihilated by the generators of O(3) Li, and the
spontaneous magnetisation vanishes. Conversely, if the spontaneous magnetisation is different
from zero, the fundamental state breaks the symmetry of the Hamiltonian. If O is an order
parameter, it satisfies the implication:

O 6= 0 ⇒ Symmetry breaking. (2.17)

There is an infinity of order parameters in principle. They can be obtained by computing
the vacuum expectation value of operators transforming under a (generally reducible) repre-
sentation of the symmetry group, whose decomposition in irreducible representations do not
contain the trivial representation. But the reciprocal of eq. (2.17) is not correct: the spon-
taneous breakdown of a symmetry does not constrain every order parameter to acquire a
non-vanishing value. For instance, in anti-ferromagnetic systems, the low-temperature phase
exhibits a long-range order with anti-parallel spins. This order breaks the rotational invariance.
However the spontaneous magnetisation remains zero, and the breakdown of the symmetry is
flagged by other order parameters, such as the difference of magnetisation on the two sub-
lattices ~A = ~Mdotted lattice − ~Mdashed lattice, cf. Fig. 2.1). The relevance of an order parameter
is related to the mechanism responsible for symmetry breaking. Conversely, the study of order
parameters should shed light on the nature of this mechanism, and in the long run, provide
hints of a model describing dynamically the breaking of this symmetry – as would be the
long-term goal of a study of the breakdown of chiral symmetry.
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2.2.3 Chiral order parameters

In the chiral limit, one can build different order parameters transforming under representation
of SUL(3)⊗SUR(3) excluding the trivial representation. Some are Green functions of the axial
and vector currents Aa

µ, V a
µ and of the scalar and pseudoscalar densities Sa, P a, such as:

Πab
µν(q) = i

∫

d4x eiq·x〈0|T [V a
µ (x)V b

ν (0) −Aa
µ(x)Ab

ν(0)]|0〉 . (2.18)

If we denote (nL, nR) the representations de SUL(3) ⊗ SUR(3), Π transforms as (8, 8) in the
chiral limit for any value of the flowing momentum q, and in particular, does not feature the
trivial representation.

Let us assume that chiral symmetry is broken and consider Π in the chiral limit. The
correlator has poles corresponding to one-particle states:

Πab
µν(q) = qµqν

[

−
∑

P

F (3)2

q2
−
∑

V

F 2
V

M2
V − q2

+
∑

A

F 2
A

M2
A − q2

]

+ . . . (2.19)

where the first term comes from Goldstone bosons due to the breakdown of chiral symmetry,
and the second and third terms correspond to massive (vector and axial) resonances (the
ellipsis denoting non-holomorphic structures arising at higher energies). We have introduced
the couplings (or decay constants) of the one-particle states F to the vector and axial currents.
At vanishing momentum (qµ = 0), only the Goldstone bosons contribute:

Πab
µν(0) = −1

4
gµνδ

abF 2(3), (2.20)

We can use eq. (2.20) as a definition for F 2(3), which is different from zero if chiral symmetry
is broken. Conversely, if F 2(3) 6= 0, the chiral order parameter Πab

µν(0) is different from 0
and the fundamental state of the theory is not symmetric under the chiral symmetry group,
as discussed in the previous section. According to Goldstone theorem, the spectrum of the
theory contains massless spin-0 states. Since the broken directions cannot belong to the vector
sector [67], the Goldstone bosons must couple to axial currents. F 2(3) can thus be identified
with the decay constant of Goldstone bosons in the chiral limit 6.

Π(0) plays therefore a very particular role among order parameters of chiral symmetry,
since the implication (2.17) is replaced by the equivalence for this single order parameter:

Πab
µν(0) 6= 0 ⇔ F0 6= 0 ⇔ Chiral symmetry breaking. (2.21)

Due to this peculiar role, F 2 defined in eq. (2.20) and corresponding to the decay constant of
the pion in the chiral limit could be called the order parameter of chiral symmetry.

There are also local order parameters, such as the quark condensate: 〈q̄q〉(3) = 〈0|ūu|0〉(3) =
〈0|d̄d|0〉(3) = 〈0|s̄s|0〉(3) which transforms as (3∗, 3) ⊕ (3, 3∗). One can also think of other or-
der parameters, such as the mixed condensate 〈0|q̄iσµνGα

µνT
α
ijqj |0〉(3), or four-quark conden-

sates such as 〈0|(q̄Γ1q)(q̄Γ2q)|0〉(3), which are often discussed in the framework of QCD sum

6The Goldstone theorem is generally stated for a local non-trivial operator whose vacuum expectation value
does not vanish. Following the same line of thought, it can be proven that Goldstone bosons arise in the case
of multilocal operators depending on several points (x1, x2, . . . xn) localised in a finite volume. In particular,
one can consider the correlator 〈0|T [V a

µ (x)V b
ν (0) − Aa

µ(x)Ab
ν(0)]|0〉 at x finite, but large. If the value of this

correlator does not vanish, there is indeed a spontaneous breakdown of chiral symmetry, and the contribution
of Goldstone bosons to the correlator is leading.
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2.2. SPONTANEOUS BREAKDOWN OF CHIRAL SYMMETRY

rules [71, 71, 72]. Let us remark that all these order parameters probe the chiral structure of
the fundamental state of QCD, a feature that cannot be probed by perturbative QCD, as the
latter performs its expansion in powers of the strong coupling constant around a trivial vacuum
(in particular, the order parameters discussed here, such as Π, would all vanish if evaluated
perturbatively in the chiral limit).

2.2.4 The quark condensate and the pseudoscalar decay constant

In practice, two order parameters play a prominent role in the study of chiral symmetry break-
ing. We have seen that pseudoscalar decay constant F 2(3) was the non-ambiguous signature of
chiral symmetry breaking. The quark condensate plays also an important role. For instance,
it arises in the expansion of the mass of the pseudoscalar mesons in the quark masses:

F 2
πM

2
π = 2mΣ(3) +O(m2

q), (2.22)

F 2
KM

2
K = (m+ms)Σ(3) +O(m2

q), (2.23)

F 2
ηM

2
η =

2

3
(m+ 2ms)Σ(3) +O(m2

q), (2.24)

with the quark condensate in the chiral limit SUL(3)⊗SUR(3): Σ(3) = −〈0|ūu|0〉(3). The terms
quadratic in quark masses are denoted O(m2

q), whereas isospin breaking effects are neglected
(electromagnetic corrections and difference mu −md) – in particular m = mu = md.

These equations relate the masses of the pseudoscalar mesons (due to the explicit breaking
of chiral symmetry) and the quark condensate in the chiral limit (which is an order parameter
of the spontaneous breakdown of the same symmetry). The quark condensate induces a linear
response to the perturbation due to the quark masses, in a similar way to the spontaneous
magnetisation of ferromagnet systems in the presence of an exterior electrical field. The quark
condensate must be negative (or zero), otherwise the mesons would acquire negative masses
for very small quark masses (condition of vacuum stability).

How to exploit eqs. (2.22)-(2.24) ? It is often assumed that the corrections of higher orders
are negligible not only in the chiral limitmu = md = ms = 0, but also for physical quark masses.
This leads to a scenario where the spontaneous breakdown of chiral symmetry is caused by a
significant condensation of quark-antiquark pairs in the vacuum: 〈q̄q〉3 ∼ −(230 MeV)3 [20,21,
71, 73]. The quark condensate would then play an essential role to describe the consequences
of chiral symmetry breaking, whereas other order parameters would describe only marginally
relevant aspects of the phenomenon. The main object of our Such a scenario, usually accepted,
could turn out to be oversimplified, and we are going to explore some alternatives now.

2.2.5 Two chiral limits of interest

Due to the mass hierarchy mu ∼ md ≪ ms ≪ ΛQCD, one can consider two different chiral
limits of interest (see fig. 2.2):

• Nf = 3 chiral limit: mu,md,ms = 0 with an octet of Goldstone bosons, identified with
(π,K, η),

• Nf = 2 chiral limit: mu,md = 0 but ms physical, with a triplet of Goldstone bosons,
identified with the pions.

Up to now, we have discussed mainly the Nf = 3 chiral limit. But all the above discussion can
be adapted to the Nf = 2 chiral limit with the SUL(2) ⊗ SUR(2) group. In this chiral limit,
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Figure 2.2: The mass hierarchy among the quarks in the Standard Model, and the two chiral limits
discussed in this chapter.

where the masses of the u and d quarks go to zero, but the s quark remains at its physical
mass, the breakdown of chiral symmetry can be understood in terms of SUL(2)⊗SUR(2) order
parameters, which contain an implicit dependence on ms. Let us notice that in the Nf = 2
limit, there are fewer order parameters than for the Nf = 3 chiral limit, since the conjugate
representations 2 et 2∗ are equivalent (whereas 3 and 3∗ are not). Some products of these
representations will contain the trivial representation, whereas the same products for 3 and
3∗ would not. Among the various order parameters of interest, and in agreement with the
previous discussion, we can define the pseudoscalar decay constant and the quark condensate
in both chiral limits:

F 2(2) = lim
mu,md→0

F 2
π , F 2(3) = lim

mu,md,ms→0
F 2

π , lim
ms→0

F 2(2) = F 2(3) ,(2.25)

Σ(2) = lim
mu,md→0

−〈0|ūu|0〉 , Σ(3) = lim
mu,md,ms→0

−〈0|ūu|0〉 , lim
ms→0

Σ(2) = Σ(3) . (2.26)

Both limits are relevant for phenomenological studies, and differ by the variation of a single
QCD parameter (the strange quark mass). The chiral structure of QCD vacuum may or may
not be strongly affected when one changes the mass of the strange quark, depending on the
role played by the the strange sea-quark pairs populating the (non-trivial) fundamental state
of the theory. A better understanding of the role played by the strange quark can be reached
by considering an alternative representation of chiral order parameters, through the spectrum
of the Euclidean Dirac operator.

2.3 Chiral symmetry and spectrum of the Euclidean Dirac op-
erator

2.3.1 Euclidean QCD on a torus

Due to the vector-like nature of QCD, interesting statements can be inferred after a Wick
rotation is performed in order to change from a Minkowski metric to an Euclidean one:

x0 = −ix̄0 , x2 = x2
0 − ~x2 → −x̄2

0 − ~̄x
2

= −x̄2. (2.27)
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The QCD Lagrangian in the Euclidean metric reads:

Le
QCD =

1

4
Gα;µνGα

µν + i
g2

32π2
θ̃ G̃α;µνGα

µν + ψ̄(−iD/ +M)ψ. (2.28)

where some aspects related to the treatment of fermions are covered in sec. A.1.1. We will set
the vacuum angle θ̃ = 0, unless specified otherwise.

Since we are interested in the long-distance, infrared properties of the theory, it is useful
to introduce an infrared regulator by considering this Euclidean theory in a finite volume,
whose sides are identified to yield a four-dimension Euclidean torus of size L × L × L × L.
The identification between x and x+ a can be done directly for the gluon field, up to a gauge
transformation [74], whereas the anti-periodicity of fermionic fields is required:

Gµ(x+N) = ΩNGµ(x)Ω†
N − iΩN∂µΩ†

N , q(x+N) = (−1)n0+n1+n2+n3ΩN (x)q(x), (2.29)

with N = (n0, n1, n2, n3) · L, {ni} integers, and Ωa = Ωa(x) ∈ SU(NC). These two conditions
constrain the transition function:

ΩN+P (x) = ΩP (x+N)ΩN (x). (2.30)

These constraints of (anti-)periodicity on the torus allow one to treat an Euclidean field the-
ory in a finite volume as a system of statistical mechanics at finite temperature (the “time”
dimension playing the role of the inverse of temperature) [75,76].

At finite volume, the gauge configurations can be classified according to a topological in-
variant, the winding number:

ν[G] =
1

32π2

∫

d4x G̃α
µνG

α
µν , (2.31)

whose values belong to a discrete set 7. On the torus, this topological invariant can be reex-
pressed as a function for the transition function Ω, and the condition eq. (2.30) constrained ν
to be an integer [74].

2.3.2 Spectrum of the Euclidean Dirac operator

In the Euclidean metric, the Dirac operator H = γµDµ combines two antihermitian operators
and is thus hermitian. For each gauge configuration G, it can be diagonalised:

/Dψn = λnψn, (2.32)

where {ψn} is a complete basis of orthonormal states:
∫

d4x ψ†
n(x)ψm(x) = δmn,

∑

n

ψn(x)ψ†
n(y) = δ(4)(x− y). (2.33)

This basis and the corresponding spectrum are obtained for a given gluonic configuration.
Let us notice that this spectrum is symmetric with respect to 0 (see fig. 2.3), as γ5 and H
anticommute:

Hψn = λnψn ⇒ Hγ5ψn = −γ5Hψn = −λnγ5ψn. (2.34)

7In order to give a finite Euclidean action, the strength tensor Gµν must decrease sufficiently quickly at
infinity. The gluonic field must thus go to a pure gauge potential at infinity: Gµ → −i(∂µω)ω†. The gluon
configurations can be sorted according to the value reached by ω in each space direction nµ (n2 = 1). This
defines an application from the sphere S3 into the gauge group. For any simple Lie group G, such an application
exhibits an infinite number of topological classes, indexed by an integer: π3(G) = Z [76].
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λ λ λ λ
1 2 3 n

λ λ λ λ
0

modes
|ν|

 n  3  2  1... ...

Figure 2.3: Spectrum of the Dirac operator. As the volume of the torus L4 grows, the eigenvalues tend
to decrease and accumulate around zero like a power of 1/L.

For each eigenvector ψn with a non-vanishing eigenvalue, γ5ψn is also an eigenvector, with
eigenvalue −λn. We can sort the strictly positive eigenvalues in increasing order (for n ≥ 1),
and we define ψ−n = γ5ψn and λ−n = −λn for negative indices. In the subspace for λ = 0, we
can choose a basis consisting of chirality eigenstates, with n+ right-handed states and n− left-
handed ones. The Atiyah-Singer index theorem [77] links the degeneracy of the zero eigenvalue
with the winding number of the gluonic configuration considered: ν = n+ − n−.

Vafa and Witten have shown the existence of a uniform bound on the Dirac eigenstates [67]:

|λn[G]| < C
n1/d

L
≡ ωn, (2.35)

whee d(=4) is the space-time dimension, and C is a constant, independent of the gluonic
configuration Gµ(x), the integer n and the volume V = Ld (but C depends on the space-time
geometry). The upper bound ωn is essentially equivalent to what is obtained in the free theory
(up to the constant C), where the solutions are plane waves of the form:

ψn(x) = e+ip̄n·x̄u(p̄n) , ψn(x) = e−ip̄n·x̄v(p̄n) , (2.36)

with u, v solutions of the Euclidean Dirac equation for the mass m2 = p̄2. The antiperiodic
boundary conditions imposed on the torus require the momentum p̄n to be “half-integer”:

p̄n =
2π

L
(n0 + 1/2, n1 + 1/2, n2 + 1/2, n3 + 1/2) ~n ∈ Z4 (2.37)

so that these solutions correspond to eigenvalues of the form:

/Dψn = p/nψn = ±2π

L

√

√

√

√

∑

i

(

ni +
1

2

)2

ψn . (2.38)

This behaviour of eigenvalues going as 1/L is also expected in the presence of a gluonic field at
the ultraviolet end of the Dirac spectrum, where the role of gluonic configurations is less and
less relevant. On the other hand, let us remark that eq. (2.35) implies that there should be
eigenvalues accumulating around 0 in the large-volume limit. We will see that this accumulation
is related to properties of chiral symmetry breaking in the following sections. The bound
(2.35) can be interpreted as the paramagnetic response of the Euclidean spectrum under an
external gauge field [78–80]. Once the field applied, the energy of the system “decreases”. This
paramagnetic behaviour of fermions is opposite to that of scalars: indeed, the spectrum of the
Klein-Gordon operator has a diamagnetic behaviour, as its eigenvalues increase once a field is
applied [81].

The fermion integral can be performed formally and expressed in terms of det(−i /D +M),
leaving an average over gluonic configurations, as is done in lattice gauge theory to evaluate
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correlators by Monte-Carlo methods [82, 83]. One can follow the same idea by projecting the
fermion fields on the eigenstate basis:

qf (x) =
∑

n

af
nψn(x), q̄f (x) =

∑

n

b̄fnψ
†
n(x) , (2.39)

where f is a flavour index, and {af
n} and {b̄fn} are independent Grassmann families. The

eigenstate basis {ψn} is orthonormal, so that the change from the variables {qf , q̄f} to the
variables {af

n, b̄
f
n} has a unity Jacobian 8. The vacuum expectation value of an operator Y can

then be written:

〈Ω|Y|Ω〉 =

∫

[dG][dq̄][dq]e−Sg [G]e−Sf [G,q,q̄]Y (2.40)

=

∫

[dG]e−Sg [G]
∫

∏

n,f

db̄fnda
f
n exp

[

−b̄fn(mf − iλn)af
n

]

Ȳ,

where Sg is the pure Yang-Mills action and Ȳ is the expression of Y, once the fermion fields
are projected over the Dirac eigenstates. In this framework, we can express the correlator of
bilinear operators of the form: Oi(x) = ψ̄(x)Γiψ(x), with Γi a combination of Dirac and flavour
matrices. We obtain:

〈Ω|O1(x)O2(y)|Ω〉 = Z−1
∫

[dG][dq̄][dq]e−Sg [G]e−Sf [G,q,q̄]ψ̄(x)Γ1ψ(x)ψ̄(y)Γ2ψ(y)

= − ≪ Tr[Γ1S(x, y|G)Γ2S(y, x|G)] ≫, (2.41)

where the propagator of light quarks in a given gauge configuration appears:

S(x, y|G) =
∑

n

ψn(x)ψ†
n(y)

M − iλn
, (2.42)

with M the light-quark mass matrix. The average over gluonic configurations ≪≫ is defined
as:

≪ O ≫=

∫

[dG]e−Sg [G]∆[G]O
∫

[dG]e−Sg [G]∆[G]
. (2.43)

As described in more detail in app. A.1.1, the integration of the Grassmann variables yields
the following expression of the fermion determinant:

∆(G) =
∏

i

∆(mi|G) , ∆(m|G) = m|ν| ∏

n>0

m2 + λ2
n[G]

m2 + ω2
n

, (2.44)

where we have exploited the symmetry of the Dirac spectrum with respect to 0, and introduced
a normalisation through ωn which is independent of the gluon configuration. The average can be
seen as a statistical average over the gauge configurations, weighted with the positive measure
∆[G] exp(−Sg[G]) (for a vanishing vacuum angle).

8We will not discuss the axial anomaly that results from the non-invariance of the fermion measure under
axial rotations UA(1) [2, 3].
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2.3.3 Infrared-dominated order parameters

Chiral order parameters can be studied within this framework. Let us take the SUL(Nf ) ⊗
SUR(Nf ) chiral limit, keeping the remaining Nh “heavy” quarks at their mass:

m1 = m2 = . . . = mNf
= m→ 0, mj 6= 0, Nf < j ≤ Nf +Nh. (2.45)

If we denote −Σ(Nf ) the quark condensate 〈ūu〉 in this limit, we get:

Σ(Nf ) = lim
1

L4
≪
∫

dx Tr S(x, x|G) ≫Nf
= lim

1

L4
≪
∑

n

m

m2 + λ2
n

≫Nf
. (2.46)

where lim denotes the large-volume limit L→ ∞ followed by the chiral limit SU(Nf )×SU(Nf )
(2.68). The average over gluon configurations weighted by the fermion determinant and the
Yang-Mills action is defined in eq. (2.43):

≪ Γ ≫Nf
= Z−1

∫

dµ[G] Γ ∆Nf (m|G)

Nf+Nh
∏

j>Nf

∆(mj |G) exp{−Sg[G]}. (2.47)

Z is a normalisation factor ensuring ≪1≫Nf
= 1. We have

Σ(Nf ) = lim
1

L4
≪
∑

n

m

m2 + λ2
n

≫Nf
= lim

m→0

∫ ∞

−∞
dǫ

m

m2 + ǫ2
lim

L→∞
1

L4
≪
∑

n

δ(ǫ− λn) ≫Nf
(2.48)

= 2 lim

∫ ∞

0

du

1 + u2

1

L4
≪ ρ(mu) ≫Nf

, (2.49)

relating the quark condensate to the density of eigenvalues ρ defined as:

ρ(ǫ) =
∑

n

δ(ǫ− λn). (2.50)

Eqs. (2.18) et (2.20) yield the decay constant in the same way [84]:

F 2(Nf ) = lim
1

L4
≪
∑

k,n

m

m2 + λ2
k

m

m2 + λ2
n

Jkn ≫Nf
, (2.51)

with:

Jkn =
1

4

∑

µ

∣

∣

∣

∣

∫

dx ψ†
k(x)γµψn(x)

∣

∣

∣

∣

2

. (2.52)

Since the eigenstate basis for each gluon configuration is complete, one has
∑

n Jkn = 1.
One can see that these two order parameters are linked to the accumulation of eigenstates

around 0. In particular, we recover the Banks-Casher relation between the quark condensate
and the eigenvalue density around 0 [85]. One can indeed rewrite these order parameters as:

Σ(Nf ) = π lim
ǫ→0

lim
L→∞

ρ(ǫ, L), F 2(Nf ) = π2 lim
ǫ→0

lim
L→∞

L4J(ǫ, L)ρ2(ǫ, L), (2.53)

with the “density” and the “mobility” [84]:

ρ(ǫ, L) =
1

2ǫL4
≪
∑

n

ǫ ≫Nf
=

1

2ǫL4
N(ǫ, L) , J(ǫ, L) =

1

N2(ǫ, L)
≪
∑

n,k

ǫ
Jnk ≫Nf

. (2.54)
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∑ǫ
n denotes the sum over the eigenvalues |λn| < ǫ. The quark condensate Σ(Nf ) and the decay

constant F 2(Nf ) are not sensitive to the same features of the infrared end of the Dirac spec-
trum. In particular, comparing the powers of the factors m/(m2 + λ2) and 1/L4 in eqs. (2.48)
and (2.51) suggests that the quark condensate gets a non-vanishing value if the eigenvalues
accumulate around 0 like 1/L4, whereas a behaviour like 1/L2 is needed to obtain F 2 6= 0 [84]
(one notices that the eigenvalues corresponding to the perturbative regime O(1/L) do not con-
tribute to these two chiral order parameters, in agreement with the non-perturbative nature of
chiral symmetry breaking).

Finally, one should mention a further feature of the Dirac spectrum, obtained by considering
the correlator of two scalar densities: the density of Dirac eigenvalues exhibits a cusp structure
of the form [86]:

lim
L→∞

ρ(ǫ, L) =
1

π
Σ(Nf ) +

N2
f − 4

32π2

Σ(Nf )2

F 2(Nf )
|ǫ| +O(ǫ) . (2.55)

2.3.4 Chiral symmetry breaking at finite volume

The previous discussion might seem a bit surprising, since we are discussing properties of chiral
order parameters describing the spontaneous breakdown of chiral symmetry, by considerations
of the Dirac spectrum at finite volume. But it is known that the spontaneous breakdown of a
global symmetry cannot occur at finite volume. We can illustrate this point by considering a
theory with a discrete symmetry φ → −φ (also exhibited by the effective action Γ[φ]), with a
state minimising −Γ[φ] for a constant vacuum expectation value φ(x) = φ̄ 6= 0. We have then
two states |Ω,+〉 and |Ω,−〉 with respective vacuum expectations φ̄ and −φ̄ corresponding to
the same minimal vacuum energy. But the presence of these two states does not mean that
the symmetry is necessarily broken, since we do not know what is the actual fundamental state
chosen by the theory: |Ω,+〉 or |Ω,−〉 (breaking the discrete symmetry), or |Ω,+〉 + |Ω−, 〉 or
|Ω,+〉 − |Ω,−〉 (satisfying the discrete symmetry) ? The form of the Hamiltonian between the
two states is very simple, due to the symmetry between |Ω,+〉 and |Ω−〉:

H =

[

a b

b a

]

for

[

|Ω,+〉
|Ω−〉

]

, (2.56)

with eigenstates |Ω,+〉+ |Ω,−〉 and |Ω,+〉− |Ω,−〉 of energies a± |b| respecting the symmetry
of the theory. One would thus expect for a completely isolated system to have a symmetric
ground state. However, b corresponds to the tunelling from |Ω,+〉 to |Ω,−〉 and would thus
be suppressed by an exponential penetration factor of the form exp(−C · V ). Therefore, the
two states are actually almost degenerate for a macroscopic system. Any (even small) external
perturbation H ′ breaking the symmetry by having, say, 〈Ω,+|H ′|Ω,+〉 < 〈Ω,−|H ′|Ω,−〉, will
have matrix elements much larger than b and will cause the fundamental state of the system
to be aligned almost entirely along |Ω,+〉 rather than close to one of the symmetric states
|Ω,+〉 + |Ω,−〉 and |Ω,+〉 − |Ω,−〉.

This argument can be extended to more general cases [3], stressing the importance of
considering the thermodynamical limit (sending L→ ∞ before taking the chiral limit) in order
to obtain a system exhibiting a spontaneous breakdown of chiral symmetry. Indeed, swapping
the large-volume and small-mass limits in eqs (2.48) and (2.51) yields a vanishing value for
these order parameters – one must take the correct order of limits to obtain a dense Dirac
spectrum around 0 which will contribute to the condensate and/or the decay condensate. But
the above arguments suggests that one does not need an infinite volume to see chiral symmetry
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breaking effects, only a volume and a perturbation both large enough for the system to select
a non-symmetric fundamental state [87–89].

Let us consider the situation where the quark condensate does not vanish. One expects
that the low eigenvalues will have a mean spacing of eigenvalues going like:

Σ : ∆λ ≃ 1

V ρ1(λ)
∼ 1

V Σ(Nf )
, (2.57)

from eqs. (2.53) and (2.54), taking into account that ≪ ∑

n
ǫ ≫Nf

≃ ǫ/∆λ. If m ≫ ∆λ, i.e.,
mV Σ(Nf ) ≫ 1, eq. (2.48) will yield a non-vanishing value for Σ(Nf ) even at finite volume,
so that chiral symmetry is broken by Σ(Nf ) 6= 0. The pseudoscalar decay constant can be
discussed in similar terms, with the mean spacing:

F 2 : ∆λ ≃ 1

V ρ2(λ)
∼ 1

L2F (Nf )
, (2.58)

so that mL2F (Nf ) ≫ 1 is the condition for spontaneous breakdown of chiral symmetry to
occur at finite volume through F 2(Nf ) 6= 0.

A simplified description of the distribution of the Dirac eigenvalues, based on a breakdown of
chiral symmetry driven by the quark condensate solely, can be found in the framework of Chiral
Random Matrix Theory [90–92]. This approach describes the low-energy partition function of
QCD as a random matrix model assumed to belong to the same universality class provided
that the Dirac matrix can be replaced by a random matrix with the same global symmetries,
chiral symmetry is broken spontaneously in the limit of infinitely large random matrices, and
the random matrix elements do not have any spacetime dependence 9. Information on the
distribution of the lowest Dirac eigenvalues has been derived within this framework, which has
also been used to study the effect of finite temperature and chemical potential. By definition,
these models are focused on the effect of the quark condensate on the Dirac spectrum and
thus are not able to derive correlations among Dirac eigenvalues/eigenvectors related to more
complicated order parameters (and more elaborate patterns of chiral symmetry breaking).

More features of the spectrum can be studied thanks to the Leutwyler-Smilga sum rules [74]
obtained by matching the QCD and LO effective generating functionals, and providing the be-
haviour of inverse moments of the Dirac eigenvalues

∑

n>0(1/λn)k, averaged over a topological
sector of fixed winding number in terms of the quark condensate and pseudoscalar decay con-
stant. These relationships have been discussed in the case of more complicated patterns of
chiral symmetry breaking [35] and recovered in the framework of the Chiral Random Matrix
Theory [90–92].

The microscopic Dirac eigenvalue distribution, the Leutwyler-Smilga sum rules as well as
other related quantities (such as the topological susceptibility, i.e., the average of the squared
winding number) are currently investigated in lattice simulations as an alternative determi-
nation of the quark condensate [93–97]. Let us however emphasize that these works actually
determine an effective condensate embedding mass corrections involving other chiral order
parameters 10.

9The content of this model is therefore close to leading-order Chiral Perturbation Theory for constant fields,
and their predictions in this domain comparable.

10In the language of three-flavour Chiral Perturbation Theory described in the next chapter, the NLO ex-
pressions for these quantities involve the counterterm L6, which may contribute significantly (and as much as
the quark condensate) to the effective condensate determined in these computations [98–101]. Studies of the
low-lying Dirac eigenvalues including these effects [102] point indeed toward a significant contribution from NLO,
as commented in sec. 2.5.1.
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2.4 The role of the number of light flavours

2.4.1 Paramagnetic effect of light-quark loops [A]

Let us consider get back to the situation described in sec. 2.3.3, with Nf light quarks and
Nh more massive ones. We assume that the lightest of the massive quarks, denoted s, has a
non-zero mass which is small compared to the scale of the theory – QCD is obviously equivalent
to the case Nf = 2. The average eq. (2.47) exhibits an explicit dependence on Nf related to
the fermion determinant, which can be isolated for infrared-dominated order parameters:

≪ Γ ≫Nf
= Z−1

∫

dµ[G] Γ ∆Nf (m|G)∆(ms|G)

Nf+Nh
∏

j>Nf

∆(mj |G) exp{−Sg[G]}. (2.59)

Let us choose a cut-off Λ and define the integer K so that ωK = Λ (let us notice that
this definition is independent from the gluonic configuration chosen). We can write down the
fermion determinant for one quark flavour as:

∆(m|G) = m|ν|∆IR(m|G)∆UV(m|G), (2.60)

where we have divided the spectrum of the Dirac operator into two parts, infrared and ultra-
violet. The infrared part reads:

∆IR(m|G) =
K
∏

n=1

m2 + λ2
n[G]

m2 + ω2
n

< 1, (2.61)

where the bound comes from eq. (2.35). This separation is indeed gauge invariant: K does not
depend on G, and the eigenvalues of the Dirac operator are invariant under gauge transforma-
tions (they just perform a redefinition of the eigenvector basis through a rotation). In ∆UV,
the eigenvalues λn should become close to the free-theory bound ωn. In addition, the factors
∆(mj , G) related to massive quarks contain a heavy mass mj unaffected by the chiral limit
which provides a natural infrared cut-off, making these factors insensitive to small eigenvalues
λ ≪ mj . For order parameters that are dominated by small eigenvalues, we expect thus ∆IR

to play a prominent role in the average eq. (2.59). Since ∆IR is an increasing function of the
quark mass:

m < ms =⇒ ∆IR(m|G) < ∆IR(ms|G) , (2.62)

we expect that taking the limit ms → 0 together with m→ 0 (chiral limit for Nf + 1 flavours)
should lead to a decrease of the chiral order parameters compared to the chiral limit for Nf

flavours:

Σ(Nf + 1) < Σ(Nf ) , F 2(Nf + 1) < F 2(Nf ) . (2.63)

The significance of this paramagnetic effect depends on the sensitivity of each parameter to
the lowest Dirac eigenvalues, in the large-volume and small-mass limits. This may suggest that
Σ could undergo a stronger suppression than F 2 as Nf grows. Let us stress that this effect
should affect mainly quantities dominated by the infrared end of the Dirac spectrum – other
kinds of observables (spectrum and dynamics of vector mesons, string tension. . . ) should have
a rather limited sensitivity to the number of light-quark fermions (in particular, the large-Nc

limit could prove quite useful to discuss such quantities).
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Figure 2.4: Diagrammatic representation in perturbation theory of the “genuine” Σ(Nf + 1) and “in-
duced” Zs(ms) condensates contributing to the quark condensate Σ(Nf ), due to the presence of massive
ss̄ pairs in the sea.

The quark condensate Σ(Nf ) is a function of ms, and its derivative with respect to this
parameter brings down a strange scalar density from the action:

∂

∂ms
Σ(Nf ) = lim

m→0

∫

dx〈T ūu(x) s̄s(0)〉c ≡ ΠZ(ms) (2.64)

= lim
1

L4
≪
(

∑

k

m

m2 + λ2
k

)(

∑

n

ms

m2
s + λ2

n

)

≫c
Nf
,

where c denotes the connected component of the correlator. Since Σ(Nf ) tends to Σ(Nf + 1)
when ms → 0, we have:

Σ(Nf ) = Σ(Nf + 1) +

∫ ms

0
dµ ΠZ(µ) = Σ(Nf + 1) +msZs(ms) +O(m2

s logms). (2.65)

A third order parameter arises at this stage, in addition to the quark condensate Σ and the decay
constant F 2: the two-point correlator ΠZ , which is 1/Nc-suppressed and violates the Zweig rule
in the scalar sector 11. One can interpret Σ(Nf ) as receiving two different contributions, one
from the “genuine” condensate Σ(Nf + 1) and another from an “induced” condensate Zs(ms)
coming from the effect of ss̄ sea pairs, as illustrated in the diagrams of perturbation theory in
fig. 2.4. The presence of this extra contribution means that one cannot identify the condensates
in the Nf and Nf + 1 chiral limits immediately.

A similar discussion holds in the case of the pseudoscalar decay constant, relating the
difference between F 2(Nf ) et F 2(Nf + 1) to the three-point correlator (and a fourth chiral
order parameter of interest):

i

∫

d4x d4y eiq·(x−y)〈T [V a
µ (x)V b

ν (y) −Aa
µ(x)Ab

ν(y)](s̄s)(0)〉 . (2.67)

Let us remark that the 0++ channel plays here a privileged role, since it has the quantum
numbers of the vacuum. The variation of a chiral order parameter from Nf to Nf + 1 must
be given by a correlator that violates the Zweig rule in the JPC = 0++ channel (the 1/Nc

counting of the various correlators considered here is discussed in more details in app. A.2.2),
and for this reason, often assumed to be small. We are going to investigate in more detail this
assertion.

11ΠZ is an order parameter for SUL(Nf ) ⊗ SUR(Nf ), whereas the correlator:

lim
m→0

Z

dxeiq·x〈T [ūu(x)s̄s(0)ranglec , (2.66)

at q2 6= 0 is an order parameter for both SUL(Nf ) ⊗ SUR(Nf ) and SUL(Nf + 1) ⊗ SUR(Nf + 1) theories.
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2.4.2 The case of multi-flavour QCD [D]

Due to the quark mass hierarchy, the above discussion is limited to the comparison between
Nf = 2 and Nf = 3 chiral limits for phenomenological applications, since the masses of the
other quarks are too large compared to the typical hadronic scales. It is however interesting
to discuss a larger framework, which can be called multi-flavour QCD, where more and more
massless flavours are added to the theory [34]. Let us assume that we take a QCD-like theory
with a large number of heavy quarks which decouple from long-distances, and that we send the
masses of Nf of these quarks to zero:

m1 = m2 = . . . = mNf
= m→ 0, mj ≫ ΛH , j > Nf . (2.68)

We can define order parameters for SUL(Nf ) ⊗ SUR(Nf ) chiral symmetry:

σ(Nf ) = lim
m→0

−〈|ūu|0〉 , f2(Nf ) = lim
m→0

F 2
π . (2.69)

and we study their dependence on Nf
12. The same argument still holds: considering the

gluonic average eq. (2.59), we see that the normalisation of the infrared part of the determinant
yields ∆IR(m|G) < 1, which is exponentiated to the Nf -th power in the average over gluonic
configurations, leading to a more and more efficient suppression as Nf grows. One should
therefore expect a paramagnetic suppression of chiral order parameters also in this situation:

σ(Nf + 1) < σ(Nf ) , f2(Nf + 1) < f2(Nf ) . (2.70)

As before, the question remains how strong the suppression is as one moves from Nf to Nf +1.
A comment is in order here. We have denoted the chiral order parameters in a different way
from those in the physical case Σ and F 2 since the fermion determinant, and thus the average
over the gluonic configurations, is in principle different:

• the difference between σ(3) and Σ(3) amounts to including (or not) heavy-quark loops
(charm, bottom, top) and is probably small for chiral order parameters sensitive to the
infrared end of the Dirac spectrum

• σ(2) would correspond to decoupling the strange quark (and thus to have ms → ∞)
whereas Σ(2) takes ms at its physical mass : in other words, Σ(2) corresponds somehow
to σ(Nf ) with Nf between 2 and 3.

A similar discussion holds for F 2 and f2. A sketch of the situation is described in fig. 2.5.

One can give a more precise description of the situation where ms → ∞ by using ref. [103],
where the problem of matching two QCD-like theories which differ by the integration of one
massive quark (sufficiently massive for perturbation theory to hold) is considered. One has the
equivalence between the full QCD action (with a dynamical heavy quark) and the effective one
(where the dynamical quark has been integrated out):

Z =

∫

[DG][Dψ][Dψ̄][Dh][Dh̄] exp[iS(G,ψ, ψ̄, h, h̄; g,m,mh)] (2.71)

∼ mh→∞

∫

[DG][Dψ][Dψ̄] exp[iSeff(G,ψ, ψ̄; g′,m′;mh)] , (2.72)

12We keep the fundamental scale ΛQCD (defined in a mass-independent scheme) at a fixed value (say its value
at a scale below the charm threshold in the physical case), in order to be able to compare the different theories.
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Figure 2.5: Dependence on ms of the quark condensate Σ, and its relation with σ.

with the effective action

Seff(G,ψ, ψ̄; g′,m′;mh) = S(
√
z3G,

√
z2ψ,

√
z2ψ̄, 0, 0; zgg, zmm, 0)+

∑

n

∫

d4x
znOn(x)

mdn−4
h

, (2.73)

where z’s are renormalisation factors, On are the (tower of) operators induced by the integration
of the heavy quark andm′ is the effective light quark mass including effects from the (integrated
out) heavy quark. As far as the quark condensate is concerned, one obtains:

〈ūu〉(Nf+1) =
∂

∂m
Z|m=0 ∼mh→∞

∂

∂m

∫

[DG][Dψ][Dψ̄] exp[iSeff(G,ψ, ψ̄; g′,m′;mh)](2.74)

∼ mh→∞
∂m′

∂m
× 〈ūu〉(Nf )

∣

∣

∣

m=0
+O

(

1

mh

)

. (2.75)

The conversion factor for the light quark mass between the full (m) and the effective (m′)
actions is known up to two loops (see eq.(93) in ref. [103]):

Σ(2) ∼ms→∞ σ(2)

[

1 +

(

αs(µ)

π

)2
(

89

432
+

5

36
log

m2
s

µ2
+

1

12
log2 m

2
s

µ2

)

+O(α3
s)

]

+O

(

1

ms

)

,

(2.76)
where ms denotes the heavy quark masses defined in the M̄S-scheme considered at the scale
µ. As expected, the limit ms → ∞ sends Σ(2) to σ(2) up to logarithmic and power-suppressed
corrections.

2.5 The Nf-sensitivity of the pattern of chiral symmetry break-

ing

2.5.1 From 2 to 3 flavours [A]

The dependence of chiral order parameters on Nf is often assumed to be negligible, because
it is related to the role of light-quark loops in these parameters, and the related weight of the
fermionic determinant. Indeed, the effect of these loops is suppressed according to the Zweig
rule and to the limit of a large number of colours. Both are often considered as good approxima-
tions of QCD [104–107]. This idea was applied in the sector of the lightest pseudoscalar mesons
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to provide models for the associated correlators [25, 108–114] and to determine counterterms
of their effective theory [23, 27, 115–119]. More recently, the same Lagrangians were extended
to higher orders under the name of Resonance Chiral Theory, taking into account the OPE
constraints on the high-energy behaviour of the QCD correlators to describe the dynamics of
light resonances, and thus reach the energy region between 1 and 2 GeV [26,28,120–126]. The
overall agreement with data can be considered as a global test of the validity of the large-Nc

limit underlying this approach.
In another domain, for a long time, many lattice QCD computations were performed within

quenched QCD (a non-unitary Yang-Mills theory where the fermion determinant is set 1), with
an overall decent agreement with experimental data. This was often taken as a further proof
of the limited influence of the fermion determinant. However, recent improvements in lattice
simulations have paved the way for unquenched simulations with three light dynamical (or sea)
quarks. Even though these simulations are still at an early stage, their results are already very
instructive, especially when one is interested in the low-energy dynamics of strong interactions.
Indeed several groups have observed significant variations between the chiral limit of Nf = 2
and Nf = 3 massless flavours, for instance studies based on the light-meson masses and decay
constants found: PACS-CS [127] and MILC [128,129] found:

PACS − CS :
F (2)

F (3)
= 1.089 ± 0.045 ,

Σ(2)

Σ(3)
= 1.245 ± 0.010 , (2.77)

MILC :
F (2)

F (3)
= 1.15 ± 0.05

(

+0.10

−0.03

)

,
Σ(2)

Σ(3)
= 1.52 ± 0.17

(

+0.38

−0.15

)

. (2.78)

whereas a JLQCD and TWQCD lattice study of the distribution of low-lying Dirac eigenvalues
obtained [102]:

JLQCD/TWQCD :
Σ(2)

Σ(3)
= 1.30 ± 0.54 . (2.79)

In addition, the large-Nc limit is known to be a bad approximation for the scalar sector
0++. This can be seen for instance in the decays J/Ψ → V PP , with V = φ, ω and P = π±,K±,
whose dynamics in the S-wave indicate a significant violation of the Zweig rule [130,131]. This
remark has a direct implication on ΠZ defined in eq. (2.64) and the resulting variation of the
quark condensate. Indeed, scalar states, singlets of SU(Nf ), strongly coupled to the first Nf

quarks and to the scalar density s̄s, could yield an “induced” condensate of comparable size to
the “genuine” condensate in eq. (2.65). Such a variation would thus be related to the puzzling
features of the spectrum of scalar resonances, departing from the conventional situation of
nonets with an ideal mixing 13.

Indeed, in contrast to the vector and tensor mesons, the identification of the scalar mesons
is a long-standing puzzle [132]. Many scalar resonances are difficult to resolve because of their
large decay widths leading to a significant overlap with the background, with several decay
channels opening up within short mass intervals. In addition, light non-qq̄ scalar are expected
(glueballs, multiquark), blurring even more the quark-model picture guiding the discussion of

13For instance, in the vector channel, one has an ideal mixing between the ω and φ resonances, leading to an
almost exact quark assignment for the neutral, non-strange vector mesons:

|ρ0〉 =
|uū〉 − |dd̄〉√

2
, |ω〉 =

|uū〉 + |dd̄〉√
2

, |φ〉 = |ss̄〉 , (2.80)

so that none of these resonances would contribute significantly to the spin 1 analogue of the two-point correlator
ΠZ , because none couple to both operators at the same time.
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I Name Mass (MeV) Width (MeV) Sources

I = 0 f0(600) 400-1200 600-1000 ππ S-wave analysis of πN and Kℓ4

f0(980) 980 ± 10 40-100 π−p→ π0π0n, φ→ f0γ

γγ → ππ, J/ψ → φ+φ−, Ds decays

f0(1370) 1200-1500 200-500 4π in pp̄ and pn̄/np̄

f0(1500) 1505 ± 6 109 ± 7 ππ,KK̄, ηη, ηη′, 4π in pp̄ and pn̄/np̄

I = 1/2 K∗
0 (800) 672 ± 40 550 ± 34 See sec. 7.6

K∗
0 (1430) 1425 ± 50 270 ± 80 Kπ final state in Kp production

I = 1 a0(980) 980 ± 20 50-100 KK̄ and πη in pp̄ annihilation, φ→ a0γ

a0(1450) 1474 ± 19 265 ± 13 pp̄ annihilation, D± → K+K−π±

Table 2.1: Light scalar resonances listed in ref. [137].

other channels. This means that most scalar resonances cannot be identified as sharp resonances
well separated and with little mixing, which will described by narrow Breit-Wigners, and that
more involved tools must be used, in particular the analytic continuation of scattering/decay
amplitudes to identify the position of the poles in unphysical sheets of the complex energy
plane [45,133], unitarised amplitude methods to understand their large-Nc behaviour [134,135],
or their behaviour in lattice simulations [136].

The Particle Data Group [137] list several resonances as clearly identified, collected in
tab. 2.1. Their interpretation is subject to even more controversies than their identifica-
tion [138]. f0(980) and a0(980) are often considered as KK̄ molecules due to the proximity
of their masses to this threshold. Another popular model consists in putting f0(980), a0(980),
f0(600), K∗

0 (800) in a nonet of four-quark states, whereas f0(1370), f0(1500), K∗
0 (1430),

a0(1450) would form another nonet from qq̄ states. One main difficulty for such unambiguous
theoretical interpretation comes from the mixing of the various states among themselves, as
well as with pure glue states (glueballs) which should also appear in the spectrum above 1
GeV. At any rate, it is quite striking the low-energy scalar spectrum, directly connected to the
structure of the vacuum through its quantum numbers, presents a rather complicated pattern,
very different from other channels. This feature could have an impact on the discussion of the
ms-dependence of chiral order parameters.

2.5.2 For large Nf [B,D]

Other approaches, investigating the case of multi-flavour QCD, see sec. 2.4.2, support also that
there should be some sensitivity of these order parameters on the number of massless flavours.
Chiral phase transitions are thus expected to occur for sufficiently large Nf/Nc [139], leading
to the restoration of chiral symmetry. Indeed, if we consider the β-function in perturbative
QCD [10], we know that asymptotic freedom will be lost for large values of Nf (above 16 if we
remain at the one-loop level). The theory exhibits then a non-Abelian QED-like behaviour,
where neither confinement nor chiral symmetry breaking are expected. If the number of flavours
decreases, one expects to encounter a conformal window where the theory is asymptotically
free in the ultraviolet, but present a non-trivial infrared fixed point. In such a scale-invariant
theory, the theory cannot confined and chiral symmetry must remain unbroken. Finally, as
we decrease the number of flavours, the infrared fixed-point becomes non-perturbative and the
coupling constant becomes large, triggering a breakdown of chiral symmetry. Just below the
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boundary, one may expect early signs of the restoration of chiral symmetry, such as an almost
parity doubling spectrum [140,141].

Analytic studies of the QCD conformal window based on perturbative arguments [142]
suggest that chiral symmetry is restored for Nf ∼ 10 (for Nc = 3). Gap equations in the same
window yield a slightly different limit [143], with a critical value for Nf above 12. In addition,
the instanton liquid model [144] predicts that instantons do not contribute to chiral symmetry
breaking any more for Nf > 6 [145,146].

Lattice simulations have been used to investigate this conformal window as a function of the
number of flavours and the representation of the fermions, in relation with extended technicolor
scenarios. They identify the conformal-invariant nature of Yang-Mills theory through different
features such as the power-like dependence of the whole spectrum on the quark masses (no
mass gap) or the running of the coupling constant (from the comparison of lattices of different
sizes, the potential between static charges, or the study of the renormalisation group flow of the
coupling constants). Indications from several collaborations indicate that the lower end of the
conformal window should be somewhere around Nf = 9 or 10 for fermions in the fundamental
representation [147]. In all cases, we see that there should be some not-so-large value of Nf

above which chiral symmetry should be restored.

2.5.3 Chiral phase transitions in multi-flavour QCD [D]

As discussed above, one may expect several phases when one increases the number of light
flavours in the theory, with a restoration of chiral symmetry for some critical value of Nf . One
question is whether there are further phase transitions within the chirally broken phase, as
some of the order parameters vanish as the number of flavour increases. There is in particular
a situation where a strong dependence of the quark condensate on the number of light-quark
flavours would find a natural explanation. If σ is particularly sensitive to the suppressing effect
of light-quark loops, as suggested by the fact that they are not sensitive to the same kind of
accumulation of small Dirac eigenvalues around zero as other chiral order parameters, it could
vanish earlier than f2. Three phases could then occur:

• For Nf < ncrit(Nc), chiral symmetry is broken and the quark condensate does not vanish.

• For ncrit(Nc) ≤ Nf ≤ Ncrit(Nc), chiral symmetry is broken, but the condensate vanishes.

• Above Ncrit(Nc), chiral symmetry is restored.

The transition at Nf = ncrit(Nc) could be related to the extension of the residual symmetry
group, such as: SUL(Nf ) ⊗ SUR(Nf ) → SUV (Nf ) × ZA(Nf ). Indeed the discrete axial sym-
metry ZA(Nf ) forces some chiral order parameters to vanish, such as Σ [148]. As discussed
in app. A.1.2, Weingarten inequalities [65] do not hinder the existence of an intermediate
chirally-broken phase with a vanishing quark condensate. However, the two transitions could
occur simultaneously ncrit(Nc) = Ncrit(Nc), so that the vanishing of the quark condensate co-
incide with the restoration of chiral symmetry. The qualitative argument suggesting a decrease
of order parameters does not allow us to quantify this effect.

However, in a three-phase scenario, a strong variation of Σ(Nf ) would find a natural expla-
nation just below the critical value ncrit(Nc) where the quark condensate vanishes. Let us take
a theory with Nf flavours with Nf + 1 < ncrit(Nc) ≤ Nf + 2, and let us call ms the Nf + 1-th
quark and define Σ(Nf + 1) and Σ(Nf + 2) in analogy with the discussion for Nf = 2. In
that case, Σ(Nf + 1) differs from zero but it is already small. According to eq. (2.49), a small
condensate would indicate the suppression of the average density of states ≪ ρ(λ) ≫Nf

/L4 for
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Figure 2.6: Two different scenarios of chiral symmetry breaking and restoration, depending on the
presence of an intermediate phase breaking chiral symmetry but with a vanishing quark condensate.

λ ∼ m. On the other hand, close to a phase transition, the fluctuations of this density of states
and/or the density-density correlation ≪ ρ(λ)ρ(λ′) ≫c

Nf
/L4 for λ ∼ λ′ ∼ m are expected to

increase. Actually, the difference between Σ(Nf + 1) and Σ(Nf ) is related to this correlation
through eq. (2.64):

ΠZ(ms) = 4 lim

∫ ∞

0

du

1 + u2

dv

1 + v2

1

L4
≪ ρ(mu)ρ(msv) ≫c

Nf
. (2.81)

Therefore, slightly below the critical point ncrit(Nc), the suppression of the density of states
and the increase in density-density correlations could yield a competition between the first two
terms in the ms-expansion in eq. (2.65) [34].

It is interesting to study the large-Nc limit of the three-phase scenario. The quark loops
are suppressed, and the chiral order parameters become independent of Nf . The critical point
ncrit(Nc), where σ vanishes, would thus tend to infinity in this limit 14. The 1/Nc-expansion
would thus converge slowly close to critical point, and would be unable to reproduce prop-
erly the phase above ncrit(Nc). One can in particular recall the study of Weiberg-like sum
rules for vector and axial mesons in the large Nc limit in ref. [108], which connected the spec-
trum of spin-1 mesons with the condensates arising in the Operator Product Expansion of the
V V − AA correlator. A vanishing quark condensate would require a complicated pattern of
cancellation in these sum rules between the vector and axial resonances in the chiral limit,
which does not seem realised phenomenologically. This is in agreement with the expectation
that limNc→∞ ncrit(Nc) = ∞, so that the phase above ncrit(Nc) cannot be reached easily within
a large-Nc framework.

2.6 Summary

Low-energy QCD is governed by the breakdown of chiral symmetry, which can be described
through chiral order parameters. Two parameters play a particular role: the quark condensate

14Such a behaviour would be in agreement with many perturbative computations where Nf and Nc arise only
through the ratio Nf/Nc.
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Σ (most simple order parameter) and the decay constant F 2 (unambiguous signature of chiral
symmetry breaking) The mass hierarchy mu,md ≪ ms ≪ ΛH ∼ 1 GeV suggests two different
chiral limits. The first one consists in keepingms at its physical mass whereasmu,md → 0. This
limit of Nf = 2 massless flavours is particularly useful to analyse ππ scattering at threshold.
The second limit corresponds to Nf = 3 massless flavours: mu, md and ms go to 0, where K
and η dynamics is also included.

One may wonder about the role played by the number of light flavours: does the chiral
structure of the QCD vacuum evolve significantly when Nf increases ? Chiral symmetry is
expected to be restored at very large Nf , indicating some sensitivity of the vacuum to light-
quark loops, in constrast with the Zweig rule and the large-Nc limit. The issue can be studied
through the spectrum of the Dirac operator D/ on an Euclidean torus. Indeed, the pattern of
chiral symmetry breaking is reflected by the accumulation of small eigenvalues around zero when
the volume of the torus tend to infinity. In particular, chiral order parameters such as Σ(Nf )
and F 2(Nf ) are dominated by these small eigenvalues. Due to Vafa-Witten’s paramagnetic
bound on the latter, one expects the fermion determinant to suppress such order parameters
more and more as more and more light flavours become massless. Σ and F 2 are thus expected
to decrease from Nf = 2 to Nf = 3 massless flavours. The same argument suggests that the
same effect would occur by adding more and more massless flavours to the theory while keeping
ΛQCD to a fixed value.

The speed of this decrease can be measured through chiral order parameters that violate
the Zweig rule in the scalar sector 0++. This sector is known no to comply with the Zweig
rule and the large-Nc limit, so that order parameters like Σ and F 2 could depend strongly
on Nf . In addition, Σ and F 2 are not sensitive to the same features in the accumulation
of small eigenvalues around 0 when the volume of the torus goes to infinity. Σ could thus
decrease more quickly than F 2. This suggests a more speculative scenario of two chiral phase
transitions occurring one after the other as Nf increases. We start from a phase where the
quark condensate is different from zero and chiral symmetry is spontaneously broken. When
Nf increases, Σ would decrease more quickly than F 2 and would vanish for a critical number
of flavours ncrit(Nc). The pseudoscalar decay constant would still be different from zero and
it would vanish only later, for a second critical value Ncrit(Nc). The phase ncrit(Nc) < Nf <
Ncrit(Nc) features a vanishing quark condensate, but chiral symmetry is still broken since
F 2(Nf ) 6= 0. Chiral symmetry restoration occurs only once the number of massless flavours is
larger than Ncrit(Nc). This scenario exhibits interesting possibilities near the first critical point.
Indeed, Σ(Nf ) can be interpreted as the density of Dirac eigenvalues, whereas the difference
Σ(Nf + 1)−Σ(Nf ), related to the violation of the Zweig rule in the scalar sector, corresponds
to correlations between eigenvalues. At the vicinity of a critical point, we would expect a
suppression of the density of states and an increase in the fluctuations. A significant decrease
of the quark condensate from 2 to 3 flavours could be explained due to the fact that ncrit(Nc)
is close to 3, in relation with the observed violation of the Zweig rule in the scalar sector 0++.

This scenario is only a possible scheme for such chiral phase transition – we could also
imagine that there is no such intermediary phase, so that the vanishing of the quark condensate
and the restoration of chiral symmetry occur for the same number of flavours. Experimental
data, lattice simulations or more elaborated models of spontaneous chiral symmetry breaking
should provide elements to decide which scenario is favoured.

31
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CHAPTER 3. CHIRAL PERTURBATION THEORY AND ITS LIMITS

After the general discussion of chiral order parameters and their dependence on the strange
quark mass, it is time to discuss the effective theory of low-energy QCD that embeds chiral
symmetry breaking, namely Chiral Perturbation Theory (χPT). This effective theory exploits
in an optimal way our knowledge of chiral symmetry to provide the generic form of QCD
correlators at low energies as an expansion of masses and momenta. This is obtained by
matching the generating functional of QCD to that of the effective theory, and ensuring that
the symmetries of the former are obeyed by the latter – more precisely, that the Ward identities
encoding chiral symmetry are obeyed by the mass and momentum expansion of the correlators
provided by the effective theory. The latter involves the chiral order parameters discussed
previously under the form of low-energy constants, that are unknown and should be determined
from experiment or lattice simulations. One can design different versions of χPT in the chiral
limits of Nf = 2 and Nf = 3 massless flavours, involving either only very soft pions, or
moderately soft π, K, η. The two theories can be matched in the regime where they overlap.

Due to the non-renormalisable character of this effective theory, these low-energy constants
proliferate as the order of the expansion increases. If the leading-order (LO) constants amount
to the two chiral order parameters discussed in the previous chapter, next-to-leading-order
(NLO) constants are already difficult to determine, and one must rely on models to determine a
significant fraction of next-to-next-to-leading (NNLO) constants, as they cannot be realistically
all determined from experiment or lattice simulations. We perform a brief overview of some
of the determination of the NLO low-energy constants of Nf = 2 and Nf = 3 χPT, based
either on dispersive considerations or on lattice simulations. Some of the Nf = 3 constants are
particularly difficult to pin down, like L4 and L6, which are large-Nc suppressed and encode the
quark-mass dependence of observables like the masses and decay constants of the pseudoscalar
mesons. It turns out that these low-energy constants also encode the Nf -dependence of the
quark condensate and the pseudoscalar decay constant, and thus are related to the discussion
of the previous chapter. Depending on the values of L4 and L6, one may expect a numerical
competition between the (suppressed) leading-order contribution and the (ms-enhanced) next-
to-leading order contributions. In that case, one has to be careful with some usual reexpressions
of χPT counterterms in terms of physical observables (for instance ms/m in terms of M2

K/M
2
π),

since these reexpressions are only valid at leading order, and thus may suffer from large higher-
order corrections.

We start from identities for the masses and decay constants of the pseudoscalar mesons,
supposed to exhibit good convergence properties at NNLO to draw some conclusions on rela-
tions between low-energy constants and pattern of chiral symmetry breaking. A small shift of
L6 and L4 from very particular (“critical”) values is enough create a very strong suppression of
the quark condensate and the pseudoscalar decay constant from Nf = 2 to Nf = 3. We discuss
some further features of the two-flavour order parameters, which are essentially correlated with
the value of the quark mass ratio r = ms/m. Some differences in the structure of the Nf = 2
and Nf = 3 theories allow us to expect a suppression only in the latter case, whereas the
former one should be protected from vacuum fluctuations of quark pairs. We finally discuss
the connection with the condensates at finite quark mass involved in the Operator Product
Expansion of QCD correlators at high energies 1.

1This chapter is based on the following articles:

[C] SDG and J. Stern, Vacuum fluctuations of qq̄ and values of low-energy constants, Phys. Lett. B488 (2000)
274 [36]

[D] SDG, L. Girlanda, and J. Stern, Chiral order and fluctuations in multi-flavor QCD, Eur. Phys. J. C27
(2003) 115 [37]

[E] SDG, N. Fuchs, L. Girlanda, and J. Stern, Resumming QCD vacuum fluctuations in three-flavor chiral
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3.1. EFFECTIVE FIELD THEORY

Figure 3.1: From the Fermi theory of weak interactions to the Standard Model and back.

3.1 Effective field theory

Quantum Chromodynamics at low energies cannot be analysed in terms of quarks and glu-
ons, since they interact strongly and are confined inside hadrons. However, the spectrum of
the bound states suggest to exploit approximate symmetries of the theory and to build an
effective theory in terms of the relevant degrees of freedom. This is a rather general problem
in physics: low-energy computations in the framework of a theory known at high energies
but fairly complicated can be performed more efficiently through a simplified, approximate,
theory [19, 22, 69, 70, 149–151]. If we perform experiments at higher and higher energies, new
degrees of freedom will emerge, and some particles which were considered elementary will
become bound states of more fundamental fields. Inversely, if the energy of the processes is
lowered, some degrees of freedom will disappear from the observable spectrum of the theory and
can be integrated out of the functional integral. Obviously, this programme can be achieved
only if the processes occurring at different energies decouple enough for this separation to make
sense, so that the accuracy at which the effective description mirrors the fundamental theory
can be estimated through ratios of significantly different scales.

A prominent example of such approach is provided by the effective Hamiltonian that is
used to analyse weak decays of mesons and baryons [152]. Indeed, in the Standard Model, this
multi-scale problem, involving at the same time the electroweak scale (weak gauge bosons and
top quark, around 100 GeV) and the hadronic scale (mass of the bound states involving b, c or
s quarks, around a few GeV at most). Integrating out the heavy degrees of freedom yields an
effective Hamiltonian that corresponds to a factorised expression, with local operators involving
only light dynamical fields (describing the low-energy dynamics of the theory, identical to that
of the Standard Model) multiplied by Wilson coefficients (encoding the high-energy dynamics
of the Standard Model). The latter can be evaluated perturbatively if the separation scale Λ
between low and high energies is not too small, and radiative corrections can still be determined
using perturbation theory if the separation scale lies in the perturbative domain of QCD. One
may think that this treatment is a step backwards, as one goes back from the electroweak
theory down to an extended Fermi theory of weak interactions, but this effective treatment
of the Standard Model has several advantages: it allows one to separate neatly the different
scales in the problem and the difficulties specific to each energy region (content and dynamics
of the electroweak sector on one side, nonperturbative effects of strong interactions through
weak matrix elements on the other side), and an RGE approach can be used to resum the large
logarithms occurring in the Wilson coefficients as one integrates out the degrees of freedom
from the electroweak scale down to the hadronic scale of the problem.

The weak effective Hamiltonian is an example of a decoupling effective theory, since all

perturbation theory, Eur. Phys. J. C34 (2004) 201 [38]
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CHAPTER 3. CHIRAL PERTURBATION THEORY AND ITS LIMITS

the effect of the heavy fields is encoded in the Wilson coefficients, whereas the light degrees
of freedom are the same as (the low-momentum modes of) the fields of the underlying theory
(u, d, s, γ . . .). The effective Lagrangian has a general form after integrating out degrees of
freedom heavier than Λ:

Leff = Ld≤4 +
∑

d>4

1

Λd−4

∑

id

CidOid , (3.1)

where Ld≤4 containing the potentially renormalisable terms with operator dimension d ≤ 4, the
coefficients Cid are dimensionless Wilson coefficients and Oid are local operators of light fields
with dimension d. Other effective theories consist of the Euler-Heisenberg theory for QED at
energies much below the electron mass, or the Standard Model itself. In the latter case, we do
not know the relevant scale or the underlying theory, even though there are many contenders (
e.g., supersymmetry, GUT, extra-dimensional gauge theories. . . ) and we have only vague hints
of the terms involved in the effective Lagrangian for d > 4.

But one can also consider non-decoupling effective theories, where the light degrees of
freedom of the effective theory are different from those of the underlying one, because of a
phase transition occurring as one decreases the energy. This phase transition comes from the
spontaneous breakdown of a symmetry, generating Goldstone bosons that are definitely light
degrees of freedom. Since a spontaneously broken symmetry can be used to relate processes with
different numbers of Goldstone bosons, the dimensional separation eq. (3.1) is not meaningful.
In general, the effective Lagrangian is non-renormalisable, which does not prevent if from
being a well-defined and consistent framework. Because of the phase transition occurring as
one lowers the energy, we cannot determine the structure of the theory, and in particular the
values of the Wilson coefficients, through a perturbative computation as an expansion of the
gauge coupling constants, as we could do in the decoupling case.

We will therefore adopt a slightly less ambitious approach to determine the effective theory
of low-energy QCD that falls in this non-decoupling category. We aim at a theory of strong
interactions, valid at low energies where Goldstone bosons are the relevant degrees of freedom,
following the principles of quantum field theory: isolate the relevant degrees of freedom, de-
termine the underlying symmetries and build the most general field theory in agreement with
those. According to Weinberg’s conjecture [18, 69, 149, 153], computing a matrix element with
this Lagrangian to any given order of perturbation theory will yield the most general S-matrix
element consistent with analyticity, perturbative unitarity, cluster decomposition and the as-
sumed symmetry principles. An important feature here is the nature of the degrees of freedom:
we deal with pseudo-Goldstone bosons, whose interactions becomes weaker and weaker as the
momentum decreases, as recalled in sec. 2.2.1. Therefore, a perturbative expansion can be
considered even for low-energy QCD, if the effective theory is expressed in terms of the lightest
pseudoscalar octet and if the expansion parameter is the energy rather than the gauge coupling.

Since we perform a low-energy expansion of Green functions, we will build a tower of
Lagrangians contributing to a given power (E/Λ)k to the observables, with operators of in-
creasing degree. We will organise the low-energy theory with growing k and we will stop at
a given accuracy (i.e. for a given power). The theory will thus involve a growing number of
unknown parameters (the coefficients of the operators) since we cannot follow Wilson’s ideas
up to their conclusion in the case of QCD. This may seem rather discouraging at first sight: a
non-decoupling effective theory cannot pretend to compute a large number of processes from a
limited set of parameters with a high accuracy. But it is able to assess the symmetry relations
between different processes quantitatively. It provides a structure for our theoretical knowl-
edge (and ignorance) to exploit experimental data optimally, and as such, it is the appropriate
framework to obtain information on the dynamics of QCD in the non-perturbative regime.
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3.2. THE EFFECTIVE THEORY OF LOW-ENERGY QCD

3.2 The effective theory of low-energy QCD

3.2.1 QCD generating functional

We want to build an effective theory of QCD, where the degrees of freedom are the pseudoscalar
mesons (π, K, η), taking chiral symmetry into account. With the help of this theory, we
will study processes by computing Green functions of axial ad vector currents and of scalar
and pseudoscalar densities, before using the LSZ reduction formula to extract amplitudes for
incoming and outgoing states of pseudoscalar mesons. The full set of connected Green functions
for this problem can be derived from their generating functional:

eiΓ[v,a,s,p,θ] = 〈0|T exp

{

i

∫

d4x ψ̄[γµ(vµ + γ5aµ) − (s− iγ5p)]ψ − g2

32π2
θ G̃α;µνGα

µν

}

|0〉 ,

(3.2)
where v, a, s, p, θ are classical sources. The Green functions are obtained by taking derivatives
of Γ with respect to this sources, then setting v = a = s = p = 0 et θ = θ0 (if we consider a
non-vanishing vacuum angle). Γ can be reexpressed through the functional integral:

eiΓ[v,a,s,p,θ] =

∫

[DG][Dψ][Dψ̄] exp

{

i

∫

d4xLQCD

}

θ=0
(3.3)

× exp

{

i

∫

d4xψ̄[γµ(vµ + γ5aµ) − s+ γ5p)]ψ − g2

32π2
θ G̃α;µνGα

ρσ

}

(3.4)

=

∫

[DG][Dψ][Dψ̄] exp

{

i

∫

d4xLQCD[v, a, s, p, θ]

}

, (3.5)

with the QCD Lagrangian in the presence of sources:

LQCD[v, a, s, p, θ] = Lf +
∑

Q

(iD/ −MQ)Q− 1

4
Gα;µνGα

µν − g2

32π2
θ G̃α;µνGα

µν

+
∑

q

ψ̄[γµ(iDµ + vµ + γ5aµ) − s̃+ γ5p]ψ,

where s̃(x) = s(x) +M , with the light-quark mass matrix M . We will actually replace s̃ by s
in the last expression and we will compute the different derivatives of the generating functional
at the point v = a = p = 0, s = M and θ = θ0.

3.2.2 Ward identities

Our effective theory will involve only the pseudoscalar mesons (collected in a matrix U) as
degrees of freedom, and it must obey the constraints from chiral symmetry. Its generating
functional will be:

eiΓeff [v,a,s,p,θ] =

∫

[dU ] exp

{

i

∫

d4x Leff [U, v, a, s, p, θ]

}

= eiΓ[v,a,s,p,θ] + . . . (3.6)

where the ellipsis recall us that the equality between the QCD and effective generating func-
tionals must be understood, up to a given order in a low-energy expansion that we will define in
the following. Chiral symmetry will constrain the structure of the Green functions by imposing
Ward identities among them, and this requirement can be expressed in a very simple way in the
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CHAPTER 3. CHIRAL PERTURBATION THEORY AND ITS LIMITS

framework of the generating functional. The whole set of Ward identities can be reexpressed
by requiring that Γ is invariant under local transformations (depending on space-time) of the
external sources S = v, a, s, p:

Γ[S ′] = Γ[S], S ′ = T (g)S, (3.7)

with g(x) ∈ SUL(Nf ) ⊗ SUR(Nf ) and T (g) its representation for the sources S (more detail
can be found in app. A.2.1). We could include Green functions of the singlet axial and vector
currents in this framework. One must then consider transformations under UL(Nf )×UR(Nf )
(〈α〉 6= 0 and 〈β〉 6= 0). However, the constraints stemming from symmetries at the classical
level cannot be all fulfilled simultaneously at the quantum level, due to the impossibility to
define the integration measure over fermions in a way that is both gauge- and chiral-invariant
under the whole chiral group [154]. It manifests itself as ambiguities in the one-loop evaluation
of correlators involving both axial and vector currents. Fixing these ambiguities amounts to
allowing for anomalous Ward identities, meaning that some of the symmetry constraints must
be abandoned once one goes at the quantum level (in practice, one warrants the conservation
of vector currents, which are gauged once QCD is embedded in the Standard Model, and puts
all the burden of anomalous non-conservation on the axial currents [155]). This issue modifies
eq. (3.7) and requires a particular treatment, detailed in app. A.2.1. Γ must be split in two
parts:

Γ[S] = Γ0[S] + ΓWZ [S], (3.8)

where ΓWZ collects terms corresponding to the anomalous identities (it corresponds to finding
a particular solution to the equation for the anomalous terms eq. (A.43)) and Γ0 is the general
solution for the invariance equation:

Γ0[S ′] = Γ0[S] . (3.9)

Any Lagrangian fulfilling the Ward identifies of chiral symmetry (detailed in app. A.2.1) will
obey the decomposition (3.8). Wess and Zumino [156], and Witten [156] built an explicit
Lagrangian accounting for anomalous Ward identities, expressed in terms of U , vµ and aµ,
which can describe ΓWZ . At this stage, it remains to build the general solution Γ0.

3.2.3 Description of Goldstone bosons

In QCD, the chiral symmetry group G acts on the quarks as:

qR
g→VRqR, qL

g→VLqL. (3.10)

The effective theory deals with Goldstone bosons, which transform under a representation of
G:

φa g→θa(g, φ). (3.11)

It turns out that the representation θ is constrained tightly by the composition law [70]:

θ(g1, θ(g2, φ)) = θ(g1g2, φ). (3.12)

We can start by defining the subgroup that leaves the origin stable: H = {h, θ(g, 0) = 0}.
Let us notice that θ(gh, 0) = θ(g, 0) for all g ∈ G and h ∈ H. θ(g, 0) is thus an application from
the quotient space G/H obtained by identifying in G the elements g and g′ such as g′ = gh with
h ∈ H. This application of G/H in G is invertible: if θ(g1, 0) = θ(g2, 0), one has g1g

−1
2 ∈ H, so
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3.2. THE EFFECTIVE THEORY OF LOW-ENERGY QCD

that g1 and g2 correspond to the same element in G/H. We can thus identify the Goldstone
boson fields to the coordinates of the quotient space G/H.

Let us choose a representant n in each equivalence class {gh, h ∈ H}, in order to decompose
any element of G as g = nh in a unique way. The composition law eq. (3.12) shows that the
image n′ of n under the action of g ∈ G is obtained by decomposing the product gn in n′h, which
corresponds to the action of G on G/H. Here, G = SUL(Nf ) ⊗ SUR(Nf ) and H = SUV (Nf ),
so that g = (VR, VL), whereas H consists in pairs (V, V ). We can choose as a representant of
each class n = (U,1) ∈ G/H. The composition law is expressed as:

gn = (VR, VL)(U,1) = (VRU, VL) = (VRUV
†
L ,1)(VL, VL) = n′h. (3.13)

so that the Goldstone bosons transform as:

U ′(x) = VRU(x)V †
L . (3.14)

One can choose any parametrisation of the coordinates for the unitary matrix U . A popular
representation is (the first equality holds for arbitrary Nf , the second one for Nf = 3):

U = exp






i

N2
f−1
∑

a=1

φaλ
a

F (Nf )






,

1√
2
φaλ

a =









π0√
2

+ η√
6

π+ K+

π− − π0√
2

+ η√
6
K0

K− K̄0 − 2η√
6









. (3.15)

We will see later that we can identify the various fields with the corresponding mesons at the
lowest order of the theory in the isospin limit.

Let us notice that eq. (3.14) can be extended without difficulty to local transformations
VR(x) and VL(x). On the other hand, if we want to include the singlet axial and vector currents
in our analysis, the UA(1) chiral rotations require a modification of the formalism since they
do not obey detU(x) = 1 [20,21]. On must replace this constraint by :

detU(x) = e−iθ(x), (3.16)

in order to fulfill eq. (3.14) for any element in UL(Nf ) × UR(Nf ). Our expression in terms
of pseudoscalar mesons is still valid, as long as one multiplies the matrix (3.15) by a phase
exp(−iθ(x)/Nf ).

3.2.4 Effective Lagrangian

We look for an effective Lagrangian, function of Goldstone bosons and not of quarks and gluons,
which satisfies the same Ward identities as QCD. According to sec. 3.2.2, these identities are
verified if and only if the action is invariant under a local transformation of the sources, up to a
term describing anomalous Ward identities. We will thus look for the most general expression
of Leff [U,S]:

eiΓ
0[S] =

∫

[DU ] exp

{

i

∫

d4x Leff [U,S]

}

, (3.17)

with Γ0 invariant under the local transformations of S. Since the measure [DU ] is itself invariant
under these transformations, we must determine the most effective Lagrangian invariant under
local transformations of the sources and of the meson matrix, expressed in terms of U , θ, vµ,
aµ, s, p, and their derivatives.
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We introduce the covariant derivatives:

DµU = ∂µU − i(vµ + aµ)U + iU(vµ − aµ), Dµθ = ∂µθ + 2〈aµ〉, (3.18)

and the curvature tensors, associated with aµ et vµ and exhibiting the appropriate covariance
properties: [20, 21]:

F I
µν = ∂µF

I
ν − ∂νF

I
µ − i[F I

ν , F
I
µ ] (I = R ou L), FR,L

µ = vµ ± aµ . (3.19)

Since we look for an invariant action, we could also consider the more general case of a
Lagrangian density invariant up to a divergence. But an invariance theorem derived for rela-
tivistic effective Lagrangians [149] shows that one can always come back to the determination
of a strictly invariant Lagrangian density, up to a change of coordinates in U . In addition,
one can prove that any invariant effective Lagrangian under the chiral transformations can be
built only from the fields and their covariant derivatives. We have thus all the bricks needed
to build our effective Lagrangian.

We can also use the fact that s, p, θ do no have independent transformation laws. The
quark mass matrix can be diagonalised with real positive eigenvalues. By an appropriate chiral
transformation, we can always get down to:

s+ ip = M, θ → s = M, p = 0, θ = θ̄, (3.20)

where M is the quark mass matrix in any basis, Mq the diagonal matrix with real positive
eigenvalues mu,md,ms, and θ̄ the chirally invariant vacuum angle θ + arg det(s + ip). Thus
Γ[s, p, θ] depends only on the eigenvalues of the mass matrix and on the invariant vacuum angle
θ̄. Conversely, this transformation allow us to fix θ = 0, up to a rotation of the mass matrix:

s+ ip = Mq, θ → s+ ip = M exp(iθ/Nf ), θ = 0. (3.21)

We can thus consider the (more simple) situation where the vacuum angle vanishes identically.
In the effective Lagrangian, U(x) belongs then to SU(Nf ), M is replaced by M exp(iθ/Nf )
and 〈aµ〉 by (Dµθ)/2 to account for the source associated with the winding number density
G̃G [157]. We will not consider here correlators containing GG̃ or A0

µ and we assume 〈aµ〉 = 0
and θ constant. The study of Γ for any value of the vacuum angle can thus be simplified to
the case where θ = 0.

3.2.5 Power counting

The effective Lagrangian contains an infinite number of terms, since one can construct an
infinite number of invariants from the elementary building blocks presented above. We want to
compute various hadronic processes at low energies, and we know that they vanish in the limit
of vanishing incoming momenta and quark masses. If q is the typical external momentum in a
process, the leading order will be given, say, by q2, with additional corrections in q4, q6. . . . The
Lagrangian should thus be truncated to the desired momentum power: Leff =

∑Ln, where
Ln contains all the terms that are invariant under chiral transformations and contributing to
the power qn. The problem becomes finite, as long as one sticks to a fixed power of external
momenta. In addition to vertices, the pions can also contribute through loops, which must be
included in the analysis to comply with unitarity. Let us take an arbitrary graph with L loops
connected through nk interaction vertices coming from Lk (some examples of such diagrams
for ππ scattering are represented in fig. 3.2), leading to:

∫

(d4l)L 1

(l2)I

∏

k

(lk)nk , (3.22)
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(b) (c)(a)

(h) (j)(i)

(d) (e) (f) (g)

(i)(h)

Figure 3.2: Examples of contributions to ππ scattering at leading order and next-to-leading order (first
line), next-to-next-to-leading order (following lines). The dots represent LO or NLO vertices.

where I denotes the number of internal lines of the graph. Each loop requires an integration
over a moment, each boson on an internal line provides a propagator in 1/l2, and each ver-
tex of Lk yields a contribution like lk by construction. If we use a regularisation preserving
chiral symmetry and a mass-independent subtraction scheme (for instance, dimension regular-
isation associated with a minimal subtraction scheme), the external momenta q are the only
dimensionful parameters of the problem. The amplitude must scale like pD, with

D = 4L− 2I +
∑

k

knk = 2 + 2L+
∑

k

(k − 2)nk (3.23)

from the usual geometrical relations V − I + L = 1 and
∑

k nk = V . Since the Lagrangian
start with its kinetic term, the lowest term starts at q2, so that k ≥ 2. A graph with N loops
is thus suppressed by a factor q2N with respect to tree graphs. For instance, if we want to
compute a process up to q4 order, the involved graphs are: L = 0, m4 = 1 ,mk>4 = 0 and
L = 1, mk>2 = 0, i.e., a tree graph with a vertex from L4 or a loop with vertices from L2. Such
a loop yields divergences to be renormalised. Since we choose a regularisation that preserves
chiral symmetry, the renormalisation of this loop requires counterterms of order q4 that are
local and respect the symmetries of the Lagrangian. But L4 provides a complete catalogue of
these terms: the loop divergences can be absorbed by the counterterms already present.

More generally, if we stop at a given power qn of momenta, we can always absorb the
divergences from loops containing vertices with Lm<n in the counterterms present in Ln. Our
theory is thus renormalisable in its modern sense: if we stop at a given order, the divergences
can be absorbed by a finite number of counterterms that arise necessarily in the Lagrangian
at this order. The structure of the divergences (i.e., the UV behaviour of the theory) is also
constrained by the symmetries of the theory, We will thus apply the following power counting:

U, θ ∼ 1 , vµ, aµ, DµU, Dµθ ∼ q , (3.24)

and each additional derivative (covariant for U , ordinary for external sources) is counted like
one power of momentum (the anomalous Wess-Zumino Lagrangian starts then at q4).
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3.3 Chiral Perturbation Theory

3.3.1 Three-flavour Lagrangian

Up to now, we have not considered the quark masses. Away from the chiral limit, the effective
Lagrangian consists of an infinite tower of invariants:

Leff =
∑

k,l

Lk,l, Lk,l ∼ qkml
q. (3.25)

This double expansion must be organised according to a single index. The masses of the quarks
are related to scalar and pseudoscalar sources, for which no obvious counting exists. We must
compare mq and q ∼ Mπ. If the quark condensate contributes significantly to the meson
masses, a linear dependence of M2

π on the quark masses is a good first-order approximation:

s, p ∼ q2 , (3.26)

leading to the following expansion of the effective Lagrangian:

Leff = L2 + L4 + L6 + . . . Ln =
∑

k+2l=d

Lk,l. (3.27)

This counting yields Chiral Perturbation Theory (χPT) proposed by Gasser and Leutwyler
[20,21,158] 2. The first-order Lagrangian corresponds to O(q2):

L2 =
1

4
F 2

0

[

〈DµU
†DµU〉 + 〈U †χ+ χ†U〉

]

, (3.28)

where χ = 2B0(s + ip). B0 and F0 are low-energy constants yet to be determined. If we
consider this Lagrangian in the isospin limit mu = md = m, we can expand the meson matrix
U up to the second order in the meson fields, leading to:

L2 → 1

2
∂µπ

0∂µπ0 + ∂µK
+∂µK− + ∂µK̄

0∂µK0 + ∂µπ
+∂µπ− +

1

2
∂µη∂

µη (3.29)

−mBπ0π0 − 2mBπ+π− − (m+ms)B0K̄
0K0 − (m+ms)B0K

+K− − 1

3
(m+ 2ms)B0ηη .

We see that we obtain expressions for meson masses at leading order:

M2
π = 2mB0 +O(m2

q) , M2
K = (m+ms)B0 +O(m2

q) , M2
η =

4

3
M2

K − 1

3
M2

π +O(m2
q) (3.30)

the last one corresponding to the Gell-Mann–Okubo relation, satisfied at the leading order in
the chiral expansion. We can identify the two low-energy constants arising in the Lagrangian
by taking either a derivative with respect to the axial source aµ,21, or with respect to the scalar
source s11, leading respectively to:

〈0|d̄γµγ5u|π+(p)〉 = i

[

F0√
2

+O(mq)

]

pµ , 〈ūu〉 = −F 2
0B0 +O(mq) , (3.31)

2An alternative counting, known as Generalized χPT [159], was introduced later to cope with the possibility
of a small condensate, introducing a different power counting (B0 ∼ m ∼ q), leading to an even larger number
of counterterms than χPT. However, this framework did not consider the role of fluctuations encoded in NLO
counterterms violating the Zweig rule in the scalar sector. We will come comment on this issue in the next
chapters.

42



3.3. CHIRAL PERTURBATION THEORY

so that we have the identifications of the low-energy constants with the three-flavour order
parameters:

F0 = F (3) , B0 =
Σ(3)

F (3)2
, (3.32)

We thus recover eqs. (2.22)-(2.24), corresponding to the famous Gell-Mann-Oakes-Renner re-
lation [160]. We can introduce the following quantities:

X(3) =
2mΣ(3)

F 2
πM

2
π

, Z(3) =
F (3)2

F 2
π

, Y (3) =
X(3)

Z(3)
=

2mB0

M2
π

. (3.33)

which correspond to the quark condensate and the decay constant, as well as their ratio, in
dimensionless units. These quantities provide the relative contribution of the LO term to the
chiral expansion of F 2

πM
2
π , F 2

π and M2
π : all of them would be exactly 1 if the LO Lagrangian

saturated the chiral expansion. The next order, O(q4), reads:

L4 =
1

4
F 2

0 [L0〈DµU
†DνUD

µU †DνU〉 + L1〈DµU
†DµU〉2 + L2〈DµU

†DνU〉〈DµU †DνU〉 (3.34)

+L3〈DµU
†DµUDνU

†DνU〉 + L4〈DµU
†DµU〉〈χ†U + U †χ〉 + L5〈DµU

†DµU(χ†U + U †χ)〉

+L6〈χ†U + U †χ〉2 + L7〈χ†U − U †χ〉2 + L8〈χ†Uχ†U + U †χU †χ〉

−iL9〈FR
µνD

µUDνU † + FL
µνD

µU †DνU〉 + L10〈U †FR
µνUF

L;µν〉

+H1〈FR
µνF

R;µν + FL
µνF

L;µν〉 +H2〈χ†χ〉].

This NLO Lagrangian holds for an arbitrary number of flavours, but for Nf = 3, the operator
associated with L0 can be re-absorbed into other operators thanks to Cayley-Hamilton identi-
ties [20,21]. The 10 Li’s are Low-Energy Constants (LECs), whose values should be determined
from experimental data. They are renormalised by one-loop diagrams occurring at the same
order in the chiral expansion. H1 and H2 are called high-energy counterterms, multiplying
operators allowed by chiral symmetry, but without dynamical fields. They do not occur in
physical low-energy processes, but can arise in quantities that depend on ultraviolet regulari-
sation (such as the condensates away from the chiral limit), and correspond to the divergences
present in some Green functions (the structure of these divergences is indeed constrained by
chiral symmetry). At NNLO, the Lagrangian contains 94 counterterms, with 90 LECs denoted
Ci (and 4 high-energy counterterms). At this stage, it is impossible to determine all countert-
erms from experiment, and one must determine most of them either from analytic estimates,
such as resonance saturation, or from lattice determination.

At this stage, even though we focus only on low-energy dynamics of pseudoscalar mesons,
we should add that there are other implementations of chiral effective theories:

• for other systems interacting with soft pions, such as baryons [22, 161–164] or heavy
mesons [165],

• with a different fermion content from QCD, for instance quenched and partially quenched
theories with different valence and sea-quark contents [166–169] or supersymmetric the-
ories [74,170,171],

• in presence of other explicit sources of chiral symmetry breaking, in particular for lattice
formulations of fermion actions [172,173],
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• in finite volumes, with different regimes depending on which light degrees of freedom are
relevant or with different boundary conditions [87–89,174,175],

• for weak decays, in particular for the analysis of K → ππ decays [176–179],

• for other strongly interacting non-Abelian gauge theories, for instance for Technicolor-like
theories [17,180,181].

Each of these theories does only involve the Lagrangian described here, but also new LECs
(and operators) describing the interaction of Goldstone bosons in a new environment.

3.3.2 Generating functional at one loop

Let us come back to the Lagrangian describing low-energy π,K, η interactions, which can be
dealt with in two different ways. A first approach consists in deriving Feynman rules for
the various vertices and propagators, spelling out the relevant diagrams and computing the
corresponding integrals for each particular process. This is the path followed for the analyses
performed at the two-loop level [158], where the large number of low-energy constants compared
to the number of accessible processes would make a completely general analysis of the generating
functional of limited use.

On the other hand, such an analysis is very useful at the one-loop level where the number of
LECs is limited. One can actually integrate the degrees of freedom collected in U , to express the
generating functional only in terms of its sources and of propagators with a known structure.
Since the integration is performed at the level of the generating functional, one does not need
to evaluate any further diagrams, but just to perform functional derivatives with respect to the
appropriate sources. For three flavours, this one-loop generating functional reads [21]:

Z = Zt + Zu + ZA + . . . (3.35)

where the ellipsis stands for NNLO contributions. The three terms of the one-loop generating
functional are:

• Zt is the sum of O(p2) and O(p4) tree graphs, and of tadpole contributions:

Zt =
∑

P

∫

dx
F 2

0

6







1 − 3

16π2

◦
M

2

P

F 2
0

log

◦
M

2

P

µ2







σ∆
PP (3.36)

+
∑

P

∫

dx
3F 2

0

6







1 − 3

6π2

◦
M

2

P

F 2
0

log

◦
M

2

P

µ2







σχ
PP +

∫

dx Lr
4 ,

σ∆ and σχ collect source terms for vector / axial currents and scalar / pseudoscalar
densities, and Lr

4 is the O(p4) chiral Lagrangian with renormalised constants Lr
i and Hr

i .
◦
M

2

P denotes the O(p2) contribution to the (squared) mass of the Goldstone boson P :

◦
M

2

π = Y (3)M2
π ,

◦
M

2

K =
r + 1

2
Y (3)M2

π ,
◦
M

2

η =
2r + 1

3
Y (3)M2

π . (3.37)

• Zu collects unitarity corrections corresponding to one-loop graphs with twoO(p2) vertices:

Zu =
∑

P,Q

∫

dx dy
[

{{∂µν − gµν�}M r
PQ(x− y) − gµνLPQ(x− y)}Γ̂µ

PQ(x)Γ̂ν
QP (y)(3.38)

−∂µKPQ(x− y)Γ̂µ
PQ(x)σ̄QP (y) +

1

4
Jr(x− y)σ̄PQ(x)σ̄QP (y)

]
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where J,K,L,M are (renormalised) functions defined from the one-loop scalar integral
with mesons P and Q propagating in the loop (with the LO masses eq. (3.37)), and Γ̂µ

and σ̄ = σ∆ + σχ collect source terms.

• ZA is the Wess-Zumino functional collecting anomalous contributions.

These three terms involve the solution Ū of the equation of motion in presence of (axial,
pseudoscalar and vacuum angle) sources. When one wants a specific correlator, one has just
to perform the derivatives of the generating functional with respect to the various sources.

The dependence on the renormalisation scale form the tadpole and unitarity corrections
cancel exactly that of the NLO counterterms introduced in L4, so that the generating functional
(and the derived correlators) are independent of the renormalisation scale. This scale, typically
chosen of the order of the first non-Goldstone hadronic excitation (µ = Mρ), corresponds to the
separation between the low-energy dynamics, encoded in the operators, and the high-energy
dynamics, subsumed in the values of the LECs.

3.3.3 Analytic determinations of three-flavour low-energy constants

In principle, the LECs should be determined from experimental measurements, combined with
assumptions concerning the appropriate convergence of the effective theory. One can easily
state some of the observables associated to each O(p4) LEC that are simple to determine on
lattice simulations and/or to extract from experiment:

• L1, L2, L3: Kℓ4 form factors (F 2
πFKf, F

2
πFKg, F

2
πFKh),

• L4, L5: π,K decay constants (F 2
π , F

2
K),

• L6, L8: π,K masses (F 2
πM

2
π , F

2
KM

2
K),

• L7: η mass and decay constant (F 2
η , F

2
ηM

2
η ),

• L9: Pion electromagnetic form factor (F 2
πF

π
V ),

• L10: π → eνγ form factor (FπAV AP ) 3.

One should distinguish LECs involve only derivatives of the meson field, which are easier to ac-
cess experimentally by studying the energy-dependence of form factors or scattering amplitudes
(at NLO, L1,2,3,9,10), and those involving also quark masses, which are much more difficult to
probe experimentally but can be accessed through lattice simulations by varying quark masses
(at NLO, L4,5,6,7,8).

At the time when one-loop χPT was introduced, the determination of the LECs was ob-
viously rather crude. The original determination in ref. [21] is recalled in the first columns
of tab. 3.1. In particular, the Zweig rule was used to pin down some of the LECs that were
impossible to determine otherwise. Indeed, applying the large-Nc counting rules, recalled in
app. A.2.2, one obtains:

L7 = O(N2
c ) , L1,2,3,4,5,6,8,9,10, H1,2 = O(Nc) , 2L1 − L2, L4, L6 = O(1) . (3.39)

Indeed, L7 is the only NLO LEC to receive a contribution from the η′ meson going like
F (3)2/M2

η′ . For the other LECs, operators with several flavour traces are 1/Nc-suppressed

3It is also possible to extract this LEC from τ spectral functions through a sum rule on the correlator
V V − AA [182].
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i [21] Source 10 iso O(p6) [183] All O(p6) [183] O(p4) [183] IAM [184]

1 0.7 ± 0.3 Kℓ4, D-wave ππ, Zweig r. 0.39 ± 0.12 0.88 ± 0.09 1.12 0.56 ± 0.10

2 1.3 ± 0.7 Kℓ4, D-wave ππ, Zweig r. 0.73 ± 0.12 0.61 ± 0.20 1.23 1.21 ± 0.10

3 -4.4 ± 2.5 Kℓ4, D-wave ππ, Zweig r. -2.34 ± 0.37 -3.04 ± 0.43 -3.98 -2.79 ± 0.14

4 -0.3 ± 0.5 Zweig rule 0 ± 0 0.75 ± 0.75 1.50 -0.36 ± 0.17

5 1.4 ± 0.5 FK/Fπ 0.97 ± 0.11 0.58 ± 0.13 1.21 1.4 ± 0.5

6 -0.2 ± 0.3 Zweig rule 0 ± 0 0.29 ± 0.85 1.17 0.07 ± 0.08

7 -0.4 ± 0.15 GMO, L5, L8 -0.30 ± 0.15 -0.11 ± 0.15 -0.36 -0.44 ± 0.15

8 0.9 ± 0.3 M2
K0 − M2

K+
, L5, ms−m̂

md−mu
0.60 ± 0.20 0.18 ± 0.18 0.62 0.78 ± 0.18

9 6.9 ± 0.7 〈r2〉πV 5.9 ± 0.5 5.9 ± 0.5 5.9 -

10 -5.5 ± 0.7 π → eνγ -4.1 ± 0.4 -4.1 ± 0.4 4.1 -

Table 3.1: Values of the Nf = 3 NLO low-energy constants Li(Mρ) ·103 given in refs. [21] (initial NLO
estimates), [183] (fits to NLO and NNLO expressions) and [184] (Inverse Amplitude method). The Fit
10 iso in ref. [183] includes only a subset of the inputs used for Fit All, including the expressions either
at O(p4) or at O(p6).

compared to operators with a single trace, as they correspond to non-planar diagrams (hence
L4,6 suppressed compared to L5,8). A Cayley-Hamilton identity allows one to rewrite L1 and
L2 operators in term of operators with single flavour traces and one with two flavour traces,
proportional to 2L1 − L2. It was thus supposed that the two LECs L4 and L6 could be set
to zero on the ground of the Zweig rule/large-Nc suppression, indicating that there is only
a small ms-dependence of chiral order parameters. But at which scale MZR should one set
Lr

4,6(MZR) = 0 ? In ref. [21], the η-mass scale was chosen, even though it has become fairly
standard to use the ρ-mass as the central scale for resonance saturation later on. Since these two
LECs are renormalisation-scale dependent, the choice implies some variation for the estimate
of the LECs at µ = Mρ:

MZR = Mη : Lr
6(Mρ) = −0.17 · 10−3 , Lr

4(Mρ) = −0.27 · 10−3 , (3.40)

MZR = Mρ : Lr
6(Mρ) = 0 , Lr

4(Mρ) = 0 , (3.41)

MZR = 1 GeV : Lr
6(Mρ) = 0.13 · 10−3 , Lr

4(Mρ) = 0.21 · 10−3 . (3.42)

In sec. 3.5.3, we will see that the values obtained with the choice MZR = Mη are close to the
values corresponding to a complete equality between two-flavour and three-flavour chiral order
parameters. On the other hand, the a priori equivalent choices MZR = Mρ or MZ = 1 GeV
would lead to a significant suppression of Σ(3) and F (3).

The next step consisted in computing measured processes up to NNLO, both in Nf = 2 and
Nf = 3 χPT: masses and decay constants [185, 186], ππ scattering [187], πK scattering [188],
form factors (electromagnetic, Kℓ3, Kℓ4, scalar) [189–192]. The same group has proceeded to
global fits of the corresponding available data for pseudoscalar masses and decay constants,
quark mass ratio, Kℓ4 form factors. Later were added observables corresponding to ππ and
πK scatterings as well as scalar form factors [183]. Models of resonance saturation were used
in order to fix the values of the Ci’s in both vector and scalar channels. The results of several
fits are collected in tab. 3.1, in overall agreement with the data apart from the slope of the Kℓ4

form factor fs.
If the first fits [186] set L4 and L6 to zero on similar grounds to ref. [21], this constraint was

relaxed afterwards [183], and one can observe indeed that the fits prefer values of L4 and L6

that are positive. The other large-Nc suppressed combination 2L1−L2 is also found quite large.
These results yield a significant decrease of F0 = 65 MeV compared to Fπ = 92.2 MeV, and a
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Relative contribution LO NLO NNLO

M2
π 1.035 -0.084 0.049

M2
K 1.106 -0.181 0.075

M2
η 1.186 -0.224 0.038

Fπ 0.705 0.220 0.127

FK 0.589 0.260 0.216

Table 3.2: Pattern of convergence for pseudoscalar observables at the best solution of Fit All O(p6) in
ref. [183]. All contributions are indicated relatively to the physical value.

peculiar pattern of convergence for masses and decay constants (for Fit All O(p6)) recalled in
tab. 3.2. NLO and NNLO contributions are of similar size and cancel each other for some of the
contributions. Some of the problems encountered in refs. [187,188] were reassessed in ref. [193],
in particular the determination of NNLO LECs. Following ref. [116], the many O(p6) LECs
are often estimated using resonance saturation. In ref. [193], the specific resonance Lagrangian
used in refs. [187,188] was shown to provide values for vector-dominated LECs rather far away
from the expectations based on πK dispersion relations, but other resonance Lagrangians failed
also to reproduce these same results.

This is a long-standing issue in the building of resonances satisfying all the short-distance
constraints required by OPE as well as having a satisfying coupling to the light degrees of
freedom of the theory, and there is no unique solution for all correlators/processes that one can
consider [23,24,26,28,72,110,111,116,120–126]. In addition, it remains to be clarified whether
a large-Nc approach is appropriate for all channels, including the scalar one, following the
discussion in sec. 2.5.1. Therefore, one may wonder whether the problems of convergence seen
in refs. [187, 188] could stem from two different sources. i) the use of resonance saturation to
fix NNLO counterterms, which is already delicate in spin-1 channels and certainly questionable
in the scalar sector, ii) the observed slow convergence of chiral expansions, which contradicts
the starting assumptions of the NNLO analysis.

In ref. [183], the dependence of these results on the models for the NNLO counterterms
was investigated, by opting for alternative models to the resonance saturation (chiral quark
model, randomly selected values). It was shown that indeed the actual values obtained for the
LECs Li’s were quite dependent on the assumptions made on the Ci’s, with equal goodness of
fit, including cases where NNLO contributions were small, but with a numerical competition
between LO and NLO. No firm conclusions were drawn on a preferred model for the Ci’s, nor
the actual convergence range or rate of three-flavour χPT.

There have been several attempts to extend the range of validity of the chiral series. The
first one consists in building a Resonance Chiral Theory, taking the resonances as dynamical
fields and combining the large-Nc and chiral counting together with the constraints from OPE
to obtain a consistent picture of correlators of phenomenological interest [25–28]. The results for
the correlators dominated by spin-1 mesons yield values of the chiral LECs in good agreement
with other estimates. Another possibility consists in unitarising their expression, for instance
through the Inverse Amplitude Method. A fit to the available data on meson-meson scattering
up to 1.2 GeV [184] provides values of the low-energy constants that in overall agreement with
the original estimates in ref. [21]. It is however difficult to assess precisely the impact of higher
orders in this resummed approach, and thus whether these values can be compared directly to
the NLO estimates presented in tab. 3.1. Moreover, some of the channels considered exhibit a
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Figure 3.3: Summary of the various lattice determinations of Nf = 3 LECs at the scale µ = Mρ. From
ref. [82].

very large dispersion in their data.

3.3.4 Lattice determinations of three-flavour low-energy constants

Lattice simulations have also been used to determine the values of the LECs, with the added
interest that they can determine the chirally-breaking contributions proportional to the quark
masses in a much more transparent way than the phenomenological analyses. Conversely, once
these LECs are determined, the chiral series can be used to perform the extrapolation, including
non-analytic curvature effects related to chiral logarithms, as illustrated in fig. 3.4.

The effects discussed here are related to strange sea-quarks, and can be tackled only with
(2+1) dynamical fermions with light masses. Fermions with the most interesting properties
with respect to chiral symmetry (Ginsparg-Wilson, domain-wall, twisted-mass) have begun
to include all three light flavours as dynamical quarks [194–196], and corresponding chiral
Lagrangians have been determined to include chiral-symmetry breaking effects at finite lattice
spacing. On the other hand, staggered fermions [197] have been exploited for simulations with
(2+1) dynamical quarks, but their use is under much debate [198–202]. The presence of the
fourth root of the fermion determinant yields non-localities which are still to be understood and
recovering QCD requires taking the various continuum limits in a careful way [203]. A staggered
version of χPT [204] has been developed to extract chiral LECs from the pseudoscalar spectrum.
It attempts at reproducing the fourth-rooting of the fermion determinant and includes many
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mphys
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Figure 3.4: Illustration of the complementarity between lattice and chiral computations for a given
observable. The lattice computations are often performed at values of quark masses large compared to
those where chiral logarithms set in, but can be used to constrain the value of the low-energy constants,
if there is an overlap between lattice simulations and χPT.

other effects (lattice spacing, finite-volume effects, taste-breaking terms), leading to a number
of LECs much larger than in continuum un-staggered χPT. The hope is that the LECs common
to both theories should be identical because QCD ought to be recovered as a limit of lattice
QCD with fourth-rooted staggered fermions. In practice [205], chiral fits to staggered data
on the pseudoscalar spectrum must include a large number of parameters and thus are highly
non-trivial. Mixed actions with domain-wall valence quarks and staggered sea quarks have also
been considered to reduce the number of LECs involved in the associated chiral Lagrangian at
the price of losing unitarity in addition to locality [206].

A recent review [82] provides a detailed summary of the various lattice determinations for
the low-energy constants, and we recall the corresponding figures in fig. 3.3. We see that slightly
positive values of L4 and L6 are favoured by all lattice determinations, and higher than the
original estimates [21]. It turns out that several collaborations performing simulations with 2+1
dynamical quarks reported difficulties when fitting their data withNf = 3 next-to-leading-order
chiral expansions for pseudoscalar masses, decay constants, and Kℓ3 form factors [127,207–209],
forcing some of the collaborations to rely on Nf = 2 chiral expansions only (for instance
using on Heavy-Kaon χPT to perform their extrapolations [210, 211]). Among the difficulties
were the absence (or the weakness) of curvature in the dependence of the observables on the
quark masses, even though such a curvature, related to the chiral logarithms, was expected to
set in, considering the light quark masses involved. Other collaborations, performing NNLO
fits on data for staggered fermions [129, 205], obtained decent fits, but with a size of NNLO
contributions much larger than the NLO ones.

Assuming that there are no intrinsic problems with the lattice data, these results can be
interpreted in different ways. It may be that some lattice systematics (artefacts due to lattice
spacing, renormalisation of operators. . . ) hide the presence of chiral logarithms, but it may
also be a problem of convergence of Nf = 3 chiral series. These series may not converge quickly,
because their LO term in the chiral counting is not numerically dominant and competes with
(formally) higher-order contributions, the strange quark mass used in the simulations (and
close to the physical value) is too large for a good convergence of three-flavour χPT, and the
region of overlap between lattice and χPT has not been reached yet.
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i [20] Source 10 iso [183] All [183] IAM [212]

1 −2.3 ± 3.7 D-wave ππ scattering lengths -0.6 -1.9 -0.3

2 6.0 ± 1.3 D-wave ππ scattering lengths 5.7 5.3 4.1

3 2.9 ± 2.4 M2
K0 −M2

K+ , 2ms−mu−md
md−mu

1.3 4.2 3.0

4 4.6 ± 0.9 〈r2〉πS 4.0 4.8 4.5

5 14 Sum rule vector and axial mesons - - -

6 16.5 ± 1.1 〈r2〉πV - - -

Table 3.3: Values of the Nf = 2 NLO low-energy constants ℓ̄i given in refs. [20] (NLO estimates), [183]
(fits to Nf = 3 NNLO expansions, and matching to Nf = 2 χPT) and [212] (Inverse Amplitude Method
applied to ππ data and lattice results).

3.3.5 Nf = 2 chiral perturbation theory

The previous discussion can also be adapted to the case of SUL(2) ⊗ SUR(2), i.e., very low
energies, where only pions are the appropriate degrees of freedom [20]. In that case, the chiral
Lagrangian has a much simpler form, as Cayley-Hamilton identities relate some of the operators
in eq. (3.34). Similarly to what was done in the previous case, two LECs arise at LO, related to
the two-flavour condensate Σ(2) and decay constant F (2). At NLO, one encounter 7 low-energy
constants, denoted ℓ̄i, and 3 high-energy counterterms, denoted h̄i, whereas NNLO brings 54
LECs and 4 high-energy counterterms. All these LECs are defined in the Nf = 2 chiral limit,
and similarly to F 2(2) and Σ(2), they still exhibit a dependence on the strange quark mass,
which is kept at its physical mass. One can match the two- and three-flavour theories order by
order in the chiral expansion in their common domain of application, i.e. observables with very
soft pions. One could do it in principle by computing all the possible processes at a given order
in both theories, but it proves much more efficient, and much more elegant, to perform the
matching at the level of the generating functional, which guarantees that all relevant processes
will be considered at once. Doing so at one loop, one obtains for the LO LECs [20]:

F (2)2 = F (3)2 − 2F (3)2µ̄K + 16ms
Σ(3)

F (3)2
Lr

4 , (3.43)

Σ(2) = Σ(3) − 2F (3)2µ̄K − 1

3
µ̄η + 32ms

Σ(3)

F (3)2
Lr

6 , (3.44)

µ̄P = lim
ms→0

M2
P

32π2F 2
0

log
M2

P

µ2
=

1

F 2
0

[

νP − 1

32π2

]

, (3.45)

which are the translations of the statements in sec. 2.4.1 on the Nf dependence of chiral order
parameters: L4 is related to 〈(s̄s)(V V − AA)〉 and L6 to 〈(ūu)(s̄s)〉. We have for the NLO
LECs relationships such as (for those involved in the u, d quark-mass dependence of the pion
mass and decay constant):

ℓr3 = −8Lr
4 − 4Lr

5 + 16Lr
6 + 8Lr

8 −
1

18
νη , ℓr4 = 8Lr

4 + 4Lr
5 −

1

2
νK , (3.46)

A matching at two loops has been recently completed [213,214], allowing to assess the correc-
tions from the Ci’s LECs to the previous relationships. One can also match the two approaches
in the kaon sector. One has then to build a heavy-kaon χPT, treating the K meson as a heavy
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Figure 3.5: Summary of the various lattice determinations of Nf = 2 LECs. From ref. [82].

(static) object, and determine the value of the LECs of this new theory in terms of the Li’s
and Ci’s introduced here [211,215].

The values for the Nf = 2 LECs have been determined originally combining estimates of
Nf = 3 χPT with information on pion observables, as indicated in tab. 3.3, as well as results
obtained by matching the Nf = 2 theory on NNLO Nf = 3 fits [183]. Lattice can also provide
relevant information, even though the range of simulated masses is still a bit high compared
to the physical ones. A recent review [82] provides a detailed summary of the situation in
fig. 3.5. We see that the values of the Nf = 2 quark condensate and decay constants are in
good agreement among the different collaborations and indicate that the quark condensate is
the dominant parameter for Nf = 2 chiral symmetry breaking. In a similar way, the LECs ℓ̄3
and ℓ̄4 governing the quark-mass dependence of the pion mass and decay constant are found
with similar values to those obtained from phenomenology. Moreover, several lattice studies
indicate a curvature in agreement with the expectations of two-flavour χPT concerning NLO
chiral logarithms [127, 205, 207, 216, 217], even though there are still some cases where this
curvature does not arise, even for very light up and down quark masses [208,209].

Another approach consisted in unitarising Nf = 2 chiral expansions up to two loops, and to
perform a joint fit on experimental data on ππ scattering (up to 1 GeV) and lattice data (for
values of Mπ up to 350 MeV) [212]. The results are in good agreement with earlier estimates.
Taken altogether results seem to indicate a good convergence of Nf = 2 chiral series for pion
observables, contrary to the situation for Nf = 3 expansions.
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3.4 Convergence and instabilities of Nf = 3 chiral expansion

At this stage, we have several hints that vacuum fluctuations of s̄s pairs as well as problems
of convergence [34] could possibly show up in Nf = 3 chiral expansions. In the rest of this
chapter, we will discuss the link existing between these two issues.

3.4.1 The bare χPT series [C,E]

χPT is expected to provide an adequate representation of the generating function of QCD
eq.(3.6) at low energies. Therefore, it is natural to take as primary objects for the expansion in
powers of mu,md,ms the connected QCD correlation functions of quark currents (V,A, S, P )
with external momenta fixed in a low-energy region away from the singularities generated by
Goldstone bosons. We will take as a working hypothesis that the usual low-energy observ-
ables, e.g., Goldstone boson masses, decay constants, form factors and scattering amplitudes
(at particular kinematical points) exhibit good convergence properties when they are linearly
expressed through such QCD correlation functions (values or residues at given kinematical
points). While a similar assumption is implicitly made in the standard off-shell formulation
of χPT [20, 21], we will see that in the presence of important vacuum fluctuations, this as-
sumption should be understood as a restriction: observables that are not linearly expressible
in terms of QCD correlators, e.g., ratios of Goldstone boson masses, need not admit a well
convergent perturbative treatment and they should be treated with a particular care. We will
see in the following that this selects for instance F 2

πM
2
π , F 2

π and F 2
πF

2
KAπK (where AπK denotes

the πK-scattering amplitude), but rules out M2
π .

The chiral expansion of symmetry-breaking observables in terms of the three lightest quark
masses mu,md,ms is actually not a genuine power series expansion, due to the presence of
chiral logarithms, which reflect infrared singularities characteristic of the chiral limit. One can
nevertheless give an unambiguous scale-independent meaning to the renormalised coefficients
of each power of individual quark masses. An energy-independent observable 4 can generally
be represented as a formal series:

A =
∑

j,k,l

mj
um

k
dm

l
sAjkl[mu,md,ms;B0, F0;L

r
1(µ) . . . Lr

10(µ);Cr
1(µ) . . . Cr

90(µ); . . .], (3.47)

where the coefficients Ajkl are defined in terms of the constants contained in the effective
Lagrangian (B0, F0, L

r
i (µ), Cr

i (µ) . . . ) In addition, the Ajkl depend logarithmically on the
quark masses through the Goldstone boson masses in the loops, and this dependence is such
that for each jkl the coefficient Ajkl is independent of the scale µ. We refer to the expansion
expressed in the form (3.47) as a bare expansion, to emphasize that it is entirely written in
terms of the parameters of the effective Lagrangian – no reexpression of the latter in terms of
observable quantities has been performed. Even before one starts rewriting and reordering the
series (3.47) in powers of Goldstone boson masses, the full renormalisation of the bare expansion
(3.47) can be performed order by order in quark masses. Consequently, the coefficients Ajkl

are finite as well as cut-off and renormalisation scale-independent for all values of quark masses
and of (renormalised) LECs in the effective Lagrangian.

In view of the previous discussion, we are concerned with practical questions related to the
convergence properties of the bare χPT expansion (3.47) in QCD. The latter will depend on
the values of running quark masses and on the values of the LECs at the typical hadronic scale
ΛH ∼ Mρ set by the masses of non-Goldstone hadrons. In particular, one should question

4Energy-dependent quantities, such as form factors and scattering amplitude will be addressed in ch. 5.
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the convergence of the bare chiral expansion for the actual values of quark masses and not
just in the infinitesimal vicinity of the chiral limit. In the real world, all three quarks uds are
sufficiently light,

mu(ΛH),md(ΛH) ≪ ms(ΛH) ≪ ΛH , (3.48)

to expect a priori some (at least asymptotic) convergence of the three-flavour bare χPT series.

We have argued that fluctuations of s̄s pairs lead to a partial suppression of the three-flavour
condensate Σ(3), reducing the relative importance of the first term in the bare expansion of
the Goldstone boson masses. The importance of such pairs is measured by the strength of the
effective QCD coupling; i.e., comparing ms with ΛQCD, rather than with the hadronic scale
ΛH . Furthermore, the impact of these fluctuations is proportional to ms. Hence, instabilities
due to fluctuations of vacuum quark-antiquark pairs turn out to be particularly relevant for
strange quarks and could manifest themselves when two- and three-flavour chiral expansions
are compared. We can consider for instance the Ward identity related to the mass of the pion:

F 2
πM

2
π = 2mΣ(3) + 64(r + 2)m2B2

0∆L6 + 64m2B2
0∆L8 + F 2

πM
2
πdπ . (3.49)

The parameters ∆L6 and ∆L8 are defined in terms of the LECs L6(µ), L8(µ) and logarithms of
Goldstone boson masses (their expression is given in sec. 3.5.1). Vacuum fluctuations of s̄s-pairs
show up in the term msB

2
0∆L6. For the physical value of ms ∼ ΛQCD, the corresponding O(p4)

contribution proportional to ∆L6 can be as important [34, 36, 218, 219] as the LO condensate
term 2mΣ(3). Even then, the remainder dπ, which collects all O(p6) and higher contributions,
can still be small: dπ ≪ 1. In other words, vacuum fluctuations need not affect the overall
convergence of the bare chiral expansions such as (3.47) or (3.49) at least for some well-defined
selected class of observables.

3.4.2 The role of higher-order remainders [E]

Let us write a generic bare expansion (3.47) in a concise form:

A = ALO +ANLO +AδA. (3.50)

Eq. (3.50) is an identity: ALO collects leading powers in quark masses in the bare expansion
(3.47) (e.g., the condensate term in eq. (3.49)), ANLO consists of all next-to-leading contri-
butions (the second and third terms in eq. (3.49)), whereas AδA stands for the sum of all
remaining terms starting with the next-to-next-to-leading order (NNLO). In eq. (3.49), the
latter is denoted as δ(F 2

πM
2
π) ≡ dπ.

With this setting, A can be identified with the exact (experimental) value of the observable
A. Usually, ALO corresponds to the O(p2) contribution, ANLO to O(p4) and AδA collects
all higher orders starting with O(p6) 5. δA will be referred to as a higher-order remainder. A
precise definition of δA involves some convention in writing ANLO, and we will define it in detail
in ch. 5. For the present discussion of energy-independent quantities at NLO, involving only
the tree and tadpole contributions of Zt in the generating functional eq. (3.35), we emphasise
that we keep the expressions as they stand, with in particular LO masses as arguments of the
chiral logarithms.

Not much is known about the size of higher-order remainders despite the fact that complete
SU(3) × SU(3) two-loop calculations do exist for many observables [158] and the general
structure of the generating functional is known to this order [220–222]. Following this line, the

5The case of a quantity whose expansion only starts at O(p4) or higher, requires particular care.
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bare expansion can be pushed further and the higher-order remainder δA can be represented
as

AδA = ∆A
2L(µ) + ∆A

1L(µ) + ∆A
tree(µ) + . . . , (3.51)

where the ellipsis stands for O(p8) and higher contributions. The splitting of the O(p6)
part [220–222] into the genuine two-loop contribution ∆2L (containing only O(p2) vertices),
the one-loop contribution ∆1L (with the insertion of a single O(p4) vertex) and the tree O(p6)
contribution ∆tree depends on the renormalisation scale and scheme.

Several ingredients are actually needed to estimate δA from the representation (3.51). The
first two terms (loop contributions) depend respectively on O(p2) parameters mB0, msB0, F0

and on O(p4) LECs Lr
i (µ). Furthermore, the tree-level counterterms ∆A

tree(µ) are built up
from the 90 LECs Cr

i (µ) that define the O(p6) effective Lagrangian. Even if some of them can
presumably be determined from the momentum dependence of form factors, decay distributions
and scattering amplitudes (e.g., quadratic slopes), the remaining unknown O(p6) constants,
which merely describe the higher-order dependence on quark masses, are probably much more
numerous than the observables that one can hope to measure experimentally. At this stage some
models (resonance saturation, large-Nc approaches, NJL. . . ) and/or lattice determinations are
required, but the large number of terms contributing to a given ∆A

tree makes the resulting
uncertainty in δA delicate to estimate (we discuss some of these aspects in sec. 8.3.3). Finally,
it is worth stressing that only the sum of the three components shown in eq. (3.51) is meaningful.
An estimate of the size of higher-order remainders is therefore not possible without a precise
knowledge of the O(p2) and O(p4) constants mB0, F0 and the Li’s.

We will not address the problem of determining higher-order remainders on the basis of
eq. (3.51). We are going to show that interesting non-perturbative conclusions can be reached,
even if we do not decompose higher-order remainders and investigate the behaviour of the
theory as a function of their size. We start with a simple theoretical assumption about higher
orders: the bare chiral expansion of “good observables” as defined at the beginning of sec. 3.35,
is globally convergent, i.e. the higher-order remainder δA in the identity (3.50) is small compared
to 1:

δA≪ 1 , (3.52)

for the physical values of the quark masses and for the actual size of O(p2) and O(p4) param-
eters. On general grounds, one expects δA = O(m2

quark). In the worst case, its size should

be δA = O(m2
s) ∼ (30%)2 = 0.1, but in many situations δA turns out to be O(msm) or even

O(m2) and is therefore more suppressed 6. These cases are usually identified as a consequence of
SU(2)×SU(2) low-energy theorems. (Such suppressions are not claimed from arguments based
on the Zweig rule, since we never assume the latter.) However the higher-order remainders will
not be neglected or used as small expansion parameters in the following.

On the other hand, no particular hierarchy will be assumed between the leading and next-to-
leading components of (3.50). By definition, for infinitesimally small quark masses mu,md,ms

one should have

ANLO ≪ ALO , XA ≡ ALO

A
∼ 1 . (3.53)

However, due to vacuum fluctuations of q̄q pairs, the condition (3.53) can be easily invalidated
for physical value of ms ∼ ΛQCD: as discussed in eq. ( Re eq:genuineinduced), the three-flavour
condensate Σ(3) in eq. (3.49) may be of a comparable size to – or even smaller than – the term
msZ

s, reflecting the vacuum effects of massive s̄s pairs. At the same time, vacuum fluctuations

6We take as order of magnitudes 10 % for O(m) contributions and 30 % for O(ms) terms. This can be related
to the typical sizes of violation for SU(2) × SU(2) and SU(3) × SU(3) flavour symmetries.
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need not affect the overall convergence of the bare chiral expansion (3.49), i.e., the condition
(3.52) can still hold for “good observables” such as F 2

πM
2
π . We will call conditionally convergent

an observable for which δA≪ 1 but the hierarchy condition (3.53) does not hold.
Once a numerical competition is allowed between LO and NLO in the chiral expansions,

one may wonder whether this could also occur at higher orders, so that the NNLO or higher
remainders would actually be large. One cannot exclude logically such a possibility, even though
this means that the underlying assumptions of χPT (consistent expansion of the generating
functional of QCD) do not hold, and that the hope of an effective theory of QCD should be
dismissed. One should add however that naive dimensional arguments, based on resonance
saturation, suggest that each order of the chiral expansion should be suppressed by M2

P /Λ
2
H ,

where MP is the mass of the Goldstone bosons and ΛH the mass of the lightest resonance
states, and thus that there should be some numerical hierarchy between the orders of the
chiral expansion. However, this argument does not hold between LO and NLO, as there is no
possibility to estimate the LO contribution from the condensate using such resonance arguments
(there is no coloured state able to saturate 〈ūu〉).

As stated before, if we have similar contributions from all orders of χPT, the whole chiral
approach should be dismissed. We do not want to go to such extremes (yet), and will only
allow for a numerical competition between LO and NLO. The comparison with data should
ultimately tell us what the actual situation is, and in which mass/energy window the chiral
expansions can be exploited in a meaningful way.

3.4.3 Instabilities in chiral series [E]

The usual treatment of χPT consists of two different steps.

1. The first step coincides with what has been described above as the “bare expansion” in
powers of quark masses and external momenta. The coefficients of this expansion are
unambiguously defined in terms of parameters of the effective Lagrangian B0, F0, Li . . .,
independently of the convergence properties of the bare expansion. At NLO, they can be
obtained from the generating functional eq. (3.35).

2. The second step consists in rewriting the bare expansion as an expansion in powers of
Goldstone boson masses, by eliminating order by order the quark masses m and ms and
the three-flavour order parameters Σ(3), F (3) in favour of the physical values of Goldstone
boson masses M2

P and decay constants F 2
P . For this aim one inverts the expansion of

Goldstone boson masses:

2mB0 = M2
π

(

1 +
∑

P

cBPM
2
P + . . .

)

, (3.54)

where cBP contains the low-energy constants Li and the chiral logarithms. A similar
“inverted expansion” is worked out for F 2

0 :

F 2
0 = F 2

π

(

1 +
∑

P

cFPM
2
P + . . .

)

, (3.55)

and for the quark mass ratio

ms +m

2m
=
M2

K

M2
π

(

1 +
∑

P

crPM
2
P + . . .

)

. (3.56)
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As a result of these two steps, observables other than M2
π ,M

2
K , F

2
π (already used in eqs. (3.54),

(3.55) and (3.56)) are expressed as expansions in powers of M2
P and logM2

P with their coef-
ficients depending on the constants Li, Ci, etc. Large vacuum fluctuations of s̄s pairs could
represent a serious impediment to the second step, i.e., to the perturbative reexpression of or-
der parameters. This may happen if the bare expansion (3.50) of Goldstone boson masses and
decay constants is only conditionally convergent: the leading and next-to-leading contributions
are then of comparable size ALO ∼ ANLO, despite a good global convergence δA ≪ 1. In such
a case, it is not a good idea to replace in higher orders of the bare expansion X(3) by 1, 2mB0

by M2
π , F 2

0 by F 2
π , etc. Indeed, consider a generic (conditionally convergent) observable A with

its bare expansion eq. (3.50). The latter unambiguously defines the coefficients of the formal
chiral expansion for any observable F = f(A) as F = FLO + FNLO + FδF , with

FLO = f(ALO) , FNLO = ANLOf
′(ALO) , δF = 1 − f(ALO)

f(A)
− f ′(ALO)

f(A)
[A−ALO −AδA] .

(3.57)
Depending on the value of XA = ALO/A, i.e., the saturation of the chiral expansion of A by
its first term, the chiral series of F may or may not converge well. One has in particular the
two limiting behaviours:

XA → 1 : δF → −f
′(A)

f(A)
AδA , XA → 0 : δF → 1 − f(0)

f(A)
− f ′(0)

f(A)
A+

f ′(0)

f(A)
AδA . (3.58)

In the first case, a bound on δA implies a bound on δF , meaning that F converges well provided
that A does. But in the second case, the size of δF is by no means driven by that of δA. As
an illustration, if we take the “observables” B = 1/A and C =

√
A, we obtain:

δB =
(1 −XA)2

X2
A

− δA

X2
A

, δC = 1 − 1

2
√
XA

− 1

2

√

XA − 1

2
√
XA

δA . (3.59)

Even if we set δA = 0, we would need XA = ALO/A above 41% to ensure that |δB| < 10%,
and XA above 76% to ensure that |δC| < 10%. Therefore, if the chiral expansions of some of
the observables considered are not saturated by their LO term, we cannot take an arbitrary
function of these observables, consider its chiral expansion, and assume that it will converge.
This explains the origin of instabilities and large coefficients in the inverted expansion such as
(3.54) or (3.55).

3.5 Constraints from Goldstone boson masses and decay con-
stants

3.5.1 Pions and kaons [E]

We have now to discuss the implications of a numerical competition between LO and NLO for
specific observables. The first example consists in pseudoscalar decay constants and masses.
The pion and kaon masses are well known experimentally.As far as the decay constants are
concerned, Fπ and FK are accessible at a high precision through leptonic decays (πl2 and Kl2

respectively [137]) which provide in the framework of the Standard Model (SM) [223]:

|Vus/Vud| × FK/Fπ = 0.2758 ± 0.0005 , (3.60)
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which can be combined with the very accurate determination of the first element of the CKM
matrix Vud from super-allowed 0+ → 0+ nuclear beta decays [224]

|Vud| = 0.97425 ± 0.00022 , (3.61)

the unitarity of the CKM matrix and the smallness of the |Vub| matrix element to get:

Fπ|SM = 92.2 ± 0.3 MeV FK/Fπ|SM = 1.192 ± 0.006 , (3.62)

Due to our suspicion of instabilities in chiral expansion, we decided to consider only ob-
servables derived from correlators of axial/vector currents and scalar/pseudoscalar densities.
This selects naturally the two-point axial correlator 7, with the structure (for a, b = 1 . . . 3):

Πab
AA;µν = i

∫

d4xeip(x−y)〈0|T [Aa
µ(x)Ab

ν(0)]|0〉 (3.63)

= δab

[

pµpνF
2
π

M2
π − p2

+ gµνF
2
π + (pµpν − gµν)Π

T
AA(p2) + pµpνΠ

L
AA(p2)

]

(3.64)

where the longitudinal and transverse pieces ΠL
AA and ΠT

AA are regular at low p2 [20,185]. The
related observables can be obtained from values of Πab

AA at particular values or its residues:

F 2
πδ

ab =
1

4
ΠAA;µµ(0) , F 2

πM
2
πδ

ab = lim
p2→M2

π

(M2
π − p2)ΠAA;µµ(p2) , (3.65)

which are expected to have good (if conditional) convergence properties. The usual χPT
expressions (sec. 10 in ref. [21]) can be recast in the following form:

F 2
π = F 2

πZ(3) + 8(r + 2)Y (3)M2
π∆L4 + 8Y (3)M2

π∆L5 + F 2
πeπ , (3.66)

F 2
K = F 2

πZ(3) + 8(r + 2)Y (3)M2
π∆L4 + 4(r + 1)Y (3)M2

π∆L5 + F 2
KeK , (3.67)

F 2
πM

2
π = F 2

πM
2
πX(3) + 16(r + 2)Y 2(3)M4

π∆L6 + 16Y 2(3)M4
π∆L8 + F 2

πM
2
πdπ , (3.68)

F 2
KM

2
K =

r + 1

2
F 2

πM
2
πX(3) (3.69)

+8(r + 2)(r + 1)Y 2(3)M4
π∆L6 + 4(r + 1)2Y 2(3)M4

π∆L8 + F 2
KM

2
KdK ,

We take as free parameters the Nf = 3 quark condensate and pseudoscalar decay constant
expressed in physical units, as well as their ratio and the quark mass ratio:

X(3) =
2mΣ(3)

F 2
πM

2
π

, Z(3) =
F 2(3)

F 2
π

, Y (3) =
X(3)

Z(3)
=

2mB0

M2
π

, r =
ms

m
. (3.70)

We have introduced the higher-order remainders dπ, eπ, dK and eK , and∆Li = Lr
i (µ) − L̂i(µ)

combine the (renormalised and quark-mass independent) constants L4,5,6,8 and chiral loga-
rithms so that they are independent of the renormalisation scale µ:

32π2L̂4(µ) =
1

8
log

◦
M

2

K

µ2
− 1

8(r − 1)(r + 2)






(4r + 1) log

◦
M

2

K

◦
M

2

π

+ (2r + 1) log

◦
M

2

η

◦
M

2

K






, (3.71)

7One could also use two-point correlators of pseudoscalar densities, with the same result concerning the
“good” observables related to the pion mass and decay constant.
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32π2L̂5(µ) =
1

8






log

◦
M

2

K

µ2
+ 2 log

◦
M

2

η

µ2






+

1

8(r − 1)






3 log

◦
M

2

η

◦
M

2

K

+ 5 log

◦
M

2

K

◦
M

2

π






, (3.72)

32π2L̂6(µ) =
1

16






log

◦
M

2

K

µ2
+

2

9
log

◦
M

2

η

µ2






− 1

16

r

(r + 2)(r − 1)






3 log

◦
M

2

K

◦
M

2

π

+ log

◦
M

2

η

◦
M

2

K






,(3.73)

32π2L̂8(µ) =
1

16






log

◦
M

2

K

µ2
+

2

3
log

◦
M

2

η

µ2






+

1

16(r − 1)






3 log

◦
M

2

K

◦
M

2

π

+ log

◦
M

2

η

◦
M

2

K






. (3.74)

As indicated in sec. 3.4.1, we have kept the LO values of the pseudoscalar masses eq. (3.37) in
the chiral logarithms. The values of the logarithms are only mildly dependent on r and Y (3);
for r = 25 and Y (3) = 1,

∆L4 = Lr
4(Mρ) + 0.50 · 10−3 , ∆L5 = Lr

5(Mρ) + 0.57 · 10−3 , (3.75)

∆L6 = Lr
6(Mρ) + 0.25 · 10−3 , ∆L8 = Lr

8(Mρ) + 0.18 · 10−3 . (3.76)

Since Fπ, FK , Mπ and MK are rather accurately known, we can use these expressions to
eliminate the O(p4) LECs above in the chiral expansion of other observables. This is rather
different from the usual χPT trading, since we keep explicitly higher-order terms that would
have been neglected in the usual (perturbative) treatment of chiral series.

From the masses and decay constants (3.66)-(3.69), we get the equivalent set of equations
providing some O(p4) LECs in terms of physical masses and decay constants, r,X(3), Y (3) and
NNLO remainders:

Y 2(3)∆L6 =
1

16(r + 2)

F 2
π

M2
π

[1 − ǫ(r) −X(3) − d] , (3.77)

Y 2(3)∆L8 =
1

16

F 2
π

M2
π

[ǫ(r) + d′] , (3.78)

Y (3)∆L4 =
1

8(r + 2)

F 2
π

M2
π

[1 − η(r) − Z(3) − e] , (3.79)

Y (3)∆L5 =
1

8

F 2
π

M2
π

[η(r) + e′] . (3.80)

with

ǫ(r) = 2
r2 − r

r2 − 1
, η(r) =

2

r − 1

(

F 2
K

F 2
π

− 1

)

, r2 = 2
F 2

KM
2
K

F 2
πM

2
π

− 1 ≃ 35, (3.81)

and the following linear combinations of higher-order remainders arise:

d =
r + 1

r − 1
dπ −

(

ǫ(r) +
2

r − 1

)

dK , d′ = d− dπ , (3.82)

e =
r + 1

r − 1
eπ −

(

η(r) +
2

r − 1

)

eK , e′ = e− eπ . (3.83)
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The above identities are algebraically exact, but they are useful only as long as higher-order
remainders are small. The estimation of the size of the higher-order remainders is in principle
rather non trivial. As proposed in sec. 3.4.2, we take:

d, e = O(m2
s) ∼ 10% , d′, e′ = O(mms) ∼ 3% , (3.84)

with the rule of thumb that NNLO corrections of size O(m2
s) should not exceed (30%)2 ≃ 10%

of the contribution to the observable while O(msm) terms would be less than 30% · 10% ≃ 3%.
We will propose in ch. 5 a different but compatible way of dealing with this issue.

In eqs. (3.77)-(3.80), the presence of powers of Y (3), i.e., B0, follows from the normalisation
of the scalar and pseudoscalar sources in ref. [21]: these powers arise only forO(p4) LECs related
to explicit chiral symmetry breaking (two powers for L6, L7, L8, one for L4 and L5), and are
absent for LECs associated with purely derivative terms. We can also combine these equations
to obtain two relations for the order parameters:

X(3) = 1 − ǫ(r) − [Y (3)]2ρ/4 − d, Z(3) = 1 − η(r) − Y (3)λ/4 − e. (3.85)

where the LECs L6 and L4 enter the discussion through the combinations related to fluctuations
of small Dirac eigenvalues (see sec. 2.5.3):

λ = 32
M2

π

F 2
π

(r + 2)∆L4 , ρ = 64
M2

π

F 2
π

(r + 2)∆L6 . (3.86)

The remaining two equations (3.78)-(3.80) can be reexpressed as a relation between ǫ(r)
and L8 on one hand and between η(r) and L5 on the other hand:

ǫ(r) = 16
M2

π

F 2
π

[Y (3)]2∆L8 − d′ , η(r) = 8
M2

π

F 2
π

Y (3)∆L5 − e′ . (3.87)

3.5.2 Perturbative reexpression of order parameters [E]

The four exact equations eqs. (3.85) and (3.87)-(3.87) can be used to illustrate explicitly the
instabilities which may arise in the perturbative expression of X(3) and Z(3) in powers of M2

P

given by eqs. (3.54) and (3.55). In the perturbative treatment of three-flavour χPT [21], one
uses the fact that Y (3) = 1 + O(M2

P ) to set systematically Y (3) = 1 whenever it appears in
the NLO term. One first uses eq. (3.87) to express F 2

K/F
2
π and r = ms/m in terms of ∆L5 and

∆L8, neglecting higher-order terms. In these equations, the quark mass ratio r appearing in
the expressions for ∆Li has to be replaced by its leading order value:

r0 = 2
M2

K

M2
π

− 1 ∼ 24 . (3.88)

The result reads:

F 2
K

F 2
π

= 1 + 8
M2

K −M2
π

F 2
π

∆L5 + . . . r + 1 = 2
M2

K

M2
π

(

1 + 8
M2

K −M2
π

F 2
π

[∆L5 − 2∆L8] + . . .

)

.

(3.89)
Strictly speaking, eq. (3.89) does not get any direct contribution from the vacuum fluctuation
of s̄s pairs which violate the Zweig rule and are tracked by L6 and L4. The situation is quite
different in the case of the identities eq. (3.85) for X(3) and Z(3), where the terms describing
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fluctuations are potentially dangerous. Expressing them perturbatively thanks to eq. (3.89),
one gets:

X(3) = 1 − 16
M2

π

F 2
π

∆L8 − 16
2M2

K +M2
π

F 2
π

∆L6 + . . . (3.90)

Z(3) = 1 − 8
M2

π

F 2
π

∆L5 − 8
2M2

K +M2
π

F 2
π

∆L4 + . . . (3.91)

The large coefficients characteristic of the perturbative treatment of 1/(F 2
πM

2
π) – and to some

extent also of 1/F 2
π – now become visible. Eqs. (3.90) and (3.91) lead numerically to:

X(3) = 1 − 37∆L8 − 950∆L6 + . . . Z(3) = 1 − 18∆L5 − 475∆L4 + . . . (3.92)

In eqs. (3.90) and (3.91), the main NLO contribution comes from the M2
K-enhanced term

proportional to the O(p4) Zweig-rule violating LECs L6 and L4. If the latter stay close to
their critical values (corresponding to ∆L4 ∼ ∆L6 ∼ 0, i.e., L4(Mρ) ≃ −0.50 · 10−3 and
Lr

6(Mρ) ≃ −0.25 · 10−3 for r = 25 and Y (3) = 1), the NLO contributions remain small. As
explained in the following chapters, the dispersive estimates of these low-energy constants are
rather different from the critical values.

For illustrative purposes, let us take Lr
6(Mρ) = (0.6±0.2) ·10−3, Lr

4(Mρ) = (0.2±0.3) ·10−3,
and let us study the convergence of the previous perturbative expansions. If we take Lr

5(Mρ) =
1.4 · 10−3 and Lr

8(Mρ) = 0.9 · 10−3 [20], the numerical evaluation of eqs. (3.90)-(3.91) leads to
the decomposition:

Qty = LO + [fluct + other] + NNLO

X(3) ≡ 2mΣ(3)

F 2
πM

2
π

= 1 − [0.82 + 0.04] + O(p4) ,

Z(3) ≡ F (3)2

F 2
π

= 1 − [0.34 + 0.04] + O(p4) ,

(r + 1)
M2

π

2M2
K

= 1 − [0.00 + 0.06] + O(p4) .

(3.93)

For each quantity, the right-hand side is the sum of the leading term (1), the NLO term (the sum
in brackets) and higher-order terms. The NLO term is decomposed into its two contributions:
the first one comes from the fluctuation term (proportional to ∆L4 or ∆L6) and the second one
collects all other NLO contributions. Fluctuation contributions have a dramatic effect on the
convergence – they are the only terms enhanced by a factor of M2

K in eqs. (3.90) and (3.91).

3.5.3 Non-perturbative elimination of low-energy constants [E]

We have just seen that the perturbative treatment of chiral series fails if vacuum fluctua-
tions of q̄q pairs are large, resulting in instabilities in the chiral expansions. In this case, the
nonlinearities in eq. (3.85), relating order and fluctuation parameters, are crucial, and we must
not linearize these relations (hence the inadequacy of a perturbative treatment). We should
therefore treat eq. (3.85) without performing any approximation. As indicated in ref. [37], we
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can reexpress eq (3.85) as a non-linear system for Y (3) and Z(3), with two solutions for the
ratio of order parameters Y (3) = X(3)/Z(3):

Y (3) =
X(3)

Z(3)
=

2[1 − ǫ(r) − d]

1 − η(r) − e+
√

[1 − η(r) − e]2 + [ρ− λ][1 − ǫ(r) − d]
. (3.94)

(

or =
2[1 − ǫ(r) − d]

1 − η(r) − e−
√

[1 − η(r) − e]2 + [ρ− λ][1 − ǫ(r) − d]

)

(3.95)

The nonlinear character of the system (3.85) in X(3), Z(3) results in the (non-perturbative)
square root. We see that the behaviour of Y (3) is controlled by the parameter ρ − λ, i.e.,
2L6 − L4 as can be seen from eqs. (3.86). The first branch eq. (3.94) corresponds to Y (3)
between 0 and 2, whereas the second branch eq. (3.95) yield Y (3) above 2 (and potentially up
to infinity, corresponding to the situation where the quark condensate is sizeable, but the decay
constant very small). The properties of these two solutions were discussed in more detail in
ref. [37] in the context of QCD-like theories with a large number of flavours. In the following,
we will focus on the first branch eq. (3.94) which embeds the value Y (3) = 1 in the small
fluctuation limit ρ− λ≪ 1.

The perturbative treatment sketched in the previous section corresponds to linearising
eq. (3.94), assuming that the fluctuation parameter ρ− λ≪ 1:

Y (3) =
X(3)

Z(3)
= 2

1 − ǫ(r) − d

1 − η(r) − e

[

1 − ρ− λ

4

1 − ǫ(r) − d

(1 − η(r) − e)2
+

(ρ− λ)2

16

(

1 − ǫ(r) − d

(1 − η(r) − e)2

)2

+ . . .

]

(3.96)
where ρ and λ contain L6 and L4 (see eq. (3.86)), whereas ǫ(r) and η(r) can be reexpressed
in terms of L8 and L5 (see eq. (3.87)). We see therefore that the non-perturbative expres-
sion eq. (3.94) resums a tower of contributions from the fluctuation parameters ρ and λ. In
particular, the expansion eq. (3.96) is invalid if large fluctuations occur: ρ and/or λ are then
numerically of order 1, although they count as O(p2) in the chiral limit, and thus the above
series does not converge. One need not very large values of the Zweig-suppressed constants
L4 and L6 to achieve this, due to the ms-enhanced factor of λ and ρ. If we take r = 25 and
Y (3) = 1, one gets:

ρ− λ ≃ 1980 · (2∆L6 − ∆L4) , (3.97)

so that a shift of 2L6 − L4 of only a fraction of 10−3 from the value 2L̂6 − L̂4 (which almost
vanishes for r = 25, Y (3) = 1, is enough to generate a large value of ρ − λ and thus to
suppress significantly Y (3). Eq. (3.94) leads to the suppression of Y (3), which would contribute
to a stabilisation of eq. (3.85) by reducing the contribution proportional to the fluctuation
parameters ρ and λ. This is illustrated in fig. 3.6, where one can see that the value Y (3) = 1
corresponds to a line where ρ = λ, i.e. 2L6 = L4. There is also a region where eq. (3.94) does
not admit real solutions, corresponding to L4 significantly larger than L6.

A similar discussion can be held separately for X(3) with ρ and L6, and for Z(3) with
λ and L4. In each case, values of the Zweig-rule suppressed LECs slightly shifted from L̂4

and L̂6 towards positive values are enough to provide a significant suppression of the chiral
order parameters, so that they cannot reach “very” large values (a few 10−3) without leading
to a very significant suppression. This is illustrated in fig. 3.7 for particular values of r and
Y (3). We recall that even a naive estimate based on the Zweig rule eq. (3.40) is able to provide
Lr

6(Mρ) ≃ 0.12 ·10−3 and Lr
6(Mρ) ≃ 0.20 ·10−3, corresponding to a sizable decrease of X(3) and

Z(3) compared to their Nf = 2 counterparts. One understands better the results of the NNLO
fits gathered in tabs. 3.1 and 3.2, as Lr

4(Mρ) and Lr
6(Mρ) are both positive and above 10−3,
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Figure 3.6: Y (3) = 2mB0/M
2
π as a function of L4(Mρ) and L6(Mρ) for r = 25 (and remainders

e = d = 0). The frontier delimits the region where ρ and λ do not yield solutions for eq. (3.94).

leading to a significant suppression of LO contributions to F 2
P and F 2

PM
2
P , and potentially to

the problems of convergence advocated in the previous sections.
As an illustration of the lattice determinations of the LECs in sec. 3.3.4, one can also quote

the following values [129] obtained by comparing lattice simulations with staggered quarks with
the staggered version of χPT [204]:

[MILC] : r = 27.2(4) , [2Lr
6 − Lr

4](Mη) = 0.5(1)(2) · 10−3 Lr
4(Mη) = 0.1(2)(2) · 10−3 .

(3.98)
Combining the errors in quadrature and using eq. (3.94) as well the other results in sec. 3.5.2,
X(3) would stand between 0.55 and 0.95, Z(3) between 0.57 and 1.04, and Y (3) between 0.67
and 1.08. Obviously, if the values of X(3) and Z(3) are on the smaller end of these ranges,
i.e., if L6 and L4 are in the upper end of the range in ref. [129], the assumption of small
vacuum fluctuations is not correct, and the extraction of the LECs by the means of staggered
χPT [204] should be reassessed more carefully. Similar conclusion hold for most of the lattice
determinations gathered in fig. 3.3. As discussed extensively in ref. [37], different behaviours of
the fluctuation parameters can result in a rather varied range of patterns of chiral symmetry
breaking.

We would like to extract information about Nf = 3 chiral symmetry breaking from physical
observables, even in the event that the perturbative expansion breaks down. We will thus take
as independent quantities the parameters:

X(3) =
2mΣ(3)

F 2
πM

2
π

, Z(3) =
F 2(3)

F 2
π

, r =
ms

m
. (3.99)

We should emphasize that this corresponds to a different choice from that adopted in the
perturbative treatment of chiral series where X(3), Z(3), r, FK/Fπ are iteratively expressed
in terms of L4, L5, L6, L8. In contrast, we start by the same four identities and express non-
perturbatively L4, L5, L6, L8 in terms of X(3), Z(3), r, FK/Fπ; this is a sensible treatment
provided that both LO and NLO terms are considered.
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Figure 3.7: Top: X(2) (dashed lines) and X(3) (solid lines) as functions of L6(Mρ) for different values
of Y (3) = 0.6 (blue), 0.8 (green) and 1 (red). Bottom: Z(2) (dashed lines) and Z(3) (solid lines) as
functions of L4(Mρ) for different values of Y (3) = 0.6 (blue), 0.8 (green) and 1 (red). In each case, the
remainders have been set to zero for the sake of clarity.

Keeping in mind that LO and NLO contributions can have a similar size, we treat as
exact identities the expansions of good observables in powers of quark masses, and exploit
the mass and decay constant identities to reexpress O(p2) and O(p4) LECs in terms of r,
X(3), Z(3), observables quantities and higher-order remainders. This leads to eqs. (3.77)-
(3.80). Plugging these identities into χPT expansions corresponds therefore to a resummation
of vacuum fluctuations encoded in ρ and λ, as opposed to the usual (iterative and perturbative)
treatment of the same chiral series. We can then reexpress observables in terms of the three
parameters of interest X(3), Z(3), r and higher-order remainders. We will come back to this
approach in ch. 5.

3.5.4 The η-mass and the Gell-Mann–Okubo formula [E]

It remains for us to discuss the mass and decay constant of the η meson as constrained by
Ward identities for two-point functions of the eighth component of the axial current and of
its divergence. The corresponding identities involve one new NLO constant L7 and two extra
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higher-order remainders dη and eη :

F 2
η = F 2

ηZ(3) + 8(r + 2)Y (3)M2
π∆L4 +

8

3
(2r + 1)Y (3)M2

π∆L5 (3.100)

+
1

48π2






(2r + 1) log

◦
M

2

η

◦
M

2

K

− log

◦
M

2

K

◦
M

2

π






+ F 2

η eη ,

F 2
ηM

2
η =

2r + 1

3
F 2

πM
2
πX(3) +

16

3
(2r + 1)(r + 2)Y 2(3)M4

π∆L6 (3.101)

+
16

3
(2r2 + 1)Y 2(3)M4

π∆L8 +
32

3
(r − 1)2Y 2(3)M4

πL7 + F 2
ηM

2
ηdη .

These two identities will be used to reexpress the LEC L7 in terms of order parameters
and quark mass ratio, and to eliminate the decay-constant Fη, which is not directly accessible
experimentally. This new discussion is closely related to the old question [225, 226] whether
the remarkable accuracy of the Gell-Mann-Okubo (GMO) formula for Goldstone bosons finds a
natural explanation within χPT and what it says about the size of the three-flavour condensate.

The combination:
DGMO = 3F 2

ηM
2
η − 4F 2

KM
2
K + F 2

πM
2
π , (3.102)

does not receive any O(p2) contribution from the genuine condensate Σ(3). The η-mass iden-
tity (3.100) leads to the following simple formula for DGMO, expressed in units F 2

πM
2
π :

∆GMO ≡ DGMO

F 2
πM

2
π

= 16
M2

π

F 2
π

(r − 1)2[Y (3)]2(2L7 + ∆L8) + dGMO . (3.103)

Similarly, the identity for Fη can be put into the form:

F 2
η

F 2
π

= 1 +
4

3

(

F 2
K

F 2
π

− 1

)

+
1

48π2

M2
π

F 2
π

Y (3)






(2r + 1) log

◦
M

2

η

◦
M

2

K

− log

◦
M

2

K

◦
M

2

π






+ eGMO . (3.104)

Eqs. (3.103) and (3.104) are exact as long as the NNLO remainders:

dGMO = 3
F 2

ηM
2
η

F 2
πM

2
π

dη − 4
F 2

KM
2
K

F 2
πM

2
π

dK + dπ , eGMO =
F 2

η

F 2
π

eη +
4

3

F 2
K

F 2
π

eK − eπ
3
, (3.105)

are included. If one follows sec. 3.5.2 and treats the exact formulae (3.103) and (3.104) pertur-
batively, one reproduces the O(p4) expressions given in ref. [21], as expected.

Remarkably, the identities (3.103) and (3.104) are simpler and more transparent than their
perturbative version, and we find them useful to make a few numerical estimates which may be
relevant for a discussion of the GO formula. For this purpose we shall use the value r ∼ 24 of
the quark mass ratio and neglect for a moment the higher-order remainders dGMO and eGMO,
as well as error bars related to the experimental inputs on masses and decay constants. For
this exercise, we also disregard isospin breaking and electromagnetic corrections. First, the
dependence of Fη on Y (3) = 2mB0/M

2
π is negligibly small 8:

F 2
η

F 2
π

= 1.555 + 0.052 · Y (3) . (3.106)

8This is obtained for r = r0 – the coefficient of Y (3) varies between 0.010 and 0.079 in the range r1 ≤ r ≤ r2

defined in sec. 3.6.1.
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We estimate ∆GMO = DGMO/F
2
πM

2
π , using F 2

η /F
2
π = 1.565 (obtained for Y (3) = 1 and

corresponding to Fη = 115 MeV, and find:

∆GMO = 72.34 − 71.45 + 1 = 1.89 . (3.107)

We have split the result into the three contributions corresponding respectively to η, K and π,
in order to emphasize the accuracy of the formula. If we drop the decay constants in ∆GMO,
we obtain:

∆̃GMO =
3M2

η − 4M2
K +M2

π

M2
π

= 46.21 − 50.46 + 1 = −3.24 . (3.108)

Hence, apart from a change of sign, this more familiar definition of the GO discrepancy is of a
comparable magnitude as ∆GMO. For the reasons already stressed, the interpretation in terms
of QCD correlation functions is more straightforward when F 2

PM
2
P is used.

If the origin of the GO formula were to be naturally explained by the dominance of the
O(p2) condensate term in the expansion of F 2

PM
2
P , the order of magnitude of the estimate

(3.107) should be reproduced by eq. (3.103) for a typical order of magnitude of the O(p4)
LECs L8 and L7 without any fine tuning of their values. Using eq. (3.87) and neglecting the
higher-order remainder d′, one gets:

16
M2

π

F 2
π

(r − 1)2[Y (3)]2∆L8 = (r − 1)2[ǫ(r) + d′] = 19.3 [r = r0] . (3.109)

Hence, the typical O(p4) contribution ∆L8 to ∆GMO happens to be nearly one order of magni-
tude bigger than the estimate (3.107): the latter can only be reproduced by tuning very finely
the LEC L7:

[Y (3)]2(∆L8 + 2L7) ≃ 0.1 × 10−3 , (3.110)

to be compared with the above estimate [Y (3)]2∆L8 ≃ 1.0 × 10−3. All this of course does not
reveal any contradiction, but it invalidates the customary “explanation” of the GO formula
and the standard argument against a possible suppression of the three-flavour condensate Σ(3).
Therefore, the fact that the GO formula is satisfied so well remains unexplained independently
of the size of Σ(3) and of the vacuum fluctuations. The last point can be explicitly verified: the
genuine condensate contribution Σ(3) as well as the induced condensatemsZ

s, which represents
an O(p4) contribution to F 2

PM
2
P , both drop out of the GO combination (3.102).

We now return to our framework: we do not assume a particular hierarchy between LO
and NLO contributions to chiral series, and we do not neglect any longer the higher-order
remainders (in the case of the η-meson, dGMO and eGMO might be sizeable and should be kept
all the way through). It is possible to use the previous formulae to reexpress L7 in a similar
way to eqs. (3.77)-(3.80):

[Y (3)]2L7 =
1

32(r − 1)2
F 2

π

M2
π

[

3F 2
ηM

2
η − 4F 2

KM
2
K + F 2

πM
2
π

F 2
πM

2
π

(3.111)

−(r − 1)2[ǫ(r) + d′] −
3F 2

ηM
2
ηdη − 4F 2

KM
2
KdK + F 2

πM
2
πdπ

F 2
πM

2
π

]

.

This expression should be used to reexpress non-perturbatively L7 in terms of chiral order
parameters (F 2

η is given by eq. (3.104)). We can already notice that in eq. (3.111), the first
contribution, which corresponds to ∆GMO, is 5 to 10 times suppressed with respect to the
second term (r − 1)2[ǫ(r) + d′].
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3.6 Relations between two- and three-flavour chiral perturba-
tion theory

3.6.1 Constraints on leading-order parameters [D,E]

As indicated before, in presence of only conditionally convergent quantities, we must aban-
don the assumption that the LO parameters are close to their values: X(3) ≃ 1, Z(3) ≃ 1
and r ≃ 2M2

K/M
2
π − 1. The first two values corresponded to the assumption that ρ ≪ 1 and

λ≪ 1, and the third one came from the assumption that meson masses are saturated by their
LO term. But even in absence of a saturation by LO parameters, we can still bound these
parameters.

The first requirement comes from the vacuum stability: the three-flavour quark condensate
cannot be negative, or the squared meson masses would be negative for very small but finite
quark masses, where the Gell-Mann-Oakes Renner relations eqs. (2.22)-(2.24) would be very
well satisfied. Similarly, the squared decay constant cannot be negative, and it cannot be zero
for chiral symmetry to be broken, so that we have the positivity conditions:

Positivity (Nf = 3) : X(3) ≥ 0 , Z(3) > 0 . (3.112)

On the other hand, we have the paramagnetic inequalities requiring X(2) and Z(2) to be
larger than their three-flavour counterparts. By considering the Nf = 3 chiral expansions of
F 2

πM
2
π and F 2

π , eqs. (3.66) and (3.68), in the two-flavour limit mu,d → 0 but ms physical, one
can obtain the expansion of the two-flavour chiral order parameters, for instance:

Σ(2) = lim
m→0

F 2
πM

2
π

2m
= Σ(3) + 32B2

0ms∆L6 + Σ(2)d̄π , (3.113)

using a bar to indicate that a quantity is evaluated in the Nf = 2 chiral limit. Once converted
in the of interest in physical units, we obtain:

X(2)(1 − d̄π) = X(3) +
r

r + 2

[

1 −X(3) − ǫ(r) − d− Y (3)2f1

]

, (3.114)

Z(2)(1 − ēπ) = Z(3) +
r

r + 2
[1 − Z(3) − η(r) − e− Y (3)g1] , (3.115)

as can be seen from eq. (3.113), using eq. (3.77) to replace ∆L6 by its expression in term of
X(3), and similarly for Z(3). f1 and g1 are the (small) combinations of chiral logarithms:

f1 =
M2

π

32π2F 2
π
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,(3.116)

g1 =
M2

π

32π2F 2
π
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, (3.117)

We have f1 ∼ 0.05 and g1 ∼ 0.07 for r = 25 and Y (3) = 1. In these expressions, the dependence
of the two-flavour chiral order parameters on the three-flavour ones is rather weak, since they
are essentially given by:

X(2) =
r

r + 2
[1−ǫ(r)]− 2

r + 2
X(3)+. . . Z(2) =

r

r + 2
[1−η(r)]− 2

r + 2
Z(3)+. . . . (3.118)
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Figure 3.8: X(2) as a function of r: the region in green corresponds to the range of variation for
70 ≤ F0 ≤ 80 MeV, and the domain between the blue lines corresponds to the range of variation for
80 ≤ F0 ≤ 90 MeV. In each case, we have assumed d = d̄π = O(10%), 0 ≤ X(3) ≤ 1, 0 ≤ Y (3) ≤ 2.

where the ellipsis denote small quantities (chiral logarithms, higher-order remainders) to be
neglected in the following discussion 9. This correlation between two-flavour order parameters
and r stems from the use of the mass and decay constant identities eq. (3.66)-(3.69) and the
fact that we know the pion and kaon masses and decay constants very accurately, enforcing
strong correlations between LO and NLO low-energy constants. This correlation is illustrated
in figs. 3.8 and 3.9. The very weak relation between X(2) and X(3) on one side, and between
Z(2) and Z(3) on the other side, is also seen in fig. 3.7, where the two-flavour order parameters
are essentially independent of the value of the low-energy constants L6 and L4, contrary to
their three-flavour counterparts.

We see that the vacuum stability condition for the two-flavour condensate (and thus the
positivity of the squared pion mass at small mu,md) imposes that r is larger than the value r1
so that ǫ(r1) = 1:

Positivity (Nf = 2) : r ≥ r1 = 2
FKMK

FπMπ
− 1 ≃ 8 . (3.119)

On the other hand, the paramagnetic inequalities yield:

0 ≤ X(2) −X(3) =
r

r + 2
[1 −X(3) − ǫ(r)] + . . . (3.120)

0 ≤ Z(2) − Z(3) =
r

r + 2
[1 − Z(3) − η(r)] + . . . (3.121)

We have the conditions X(3) ≤ 1 − ǫ(r) and Z(3) ≤ 1 − η(r). η(r) is always positive, whereas
ǫ(r) becomes slightly negative (between 0 and -0.01) for r > r2, so that:

Paramagnetic : X(3) ≤ X(2) ≤ 1 , Z(3) ≤ Z(2) ≤ 1 , (3.122)

9Notice that there is a difference between the role of X(3) and Z(3) here. The chiral logarithms that we
neglect in eqs. (3.114)-(3.114) are multiplied by Y (3) = X(3)/Z(3): their contributions will remain small for
any value of 0 ≤ X(3) ≤ 1, but they can explode if Z(3) gets close to zero. We have however assumed that
the pattern of three-flavour chiral symmetry breaking remains in the first branch eq. (3.94) for Y (3), so that
Y (3) ≤ 2 and these logarithms are indeed small.

67



CHAPTER 3. CHIRAL PERTURBATION THEORY AND ITS LIMITS

10 15 20 25 30 35 40
r

0.2

0.4

0.6

0.8

1.0
ZH2L

Figure 3.9: Z(2) as a function of r: the region in green corresponds to the range of variation for
0.5 ≤ X(3) ≤ 0.75, and the domain between the blue lines corresponds to the range of variation for
0.75 ≤ X(3) ≤ 1 (the two regions overlap fully). In each case, we have assumed e = ēπ = O(10%),
0 < Z(3) ≤ 1, 0 ≤ Y (3) ≤ 2.

where we have also used eq. (3.118). We see that in principle, nothing prevents r = ms/m to
be very large, or even to be sent to infinity (as for instance in the Nf = 2 chiral limit). We will
however in the following assume that ǫ(r) ≥ 0, in analogy with η(r), leading to the condition
r ≤ r2. Finally, as discussed in sec. 3.5.3, it is clear from eq. (3.94) that Y (3) varies between 0
and 2.

As a summary, we obtain the following ranges of variation (up to small corrections from
the terms neglected in the previous discussion):

0 ≤ X(3) ≤ X(2) ≤ 1 , 0 < Z(3) ≤ Z(2) ≤ 1 , 0 ≤ Y (3) ≤ 2 , r1 ≤ r ≤ r2 .
(3.123)

3.6.2 The case of two-flavour Chiral Perturbation Theory [D]

The outcome of the previous analysis is the persistence of a large two-flavour condensate Σ(2)
even when the three-flavour condensate Σ(3) is suppressed. We have seen that X(3) could be
well below 1, indicating that the expansion of F 2

πM
2
π in powers of mu,md and ms need not be

dominated by the genuine condensate term (mu +md)Σ(3). We see that Z(2) will remain close
to 1, and is essentially correlated with r, but the situation is more complicated for X(2), and
we may encounter three different situations:

• r ≃ r1 ≃ 8, X(2) is small and so is X(3), due to the paramagnetic inequalities. One
has small and almost identical two- and three-flavour condensates (small Zweig-rule vio-
lation),

• r ≥ 15, X(2) is close to 1, and so is X(3). One has large and almost identical two- and
three-flavour condensates (small Zweig-rule violation),

• r ≥ 15, X(2) is close to 1, but X(3) is significantly smaller. One has significantly different
two- and three-flavour condensates (large Zweig-rule violation).

The first possibility corresponds to the so-called Generalised χPT, which dealt with the possi-
bility of a small quark condensate for both two and three flavours [159], organising the double
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tower of operators eq. (3.25) with a different counting (B0 ∼ mq ∼ p), but assuming that
Zweig rule violation allowed to neglect the counterterms associated with L4 and L6. At that
time, the conclusion was that the measurement of a small condensate through ππ scattering
(probed through Kℓ4 or τ decays) was related to a small value of the quark mass ratio. We see
that we should modify this conclusion by considering that ππ scattering probes the two-flavour
condensate. Therefore, a small value of the two-flavour quark condensate imposes both a value
of r close to r1 and a small value of the three-flavour condensate. On the other hand, a large
value of the two-flavour condensate X(2) ≃ 1 provides only weak information on r (greater
than, say, 15), and it does not allow us to determine the value of X(3) if we have no extra
information on the amount of Zweig-rule violation from the 〈(ūu)(x)(s̄s)(0)〉 correlator.

In order to gain more insight into the different behaviour of two- and three-flavour chiral
dynamics, it is convenient to rewrite the Nf = 2 Ward identities generating the expansion of
F 2

πM
2
π and of F 2

π in a form as close as possible to sec. 3.5.1. They involve the condensate Σ(2),
the decay constant F 2(2) and the two O(p4) symmetry-breaking scale-independent LECs ℓ̄3
and ℓ̄4 [20]:

F 2
πM

2
π = 2mΣ(2) +

m2B2(2)

8π2
(4ℓ̄4 − ℓ̄3) + F 2

πM
2
πδ , F 2

π = F 2(2) +
mB(2)

4π2
ℓ̄4 + F 2

πε . (3.124)

Here B(2) = Σ(2)/F 2(2) and the higher-order remainders δ and ε (not be confused with the
function ǫ(r)) are O(m2), expected to be of order 1%. The analogy with the three-flavour case
can be pushed further by rewriting eq. (3.124) in the form of eqs. (3.85):

X(2) = 1 − δ − Y (2)2ρ̄/4 , Z(2) = 1 − ε− Y (2)λ̄/4 , (3.125)

ρ̄ =
1

8π2

M2
π

F 2
π

(4ℓ̄4 − ℓ̄3) , λ̄ =
1

8π2

M2
π

F 2
π

4ℓ̄4 . (3.126)

Even though their structure is similar, the two- and three-flavour cases are expected to
behave differently because the corresponding parameters ρ and λ are of a different origin. In
Chapter 2, we have discussed the connection of the three-flavour parameters L4 and L6 with the
correlations between vacuum strange and non-strange q̄q pairs and with the fluctuations of small
Euclidean Dirac eigenvalues. We do not know much about the importance of these fluctuations
from first principles, but we do understand why in the Nf ≥ 3 theory such fluctuations manifest
themselves through important OZI-rule violations in the vacuum channel JP = 0+. Hence, if
the quark pairs in the vacuum are strongly correlated and/or the low-energy Dirac spectrum
is subjected to large fluctuations, ρ, λ are likely large and the perturbative solution of the
system (3.85) breaks down. On the other hand, in a Nf = 2 theory and in the presence of
massive (ms ∼ ΛQCD) strange quarks in the sea, the same cause does not produce the same
effect. In this case, the fluctuations of small Dirac eigenvalues are much harder to relate to low-
energy observables: the OZI-rule is inoperative in this case, and the scalar correlator 〈(ūu)(d̄d)〉
is chirally invariant and not simply related to an observable order parameter. The different
nature of parameters ρ̄ and λ̄ is further illustrated by a different behaviour in the large-Nc

limit: whereas the multi-flavour fluctuation parameters ρ, λ are suppressed as O(1/Nc), ρ̄ and
λ̄ behave as O(1) since the constants ℓ̄3 and ℓ̄4 behave like O(Nc) (see eq. (3.46)).

3.6.3 Operator Product Expansion condensates [E]

One of our aims is to pin down chiral order parameters that govern the low-energy behaviour
of QCD correlators. Related though different quantities arise when the high-energy limit of
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the same correlation functions is studied through the operator product expansion (OPE) [71,
72,227,228]. Local condensates appear then, and those with the lowest dimension are:

Σu = −〈0|ūu|0〉 , Σd = −〈0|d̄d|0〉 , Σs = −〈0|s̄s|0〉 , (3.127)

where the physical vacuum of the theory is denoted |0〉 with all the quarks carrying their
physical masses: no chiral limit is taken.

These OPE quark condensates occur in various sum rules for two-point correlators and
could thus be determined in this framework. First, they arise (multiplied by a mass term) in
the high-energy tail of the correlators as dimension-4 operators [71, 228]. Next, in some sum
rules, normal-ordered condensates of the type (3.127) appear through chiral Ward identities.
For instance, in the case of the divergence of the strangeness-changing vector current [229,230],
the strange-quark mass is determined via a sum rule with no subtraction, but another sum rule
can be written with the subtraction constant (ms −mu)(Σs −Σu), providing in principle some
information on the OPE quark condensates. Unfortunately, the high-energy tail of the (Borel
transformed) two-point function involved in this case has a QCD expansion which behaves quite
badly and prevents an accurate determination. Lastly, the OPE quark condensates arise when
factorisation is invoked to reexpress higher-dimensional four-quark operators as the square of
q̄q vacuum expectation values. Typical values considered in sum rules are [71,72,227,228]:

0.6 × [−225 MeV]3 ≤ Σu,d ≤ 1.5 × [−225 MeV]3 , Σs/Σu,d = 0.75 ± 0.12 . (3.128)

for the non-normal ordered condensates in the MS scheme. We stress that the OPE quark
condensates Σu,Σd,Σs have a different definition (and thus value) from the chiral condensates
that we have considered up to now:

Σ(2) ≡ − lim
mu,md→0

〈0|ūu|0〉 = lim
mu,md→0

Σu = lim
mu,md→0

Σd , (3.129)

Σ(3) ≡ − lim
mu,md,ms→0

〈0|ūu|0〉 = lim
mu,md,ms→0

Σu = lim
mu,md,ms→0

Σd = lim
mu,md,ms→0

Σs .(3.130)

In particular, Σu,Σd,Σs exhibit an ultraviolet divergence that must be renormalised; therefore,
their definition and their value depend on the renormalisation convention applied. It is possible
to relate them to Σ(3) using Nf = 3 χPT. For instance, if we take their NLO expression,
eq. (9.1) in ref. [21] in the isospin limit, we get:

Xu,d ≡ 2mΣu,d

F 2
πM

2
π

= X(3) + [Y (3)]2
M2

π

F 2
π

[16(r + 2)∆L6 + 4(2∆L8 + ∆H2)] + dΣ;u,d

= 1 − 1

2
ǫ(r) + 4[Y (3)]2

M2
π

F 2
π

∆H2 − d+
1

2
d′ + dΣ;u,d , (3.131)

Xs ≡ 2mΣs

F 2
πM

2
π

= X(3) + [Y (3)]2
M2

π

F 2
π

[16(r + 2)∆L6 + 4r(2∆L8 + ∆H2)] + dΣ;s

= 1 +
r − 2

2
ǫ(r) + 4r[Y (3)]2

M2
π

F 2
π

∆H2 − d+
r

2
d′ + dΣ;s , (3.132)

where higher-order remainders are denoted dΣ;u,d and dΣ;s, and the O(p4) high-energy coun-
terterm Hr

2 arises in the combination:

∆H2 = Hr
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(3.133)
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The value of such high-energy counterterms cannot be fixed by low-energy data only, and
their presence in the chiral expansions is merely a manifestation of the renormalisation-scheme
dependence of the OPE quark condensates.

An interesting relation, free from high-energy counterterms, exists between the OPE con-
densates:

rXu,d −Xs

r − 1
= 1 − ǫ(r) − d+

r

r − 1
dΣ;u,d −

1

r − 1
dΣ;s . (3.134)

Two conclusions can be drawn from this relation. First, for r larger than 15, eq. (3.134) shows
that Xu,d is close to [1 − ǫ(r) − d], while we see from eq. (3.118) that X(2)(1 − d̄π) equals
[1 − ǫ(r) − d] up to 1/r-suppressed corrections. Σu,d should thus be very close to Σ(2), which
was expected since the u, d quarks are very light and the physical world is near the Nf = 2
chiral limit. The second conclusion is that Xs − Xu,d can hardly be obtained from such a
relation, since Xu,d and 1 − ǫ(r) − d largely cancel. Thus, very accurate knowledge of r and
Xu,d would be needed to determine Xs this way. More generally, the possibility of significant
vacuum fluctuations of ss̄ pairs makes it difficult to relate in a quantitative way Σ(3) and the
OPE quark condensates Σu,d and Σs.

3.7 Summary

It is possible to exploit the ideas of effective field theories to describe QCD at low energies.
The resulting framework, Chiral Perturbation Theory, providing a generating functional for
the QCD correlators of axial/vector currents and scalar/pseudoscalar densities, taking pions,
kaons and eta mesons as dynamical degrees of freedom and yielding their expansion in powers
of momenta and quark masses. The parameters of the expansion are unknown low-energy
constants, describing the pattern of chiral symmetry breaking and embedding the effects of more
massive degrees of freedom (resonances) that have been integrated out and are not dynamical
in the effective theory. Their number grows as one goes to higher and higher orders in the chiral
expansion. The features of this expansion are strongly constrained by chiral symmetry and its
breakdown. First of all, this expansion is perturbative, because the degrees of freedom chosen
are pseudo-Goldstone bosons of chiral symmetry breaking and thus interact weakly at low
energies. Moreover, chiral symmetry provides relationships (Ward identities) between different
correlators, and thus between the Low-Energy Counterterms arising in the latter. There remain
however a large number of counterterms to be determined either from experiment or from lattice
simulations.

One can start from the Nf = 3 chiral limit, taking π,K, η as degrees of freedom, and build
χPT order by order. One then encounters 2 low-energy constants at leading order (equivalent
to the quark condensate and the pseudoscalar decay constant), 10 at next-to-leading order
and more than a hundred at next-to-next-to-leading order. One can also consider the Nf = 2
chiral limit, taking only pions as dynamical at even lower energies. We can then translate the
discussion of the previous chapter, comparing the order parameters in these two chiral limits
and discussing the decrease of the quark condensate and the decay constant asms varies from its
physical mass to zero. At next-to-leading order, the amount of variation is described by the two
counterterms L6 and L4, which are Zweig suppressed but ms-enhanced in the chiral expansion.
Exploiting the well-known values of the π and K masses and decay constants and their chiral
expansion, one can see that the values of L6 and L4 must be finely tuned to critical values
(around Lr

4(Mρ) = −0.25 · 10−3 and Lr
6(Mρ) = −0.50 · 10−3) for their contribution to remain

small. Otherwise, the NLO contribution become enhanced while the LO chiral parameters, i.e.,
the three-flavour quark condensate and decay constant, must be suppressed.
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Confronted with the numerical competition between LO and NLO terms in chiral series
(or instabilities), one could dismiss the theory as non-convergent. However, the situation is
certainly more subtle, as Nf = 3 χPT yields sensible order-of-magnitude estimates for most of
the processes. Arguments based on resonance saturation yield a hierarchy in counterterms, so
that NNLO contributions should indeed be suppressed compared to NLO, but these argument
cannot be used for LO, and thus to determine the relative weight of LO and NLO contribu-
tions. One may therefore hope that the chiral series are still conditionally convergent, with a
small contribution from NNLO and higher-order contributions, but a numerical competition
between LO and NLO. If one wants to take this direction, one has to face several issues with
the treatment of chiral series. Since the series are not saturated by their first term, one can-
not trade LO low-energy constants (F0, 2mB0) for physical observables (Fπ,M

2
π) up to small

corrections. Moreover, one has to define which observables are expected to be conditionally
convergent, as an arbitrary function of a conditionally convergent observable (for instance its
inverse) may not have a well-convergent Taylor expansion. The underlying construction of
χPT singles out the generating functional as the relevant framework for this discussion, lead-
ing us to choose the correlators of axial/vector currents and scalar/pseudoscalar densities as
conditionally convergent quantities.

In particular, this procedure selects F 2
P and F 2

PM
2
P (with P = π,K, η) as observables of

interest, which can be used to reexpress some of the NLO low-energy constants (L4,5,6,7,8) in
terms of the Nf = 3 LO quantities:

r =
ms

m
, X(3) =

2mΣ(3)

F 2
πM

2
π

, Z(3) =
F (3)2

F 2
π

, (3.135)

as well as remainders collecting (small) contributions coming from NNLO and higher orders.
One can then check that X(3) and Z(3) are very significantly suppressed if Lr

6(Mρ) and Lr
4(Mρ)

have positive values (and get down to zero if these low-energy constants are above 10−3). On
the other hand, L5 and L8 are mainly correlated to the quark mass ratio r

One can also consider the Nf = 2 chiral order parameters X(2) and Z(2) (as well as the
quark condensates in presence of massive quarks considered for the Operator Product Expan-
sion). Our knowledge on F 2

P and F 2
PM

2
P (with P = π,K) allows us to reexpress these order

parameters in terms of Nf = 3 LO quantities, to observe that X(2) and Z(2) are essentially
correlated with r, and one can consider three different scenarios: a) r ≃ 10 and both X(2) and
X(3) are small, b) r ≥ 15, X(2) and X(3) are both close to 1, c) r ≥ 15, X(2) is close to 1
and X(3) is small. In the following, we will provide pieces of information favouring scenario
c), based on

• A sum-rule evaluation of the low-energy constant Lr
6, indicating a significant difference

between X(2) and X(3) for r ≥ 15 (and thus disfavouring scenario b)

• A study of ππ scattering from Kℓ4 decays, indicating that X(2) is close to 1 (and thus
disfavouring scenario a)

• A dispersive analysis of Kπ scattering data, suggesting that X(3) is not close to 1 (and
thus disfavouring scenario b)

Finally, we will combine information obtained on ππ and πK scatterings in a statistical frame-
work to provide some quantitative statements on the values of the LO parameters eq. (3.135).
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The ms-dependence of the quark condensate
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CHAPTER 4. THE MS-DEPENDENCE OF THE QUARK CONDENSATE

We have seen the masses and decay constants of the Goldstone bosons do not provide enough
information to estimate the actual size of the fluctuations of ss̄ pairs in QCD, if we allow for a
numerical competition between LO and NLO. To reach this goal, several references [218, 219]
have proposed a sum rule to estimate L6, or equivalently, Σ(2)− Σ(3), by estimating the two-
point correlator 〈0|(ūu)(s̄s)|0〉 at vanishing momentum. Even though this correlator assesses
the violation of the Zweig rule in the scalar sector and is thus difficult to estimate precisely
from experiment, it is possible to write down a convergent sum rule for this correlator, which
can be expressed in terms of the scalar (strange and non-strange) form factors of the pion of
the kaon. The latter can be obtained at low energies by solving coupled-channel equations
involving the ππ and the KK̄ I = ℓ = 0 channels, and their transition matrix. However, the
normalisation at zero of these form factors is not determined by these equations, but it can
be related (through the Feynman-Hellman theorem) to the (derivatives) of the pion and kaon
masses.

Assuming that the two- and three-flavor condensates are large and similar sizes, ref. [218]
ended up with a ratio Σ(3)/Σ(2) ∼ 1/2 once NLO where included to estimate Σ(2). A careful
study of models of resonance saturation for the O(p6) scalar contributions in ref. [219] confirmed
a large decrease of the quark condensate when NNLO were taken into account. Even though
these results suggest a significant variation in the pattern of chiral symmetry breaking from
Nf = 2 to Nf = 3, it seemed necessary to reevaluate this sum rule without any supposition
about the size of the condensates. This modifies in particular the discussion of the normalisation
of the form factors. Moreover, additional sum rules combined with the Operator Product
Expansion can be used to assess more precisely the (small) contribution from the high-energy
part of the sum rule.

Considering three different models for ππ and KK̄ scattering in the I = ℓ = 0 channel, we
obtain an estimate of X(2)−X(3) that depends on r, but is generally larger than 0.2, indicating
a significant suppression of the quark condensate from two to three flavours. We can use
further low-energy theorems to determine simultaneously the three-flavour quark condensate
and decay constant, indicating a significant suppression for both quantities for r around 25.
Incidentally, one can use the same formalism to estimate the scalar radius of the pion, which
proves an interesting constraint for the extraction of two-flavour chiral order parameters from
ππ scattering. 1

4.1 Sum rule for X(2) − X(3)

4.1.1 Zweig-rule-suppressed correlator of two scalar densities [F]

In relation to eq. (2.64), we introduce the correlator [218,219]:

Π(p2) = i
mms

M2
πM

2
K

lim
m→0

∫

d4x eip·x 〈0|T{ūu(x) s̄s(0)}|0〉, (4.1)

that is invariant under the QCD renormalization group, violates the Zweig rule in the 0++

channel and whose value at 0 is related to the difference between the two- and three-flavour
quark condensates. For ms 6= 0, Π is a SUL(2) ⊗ SUR(2) order parameter, related to the

1This chapter is based on the following article:

[F] SDG, Zweig rule violation in the scalar sector and values of low-energy constants, JHEP 0103 (2001)
002 [39]
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Figure 4.1: Contour of the integral used in the sum rule for the correlator 〈ūu s̄s〉.

derivative of Σ(2) with respect to ms:

mms∂Σ(2)/∂ms = M2
πM

2
KΠ(0) (4.2)

We can use the relation eq. (3.113) between r, X(3) and X(2) to compute ∂Σ(2)/∂ms.
This leads to an equation involving Π(0):

X(2)−X(3) =
2M2

K

F 2
π

Π(0)+
r[X(3)]2

32π2

F 2
πM

2
π

F 4
0

(

λ̄K +
2

9
λ̄η

)

+
m

F 2
πM

2
π

(

1 −ms
∂

∂ms

)

lim
m→0

F 2
πM

2
πdπ

m
,

(4.3)
with the logarithmic derivatives 2: λ̄P = ms · ∂(log M̄2

P )/∂ms. We are going to exploit experi-
mental information to evaluate Π(0) through the pinched weight sum rule:

Π(0) =
1

π

∫ s1

0
ds Im Π(s)

1

s

(

1 − s

s0

)

(4.4)

+
1

π

∫ s0

s1

ds Im Π(s)
1

s

(

1 − s

s0

)

+
1

2iπ

∫

|s|=s0

ds Π(s)
1

s

(

1 − s

s0

)

.

The three terms will be estimated in different ways, following techniques of sum rules [71,
72,227,228] commonly used for the determination of αs from hadronic τ spectral function [231–
235]:

• For 0 ≤ √
s ≤ √

s1 ∼ 1.2 GeV, the spectral function Im Π is obtained by solving Omnès-
Muskhelishvili equations for two coupled channels, using several T -matrix models in the
scalar sector.

2For simplicity, we reproduce here the results of refs. [36, 39], where the chiral logarithms were expressed
in terms of the physical masses, rather than in terms of the leading-order (LO) masses, as done in the other
chapters, and in particular in eq. (3.113). Using the logarithmic derivatives with LO masses in the logarithms
◦

λ̄K= 1,
◦

λ̄η= 4/3 rather than those with physical masses, λ̄K and λ̄η, would amount to a redefinition of the
remainder d̄π. It would actually increase the difference X(2) − X(3) by a slightly positive shift (between 0 and
0.1), for the values of F0 and r considered here. Moreover, we used the following values for the pseudoscalar
decay constants: Fπ = 0.0924 GeV, FK/Fπ = 1.22, in contrast with the values used in the other chapters.
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Figure 4.2: Feynman diagrams contributing to ms〈ūu〉 in OPE of Π (lowest order in αs). The white
(black) circle is the scalar source ūu (s̄s).

• For
√
s1 ≤ √

s ≤ √
s0 ∼ 1.5 GeV, another sum rule is exploited in order to bound the

contribution of this integral.

• For |s| = s0, we estimate the integral through Operator Product Expansion (OPE).

4.1.2 Asymptotic behavior [F]

Π can be expanded using OPE:

Π(p2) = i
mms

M2
πM

2
K

lim
m→0

∫

d4x eip·x 〈0|T [ūu(x) s̄s(0)]|0〉 ∼
P 2→∞

mms

M2
πM

2
K

∑

n≥4

1

(P 2)n/2−1
C(n)(t)〈0|On|0〉,

(4.5)
with P 2 = −p2, µ a renormalization scale, t = P 2/µ2, and On a combination of n-dimensional
operators. Π transforms chirally as (ūu)(s̄s) and we take the chiral limit m → 0. Hence, the
lowest-dimension operator is O4 = msūu, associated to a decrease of O(1/P 2), and the con-
tributing diagrams include at least two gluonic lines, so that C(4)(t) ∝ α2

s(P
2) [218]. For large

P , the LO contribution decreases therefore faster than 1/P 2 (due to the factor of logarithmic
suppression α2

s), so that one can write two sum rules:

∫ ∞

0
ds Im Π(s) = 0 ,

∫ ∞

0

ds

s
Im Π(s) = Π(0) , (4.6)

so that the finite-energy equivalent eq. (4.4) should be sensitive mainly to the low-energy part
of the spectral function.

We will work in dimensional regularization (d = 4−2ω) to determine the leading coefficient
C(4). In the class of t’Hooft’s gauges, the gluon propagator reads:

−i
k2 + iǫ

(

gµν − (1 − ξ)
kµkν

k2 + iǫ

)

δab, (4.7)

with ξ a free real parameter. The Wilson coefficient of msūu (at the leading order) is obtained
by adding 6 two-loop integrals. It is easy to see that the contributions of ξ and ξ2 cancel in
this sum of integrals, and the Wilson coefficient of msūu at the leading order is independent
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of the chosen gauge (in the class of t’Hooft’s gauges). We need the large-P 2 limit of integrals
like:

g4
sµ

4ωms〈ūu〉
1

p2

∫

d4q

(2π)d

d4k

(2π)d
P(p2, q2, k2, p · q, p · k, q · k,m2

s) (4.8)

× 1

[(p− q)2 −m2
0]

n2 [q2 −m2
0]

n3

1

[(k + p)2 −m2
s]

n4 [(k + q)2 −m2
s]

n5 [k2 −m2
s]

n6
,

where P is a polynomial of degree 2. m0 corresponds at the same time to m = mu = md for
fermion propagators in the loop of u− d quarks, and to a fictitious mass to regularize infrared
gluonic divergences (we take at the end the limit m0 → 0).

Using Passarino-Veltman reduction identities like 2(k · q) = [(k+ q)2 +m2
s]− [k2 +m2

s]− q2,
we can reexpress the sum in terms of scalar integrals:

1

p2ν0

∫

d4q d4k

[q2 −m2
0]

ν1 [k2 −m2
s]

ν2

1

[(k + q)2 −m2
s]

ν3 [(p− q)2 −m2
0]

ν4 [(k + p)2 −m2
s]

ν5
, (4.9)

with m1 = m4 = m0 and m2 = m3 = m5 = ms. These integrals are formally identical to
the ones arising for two-loop self-energies. The behavior of such integrals at large external
momentum has already been studied. The basic idea consists in following the flux of the large
external momentum through the Feynman diagrams, in order to Taylor expand the propagators
[236]. This procedure, based on the asymptotic expansion theorem [237], was described in
detail in ref. [39]. Rather lengthy computations lead to the first term arising in the OPE of the
correlator. Some integrals contain ultraviolet poles in 1/ω, but these divergences cancel when
all the contributions are summed (this cancellation is a non-trivial check of the procedure).
The first term in OPE is:

i
mms

M2
πM

2
K

lim
m→0

∫

d4x eip·x 〈0|T{ūu(x) s̄s(0)}|0〉 ∼
P 2→∞

− 18[1 − 2ζ(3)]

P 2

(

αs

π

)2 m2
s

M2
πM

2
K

m〈ūu〉.
(4.10)

where the involved condensate should be the two-flavor one, since we work in the Nf = 2 chiral
limit (m→ 0, ms 6= 0).

4.1.3 Contribution for s ≤ s1 : pion and kaon scalar form factors [F]

In order to compute the integral:

I =
1

π

∫ s1

0
ds Im Π(s)

1

s

(

1 − s

s0

)

, (4.11)

we have to know Im Π between 0 and s1 (
√
s1 ∼ 1.2 Gev). The procedure is explained in

detail in refs. [218, 219], and we shall merely sketch its main features for completeness. In the
range of energy between 0 and s1, the ππ- and KK̄- channels should dominate the spectral
function [130,218,238]. If we denote these channels respectively 1 and 2, the spectral function
is:

Im Π(s) =
mms

M2
πM

2
K

1

16π

∑

i=1,2

√

s− 4M2
i

s
[niFi(s)][niG

∗
i (s)]θ(s− 4M2

i ), (4.12)

with the scalar form factors for the pion and the kaon:

~F (s) =

(

〈0|ūu|ππ〉
〈0|ūu|KK̄〉

)

, ~G(s) =

(

〈0|s̄s|ππ〉
〈0|s̄s|KK̄〉

)

, (4.13)
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with M1 = Mπ and M2 = MK . n1 =
√

3/2 and n2 =
√

2 are numerical factors related to the
normalization of the states |ππ〉 and |KK̄〉.

The form factors are analytic functions in the complex energy plane, with the exception of a
right cut along the real axis. According to perturbative QCD arguments [239,240], these form
factors should have the asymptotic behaviour Fi(s) ∼ 1/s when s→ ∞, and verify a dispersion
relation with no subtraction. Obviously, when s increases, new channels open, and the two-
channel approximation is no more sufficient: if the 4π channel is chirally suppressed at low
energies and does not seem to couple significantly to the f0(980) meson, it couples to heavier
scalar mesons (around 1.5 GeV). However, we will need ~F and ~G only for s ≤ s1, where ππ
and KK̄ are the dominant channels, and we will suppose that the two-channel approximation
holds for any energies (up to corrections that will not affect the low-energy behaviour of the
spectral function that we are interested in). We have the discontinuity along the cut:

Sij = δij + 2iσ
1/2
i Tijσ

1/2
j θ(s− 4M2

i )θ(s− 4M2
j ), (4.14)

Im Fi(s) =
n
∑

j=1

T ∗
ij(s)σj(s)Fj(s)θ(s− 4M2

j ), σi =

√

s− 4M2
i

s
. (4.15)

In addition, we will suppose that the two-channel T -matrix model impose the correct asymp-
totic behaviour for ~F and ~G. Under these assumptions, ~F and ~G satisfy separately a set of
coupled Omnès-Muskhelishvili equations [218,238,241,242]:

Fi(s) =
1

π

n
∑

j=1

∫ ∞

4M2
π

ds′
1

s′ − s
T ∗

ij(s
′)

√

s′ − 4M2
j

s′
θ(s′ − 4M2

j )Fj(s
′), (4.16)

with the condition that the T matrix leads to the expected decrease of the form factors for
s→ ∞. Ref. [218] has proved a condition of existence and unicity for the solution of eq. (4.16):
∆(∞) − ∆(4M2

π) = 2π, where ∆(s) = δ1 + δ2 is the sum of the ππ and KK̄ phase shifts:

S =

[

ηe2iδ1 i(1 − η2)1/2ei(δ1+δ2)

i(1 − η2)1/2ei(δ1+δ2) ηe2iδ2

]

, (4.17)

In that case, the set of linear equations admits a unique solution, once the values at a given
energy are fixed [219]. All the solutions are thus linear combinations of a basis, for instance
the solutions ~A(s) and ~B(s) such as: ~A(0) =

(1
0

)

and ~B(0) =
(0
1

)

. ~F and ~G can therefore be
written as:

~F (s) = F1(0) ~A(s) + F2(0) ~B(s), ~G(s) = G1(0) ~A(s) +G2(0) ~B(s). (4.18)

The numerical solutions A and B of the system (4.16) were studied in ref. [218], by writing the
integral equations in a discretised form, with the main difficulty of computing the principal-
value integrals in eq. (4.16) with a high accuracy. The integration region was split into several
sub-intervals, each mapped to [−1, 1], and the integrand was expanded over a basis of Legendre
polynomials. A Gauss-Legendre quadrature was then used to compute the integral in eq. (4.16)
using only values of the integrand at particular points {s′j}. In this manner, the functional
equation (4.16) for an arbitrary s got transformed into a linear equations. Writing down
this equation for s ∈ {s′j} allows one to write down a homogeneous system for the values of
the form factors at the points {s′j}, which could be solved numerically using a singular-value
decomposition of the linear system.
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Figure 4.3: Compilation of experimental results from ref. [244]. The solid line corresponds to the
T -matrix model used in this reference Form left to right and top to bottom: ππ → ππ δ1 phase shift,
ππ → KK̄ δ1 + δ2 phase shift, KK̄ → KK̄ δ2 phase shift and inelasticity (1 − η2)/4.

Once A and B are determined for a particular model of T -matrix, one has still to compute
the value of the form factors at zero is related to the derivatives of the pseudoscalar masses
with respect to the quark masses:

F1(0) =
1

2

(

∂M2
π

∂m

)

m=0

, F2(0) =
1

2

(

∂M2
K

∂m

)

m=0

, G1(0) =

(

∂M2
π

∂ms

)

m=0

= 0, G2(0) =

(

∂M2
K

∂ms

)

m=0

.

(4.19)
Up to now, we have followed the same line as refs. [218,238]. But in these papers, the value of
the scalar form factors at zero was derived supposing that the three-flavour quark condensate
dominates the expansion of the pseudoscalar masses. We are going to allow a competition
between the terms linear and quadratic in quark masses, so that the normalization of the form
factors may become rather different from what is considered in refs. [218, 238]. In a similar
way, the form factors that we will obtain could differ from the ones obtained by a matching
with χPT one-loop expressions [130,243].

We consider here three models of T -matrix, proposed respectively by Oller, Oset and Pelaez
in ref. [244], by Au, Morgan and Pennington in ref. [247], and by Kaminski, Lesniak and Maillet
in refs. [245, 246]. These models fit correctly the available data in the scalar sector under 1.3
Gev, as discussed in refs. [218, 238, 244]. However, they have to be corrected for very low and
very high energies, as discussed in ref. [218]: chiral symmetry constrains the ππ phase shifts
near the threshold, and the asymptotic behaviour of the phases shifts has to be changed to to
insure existence and unicity for the solution of eq. (4.16).
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Figure 4.4: Models of T -matrix considered: ref. [244] (solid, black), refs. [245, 246] (dotted, red) and
ref. [247] (dashed, green). From left to right and top to bottom: ππ → ππ δ1 phase shift, ππ → KK̄
δ1 + δ2 phase shift, KK̄ → KK̄ δ2 phase shift and inelasticity (1 − η2)/4.

If we put eq. (4.18) into eq. (4.12), we obtain the spectral function as the sum of two
contributions:

Im Π(s) = γπλK





√
3

32π

∑

i=1,2

√

s− 4M2
i

s
Ai(s)B

∗
i (s)θ(s− 4M2

i )



 (4.20)

+γKλK
M2

K

M2
π





1

16π

∑

i=1,2

√

s− 4M2
i

s
Bi(s)B

∗
i (s)θ(s− 4M2

i )



 ,

where the logarithmic derivatives of the masses are denoted:

λP =
ms

M2
P

(

∂M2
P

∂ms

)

m=0

=
ms

M2
P

∂M̄2
P

∂ms
, γP =

m

M2
P

(

∂M2
P

∂m

)

m=0

. (4.21)

The two bracketed functions in eq. (4.20) can be plotted: the first one is called ”type AB∗”, the
second one ”type BB∗”. It is also interesting to study how these two contributions cancel each
other inside the spectral function, by taking the estimates corresponding to a saturation of the
mass identities by the quark condensate: γπ = 1, λK = 1−M2

π/(2M
2
K) and γK = M2

π/(2M
2
K).

A peak, corresponding to the narrow resonance f0(980) (see sec. 2.5.1), arises with a height
depending on the models: ref. [244] leads to a smaller peak than refs. [247] and [245,246].
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Figure 4.5: Left: Contributions of type BB∗ (positive) and type AB∗ (negative) to the spectral function.
Right: example of spectral function, obtained with γπ = 1, λK = 1−M2

π/(2M
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K) and γK = M2

π/(2M
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K).

In both cases, we plot the results for the T -matrix models of ref. [244] (solid lines, black), ref. [247]
(dotted, red) and refs. [245,246] (dashed, green).

The integral between 0 and s1 in the sum rule eq. (4.4) can be written, using eq. (4.20):

1

π

∫ s1

0
ds Im Π(s)

1

s

(

1 − s

s0

)

= γπλKIAB + γKλK
M2

K

M2
π

IBB, (4.22)

where IXY = M(−1)
XY −M(0)

XY /s0 involves the moments:

M(k)
AB =

√
3

32π2

∫ s1

0
ds sk

∑

i=1,2

√

s− 4M2
i

s
Ai(s)B

∗
i (s)θ(s− 4M2

i ), (4.23)

M(k)
BB =

1

16π2

∫ s1

0
ds sk

∑

i=1,2

√

s− 4M2
i

s
Bi(s)B

∗
i (s)θ(s− 4M2

i ). (4.24)

Notice that we solve the Omnès-Muskhelishvili equations to obtain the scalar form factors
of the pion and the kaon in the limit m → 0 (and ms fixed at its physical value). But
we consider T -matrix models fitting experimental data, with up and down quarks with their
physical masses. The limit m → 0 sets the ππ-threshold to zero3, changes ππ phase shifts
near the threshold and shifts slightly the KK̄ threshold. Such modifications should not alter
significantly the general shape of the spectral function. In particular, the integral of the spectral
function, dominated by the f0(980) peak, should be affected only marginally when Tm6=0 is
considered instead of Tm→0.

4.1.4 Second sum rule : s1 ≤ s ≤ s0 [F]

The contribution of the integral below s1 is positive and dominated by the f0(980) peak. But
according to sec. 4.1.2, Π is superconvergent, and the integral of the spectral function from 0

3For m → 0, the cut along the real axis starts at s = 0. However, the integral
R s0

0
ds (1 − s/s0) · Im Π(s)/s

is convergent, since for s → 0: F1(s) → F1(0) and G1(s) ∼ G′
1(0) · s, leading to:

Im Π(s) ∼ 3

32π

mms

M2
πM2

K

F1(0)G′
1(0) · s. (4.25)
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to infinity vanishes. Im Π(s) should therefore become negative in some range of energy. In
particular, negative peaks should naturally appear in the spectral function, in relation with
higher-mass scalar resonances like f0(1370) and f0(1500) (see sec. 2.5.1).

This remark will be useful to estimate the contribution from the region s1 ≤ s ≤ s0, since
in this region we cannot rely on the two-channel approximation used in the previous section 4.
Let us suppose that the spectral function is negative for s1 ≤ s ≤ s0.

5 The contribution from
the intermediate region in eq. (4.3) can be estimated from:

1

s0
J ′ ≤ − 1

π

∫ s0

s1

ds Im Π(s)
1

s

(

1 − s

s0

)

≤ 1

s1
J ′, (4.26)

where J ′ is the integral:

J ′ =
1

π

∫ s0

s1

ds Im Π(s)

(

1 − s

s0

)

, (4.27)

which satisfies the sum rule:

1

π

∫ s1

0
ds Im Π(s)

(

1 − s

s0

)

+ J ′ +
1

2iπ

∫

|s|=s0

ds Π(s)

(

1 − s

s0

)

= 0 . (4.28)

The first integral in eq. (4.28) can be computed from the spectral function obtained in
the previous section, since it is evaluated in the low-energy region where the two-channel
approximation should be valid:

1

π

∫ s1

0
ds Im Π(s)

(

1 − s

s0

)

= γπλKI ′
AB + γKλK

M2
K

M2
π

I ′
BB, (4.29)

with I ′
XY = M(0)

XY −M(1)
XY /s0 involving the moments eqs. (4.23)-(4.24).

The contribution from the complex circle [third integral in eq. (4.28)] can be estimated
through OPE, using the method described in the following section:

1

2iπ

∫

|s|=s0

ds Π(s)

(

1 − s

s0

)

= 9[1 − 2ζ(3)]
F 2

π

M2
K

X(2)m2
s(s0)a

2(s0) (4.30)

×
{

1 +
β0γ

2
a(s0) +

[

β1γ

2
− γ(γ + 1)

8

(

π2

3
− 2

)

β2
0

]

a2(s0)

}

+ . . .

= 9[1 − 2ζ(3)]
F 2

π

M2
K

X(2)m2
s(s0)a

2(s0)[1 + 6.5 · a(s0) − 25.125 · a2(s0)].

4.1.5 High-energy contribution : |s| = s0 [F]

We still have to determine the contribution of the integral on the large circle:

K =
1

2iπ

∫

|s|=s0

ds Π(s)
1

s

(

1 − s

s0

)

=
1

2π

∫ π

−π
dθ (1 + eiθ) Π(p2 = −s0eiθ). (4.31)

The factor (1 − s/s0) suppresses the contribution stemming from the time-like region around
s0, so that we can use in this integral the Operator Product Expansion of Π [231–235, 248].

4in ref. [218], models with a third, effective, two-body channel, were discussed, leading to similar conclusions
as in the two-channel case as far as Π(0) was concerned.

5If the spectral function is partially positive in this range, our hypothesis will end up with an estimate for the
second integral that will be smaller than its actual value. In that case, we would underestimate the difference
X(2) − X(3).
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Once Renormalization Group Improvement is applied to eq. (4.10), the QCD renormalization
group invariant ms〈ūu〉 gets the coefficient:

a2(P 2)m2
s(P

2) = a2(s0)m
2
s(s0) ×

[

a(P 2)

a(s0)

]8/b0+2

, (4.32)

with a(s) = αs(s)/π and b0 = 11 − 2Nf/3 = 9. The integral eq. (4.31) becomes:

K =
9[1 − 2ζ(3)]

2π

F 2
π

M2
K

X(2)
m2

s(s0)

s0
[a(s0)]

− 8
b0

∫ π

−π
ds (1 + e−iθ) aγ(s0e

iθ), (4.33)

with γ = 2 + 8/b0 = 2 + 8/9. To compute this integral, we expand a(P 2 = s0e
iθ) in powers

of a(s0) [this corresponds to Fixed-Order Perturbation Theory in the language used ot extract
αs from the τ spectral functions [231–235]]. The expansion of a(s0e

iθ) is:

a(s0e
iθ) = a(s0) −

i

2
β0θa

2(s0) +

[

i

2
β1θ −

1

4
θβ2

0θ
2
]

a3(s0) +O(a4) , (4.34)

β0 =
33 − 2Nf

6
=

9

2
, β1 =

306 − 38Nf

24
= 8. (4.35)

leading to

K = 9[1 − 2ζ(3)]
F 2

π

M2
K

X(2)
m2

s(s0)

s0
a2(s0) (4.36)

×
{

1 − β0γ

2
a(s0) −

[

β1γ

2
+
γ(γ + 1)

8

(

π2

3
− 2

)

β2
0

]

a2(s0)

}

+ . . .

= 9[1 − 2ζ(3)]
F 2

π

M2
K

X(2)
m2

s(s0)

s0
a2(s0)[1 − 6.5 · a(s0) + 48.236 · a2(s0) + . . .].

which converges reasonably well as a(s0) = αs(s0)/π is very small. This negative contribution
is strongly suppressed by α2

s and m2
s/s0. We have considered here ms ∼ 200 MeV, but the

contribution of this integral is so small that the error due to ms and αs can be neglected.
Notice that duality is not supposed to arise in the scalar sector for as low energies as in other
channels, due to a probably large contribution from direct instantons in this sector [73].

4.2 Results

4.2.1 Estimate of X(3) [F]

The logarithmic derivatives of the masses are obtained from the expansions of F 2
P and F 2

PM
2
P

6:

λP =
ms

M2
P

(

∂M2
P

∂ms

)

m=0

=
ms

M2
P

∂M̄2
P

∂ms
, γP =

m

M2
P

(

∂M2
P

∂m

)

m=0

. (4.37)

The corresponding expressions can be easily obtained starting from the chiral expansion of the
masses and decay constants eqs. (3.66)-(3.69). We have λπ = 0 since it is proportional to the
derivative of M2

π with respect to ms in the limit m→ 0.
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Figure 4.6: Sum rule : Range for X(3) as a function of r = ms/m for F0=85 MeV, with the T -matrix
models of refs. [244] (left) and [247] (right). The results are plotted for s1=1.2 GeV and s0=1.5 GeV
(solid lines, green), 1.6 GeV (dashed lines, red) and 1.7 GeV (dotted lines, blue). The lines with white
circles show the corresponding range for X(2).

Two different estimates of X(2) −X(3) are available: the first one is the relation between
X(2) and X(3) [eq. (3.114)], the second one consists of the relation between X(2)−X(3) and
Π(0) [eq. (4.3)] and the sum rule for Π(0) [eq. (4.4)]. In both cases, the difference X(2)−X(3)
can be expressed as a function of the observables and of r,X(3), F(3). This overdetermination
can be viewed as a constraint fixing X(3) in terms of r and F (3), see figs. 4.6-4.7.

This analysis contains 3 sources of errors. i) First, we have neglected higher-order remain-
ders in the expansions of pseudoscalar masses and decay constants. Their effect is easy to
control in the relations between X(2) and X(3) [eq. (3.114)] or F (2) and F (3) [eq. (3.115)],
but the situation gets more complicated for the sum rule eq. (4.3) and for the logarithmic
derivatives λP and γP . The authors of ref. [185] noticed that the dependence on ms of Σ(2) is
not really affected by two-loop effects. In addition, these effects have the same sign as one-loop
contributions: if they were significant, they would increase (and not decrease) the gap between
X(2) and X(3). A similar conclusion was drawn in ref. [219]. The higher remainders are
supposed here to be small, and they are not included in the results.

ii) The evaluation of the sum rule eq. (4.4) relies on an estimate of the integral between s1
and s0. If we choose a couple (F0, r), we will not end up with one value for X(3), but rather a
range of acceptable values that will also depend on the separators s1 < s0. In figs. 4.6-4.7, the
upper bound for X(3) remains stable for

√
s0 > 1.5 GeV, whereas the lower bound depends

strongly on s0. When s0 increases, the lower bound of eq. (4.26) is too loose to be saturated.
A more stringent lower bound would be welcome.

iii) The third source of error is the T -matrix used to build the spectral function eq. (4.20)
for s < s1. Three different models of T -matrix have been used [244–247]. The central element
is the shape of the f0(980) peak. Ref. [244] leads to the least pronounced effect. The two other
models [245–247] lead to a higher f0(980) peak, a larger value for Π(0), and a smaller value for
X(3).

The range for X(3) is much narrower for large values of r, and can be even reduced to one

6We recall that we present here the results obtained in ref. [36, 39], where we used the physical masses in
the argument of the chiral logarithms, instead of their LO expressions as in the other chapters. The difference
between the two prescriptions is rather small, and should not have a strong impact on the discussion presented
here.
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Figure 4.7: Sum rule : Range for X(3) as a function of r = ms/m for F0=85 MeV, with the T -matrix
models of refs. [245,246]. The results are plotted for s1=1.2 GeV and s0=1.5 GeV (solid lines, green),
1.6 GeV (dashed lines, red) and 1.7 GeV (dotted lines, blue). The lines with white circles show the
corresponding range for X(2).

value in the case of ref. [244]. This range should be broadened if we took into account the
errors related to higher orders in the expansion of pseudoscalar masses and decay constants.
The value of F0 has no major influence on the constraint for [X(3), r]. For instance, choosing
F0=75 MeV would slightly shift the curves for X(3) towards the left of the graphs (r → r− 2).
Similarly, a change of

√
s1 around 1.2 GeV does not affect strongly the results. If we choose√

s1=1.3 GeV, the convergence of the upper bound is slightly less good, but its values remain
very close to figs. 4.6-4.7. One observes a significant gap between the two- and three-flavour
condensate. For small values of r, the gap between X(2) and X(3) becomes smaller, but at
the price of having an almost vanishing X(3). For r ∼ 25, the values of X(3) correspond then
to the half of X(2). We end up with a similar result to the one obtained in refs. [218,219], but
without relying on the hypothesis X(3) ∼ 1.

4.2.2 Slope of the strange scalar form factor of the pion [F]

Additional information about the decay constants is provided by the scalar form factors through
a low-energy theorem [218,219,238]:

∂F 2(2)

∂ms
= 2F 2(2) lim

q2→0

G1(q
2)

q2
,

ms

F (2)

∂F (2)

∂ms
= msG

′
1(0). (4.38)

This low-energy theorem provides a relation between the logarithmic derivative of F (2) with
respect to ms, and the slope of the strange scalar form factor of the pion for a vanishing
momentum. We can exploit the solutions of Omnès-Muskhelishvili equations to determine the
slope of the form factor according to eq. (4.18) :

msG
′
1(0) = msG2(0)B′

1(0) = ms
∂M̄2

K

∂ms
B′

1(0) = λKM
2
KB

′
1(0). (4.39)

B′
1(0) is computed by taking the derivative with respect to s at 0 of eq. (4.16):

B′
1(0) =

1

π

2
∑

j=1

∫ ∞

4M2
π

ds′
1

s′2
T ∗

1j(s
′)

√

s′ − 4M2
j

s′
θ(s′ − 4M2

j )Bj(s
′). (4.40)
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Figure 4.8: Sum rule and slope of the strange form factor of the pion : Range for X(3) as a function
of r = ms/m with the T -matrix models of refs. [244] (left) and [247] (right). The intervals are plotted
for s1=1.2 GeV and s0=1.5 GeV (solid lines, green), 1.6 GeV (dashed lines, red) and 1.7 GeV (dotted
lines, blue). The lines with white circles show the corresponding range for X(2).

The numerical resolution of Omnès-Muskhelishvili equations eq. (4.16) yields the values of
~B(s) at the points of integration used for the Gauss-Legendre quadrature [218]. Hence, we can
compute directly the integral eq. (4.40) by the same integration method.

On the other hand, eq. (3.66) leads to:

ms

2F 2(2)

∂F 2(2)

∂ms
=

1

F̄ 2
π

[

msB0

[

L4(µ) − 1

256π2
log

M2
K

µ2

]

− rX(3)

64π2

F 2
πM

2
π

F 2
0

(

log
M̄2

K

M2
K

+
M2

K

M̄2
K

λK

)]

.

(4.41)

We see that eq. (4.38) is an additional constraint, different from the sum rule eq. (4.4).
From the analysis of the pseudoscalar spectrum, we have concluded that all the quantities
could be expressed (at the NLO) as functions of masses, decay constants, and 3 parameters
r,X(3), F (3). The sum rule was a first constraint, fixing a range for X(3) depending on r and
F0 ≡ F (3). If we exploit the second constraint eq. (4.38), we can obtain ranges for F (3) and
X(3) as functions of r, plotted respectively in figs. 4.8-4.9 and figs. 4.10-4.11. The values of
X(3) are close to the ones obtained by the only application of the sum rule eq. (4.4). The
results obtained then for X(3) were not very sensitive to the valued chosen for F0. We see
also that the slope of the strange scalar form factor of the pion leads to rather small values for
F (3) (around 70 MeV) for r ∼ 25. This result is in agreement with the small positive values
obtained for L4(Mρ) in different works described in the previous chapter. It is also interesting
to compare these findings with the results of refs. [130, 131], where the scalar form factors of
the pion and the kaon were investigated in the S-wave component of the decays J/ψ → V PP ,
with V = φ, ω and P = π±,K±. Indeed, a fit of (unitarised) χPT to the BES data in these
channels [131] provides values of Lr

4(Mρ) = (0.84±0.07)·10−3 and Lr
6(Mρ) = (0.03±0.16)·10−3,

indicating a similar pattern of suppression of the quark condensate and the decay constant as
in our case (the results should be compared to our values for r ≃ 25).

Let us add that two constraints used here do not demand the same accuracy for the scalar
form factors. The sum rule involves the integral of the spectral function Im Π up to 1.2 GeV,
which is dominated by the f0(980) peak. The global shape of the spectral function (and more
precisely around 1 GeV) is the crucial element. The low-energy theorem eq. (4.39) focuses
on the slope of a form factor at zero, i.e. its detailed behaviour at low energy. The resulting
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Figure 4.9: Sum rule and slope of the strange form factor of the pion : Range for X(3) as a function
of r = ms/m with the T -matrix models of refs. [245, 246]. The intervals are plotted for s1=1.2 GeV
and s0=1.5 GeV (solid lines, green), 1.6 GeV (dashed lines, red) and 1.7 GeV (dotted lines, blue). The
lines with white circles show the corresponding range for X(2).

constraint may be less stable than the sum rule, so that we split the analysis in two parts: the
first one dealing only with the sum rule, the second one exploiting both constraints at the same
time.

4.2.3 Scalar radius of the pion [F]

The scalar radius of the pion 〈r2〉πs can also be obtained from the scalar form factors of the pion,
considered out of the chiral limit [i.e. with the physical masses ms and m = (mu +md)/2]:

F1(s) = F1(0)

[

1 +
1

6
〈r2〉πs s+ cπs

2 + . . .

]

, (4.42)

If we project ~F on the two solutions ~A and ~B, we obtain:

〈r2〉πs = 6
F ′

1(0)

F1(0)
= 6

[

A′
1(0) +

M2
K

M2
π

γ̃K

γ̃π
B′

1(0)

]

, (4.43)

where a third kind of logarithmic derivatives is involved (considered out of the chiral limit):
γ̃P = ∂[logM2

P ]/∂[logm], which are easy to express using the expressions of the masses and
decay constants

We are interested in a quantity describing the non-strange pion form factor around the
threshold. It should be possible to neglect the KK̄ channel with no major change in the
results. This point of view is supported by a numerical estimate: B′

1(0)/A′
1(0) ∼ 0.1 and

(M2
K/M

2
π)× (γ̃K/γ̃π) ∼ 1/2. If we restricted our analysis to the ππ channel, only the first term

(the solution ~A) would appear on the right side of eq. (4.43). The scalar radius of the pion
would be independent of r, X(3) and F0 in that case. Actually, the second term on the right
side of eq. (4.43), related to the KK̄ channel, is responsible for a weak dependence of 〈r2〉πs on
r, X(3), F0. We can use the previous results, where X(3) and F0 are functions of r, in order
to study the range of variation for the pion scalar radius:

0.537 – 0.588 fm2 Oller-Oset-Pelaez ref. [244],

0.567 – 0.630 fm2 Au-Morgan-Pennington ref. [247],

0.592 – 0.650 fm2 Kaminski-Lesniak-Maillet refs. [245,246],
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Figure 4.10: Sum rule and slope of the strange form factor of the pion : Ranges for [F (3)/Fπ]2 (no
symbol) and [F (2)/Fπ]2 (white circles) as functions of r = ms/m with the T -matrix models of refs. [244]
(left) and [247] (right). The intervals are plotted for s1=1.2 GeV and s0=1.5 GeV (solid lines, green),
1.6 GeV (dashed lines, red) and 1.7 GeV (dotted lines, blue).

to be compared to the estimates: 0.6 ± 0.2 fm2 [249], 0.55 ± 0.15 fm2 [20, 21], 0.55 to 0.61
fm2 [243], 0.57 to 0.61 fm2 [250] and 0.61 ± 0.04 fm2 [251]. The importance on inelastic
channels in these dispersive estimates was discussed in refs. [252, 253], ultimately confirming
these values, within the assumptions made on the asymptotic behaviour of the form factors
to obtain unique solutions to the system of coupled Omnès-Muskhelishvili equations. As we
will discuss in ch. 6, some analyses attempting to extract information on ππ scattering from
experimental data rely strongly on the value of the scalar radius of the pion. For this chapter,
information about the scalar radius of the pion could be seen as an additional constraint on
our system, since 〈r2〉πs is related to 2L4 +L5. The situation is similar to the previous section:
this constraint could rather easily be affected by higher-order corrections, and in addition, the
value of the scalar radius cannot be measured directly and must be determined by a dispersive
analysis very similar to that performed here. It seems therefore wiser not to use this constraint
for the time being.

4.3 Summary

The pseudoscalar spectrum (masses and decay constants) by itself does not contain enough
information to pin down the size of ss̄ fluctuations. This effect can however be estimated
from experimental data in the scalar channel. Indeed, the difference between X(2) and X(3)
is related to the correlator Π of two scalar densities ūu and s̄s at vanishing momentum. It
can be expressed in terms of a sum rule consisting of three distinct integrals. a) We compute
the first one, involving the spectral function Im Π up to energies around 1.2 GeV, by solving
coupled Omnès-Muskhelishvili equations for the scalar form factors of the pion and the kaon.
The solutions depend on the T -matrix model used to describe the interactions between ππ- and
K̄K I = ℓ = 0 channels, and on a normalization of the form factors related to the derivatives of
Mπ and MK with respect to m and ms. b) The second integral corresponds to the contribution
of the spectral function Im Π between 1.2 and 1.6 GeV, where we cannot trust the two-channel
approximation anymore. A second sum rule is used to estimate roughly this integral. c) The
third integral is performed on a large complex circle, with a large enough radius to rely on the
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Figure 4.11: Sum rule and slope of the strange form factor of the pion : Ranges for [F (3)/Fπ]2

(no symbol) and [F (2)/Fπ]2 (white circles) as functions of r = ms/m with the T -matrix model of
refs. [245,246]. The intervals are plotted for s1=1.2 GeV and s0=1.5 GeV (solid lines, green), 1.6 GeV
(dashed lines, red) and 1.7 GeV (dotted lines, blue).

Operator Product Expansion (OPE) of Π.

The most significant contribution stems from the first integral: the f0(980)-peak leads to
a large value for Π(0), and therefore to an important splitting between X(2) and X(3). If we
fix X(3), r and F (3), we know X(2) and the LECs Li=4...8, using our previous analysis of the
pseudoscalar spectrum. The derivatives of Mπ and MK with respect to m and ms can then
be directly computed, since they involve X(3), r, F (3) and LECs. The sum rule eq. (4.4) can
therefore be seen as a constraint, giving X(3) as a function of r and F (3). Several sources of
errors could affect this sum rule : the higher-order remainders in the expansions of F 2

PM
2
P and

F 2
P , the rough estimate of the integral in the intermediate energy range, the T -matrix model.

The three models considered here support nevertheless a large decrease of X(3) with respect
to X(2), corresponding to positive values of L6(Mρ). The size of the splitting between the
quark condensates depends on the height of the f0(980) peak in the spectral function. In the
particular case r ∼ 25, F (3) = 85 MeV, the results of ref. [218] are confirmed: X(3) can hardly
reach more than one half of X(2) for the three considered models.

The scalar form factors of the pion and the kaon can be exploited in several ways. For
instance, L4 [i.e. F (3)] is related to the slope of the scalar form factor of the pion at zero.
This second constraint may be used to fix X(3) and F0 as functions of r. If the conclusions
for X(3) remain unchanged, positive values of L4(Mρ) are obtained, leading to a significant
decrease from F (2) to F (3) (20 to 30%). The Zweig rule would be violated strongly for L4

and L6. However, this second constraint is sensitive to fine details of a form factor (slope at
zero), whereas the sum rule depends on the general shape of the spectral function Im Π [and
especially on the presence of a high peak corresponding to the f0(980) resonance]. The scalar
radius of the pion has also been computed, in agreement with former estimates.

At large values of r (above 15), these results disfavour the scenario where the two- and
three-flavour condensates and decay constants are close. At small values of r (around 10), one
gets closer (but small) values of the quark condensates in two and three chiral limits. Obviously
this result is quite dependent on several layers of theoretical assumptions (asymptotic behaviour
of the form factors, models of ππ and KK̄ scatterings in the scalar channel), and should be
confirmed by experimental data or further theoretical estimates. This is the purpose of the
following chapters.
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- Would you tell me, please,

which way I ought to go from

here?

- That depends a good deal on

where you want to get to.

- I don’t much care where.

- Then it doesn’t much matter

which way you go.

- . . . so long as I get some-

where.

- Oh, you’re sure to do that, if

only you walk long enough.

Alice and the Cheshire Cat 5
An alternative treatment of three-flavour chiral series
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CHAPTER 5. ALTERNATIVE TREATMENT OF THREE-FLAVOUR CHIRAL SERIES

We have seen that significant vacuum fluctuations of ss̄ pairs may lead to instabilities in
chiral expansions, where instabilities are defined as a numerical competition between the terms
considered as leading and next-to-leading in the chiral counting. This effect would be related
to a large violation of the Zweig rule in the scalar sector, indicated by values of the O(p4)
LECs L4 and L6 significantly different from specific, small and negative values. Our dispersive
estimates of L6 and L4 suggest indeed larger values than their large-Nc expressions, with a
correlated suppression of the three-flavour leading chiral order parameters.

A pessimistic way of considering the problem would consist in dismissing the whole χPT as
soon as problems of convergence arise. A less restrictive point of view was adopted in sec. 3.5,
assuming that:

• only some (“good”) observables have convergent expansions, when expressed in terms of
the couplings arising in the chiral Lagrangian.

• one may trade these couplings for physical quantities only when physical arguments
indicate that the convergence of the series will be improved (location of nonanalytic
structures imposed by unitarity at the physical poles, thresholds. . . )

• a series is considered as convergent when the sum of LO and NLO terms is large compared
to the remaining part of the series.

• the resulting formulae must be treated analytically, without neglecting higher-order cor-
rections when reexpressing low-energy constants in terms of observables.

Following this procedure (and taking the isospin limit mu = md = m), observables can be
expressed in terms of LO quantities:

X(3) =
2mΣ(3)

F 2
πM

2
π

, Z(3) =
F 2(3)

F 2
π

, r =
ms

m
, (5.1)

as well as NLO LECs and remainders. The first two quantities in eq. (5.1) are of particular
relevance, since they express two main order parameters of Nf = 3 chiral symmetry breaking,
the quark condensate and the pseudoscalar decay constant, in physical units. They also assess
the saturation of the chiral expansion of F 2

πM
2
π and F 2

π by their leading order. The third
quantity measures the relative size of the quark masses in a framework where the strange
quark is supposed to play a peculiar role in the chiral structure of QCD vacuum.

Exploiting the fact that some quantities describing the dynamics of pseudoscalar mesons
are well measured and inverting the relationships between these observables and LECs, we
can express the NLO LECs in terms of low-energy observables (masses, decay constants, form
factors. . . described in sec. 3.3.3), the three leading-order (LO) parameters in eq. (5.1), and
higher-order remainders (associated to each observable and assumed to be small). These ex-
pressions can be exploited in the chiral expansions of other convergent observables, in order to
express the latter quantities in terms of LO quantities and remainders only. The comparison
with experimental information should then provide more information on the pattern of chiral
symmetry breaking in the Nf = 3 chiral limit.

We have already applied this procedure in sec. 3.5 to masses and decay constants. It allows
one to resum higher-order contributions in chiral series from L4 and L6 low-energy constants,
which encode the effect of ss̄ pairs on the structure of the chiral vacuum. It may induce a
significant ms -dependence in the pattern of chiral symmetry breaking and can generate a
numerical competition between LO and NLO in Nf = 3 chiral series. This feature is related to
the name of Resummed Chiral Perturbation Theory (ReχPT) chosen to describe this particular
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5.1. ONE-LOOP EXPANSION OF QCD GREEN FUNCTIONS [H,M]

treatment of chiral expansions. This framework is compatible with the usual treatment of chiral
series in the limit where the latter are saturated by their LO term, but it allows for a consistent
treatment of the series even if there is a significant competition of LO and NLO contributions
for some of the observables.

We will illustrate our procedure to energy-dependent quantities, namely form factors, such
as the electromagnetic form factors of pions and kaons, as well as those for Kℓ3 decays. We
use the same framework to deal with masses, decay constants and form factors simulated on
the lattice for 2+1 dynamical flavours (in the unitary limit where valence and sea quarks
have the same masses). The interest is threefold. First, the lattice simulations probe the
ms-sensitivity of observables, hard to estimate from continuum measurements, but with deep
connection with the pattern of Nf = 3 chiral symmetry breaking. Second, lattice simulations
[RBC/UKQCD [207–209], PACS-CS [127]] have encountered difficulties in their fits of NLO
Nf = 3 chiral expansions, which could be explained by instabilities and numerical competitions
between LO and NLO contributions to the series. Finally, the same LECs are involved as in
the continuum, so that one can exploit the same relationships both on the lattice and in the
continuum, without additional assumptions (the only issue being the scaling of the higher-
order remainders as one changes the values of the quark masses). This will allow us to extract
information on the pattern of three-flavour chiral symmetry breaking from lattice data. 1

5.1 One-loop expansion of QCD Green functions [H,M]

We start from the one-loop generating functional for three-flavour χPT [21]:

Z = Zt + Zu + ZA + . . . (5.2)

where the ellipsis stands for NNLO contributions. The three terms of the one-loop generating
functional were described in sec. 3.3.2: Zt is the sum of O(p2) and O(p4) tree graphs, Zu collects
unitarity corrections corresponding to one-loop graphs with two O(p2) vertices and ZA is the
Wess-Zumino functional collecting anomalous contributions. The one-loop functional eq. (3.35)
has been derived using the propagators and couplings of the O(p2) chiral Lagrangian [21], and
therefore it is expressed only in terms of chiral couplings: F0 and B0, Li. . . In particular, the

Goldstone degrees of freedom have masses truncated at O(p2), denoted
◦
M

2

P and defined in
eq. (3.37). Large fluctuations should induce significant differences between this quantity and

the physical mass M2
P . Therefore, we want to replace

◦
M

2

P by M2
P only when justified by

physics arguments, since this replacement may have an important impact when comparing
chiral expansions with experimental data.

• The anomalous contribution ZA corresponds to local couplings for vector and axial cur-
rents, and is not affected by our discussion.

• For the unitarity corrections Zu, were we to consider higher and higher orders of the chiral
expansion, we should obtain that the masses occurring in the one-loop scalar integrals J̄

1This chapter is based on the following articles:

[G] SDG, The Role of strange sea quarks in chiral extrapolations on the lattice, Eur. Phys. J. C40 (2005)
81 [40]

[H] V. Bernard, SDG, and G. Toucas, Chiral dynamics with strange quarks in the light of recent lattice

simulations, JHEP 1101 (2011) 107 [41]
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and
=
J are physical masses, in order to get the low-mass two-particle cuts at the physical

positions. Therefore, we write those functions with the physical masses of the Goldstone
bosons. On the contrary, we keep the multiplying factors Γµ and σ̄ expressed in terms of
parameters of the effective Lagrangian (mq, B0. . . ).

• In the same spirit, for two-point functions of axial or pseudoscalar functions, we should
reexpress the chiral expansion so that the pole of the Goldstone boson propagator is

located at the physical value of the meson, and not its LO expression
◦
M

2

P .

• The tadpole contributions present in Zt are derived using the O(p2) contribution to the

Goldstone boson masses
◦
M

2

P and will be kept as such

• Physical S-matrix elements are obtained from the Green functions derived with the gener-
ating functional by applying the LSZ reduction formula. The external legs corresponding
to incoming and outgoing particles must be put on the mass shell. In the process, the
products of external momenta are translated into the well-known Mandelstam variables.
These kinematical relations are valid for physical masses, and we will use the latter (and

not the O(p2) truncated masses
◦
M

2

P ) whenever we reexpress products of external mo-
menta. This prescription is consistent with the use of physical masses in the one-loop
scalar integral J̄ present in the unitarity term Zu.

As indicated in sec. 3.4.1, we call “bare expansion” the chiral expansion treated according
to our prescription, because of we prefer keeping original couplings of the chiral Lagrangian to
trading them for physical masses and decay constants. We sum up our method to obtain the
expansions of Green functions in Resummed χPT:

1. Consider a subset of observables suitable for a chiral expansion, such as the linear space
of connected QCD correlators of axial/vector currents and their derivatives away from
kinematic singularities.

2. Extract the bare expansion of the observables using the one-loop generating functional
eq. (3.35): in Zu, use the physical masses for the function J̄ defined from the one-loop
scalar integral, and ensure that the pole for single Goldstone boson exchange is located
at its physical value.

3. Use physical masses to reexpress scalar products of external momenta in terms of the
Mandelstam variables.

4. Keep track of the higher-order contributions by introducing remainders, i.e. NNLO quan-
tities which have an unknown value but are assumed small enough for the chiral series to
converge.

5. Exploit algebraically the resulting relations, and never trade the couplings of the chiral
Lagrangian for observables while neglecting higher-order terms.

The main differences from the usual treatment of three-flavour chiral series consists in the
choice of a particular subset of observables, the distinction between physical meson masses and
their O(p2) parts, and the algebraic use of chiral expansions while keeping track of higher-order
terms explicitly.
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We will now illustrate this procedure to energy-dependent quantities, such as the electro-
magnetic form factors of pions and kaons (denoted FP

V ), as well as those forKℓ3 decays (denoted
f+ and f0):

F 2
π , F

2
K = F(X(3), Z(3), r; ∆L4,∆L5; remainders) (5.3)

F 2
πM

2
π , F

2
KM

2
K = F(X(3), Z(3), r; ∆L6,∆L8; remainders) (5.4)

F 2
πF

π
V , F

2
KF

K+

V , F 2
KF

K0

V , FπFKf+ = F(t;X(3), Z(3), r; ∆L4,∆L5; remainders) (5.5)

FπFKf− = F(t;X(3), Z(3), r; ∆L4,∆L5,∆L9; remainders) (5.6)

where the factors of Fπ and FK come from the wave-function renormalisation in the LSZ
reduction of the axial currents to obtain pion and kaon external states. In principle, we could
then perform a global fit of the observables to determine the LO and NLO low-energy constants
(r,X(3), Z(3), L4,5,6,8,9) assuming that the higher-order remainders remain small. But one can
also use the fact that some of these observables are known rather accurately experimentally
to invert the corresponding relations, and reexpress the NLO LECs in terms of the three
fundamental parameters r,X(3), Z(3), measured quantities (indicated in sec. 3.3.3) and higher-
order remainders. This proved quite useful to highlight correlations in sec. 3.6.1 to determine
the correlation between the two-flavour condensate X(2) and the ratio of quark masses r due
to the strong constraint coming from the pion and kaon masses and decay constants.

We thus use this approach to reexpress ∆L4,∆L5 in terms of F 2
π , F

2
K , ∆L6,∆L8 in terms

of F 2
πM

2
π , F

2
KM

2
K , and ∆L9 in terms of 〈r2〉Vπ . These expressions can be reinjected in the

remaining bare expansions, so that one has:

FK+

V (t), FK0

V (t), f+(t), f−(t) = F(t;X(3), Z(3), r;F 2
π , F

2
K , F

2
πM

2
π , F

2
KM

2
K , 〈r2〉Vπ ; remainders)

(5.7)
Comparison these expressions with experimental measurements yields information on the fun-
damental parameters X(3), Z(3), r. One can also consider lattice simulations, where the same
observables are considered at different values of the quark masses.

5.2 Electromagnetic form factor

5.2.1 Definition [H]

We will now illustrate our procedure with the example of the electromagnetic pion form factor:

〈π+|jµ|π+〉 = (p+ p′)µF π
V (t) , (5.8)

where the electromagnetic current is jµ = V 3
µ +V 8

µ /
√

3, p (p′) is the momentum of the incoming
(outgoing) pion, and t = (p′ − p)2. As explained in sec. 5.1, we obtain this form factor in χPT
from the correlator 〈(Aµ

π+)†Aν
π+jµ〉, leading to the product F 2

πF
π
V through the LSZ reduction

formula. In the case of the electromagnetic form factor, “good” observables are thus obtained
from F 2

πF
π
V at low energies away from singularities, i.e., the right-hand cuts, starting from

t ≥ 4M2
π .

We obtain the following bare expansion, in agreement with refs. [190,243,254]:

F 2
πF

π
V (t) = F 2

πZ(3) +M2
πY (3)[8(r + 2)Lr

4 + 8Lr
5] −

1

32π2
M2

πY (3)

[

4 log

◦
M

2

π

µ2
+ (r + 1) log

◦
M

2

K

µ2

]
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+t

[

2Lr
9 −

1

32π2





1

3
log

◦
M

2

π

µ2
+

1

6
log

◦
M

2

K

µ2
+

1

6





]

+
1

6
[t− 4M2

πY (3)]J̄ππ(t) +
1

12
[t− 2(r + 1)M2

πY (3)]J̄KK(t) + ℜF 2
πF

π
V (t) , (5.9)

with the nonanalytic pieces from the two-meson channels encoded in the J̄ function [21],
and Y (3) = X(3)/Z(3) = 2mB0/M

2
π . We have added the higher-order remainder function

ℜF 2
πF

π
V (t), a polynomial function of t collecting remainders:

ℜF 2
πF

π
V (t) = (ℜF 2

πF
π
V )0 +

t

F 2
π

(ℜF 2
πF

π
V )1 +O(t2) , (5.10)

with (ℜF 2
πF

π
V )0 = O(m2

q) and (ℜF 2
πF

π
V )1 = O(mq).

At next-to-leading order in the chiral expansion, the nonanalytic dependence on quark
masses and momenta arises through the unitarity function J̄PQ. Following our prescription, we

compute the functions J̄ (and
=
J= J̄ − sJ̄ ′(0)) with the physical values of M2

π ,M
2
K ,M

2
η , rather

than their LO expansion, i.e. we define the chiral expansion in ReχPT as eq. (5.9) with:

J̄PP (t) =
s

16π2

∫ ∞

4M2
P

dx

x(x− s)

√

1 − 4M2
P

x
=

1

16π2

[

σ log
σ − 1

σ + 1
+ 2

]

, σ =

√

1 − 4M2
P

t
,

(5.11)
so that our expansion of the form factor eq. (5.9) features a unitarity cut from the two-pion
channel starting at t = 4M2

π (id. for the two-kaon channel). Indeed, from general arguments
of unitarity, we know that the higher-order corrections will shift the start of the right-hand

cut from 4
◦
M

2

P to 4M2
P . Unfortunately, unitarity does not provide us more information on the

structure of the cut (and in particular the coefficient multiplying the J̄ function) due to the
perturbative nature of the chiral expansion.

When needed, we will obtain the ReχPT expansion of other observables by performing the

same replacement for the functions J̄ and
=
J occurring in the definition of the loop integrals

KPQ, LPQ and M r
PQ in ref. [21]. As indicated in the previous section, we do not perform

any further replacement neither in the unitary functions nor in the rest of the expressions:
for instance, we have not modified the functions multiplying the J̄ functions, nor the chiral
logarithms coming from the tadpole terms in eq. (5.9), since we have no way of determining
if the latter modifications would improve or spoil the convergence of the series 2. Adopting
a dispersive point of view, we can say that the position of the cuts are imposed by unitarity,
but not the value of the induced imaginary parts at low energies and that of the subtraction
constants (polynomials).

One checks easily that the NLO chiral expansion of the electromagnetic form factor in
ref. [254] can be recovered:

F π
V (t) = 1 + 2Hππ(t) +HKK(t) +O(p4) , (5.12)

2This procedure is slightly different from the approach taken in refs. [38,46,255], where this substitution was
performed everywhere in the unitarity functions J, K, L, M and in the tadpole logarithms. It turns out that the
difference is usually very small: the unitarity functions yield only a small contribution below the first threshold,
and there is only a logarithmic difference in the case of the tadpole (either MP is close to its O(p2) term and the

change is trivially justified, or
◦

M
2

P is much smaller than M2
P and the whole tadpole contribution is very small).
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with:

HPP (t) =
1

F 2
0

[

1

12

(

t− 4M2
P

)

J̄PP (t) − t

6

1

32π2

(

log
M2

P

µ2
+ 1

)

+
t

288π2

]

+
2t

3F 2
0

Lr
9 . (5.13)

In the case where F0 ≡ F (3) is small compared to Fπ, F 2
πF

π
V (t) is expected to exhibit a better

convergence than F π
V (t) in our framework according to eqs. (5.12)-(5.13). Similar expressions

hold for other observables: good observables will generally come multiplied by powers of phys-
ical pseudoscalar decay constants (one for each external pseudoscalar meson involved).

5.2.2 Pion electromagnetic square radius [H]

The electromagnetic square radius of the pion is the low-energy observable associated with F π
V :

F 2
π 〈r2〉πV = 6F 2

π

dF π
V

dt
(0) . (5.14)

Following the previous discussion of the form factor, the product of F 2
π and 〈r2〉πV is the quantity

expected to exhibit a good convergence in our framework. eq. (5.9) yields the corresponding
expansion of 〈r2〉πV :

〈r2〉πV =
6

F 2
π

[

2∆L9 −
1

32π2

[

1

6
+

2

9
Y (3) +

M2
π

18M2
K

(r + 1)Y (3)

]]

+ 〈r2〉πV eπV , (5.15)

where we have introduced the scale-independent combination ∆L9 = Lr
9(µ) − L̂r

9(µ), and the
higher-order remainder eπV :

L̂r
9(µ) =

1

32π2





1

6
log

◦
M

2

π

µ2
+

1

12
log

◦
M

2

K

µ2



 , eπV =
6

F 4
π

(ℜF 2
πF

V
π )1

〈r2〉πV
. (5.16)

The pion electromagnetic square radius is well determined experimentally, and it is expected
to suffer only mildly from higher-order corrections, being an observable involving pions (the
curvature of the form factor, would also provide an interesting observable, but is beyond our
next-to-leading-order (NLO) framework [256]). We will thus use this observable to express L9:

∆L9 =
F 2

π

12
〈r2〉πV [1 − eπV ] +

1

32π2

[

1

12
+

1

9
Y (3) +

M2
π

36M2
K

(r + 1)Y (3)

]

. (5.17)

Equivalent relations for other LECs, namely L4,5,6,8 were discussed in eqs. (3.79)-(3.78). L9(Mρ)
can thus be estimated as a function of r, Y (3) and NNLO remainder. For instance, if we take
Y (3) = 1 and r = 2M2

K/M
2
π − 1 (corresponding to LO estimates holding in the case of a fast

convergence) and the central experimental value [137]:

〈r2〉πV = 0.451 ± 0.031 fm2 , (5.18)

we obtain Lr
9(Mρ) = 6.77 · 10−3 in the ball park of usual estimates of this LEC (see tab. 3.1).

5.3 Kaon electromagnetic form factors

The method described in the previous section can easily be generalized to other observables.
Of particular interest are the kaon electromagnetic form factors and the Kπ form factors which
will be discussed in the following sections.
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5.3.1 Definition [H]

The kaon vector form factors [190,254] are defined as:

〈K+|jµ|K+〉 = (p+ p′)µFK+

V (t) , 〈K0|jµ|K0〉 = (p+ p′)µFK0

V (t) , (5.19)

with the same convention as in the case of the pion electromagnetic form factor. All of them are
associated with the P -wave projection of the crossed channel. Following the discussion in 5.1, we
expect F 2

KF
K+

V and F 2
KF

K0

V to have good convergence properties away from the singularities
(opening thresholds. . . ). Expanding these form factors and reexpressing some couplings in
terms of r, Y (3) and Z(3), we obtain the bare expansion of the vector form factors:

F 2
K

F 2
π

FK0

V (t) = − t

192π2F 2
π

log

◦
M

2

K

◦
M

2

π

− 1

12F 2
π

[t− 4M2
πY (3)]J̄ππ(t) (5.20)

+
1

12F 2
π

[t− 2(r + 1)M2
πY (3)]J̄KK(t) +

1

F 2
π

ℜF 2
KF

K0

V (t) ,

F 2
K

F 2
π

FK+

V (t) = Z(3) +
M2

π

F 2
π

[Y (3)][8(r + 2)Lr
4 + 4(r + 1)Lr

5] (5.21)

− 1

32π2

M2
π

F 2
π

Y (3)

[

3

2
log

◦
M

2

π

µ2
+

3

2
(r + 1) log

◦
M

2

K

µ2
+

1

2
(2r + 1) log

◦
M

2

η

µ2

]

+
t

F 2
π

[

2Lr
9 −

1

32π2





1

6
log

◦
M

2

π

µ2
+

1

3
log

◦
M

2

K

µ2
+

1

6





]

+
1

12F 2
π

[t− 4M2
πY (3)]J̄ππ(t) +

1

6F 2
π

[t− 2(r + 1)M2
πY (3)]J̄KK(t) +

1

F 2
π

ℜF 2
KF

K+

V (t) ,

where ℜF 2
KF

K0

V (t) and ℜF 2
KF

K+

V (t) are polynomial functions of t collecting remainders:

ℜF 2
KF

K0

V (t) =
t

F 2
K

(ℜF 2
KF

K0

V )1 +O(t2) , (5.22)

ℜF 2
KF

K+

V (t) = (ℜF 2
KF

K+

V )0 +
t

F 2
K

(ℜF 2
KF

K+

V )1 +O(t2) , (5.23)

with (ℜFK
V )0 = O(m2

q) and (ℜFK
V )1 = O(mq). We have divided the expressions of the form

factors eqs. (5.21)-(5.20) by a numerical factor F 2
π for sole purpose of convenience, in order to

deal with dimensionless quantities. We can follow the program advocated in sec. (5.1), so that
the expressions of the O(p4) LECs eqs. (3.79)-(3.78) and (5.17) yield:

F 2
K

F 2
π

FK+

V (t) = 1 +
r − 1

2
η(r) +

r + 1

2
e′ − e (5.24)

+t

[

1

12
〈r2〉πV [1 − eπV ] +

1

32π2F 2
π

[

1

12
+

1

9
Y (3) +

M2
π

32M2
K

(r + 1)Y (3)

]]

+
M2

π

F 2
π

[Y (3)][8(r + 2)L̂r
4 + 4(r + 1)L̂r

5] +
t

F 2
π

[

2L̂r
9 −

1

32π2





1

6
log

◦
M

2

π

µ2
+

1

3
log

◦
M

2

K

µ2
+

1

6





]
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− 1

32π2

M2
π

F 2
π

Y (3)

[

3

2
log

◦
M

2

π

µ2
+

3

2
(r + 1) log

◦
M

2

K

µ2
+

1

2
(2r + 1) log

◦
M

2

η

µ2

]

+
1

12F 2
π

[t− 4M2
πY (3)]J̄ππ(t) +

1

6F 2
π

[t− 2(r + 1)M2
πY (3)]J̄KK(t) +

1

F 2
π

ℜF 2
KF

K+

V (t) ,(5.25)

where L̂r
i are just combinations of chiral logarithms, depending on Y (3) and r. FK0

V (t) is still
given by eq. (5.20). It is interesting to notice that none of the two form factors actually provide
information on F (3), and they are functions of r and Y (3) only.

In the limit where all the observables are saturated by their leading order, the standard
NLO chiral expansions of the vector form factors [190,254] can be recovered by expanding the
ratio F 2

π/F
2
K at next-to-leading order and replacing the leading order masses by the physical

ones:

FK0

V (t) = −Hππ(t) +HKK(t) +O(p4) , FK+

V (t) = F π
V (t) + FK0

V (t) +O(p4) , (5.26)

with HPQ defined as:

HPQ(t) =
1

F 2
0

[

1

12

(

t− 2ΣPQ +
∆2

PQ

t

)

J̄PQ(t) −
∆2

PQ

3t

=
JPQ (t) − t

6
kPQ +

t

288π2

]

+
2t

3F 2
0

Lr
9 ,

(5.27)

involving ΣPQ = M2
P +M2

Q and ∆PQ = M2
P −M2

Q, and
=
JPQ (t) = J̄PQ(t) − tJ̄ ′

PQ(t).

5.3.2 Kaon electromagnetic radii [H]

In a similar way to the pion form factor, the K+ electromagnetic square radius is given by

〈r2〉K+

V =
6

F 2
K



2∆L9 −
1

32π2





1

6
log

◦
M

2

K

◦
M

2

π

+
1

6
+

1

9
Y (3) +

M2
π

9M2
K

(r + 1)Y (3)







+ 〈r2〉K+

V eK
+

V ,

(5.28)
with the remainder:

eK
+

V =
6

F 4
K

(ℜF 2
KF

V
K+)1

〈r2〉K+

V

. (5.29)

Replacing ∆L9 by its value in terms of the pion radius, eq.(5.17), leads to the following relation:

F 2
K〈r2〉K+

V (1 − eK
+

V ) − F 2
π 〈r2〉πV (1 − eπV ) =

1

32π2



− log

◦
M

2

K

◦
M

2

π

+
2

3
Y (3) − M2

π

3M2
K

(r + 1)Y (3)



 ,

(5.30)
where the right-hand side is a very small correction for any reasonable value of r and Y (3),
so that the electromagnetic square radius of the charged kaon is essentially predicted to be
〈r2〉K+

V ≃ F 2
π/F

2
K × 〈r2〉πV ≃ 0.32 fm2. Two experiments (NA47 and Fermilab) have measured

this radius, leading to the average [137]:

〈r2〉K+

V = 0.314 ± 0.035 fm2 . (5.31)

The square radius of the neutral kaon reads:

F 2
K〈r2〉K0

V (1 − eK
0

V ) =
1

32π2



− log

◦
M

2

K

◦
M

2

π

+
2

3
Y (3) − M2

π

3M2
K

(r + 1)Y (3)



 (5.32)
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with the remainder:

eK
0

V =
6

F 2
K

(ℜF V
K0)1

〈r2〉K0

V

, (5.33)

The current experimental average is [137]:

〈r2〉K0

V = −0.077 ± 0.010 fm2 . (5.34)

Eqs. (5.30) and (5.32) yield the following relation between the electromagnetic radii:

〈r2〉πV (1 − eπV ) =
F 2

K

F 2
π

(

〈r2〉K+

V (1 − eK
+

V ) − 〈r2〉K0

V (1 − eK
0

V )
)

. (5.35)

which is fulfilled using the experimental values of the radii and the SM value of FK/Fπ (the
remainders must be on the large side of their allowed value according to the dimensional
estimation discussed in sec. 5.5.3).

5.4 Kπ form factors

5.4.1 Definition [H]

Among the quantities that can be determined from lattice simulations, one can single out the
Kℓ3 form factors defined as:

√
2〈K+|ūγµs|π0〉 = (p′ + p)µf+(t) + (p′ − p)µf−(t) . (5.36)

f+ corresponds to P -wave projection of the Kℓ3 transition, whereas its S-wave part comes from

f0(t) = f+(t) +
t

∆Kπ
f−(t) , (5.37)

where ∆PQ = M2
P−M2

Q. Following the discussion in sec.5.1, FπFKf+ and FπFKf− are expected
to have good convergence properties away from the singularities (opening thresholds. . . ). As
before, their chiral expansions can be expressed in terms of r,X(3), Z(3), NLO low-energy
constants (L4, L5 and L9) and remainders. Reexpressing L4 and L5 using eqs. (3.79)-(3.80)
yields the following expansions of the Kℓ3 form factors:

FπFKf+(t) =
F 2

π + F 2
K

2
+

3

2
[tM r

Kπ(t) + tM r
Kη(t) − LKπ(t) − LKη(t)] (5.38)

+2tLr
9 + FπFKd+ + te+ ,

FπFKf−(t) =
F 2

K − F 2
π

2
− 3

2
(M2

K −M2
π)[M r

Kπ(t) +M r
Kη(t)] (5.39)

+
1

4
KKπ(t)

[

5(t−M2
π −M2

K) +
3

2
(r + 3)M2

πY (3)

]

−1

4
KKη(t)

[

3(t−M2
π −M2

K) +
1

2
(r + 3)M2

πY (3)

]

−2(M2
K −M2

π)Lr
9 + FπFK(d− − d+) + t(e− − e+) ,
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where d± = O(m2
q) and e± = O(mq) combine the remainders from the form factors and the

decay constants:

FπFKd+ = (ℜFπFKf+)0 −
F 2

πeπ + F 2
KeK

2
, (5.40)

FπFK(d− − d+) = (ℜFπFKf−)0 +
F 2

πeπ − F 2
KeK

2
, (5.41)

FπFKe+ = (ℜFπFKf+)1 , (5.42)

FπFK(e− − e+) = (ℜFπFKf+)1 . (5.43)

The remainders in FπFK(ℜf±)(t) are defined as before. When performing our fits to lattice
data, we will also express L9 in terms of the pion radius using eq. (5.17). Inserting eqs. (5.38)-
(5.39) into eq. (5.37) leads to the following expression for the scalar form factor:

FπFKf0(t) =
F 2

K + F 2
π

2
+

t

∆Kπ

F 2
K − F 2

π

2
− 3

2
LKπ(t) − 3

2
LKη(t) (5.44)

+
t

4∆Kπ
KKπ(t)

[

5(t−M2
π −M2

K) +
3

2
(r + 3)M2

πY (3)

]

− t

4∆Kπ
KKη(t)

[

3(t−M2
π −M2

K) +
1

2
(r + 3)M2

πY (3)

]

+(FπFKd+ + te+)

(

1 − t

∆Kπ

)

+ (FπFKd− + te−)
t

∆Kπ
.

In the limit where all expansions are saturated by their LO contribution, the well-known
expression for the vector form factor is recovered:

fKπ
+ (t) = 1 +

3

2
HKπ(t) +

3

2
HKη(t) +O(p4) , (5.45)

as well as that for fKπ
− [254].

5.4.2 The Callan-Treiman point and its soft kaon analog [H]

According to the Callan-Treiman theorem [257], in the soft-pion limit (p′2 = M2
π = 0), the

scalar form factor at t = ∆Kπ ≡M2
K −M2

π (Callan-Treiman point) should be equal to FK/Fπ.
This implies that FKFπf0(∆Kπ)−F 2

K vanishes in the Nf = 2 chiral limit. There is a soft-kaon
analog of this theorem holding at t = ∆̃Kπ ≡ −∆Kπ, stating that FKFπf0(∆̃Kπ)−F 2

π vanishes
in the Nf = 3 chiral limit. At these particular points, eq. (5.44) reads:

FπFKf0(∆Kπ) = F 2
K − 3

2
LKπ(∆Kπ) − 3

2
LKη(∆Kπ) +

1

4
KKπ(∆Kπ)

[

−10M2
π +

3

2
(r + 3)M2

πY (3)

]

−1

4
KKη(∆Kπ)

[

−5M2
π +

1

2
(r + 3)M2

πY (3)

]

+ FπFKd− + ∆Kπe− ,

FπFKf0(−∆Kπ) = F 2
π − 3

2
LKπ(−∆Kπ) − 3

2
LKη(−∆Kπ) − 1

4
KKπ(−∆Kπ)

[

−10M2
K +

3

2
(r + 3)M2

πY (3)

]

+
1

4
KKη(−∆Kπ)

[

−6M2
K +

1

2
(r + 3)M2

πY (3)

]

+ FπFK(2d+ − d−) − ∆Kπ(2e+ − e−) .
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One can check explicitely that these expressions fulfill the Callan-Treiman theorem and
its soft-kaon analog (the K and L contributions canceling each other) provided the following
constraints on the higher-order remainders

d− = O(mms) , e− = O(m) , (5.46)

meaning that d− and e− are 1/r-suppressed compared to d+ and e+.
We can define the discrepancies from the Callan-Treiman theorem(s):

∆CT = f0(∆Kπ) − FK

Fπ
, ∆̃CT = f0(−∆Kπ) − Fπ

FK
. (5.47)

These NLO quantities can be expressed from eqs. (5.46)-(5.46), embedding the fact that ∆CT

is 1/r-suppressed compared to ∆̃CT . For comparison, these quantities have been calculated in
one-loop χPT in the isospin limit [254]:

∆CT = −3.5 · 10−3 , ∆̃CT = 0.03 . (5.48)

It has in fact been shown in refs. [258, 259] that a precise assessment of the scalar form factor
at the Callan-Treiman points could probe physics beyond the Standard Model in the strange
quark sector, in particular right-handed couplings of quarks to W bosons. The pioneering
work [258] led to a reanalysis of Kℓ3 data by several collaborations [260–263], which at present
show a good/marginal agreement with the Standard Model.

The Kℓ3 vector form factor at zero momentum transfer is another quantity of interest.
Indeed, the measurement ofKℓ3 decays can be analysed in the framework of the Standard Model
to determine the product |Vusf+(0)|, and thus the CKM matrix element |Vus|. A recent fit to
|Vud| (from super-allowed 0+ → 0+ nuclear decays), |Vus|f+(0) (fromKℓ3), and |Vus/Vud|FK/Fπ

(from πℓ2 and Kℓ2) together with the unitarity of the CKM matrix led to [223]:

f+(0)|SM = 0.959 ± 0.005 , (5.49)

and a value of FK/Fπ|SM in full agreement with eq.(3.62) (with a strong correlation between
these two quantities).

Deviation of f+(0) from this value would be an indication of new physics, so that this
quantity plays a particularly important role to test the Standard Model in the light quark
sector. A direct determination of these quantities on the lattice as well as a well-controlled
method to extrapolate lattice data down to the physical quark masses are naturally crucial to
get a proper assessment of the uncertainties (from statistical, but also systematic origins).

5.5 Observables for lattice simulations at different quark masses

As detailed in sec. 3.3.4, lattice simulations have the potential to determine the LECs encoding
the pattern of three-flavour chiral symmetry breaking. However, the extraction of the LECs
is generally performed by fitting the quark mass dependence of various observables, taking
chiral series where the LO is already expected to saturate the expansion. As an alternative
to such extractions, which rely strongly on the usual (perturbative) treatment of chiral series,
we proposed a lattice test of the size of ss̄ vacuum fluctuations based on ReχPT in ref. [255].
We considered simulations with (2+1) flavours, with a strange quark mass at its physical value
m̃s = ms, but two u, d light quarks with identical masses m̃ larger than their physical values m
and smaller than ms. The larger values of the u, d masses enhanced the impact of the vacuum
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fluctuations encoded in L4 and L6 on observables such as the masses and decay constants of
pions and kaons. This led to a difference in the curvatures of F 2

P and F 2
PM

2
P (P = π,K) as

functions of q = m̃/m̃s, depending on the size of X(3) and Z(3). The effect was less pronounced
in the case of M2

P , obtained as the ratio of the two former observables, leading to a fairly linear
behaviour as a function of q. We proposed in the same reference a test of the size of X(3) on
the lattice from the pion and kaon spectrum, by considering the dependence of the ratios on q:

Rπ =
F̃ 2

πM̃
2
π

qF 2
πM

2
π

RK =
2F̃ 2

KM̃
2
K

(q + 1)F 2
KM

2
K

(5.50)

where F̃ 2
π and M̃2

π denote quantities computed on the lattice with u, d quarks of mass m̃.

The recent 2+1 dynamical simulations provide new and relevant information on the impact
of ss̄ fluctuations related to the presence of strange quarks in the sea [82,83,264]. Conversely,
ReχPT can provide a more appropriate treatment of chiral extrapolations if the hints of sup-
pressed Nf = 3 quark condensate and decay constants are confirmed. In principle, this analysis
would require lattice data performed with several u, d, s quark masses (whose renormalized val-
ues are known) and transfer momenta (in the case of form factors, scattering amplitudes), but
where the continuum and infinite-volume limit have already been performed (a→ 0, L→ ∞).
Unfortunately, such data sets are not (yet) available. Some collaborations [e.g., MILC [128,129]]
provide numbers directly in the physical limit, performing the chiral extrapolation at the same
time as the continuum limit. This prevents one from testing different alternatives concerning
chiral extrapolation, even though the results sometimes contradict the usual assumptions made
when exploiting chiral series (for instance their saturation by the quark condensate and the
decay constant, see secs. 3.3.4 and 3.5.3). Others [BMW [265, 266], ETMC [267], TWQCD-
JLQCD [196]] do not provide the decay constants and the renormalized quark masses manda-
tory for such a study. Finally, some collaborations [RBC/UKQCD [207–209], PACS-CS [127]]
have performed their analysis only at one particular lattice spacing and/or one particular vol-
ume, without always being able to estimate the systematics associated with the continuum and
infinite-volume limits fully.

In view of this situation, we will restrict ourselves to the studies made by RBC/UKQCD [207–
209] and PACS-CS [127], described in more detail in apps. A.3.1 and A.3.2. The fact that
only statistical errors are quoted in both cases prevents us from using a full-fledged statistical
treatment [46]. As explained in the previous section, we can use the relations eqs. (3.79)-
(3.80) (decay constants), eqs. (3.77)-(3.78) (masses), eq. (5.17) (pion electromagnetic square
radius). . . to express NLO LECs in terms of r, X(3), Z(3), accurately measured observables
and remainders. These relations can be inserted in the chiral expansions of other observables
(such as kaon or Kℓ3 form factors, or meson-meson scattering), which can be used to constrain
r, X(3) and Z(3). For each new observable, one or several remainders are introduced, which
are assumed to be small but nevertheless limit the accuracy of the chiral series. Contrary to
the discussions of the previous chapters, we will not fix the value of FK/Fπ, since simulations
are expected to be the main source of information on this quantity.

Fitting these data will offer us the opportunity to extract relevant information on chi-
ral symmetry breaking and to check the consistency of our picture concerning the numerical
competition between LO and NLO terms. We consider simulations with 3 dynamical flavours
(m̃, m̃, m̃s) and denote X̃ the values for the lattice quantities (and X the corresponding value
for physical quark masses). We introduce the ratios:

p =
m̃s

ms
, q =

m̃

m̃s
, (5.51)
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in addition to the ratio of physical quark masses r and the chiral parameters arising in the LO
Lagrangian in eq. (5.1).

5.5.1 Masses and decay constants [H]

Proceeding as before in this new setting, we obtain the following expansions for the lattice
value of the decay constants:

F̃ 2
π

F 2
π

= Z(3) +
M2

π

F 2
π

pqrY (3)

[

8

(

1

q
+ 2

)

Lr
4 + 8Lr

5

]

(5.52)

−M
2
π

F 2
π

1

32π2
pqrY (3)






4 log

◦̃
M

2

π

µ2
+

(

1

q
+ 1

)

log

◦̃
M

2

K

µ2






+
F̃ 2

π

F 2
π

ẽπ ,

F̃ 2
K

F 2
π

= Z(3) +
M2

π

F 2
π

pqrY (3)

[

8

(

1

q
+ 2

)

Lr
4 + 4

(

1

q
+ 1

)

Lr
5

]

(5.53)

−M
2
π

F 2
π

1

32π2
pqrY (3)

[

3

2
log

◦̃
M

2

π

µ2
+

3

2

(

1

q
+ 1

)

log

◦̃
M

2

K

µ2
+

1

2

(

2

q
+ 1

)

log

◦̃
M

2

η

µ2

]

+
F̃ 2

K

F 2
π

ẽK ,

where the LO contributions to the simulated pseudoscalar masses are involved:

◦̃
M

2

π = pqrM2
πY (3) ,

◦̃
M

2

K =
pqr

2

(

1

q
+ 1

)

M2
πY (3) ,

◦̃
M

2

η =
pqr

3

(

2

q
+ 1

)

M2
πY (3) ,

(5.54)
and ẽP are remainders of O(m̃2

q) (m̃q denotes either m̃s or m̃). We have divided by the physical
value of F 2

π in order to deal with dimensionless quantities. In a similar way, we obtain the bare
expansions of the masses:

F̃ 2
πM̃

2
π

F 2
πM

2
π

= pqr

{

X(3) +
M2

π

F 2
π

pqr[Y (3)]2
[

16

(

1

q
+ 2

)

Lr
6 + 16Lr

8

]

(5.55)
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2
π

F 2
π
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32π2
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log
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2
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+

1

9

(

2

q
+ 1

)

log

◦̃
M

2

η
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+
F̃ 2

πM̃
2
π

F 2
πM

2
π

d̃π ,

F̃ 2
KM̃

2
K

F 2
πM

2
π

=
pqr

2

(

1

q
+ 1

)

{

X(3) +
M2

π

F 2
π

pqr[Y (3)]2
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]

(5.56)
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q
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log
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+
F̃ 2

KM̃
2
K

F 2
πM

2
π

d̃K ,

where d̃P are remainders of O(m̃2
q). We have divided by the physical value of F 2

πM
2
π in order to

deal with dimensionless quantities. As explained before, we use eqs. (3.79)-(3.78) to express the
(mass-independent) chiral couplings L4,5,6,8 in terms of r,X(3), Z(3) and the physical masses
and decay constants.
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5.5.2 Kℓ3 form factors [H]

We obtain for the lattice form factors:

F̃πF̃K f̃+(t) =
F̃ 2

π + F̃ 2
K

2
+

3

2
[tM̃ r

Kπ(t) + tM̃ r
Kη(t) − L̃Kπ(t) − L̃Kη(t)] + 2tLr

9 + F̃πF̃K d̃+ + t̃e+ ,(5.57)

F̃πF̃K f̃0(t) =
F̃ 2

K + F̃ 2
π

2
+

t

∆̃Kπ

F̃ 2
K − F̃ 2

π

2
− 3

2
L̃Kπ(t) − 3

2
L̃Kη(t) (5.58)

+
t

4∆̃Kπ

K̃Kπ(t)

[

5(t− M̃2
π − M̃2

K) +
3

2

(

1

q
+ 3

)

pqrM2
πY (3)

]

− t

4∆̃Kπ

K̃Kη(t)

[

3(t− M̃2
π − M̃2

K) +
1

2

(

1

q
+ 3

)

pqrM2
πY (3)

]

+(F̃πF̃K d̃+ + tẽ+)

(

1 − t

∆̃Kπ

)

+ (F̃πF̃K d̃− + tẽ−)
t

∆̃Kπ

,

where L̃PQ, K̃PQ, M̃PQ are evaluated with the LO pseudoscalar masses at the simulated quark
masses using eq. (5.54), apart from the J̄PQ function which is evaluated at the simulated
(”physical”) pion and kaon masses using eqs. (5.55)-(5.56). In the above formulae, the decay
constants on the right-hand side arise from the reexpression of L4 and L5, and should be
understood as a short-hand notation of the full expressions in eqs. (5.52)-(5.53). For the vector
form factor, we can trade L9 for the pion electromagnetic square radius using eq. (5.17).

5.5.3 Remainders [H]

The expressions for the simulated masses, decay constants, form factors and electromagnetic
square radius involve unknown remainders. These remainders collect all the contributions
coming from NNLO, NNNLO and higher orders. They can be evaluated by resonance satura-
tion [23], involving a hadronic scale ΛH only mildly affected by the actual value of the quark
masses (mass of the ρ,K∗ . . .). In order to keep track of the scaling of the remainders with the
quark masses, we take the following NNLO estimates which involves the hadronic scale at the
fourth power:

d, e, dK , eK , d+ = O

(

M4
K

Λ4
H

)

, e+ = O

(

F 2
πM

2
K

Λ4
H

)

, eVπ = O

(

6

〈r2〉πV
M2

K

Λ4
H

)

, (5.59)

d′, e′, d− = O

(

2M2
πM

2
K

Λ4
H

)

, e− = O

(

2F 2
πM

2
π

Λ4
H

)

, dπ = d− d′ , eπ = e− e′ ,(5.60)

where M2
π and M2

K follow the known dependence of the remainders on m and ms, whereas F 2
π

is inserted when a dimensionful constant with no dependence on mq is required.

A typical order of magnitude for O(m2
s) remainders so that the chiral series converge is 10%

so that ΛH ≃ 0.8 GeV. The corresponding size σ of the remainders is given in tab. 5.1, and the
remainders will be required to stay in the range [−σ, σ] in our fits to lattice data if necessary.
In the specific case of the electromagnetic square radius of the pion, we have combined the
uncertainty on the experimental measurement of the square radius with the theory uncertainty
on the remainder in quadrature (the range for the kaon radii would be the same). We can then
use the leading scaling of the remainders to perform a rough extrapolation to the simulated
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Remainder σ

d, e, d+ 0.148

d′, e′, d− 0.024

e+ 0.005

e− 0.001

eVπ 0.318

Table 5.1: Size of the NNLO remainders allowed in our fits, based on a dimensional estimate.

quark masses:

d̃π = p2d− p2qrd′ , d̃K =

(

FKMK

FπMπ

)2

p2 r + 1

2

(

d− r + 1

2
qrd′

)

, (5.61)

ẽπ = p2e− p2qre′ , ẽK =

(

FK

Fπ

)2

p2
(

e− r + 1

2
qre′

)

, (5.62)

d̃+ = p2d+ , ẽ+ = pe+ , d̃− = p2qrd− , ẽ− = pqre− . (5.63)

5.6 Fit to lattice values

5.6.1 Data and parameters [H]

We are now in a position to build the χ2 function to be minimised for the sets of data that we
will consider. The inputs are the following ones, as recalled in apps. A.3.1 and A.3.2:

• F̃ 2
π , F̃

2
K , F̃

2
πM̃

2
π , F̃

2
KM̃

2
K for known values of the quark masses (m̃, m̃s) (RBC/UKQCD and

PACS-CS)

• F̃πF̃K f̃+ and F̃πF̃K f̃0 for several transfer momenta (RBC/UKQCD)

• We consider the quantities given by these collaborations corresponding to light quark
masses and small momenta where chiral perturbation theory is expected to be valid.

The uncertainties on these quantities were obtained by combining the uncertainties in
quadrature: no correlation between the various observables is provided in the articles of both
collaborations, and we have only the statistical errors (no estimate of the systematic uncer-
tainties was available for the quantities of interest here). The parameters entering the fit are:

• Quantities from the LO chiral Lagrangian X(3), Z(3), r,

• Higher-order remainders: d, d′, e, e′ (in all cases), d+, e+, d−, e−, eVπ (for Kℓ3 form factors),

• The value of the ratio of decay constants FK/Fπ,

• The value of pref = m̃s,ref/ms for a lattice set of reference, providing the equivalence
between lattice and physical quark masses (when possible).
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The last quantity is estimated by both collaborations, but we found it interesting to keep
this parameter free in the fit, in order to take partially into account systematic effects related
to lattice spacing (notice that we do not include any uncertainty on the determination of the
lattice spacing by the two collaborations in our analysis). Since the quark masses are expressed
in a mass-independent scheme involving only multiplicative renormalisation, we can determine
the value of p = m̃s/ms for any lattice set once we know p for a given reference set using
m̃s = (m̃s/m̃s,ref ) · pref . We had to fix the last two parameters in the case of RBC/UKQCD
fits, due to the limited number of unitarity (unquenched) points available for the masses and
decay constants (only 2 different pairs of quark masses).

When computing the values of the observables from NLO chiral expansions, we need the
values of the masses and decay constants for the simulated quark masses (for instance in the
unitarity functions J̄). In such a case, we computed systematically the values of the decay
constants and masses from their chiral expansions (5.52)-(5.56), rather than plugging in their
“measured” values on the lattice. This distinction may have some importance for the Kℓ3 form
factors eqs. (5.38) and (5.44), where we have reexpressed L4 and L5 in terms of F̃ 2

π and F̃ 2
K ,

but where the latter quantities stand for their chiral expansion in terms of LECs (the fits to
RBC/UKQCD would be slightly improved compared to the ones presented here if we used the
measured values of F̃ 2

π and F̃ 2
K rather than the computed ones).

In addition, the mass M̃η and decay constant F̃η of the η are needed for the evaluation of the
loop integral J̄PQ (and related unitarity functions). They are obtained at a sufficient accuracy
for our purposes using the two following LO formulae reminiscent of the Gell-Mann-Okubo
relation:

F̃ 2
η =

4

3
F̃ 2

K − 1

3
F̃ 2

π , F̃ 2
η M̃

2
η =

4

3
F̃ 2

KM̃
2
K − 1

3
F̃ 2

πM̃
2
π . (5.64)

We constrain the remainders in the ranges indicated in tab. 5.1. Once the (MINUIT-
powered) fit has converged, we can estimate a large body of quantities: NLO LECs, Nf = 2
chiral order parameters, values of the Kℓ3 scalar form factor at zero momentum transfer, at the
Callan-Treiman point and its soft kaon analog, test of the convergence of the series. We have
propagated the errors exploiting the covariance matrix provided by MINOS, assuming that all
uncertainties follow a Gaussian distribution.

5.6.2 Low-energy constants [H]

Our results are summarised in tabs. 5.2 and 5.3. The first series of rows corresponds to the
outcome of the fit, whereas the lower rows are quantities derived from the results of the fit (LO
LECs, NLO LECs, quantities in the Nf = 2 chiral limit, Kℓ3 quantities, relative fraction of
LO/NLO/remainders contributions at the minimum for several observables), and the last row
is the χ2 per degree of freedom.

The fit of RBC/UKQCD results includes only a limited number of data points for the
masses and decay constants, which forces us to fix one of the parameters of the fit, namely
the simulated strange quark mass 3 and to impose some bounds on the size of the higher-
order remainders, based on a simple estimate from resonance saturation described in sec. 5.5.3.
Indeed, some of these remainders are pushed to the limits of their range when the set of data
is too small, because there is not enough information for MINUIT to choose a particular value

3Letting all parameters free gives comparable results for the central values, but some parameters get very large
uncertainties, larger than their allowed range. Propagating the errors in such a situation would be meaningless,
and reporting the results of this fit would not provide much more information than the constrained fit that we
present here.
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for these remainders (keeping them free would lead to a larger contribution from higher orders
and to a further decrease of the LO contribution).

The ratio of decay constants FK/Fπ (left free in our fit) comes out slightly larger (smaller)
for PACS-CS (RBC/UKQCD) than its Standard Model value eq.(3.62) in the fits of the masses
and decay constants. We obtain also values of simulated strange quark masses and of the phys-
ical strange quark mass in good agreement with the results obtained by the two collaborations,
as recalled in apps. A.3.1 and A.3.2 (the discrepancy between RBC/UKQCD and PACS-CS is
due to the different choice of renormalisation procedure, which explains the low value obtained
by the PACS-CS collaboration [268]).

The decay constant in the Nf = 3 chiral limit is found to be rather low, in agreement
with other recent works [183, 269]. This pattern of chiral symmetry breaking (with low quark
condensate and decay constant) is reflected by the values obtained for the low-energy constants
L4 and L6, which are both positive and do not show any sign of Zweig suppression, in agreement
with the discussion in the previous chapters. It is thus not surprising to witness a strong
suppression from the Nf = 2 chiral limit to the Nf = 3 one. The two-flavour quark condensate
and decay constants, obtained from eqs. (3.114) and (3.115) saturate the chiral expansions,
indicating that two-flavour χPT is appropriate to describe pion dynamics, as we will see also
in ch. 6 from the analysis of the recent data on Kℓ4 decays. The other LECs L5,8,9 have values
in agreement with conventional estimates (this was expected in particular for L9 since our
framework induces modifications that are only sub-leading for vector quantities such as the
pion electromagnetic form factor).

The Kℓ3 form factor at zero momentum transfer, f+(0) = f0(0), involves only LECs related
to decay constants and masses, eq. (5.38). In principle, it can be predicted from a fit of the latter
quantities up to the determination of the remainder d+. We quote the corresponding results in
tabs. 5.2 and 5.3, where the central value for f+(0) corresponds to remainders set to zero. The
uncertainty on this quantity includes the maximal size allowed for the remainders d+ based on
dimensional estimation (see tab. 5.1), as well as the uncertainties coming from the parameters
of the fit. Clearly, the higher-order remainder d+ hinders any accurate determination of f+(0),
unless their value is also precisely determined from the fit, which is possible once data on Kℓ3

form factors themselves is included. The values obtained for f0(0) are somewhat larger than the
Standard Model value eq.(5.49), as well as those obtained from the RBC/UKQCD collaboration
(see app. A.3.1) using different forms for the extrapolation in quark masses [208,209].

Once the Kℓ3 form factors are included in our fits, L9 can be determined even though the
fit does not constrain for this particular LEC tightly. In tabs. 5.2 and 5.3, the deviations from
the Callan-Treiman relation at t = ∆Kπ and its soft kaon analog at −∆Kπ are given. Their
values are of the expected size for SU(Nf ) chiral-symmetry breaking quantities for Nf = 2, 3
flavours respectively, and thus compatible with the one obtained in standard χPT. The values
of the square radii of the charged and neutral kaons have rather large uncertainties and are
thus within the experimental error bars.

5.6.3 Convergence of three-flavour chiral series [H]

In the last lines of our tables, we have indicated for each fit the contribution from LO, NLO
and remainders to pseudoscalar decay constants and masses for values of the parameters at
the minimum of the fit. We can see that the series converge well on overall (remainder much
smaller than LO+NLO), but that the LO term is far from saturating the series. The values
of Y (3) obtained is smaller than 1, reducing the contribution from chiral logarithms compared
to that from the NLO LECs. Indeed, tadpole diagrams generate chiral logarithms of the form
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PACS − CS RBC/UKQCD

Without Kℓ3 With Kℓ3

r 26.5 ± 2.3 23.2 ± 1.5

X(3) 0.59 ± 0.21 0.20 ± 0.14

Y (3) 0.90 ± 0.22 0.43 ± 0.30

Z(3) 0.66 ± 0.09 0.46 ± 0.04

FK/Fπ 1.237 ± 0.025 1.148 ± 0.015

Rem. at limit none d, e

m̃s,ref/ms 1.24 ± 0.08 1.15⋆

ms(2 GeV)[MeV] 70 ± 4 107

m(2 GeV)[MeV] 2.6 ± 0.3 4.6 ± 0.3

B0(2 GeV)[GeV] 3.34 ± 1.18 0.92 ± 0.67

F0[MeV] 74.8 ± 4.9 62.2 ± 2.5

L4(µ) · 103 −0.1 ± 0.2 2.4 ± 2.0

L5(µ) · 103 1.8 ± 0.4 1.8 ± 1.6

L6(µ) · 103 0.1 ± 0.4 4.7 ± 7.1

L8(µ) · 103 0.8 ± 0.7 4.4 ± 7.1

L9(µ) · 103 × 4.4 ± 2.8

F 2
π 0.66 + 0.22 + 0.12 0.45 + 0.69 − 0.14

F 2
K 0.44 + 0.48 + 0.08 0.34 + 0.76 − 0.10

F 2
πM

2
π 0.60 + 0.30 + 0.10 0.20 + 0.95 − 0.15

F 2
KM

2
K 0.42 + 0.50 + 0.08 0.14 + 0.97 − 0.11

FπFKf+(0) × 0.40 + 0.75 − 0.15

χ2/N 0.9/3 4.4/8

Table 5.2: Results of fits performed on the data from the PACS-CS [127] and RBC/UKQCD [207–
209] collaborations on pseudoscalar masses and decay constants, and Kℓ3 form factors in the case of
RBC/UKQCD. In all cases, we considered only data with light pions and only statistical errors are
shown. In the RBC/UKQCD case, we fixed the lattice strange quark mass (marked with a star). The
LECs are given at the scale µ = mρ. The penultimate set of rows collects the relative fractions of
LO/NLO/remainders for decay constants, masses and Kℓ3 form factor at vanishing transfer momentum
(for RBC/UKQCD) at the minimum.

M2
P log(M2

P /µ
2) which can prove quite troublesome to fit. For instance, the RBC/UKQCD col-

laboration [207–209] finds a better agreement of their data on decay constants with polynomial
fits than with chiral series. In our treatment, these chiral logarithms always involve the LO

mass
◦
M

2

P . Therefore, the limit of a small Y (3) tames the chiral logarithms in our expansions,
so that these logarithms become hard to distinguish from a polynomial at the numerical level
on the range of masses where χPT could be valid. Furthermore large contributions from NLO
LECs, and in particular from L4 and L6 as just discussed, will enhance the quadratic depen-
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PACS − CS RBC/UKQCD

Without Kℓ3 With Kℓ3

X(2) 0.90 ± 0.01 0.90 ± 0.02

Y (2) 1.04 ± 0.02 1.00 ± 0.03

Z(2) 0.87 ± 0.02 0.90 ± 0.02

B(2 GeV)[GeV] 3.83 ± 0.50 2.09 ± 0.19

F [MeV] 85.8 ± 0.7 87.7 ± 0.8

ℓ̄3 5.0 ± 2.1 −0.6 ± 3.7

ℓ̄4 4.5 ± 0.5 3.3 ± 0.5

Σ/Σ0 1.51 ± 0.51 4.52 ± 2.83

B/B0 1.15 ± 0.26 2.28 ± 1.39

F/F0 1.15 ± 0.08 1.41 ± 0.06

f+(0) 1.004 ± 0.149 0.985 ± 0.008

∆CT · 103 × −0.2 ± 12.1

∆′
CT · 103 × −126 ± 104

〈r2〉K+

V [fm2] × 0.248 ± 0.156

〈r2〉K0

V [fm2] × −0.027 ± 0.106

Table 5.3: Results of fits performed on the data from the PACS-CS [127] and RBC/UKQCD [207–
209] collaborations on pseudoscalar masses and decay constants, and Kℓ3 form factors in the case of
RBC/UKQCD. In all cases, we considered only data with light pions and only statistical errors are
shown. In the PACS-CS case, the Kℓ3 form factor at zero momentum transfer is a prediction of the
fit (with an error combining those obtained from the fit and the maximal contribution allowed for the
remainder from dimensional estimation).

dence on the quark masses and thus our chiral expressions will mimic a polynomial dependence
on the quark masses that cannot be reproduced in the more usual treatment of chiral expan-
sions. These mechanisms could explain why chiral logarithms are often difficult to identify in
lattice data, in addition to other effects (heavy strange quark mass, lattice systematics. . . ).

We can compare these results with those from a fit of the same observables, where the NLO
and higher contributions (chiral logarithms µP , LECs Li, remainders) are computed replacing
2mB0, (m+ms)B0 and F0 by the physical pion and kaon masses and the pion decay constant.
This is exactly equivalent to performing the same fit as before with the following replacements
in the NLO and higher-order contributions:

r → 2
M2

K

M2
π

− 1, q → M̃2
π

2M̃2
K − M̃2

π

, p→ 2M̃2
K − M̃2

π

2M2
K −M2

π

, Y (3) → 1, (5.65)

η(r) → η(r0), ǫ(r) → ǫ(r0) − 2X(3)
r − r0
r20 − 1

, log

◦
M

2

P

µ2
→ log

M2
P

µ2
, (5.66)

both for the observables that we consider, eqs. (5.52)-(5.58), and the equations allowing the
determination of L4,5,6,8,9, eqs. (5.17) and (3.71)-(3.74). For PACS-CS, this leads to χ2/N =
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1.1/3 (compared to our result 0.9/3), with very similar values for the fundamental parameters
r,X(3), Y (3), Z(3). For RBC/UKQCD, the fitting procedure yields χ2/N = 9.5/8 (compared
to our result 4.4/8), with much more uncertain values of the fundamental parameters (e.g.,
r = 14.9 ± 12.1, X(3) = 0.30 ± 0.26, Y (3) = 0.68 ± 0.60). This is not particularly surprising
since our fits to the PACS-CS data led to values of r and Y (3) in good agreement with eq. (5.65),
but not the RBC/UKQCD ones. The corresponding convergence of the pseudoscalar masses
and decay constants is then (the relative contribution for LO, NLO and higher orders is given
here):

PACS − CS [NLO phys. masses] F 2
π : 0.64 + 0.26 + 0.10, F 2

πM
2
π : 0.67 + 0.24 + 0.09,

F 2
K : 0.42 + 0.51 + 0.07 F 2

KM
2
K : 0.50 + 0.44 + 0.06,

RBC/UKQCD [NLO phys. masses] F 2
π : 0.45 + 0.70 − 0.15 F 2

πM
2
π : 0.31 + 0.81 − 0.12,

F 2
K : 0.34 + 0.76 − 0.10, F 2

KM
2
K : 0.15 + 0.94 − 0.11.

(5.67)
There is no saturation of the series by their leading order. We see that our formulae yields
results that are in good agreement with those obtained after reexpressing the NLO contributions
in terms of Fπ,Mπ,MK in the PACS-CS case, where Y (3) is close to 1. On the other hand,
when Y (3) is not close to 1 (for instance in the RBC/UKQCD case), our formulae provide more
efficient and accurate fits (lower χ2, smaller error bars). From a more methodological point of
view, we avoid a perturbative reexpression of LECs in terms of Fπ,Mπ,MK in a regime where
it is not justified.

These trends can be compared interestingly with the fits done by the lattice collaborations
themselves, with a different treatment of the chiral series than ours. For instance, the MILC
collaboration [129] observed from fits with staggered χPT that M2

π received NNLO corrections
of the same size as NLO contributions, canceling each other to a large extent, with small
NNNLO corrections (the latter being taken as analytic in quark masses and lattice spacings),
whereas Fπ exhibited no problems of convergence. On the other hand, the RBC/UKQCD
collaboration [207] experienced difficulties in fitting Fπ both in Nf = 2 and Nf = 3 theories.
They also noticed that fits to M2

K and FK using the Nf = 3 chiral expansion led to very
significant NLO contributions (of order 50%) when data up to the kaon mass scale was included,
and they conclude that higher-order corrections could be very significant (up to 30%). Let us
remark that the inclusion of NNLO terms for Kℓ3 form factors and FK/Fπ to fits of the
RBC/UKQCD data seems to solve convergence issues for these particular quantities assuming
no Zweig-rule violation in the scalar sector [269]: a good χ2 is obtained with a rather good
convergence of the chiral series with NNLO terms of the expected size (ref. [269] did not discuss
the extrapolation of Fπ itself).

A particular attention was paid in ref. [209] to the structure of the chiral expansion of
f+(0) = 1 + f2 + f4, where f2 is the NLO contribution, which involves only a combination of
chiral logarithms divided by F 2

0 :

f2 = − 3

256π2F 2
0

[

(M2
K +M2

π)h

(

M2
π

M2
K

)

+ (M2
K +M2

η )h

(

M2
η

M2
K

)]

, h(x) = 1+
2x

1 − x2
log x .

(5.68)
f2 is often said to be free from LECs and thus known precisely from Chiral Perturbation Theory.
This statement is not totally correct for the following reasons. One usually assumes that the
value of F0 is close to that of Fπ, so that it can be replaced in actual calculations by the physical
value of the pion decay constant leading to the estimate f2 ≃ −0.023. Since the difference
between the two quantities is a higher-order effect, one can always perform this replacement.
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Figure 5.1: Unitary data for Fπ adjusted to the continuum limit using each of the fit ansätze. The
horizontal solid line indicates the PDG value Fπ = 130.4 MeV [i.e., Fπ = 92.2 with our normalisation,
differing by a factor

√
2 from the one used for these plots]. The left panel compares the infinite-volume

and finite-volume forms of the NLO Nf = 2 fit (showing that finite-volume effects are not responsible
for this discrepancy), while the right panel compares the analytic fit to the infinite-volume NLO Nf = 2
fit. Taken from ref. [194].

However, one has to determine how large the NNLO term f4 can be with such a prescription,
and consequently how well the chiral series for f+ converges. If F0 is significantly lower than
Fπ, the convergence is expected to be rather slow, forcing us to treat the NLO contribution
to f+(0) more carefully. The MILC collaboration has faced similar discussions on which decay
constant should be chosen for NLO fits of the pseudoscalar spectrum, concluding that F0 was
not an appropriate choice due to its smallness [205]. In the present chapter, we advocated that
correlators of vector and axial currents yields observables with good convergence properties,
selecting FπFKf0(0). In the case of Kℓ3, we should replace F 2

0 by FπFK in the evaluation of
eq. (5.68), as can be checked in our expression for f+, eq. (5.38). Our procedure provides a
prescription to determine the appropriate combination of decay constants to be used for NLO
chiral formulae.

5.6.4 Update of RBC/UKQCD results

Since the publication of ref. [41], new data from RBC/UKQCD have been issued with a new
volume and different quark masses [194] (see app. A.3.3). Our approach is however unlikely to
solve the problems caused by the observed linearity of Fπ as a function of mu,d, see fig. 5.1,
which contradicts the expected curvature due to chiral logarithms in Nf = 2 χPT. One could
in principle imagine to decrease the size of B(2) = Σ(2)/F 2(2) that governs the two-flavour
chiral logarithms, so that the chiral behaviour of Fπ at small m̃u,d would mimic a straight
line. However this would require a value of r close to its lower bound (see figs. 3.8 and 3.9)
in contradiction with the rest of the RBC/UKQCD data, as well as with the experimental
evidence gathered on ππ scattering (to be detailed in ch. 6).

Indeed, if we perform a fit to the RBC/UKQCD data previously considered in the 243 × 64
(a−1 = 1.78(3) GeV) and adding the values of pseudoscalar and masses obtained in the 323×64
volume (a−1 = 2.28(3) GeV), we obtain a rather poor fit of χ2/d.o.f.=40.6/19, corresponding
to a 3.0 σ discrepancy. The poor fit is due to the tension between the lattice data for Fπ, the
curvature required in Nf = 2 χPT and the physical value of Fπ. If the value of Fπ is let free,
one obtains a good fit (χ2/d.o.f.=17.4/18) but for a very low value of Fπ = 84.2± 0.1 MeV, in
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RBC/UKQCD RBC/UKQCD

Constrained a Free a

r 23.6 ± 0.8 25.8 ± 0.8

X(3) 0.37 ± 0.06 0.33 ± 0.04

Y (3) 0.63 ± 0.11 0.86 ± 0.13

Z(3) 0.58 ± 0.04 0.38 ± 0.07

FK/Fπ 1.17 ± 0.01 1.22 ± 0.02

Rem. at limit d, e d, e, eπV
m̃s,ref/ms 1.20 ± 0.04 1.52 ± 0.04

a−1[(24)3]/[1.73 GeV] 1.02 ± 0.09 1.09 ± 0.01

a−1[(32)3]/[2.28 GeV] 1.02 ± 0.09 1.10 ± 0.01

ms(2 GeV)[MeV] 91.2 ± 3.0 72.2 ± 1.8

m(2 GeV)[MeV] 3.9 ± 0.2 2.8 ± 0.1

B0(2 GeV)[GeV] 1.58 ± 0.34 3.00 ± 0.51

F0[MeV] 70.5 ± 2.3 57.1 ± 5.2

L4(µ) · 103 1.1 ± 0.3 1.0 ± 0.2

L5(µ) · 103 1.7 ± 0.4 1.7 ± 0.2

L6(µ) · 103 1.6 ± 0.8 0.7 ± 0.3

L8(µ) · 103 2.2 ± 1.0 1.0 ± 0.4

L9(µ) · 103 4.8 ± 2.4 6.4 ± 2.8

F 2
π 0.58 + 0.56 − 0.14 0.38 + 0.72 − 0.10

F 2
K 0.42 + 0.68 − 0.10 0.26 + 0.81 − 0.07

F 2
πM

2
π 0.37 + 0.78 − 0.15 0.33 + 0.82 − 0.15

F 2
KM

2
K 0.26 + 0.85 − 0.11 0.24 + 0.87 − 0.11

FπFKf+(0) 0.50 + 0.64 − 0.14 0.32 + 0.79 − 0.11

χ2/N 31.3/19 17.3/17

Table 5.4: Results of fits performed on the data from the RBC/UKQCD [194, 207–209] collaborations
on pseudoscalar masses and decay constants, as well as Kℓ3 form factors, for volumes of 243 × 64
(a−1 = 1.78(3) GeV) and 323 ×64 (a−1 = 2.28(3) GeV). In all cases, we considered only data with light
pions and only statistical errors are shown. The LECs are given at the scale µ = mρ. The penultimate
set of rows collects the relative fractions of LO/NLO/remainders for decay constants, masses and Kℓ3

form factor at vanishing transfer momentum at the minimum.

agreement with the observations made in ref. [194] using Nf = 2 chiral extrapolations.

At this stage, we do not perform better than NLO χPT since the problem seems rooted
in a question (the mu,d-dependence of Fπ) related to the Nf = 2 pattern of chiral symmetry
breaking. But one should also note another underlying issue, i.e., the determination of the
lattice spacing in ref. [194] which is performed at the same time as that of the quark masses
through a fit to the π, K and Ω masses, using either Nf = 3 NLO χPT or an analytic ansatz.
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RBC/UKQCD RBC/UKQCD

Constrained a Free a

X(2) 0.90 ± 0.01 0.89 ± 0.01

Y (2) 1.00 ± 0.01 1.03 ± 0.01

Z(2) 0.90 ± 0.01 0.87 ± 0.02

B(2 GeV)[GeV] 2.52 ± 0.14 3.58 ± 0.12

F [MeV] 87.3 ± 0.4 85.8 ± 0.8

ℓ̄3 0.6 ± 1.3 3.9 ± 1.1

ℓ̄4 3.5 ± 0.3 4.5 ± 0.5

Σ/Σ0 2.44 ± 0.40 2.69 ± 0.34

B/B0 1.59 ± 0.27 1.19 ± 0.18

F/F0 1.24 ± 0.04 1.50 ± 0.13

f+(0) 0.987 ± 0.006 0.989 ± 0.004

∆CT · 103 1.8 ± 10.7 1.8 ± 10.2

∆′
CT · 103 −86.2 ± 95.5 −74.9 ± 96.3

〈r2〉K+

V [fm2] 0.237 ± 0.139 0.263 ± 0.140

〈r2〉K0

V [fm2] −0.026 ± 0.101 −0.026 ± 0.094

Table 5.5: Results of fits performed on the data from the RBC/UKQCD [194, 207–209] collaborations
on pseudoscalar masses and decay constants, as well as Kℓ3 form factors, for volumes of 243 × 64
(a−1 = 1.78(3) GeV) and 323 ×64 (a−1 = 2.28(3) GeV). In all cases, we considered only data with light
pions and only statistical errors are shown.

Both methods yield almost identical answers for the lattice spacing, but it might be interesting
to consider the impact of additional (yet undetected) systematics.

We can allow the lattice spacings a for the two volumes 243 × 64 and 323 × 64 to differ
from their central values (either adding a χ2 built from the uncertainties quoted in ref. [194]
or letting them free within a 10% range), to obtain the results quoted in tabs. 5.4 and 5.5.
We see that the quality of the fits improves significantly, suggesting a systematic shift of the
lattice spacing by a few % in the same direction for both volumes would be able to restore
the agreement between the lattice data and the measured value of Fπ in our framework. In
the case where the two lattice spacings are left free, some quantities acquire larger error bars,
but it is interesting to notice that there is no obvious problem with some of the quantities (we
recall that these fits are built so that Fπ = 92.2 MeV at the physical point). With this idea in
mind, it might prove interesting to perform the determination of a,m,ms following the same
method as the one presented in ref. [194], using the present ReχPT formulae to determine if
there are differences in the estimates of these parameters.

5.7 Summary

In the previous chapters, we have discussed the possibility of a numerical competition in chiral
series between leading-order contributions – from the decay constant and/or the condensate in
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the Nf = 3 chiral limit (mu = md = ms = 0) – and next-to-leading-order contributions – in
particular from L4 and L6, related to the Zweig-rule violation in the scalar sector, enhanced by
ms and not accurately known. If there is such a competition, one must decide which observables
are expected to have a good overall convergence (small higher-order contributions). According
to the assumed equivalence of the χPT and QCD generating functionals at low energies, it
seems reasonable to consider observables derived from correlators of axial and vector currents
as well as pseudoscalar and scalar densities, as done here. For these observables, one must treat
chiral series with a particular care, avoiding the perturbative reexpression of LECs in terms
of observables while neglecting higher orders (this can be done by introducing remainders
corresponding to NNLO and higher contributions) and choosing how unitarity contributions
should be treated to define the structure of the chiral expansion and its splitting into leading,
next-to-leading and higher-order terms. Such a set of prescriptions was introduced some time
ago under the name of Resummed Chiral Perturbation Theory. We have applied this approach
to observables related to pseudoscalar masses, decay constants, and kaon and pion form factors
(electromagnetic and Kℓ3 ones). This allows us to illustrate how O(p4) LECs L4,5,6,8,9 can be
reexpressed in terms of the leading-order quantities X(3), Z(3), r as well as experimental values
of observables (pion and kaon decay constants and masses, square electromagnetic radius of
the pion) and associated remainders.

Then we have turned to 2+1 lattice simulations where these observables were obtained
for several sets of quark masses: PACS-CS (decay constants and masses only) [127] and
RBC/UKQCD (decay constants, masses, Kℓ3 form factors) [207–209]. We performed fits to
data corresponding only to light quark masses and small momenta, but checked the stability
of our procedure by considering also fits to all data available (unitary points). Since only sta-
tistical uncertainties (without correlations) are available for each of the points, we performed
naive fits with Gaussian errors, in order to determine the leading-order parameters of the chiral
Lagrangian as well as higher-order remainders and the ratio of decay constants. The obtained
fits were of good quality, favouring a suppression of LO contributions compared to NLO ones
in the chiral series. At this point, we should emphasize that our framework does not contain
any bias concerning the size of X(3), Y (3) and Z(3) or on the relative size of the LO and NLO
contributions. It is compatible with the usual assumptions that chiral series of decay constants,
squared masses. . . are saturated by their LO contribution, but it can also accommodate situ-
ations where there is a numerical competition between LO and NLO terms. The interesting
point here is that the same low-energy constants are involved for the physical quantities and
those simulated on the lattice for different quark masses: one can thus exploit the previous
discussions, and incorporate information on the physical values of the observables in the fit to
reexpress the NLO LECs exactly as before.

It turns out that the lattice data set from the RBC/UKQCD and PACS-CS collaborations
favour values for the three quantities X(3), Y (3), Z(3) smaller than 1, with a χ2/d.o.f. which
ranges from fairly good to excellent. Our results confirm the difficulties reported by the two
collaborations to fit Nf = 3 NLO chiral expressions when a saturation by LO is assumed,
and highlights the improvement provided by our ReχPT formulae for the extrapolations in
quark masses of these quantities. Our fits are generally of a good quality. This allows one to
determine the values of the LO quantities as well as the higher-order remainders, with a good
accuracy in the case of PACS-CS, with a more limited precision for RBC/UKQCD because of
the restricted number of low-mass points. One observes that the decay constant and the quark
condensate in the Nf = 3 limit (mu = md = ms = 0) are both small and suppressed compared
to the Nf = 2 case (mu = md = 0 and ms physical), and the low-energy constants L4 and
L6 do not follow the Zweig rule suppression generally advocated to set them to zero. On the
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other hand, the other low-energy constants L5, L8 and L9 have values in good agreement with
previous estimates.

The ratio of quark masses r remains quite close to the most simple estimate from pseu-
doscalar masses, and Nf = 2 chiral order parameters are in good agreement with the val-
ues extracted from Kℓ4 decays (see next chapter). When the sets of data are large enough,
the higher-order remainders remain in the expected range from a naive dimensional estimate,
whereas the expected numerical competition between LO and NLO chiral expansions indeed
occurs for F 2

π , F 2
K , F 2

πM
2
π and F 2

KM
2
K . Beyond this description of the pattern of Nf = 3 chiral

symmetry breaking and its implication for the convergence of chiral expansions, we can also
make a few predictions. The values obtained for the kaon electromagnetic radii are in good
agreement with experimental data. In the case of RBC/UKQCD, the value obtained for f+(0)
with our fits is slightly larger than the ones quoted by the collaboration, relying on different
formulae for the chiral expansion of the Kℓ3 form factors. This issue has naturally an impact
on the determination of |Vus|, considering the level of accuracy achieved in Kℓ3 decays [223].

We have also briefly discussed new results from the RBC/UKQCD collaborations with a
new volume and lattice spacing [194], where the mu,d-dependence of the decay constant Fπ was
indicated not to follow the curvature expected from Nf = 2 χPT. We confirmed the presence
of this problem, which cannot be solved directly within our framework. We have however
discussed the impact of a systematic effect in the determination of the lattice spacing(s). It
seems that a good fit of masses, decay constants and Kℓ3 form factors can be achieved with a
moderate (a few %) shift of the values of the lattice spacings in the same direction.

After this discussion on lattice indications for the pattern of chiral symmetry breaking,
confirming the suppression of three-flavour chiral order parameters already hinted at by our
dispersive estimates of 〈0|(ūu)(s̄s)|0〉, we will turn to the comparison of ππ and πK scatterings
from the analysis of experimental data.
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CHAPTER 6. ππ SCATTERING

As a first step in our comparison of the patterns of Nf = 2 and Nf = 3 chiral symmetry
breaking, we focus on the two-flavour chiral limit where mu = md = 0 but ms is kept at
its physical value. The degrees of freedom of Nf = 2 Chiral Perturbation Theory (χPT) are
restricted to pions, and thus the main test/source of information comes from ππ scattering.
Experimentally, one can access this amplitude via two main ways, i.e., production experiments
of the form πN → ππN choosing the transferred momentum to be close to the pion pole, and
rescattering effects in form factors or decay amplitudes involving two-pion states. In both cases,
the low partial waves (S and P waves) dominate completely the low-energy ππ dynamics.

For a long time, ππ scattering remained rather poorly known, with very limited information
from πN → ππN data as well as the so-called Geneva-Saclay experiment [270]. In recent years,
our knowledge of low-energy pion-pion scattering has improved in a very significant way and
in several respects. Firstly, the high precision K+

e4 experiments performed at the BNL AGS
by the E865 experiment [271, 272] and, more recently, by the NA48/2 collaboration [273, 274]
at the CERN SPS, have provided very accurate determinations of the difference δ00 − δ11 of the
pion-pion phase shifts in the S and P waves in the energy range between threshold and the
kaon mass. Next, one should mention the measurement of the invariant mass distribution in
K± → π±π0π0 decays [275, 276], that gives information on the S-wave ππ scattering lengths
[277] (see also [278–280]). Finally, forthcoming analyses of the data collected by the NA48/2
experiment on the K+

e4 decay channel into a pair of neutral pions (for a preliminary report, see
ref. [281]), or on the K0

L → π0π0π0 decay mode [282], together with the measurement of the
pionium lifetime by the DIRAC collaboration [283,284], should provide additional information,
and might sharpen the picture even more. In the meantime, the accuracy obtained on Kℓ4

decays from NA48/2 implies that these data clearly drive the current determination of the
difference between the S- and P -wave phase shifts at low energies.

Kℓ4 data can be analyzed using a parametric representation of the solution of Roy equations
written in the isospin limit for the ππ phase shifts δI

ℓ (where I and ℓ denote the isospin and
angular momentum of the pion pair). A set of dispersion relations derived by Roy [251, 285]
allows one to relate the phase shifts δ00 , δ

1
1 and δ20 in the region 4M2

π ≤ s ≤ s0 (with
√
s0 ∼

0.8 GeV) to data at intermediate energies (
√
s0 ≤ √

s ≤ 2 GeV) and to two subtraction
constants. The latter can be identified with the two S-wave scattering lengths a0

0 and a2
0, which

provide a particularly stringent test of two-flavour chiral perturbation theory [20,42, 286]. We
will recall the discussion that occurred at the time where the E865 data appeared, as the
data themselves were not precise enough to constrain both S-wave scattering lengths and
additional experimental information/theoretical constraints were needed to extract reasonably
accurate information on the pattern of two-flavour chiral symmetry breaking. Mild differences
(at the 1 − σ level) arose between the different determinations, which can be translated in
slightly different values of the two-flavour leading-order (LO) parameters and the related next-
to-leading-order (NLO) low-energy counterterms (LECs).

The recent experiments made it mandatory to take isospin violations into account in order
to extract relevant information on low-energy pion-pion scattering from the above processes.
This is quite easy to understand in the case of the K± → π±π0π0 decay, where one exploits the
presence of a unitarity cusp in the invariant π0π0 mass distribution, which occurs only if the
masses of the charged and neutral pions differ [277]. Perhaps somewhat more unexpectedly,
isospin-violating corrections proved also of importance [287] in the analysis of the K+

e4 data, in
order to account for the high precision reached by the recent NA48/2 experiment, and to make
contact with theory [288,289]. Indeed, we will show that the analysis of the NA48/2 data lead
to surprising results if one does include the corrections related to isospin breaking.

A NLO computation of isospin corrections is available [287], but it is performed in the
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framework of χPT, and thus is strictly valid only in a limited range of (a0
0, a

2
0). In this chapter,

we will also propose an alternative treatment of this problem, starting from a dispersive and
iterative reconstruction of the K+

e4 decay amplitude in order to isolate the contribution due
to ππ and πK rescatterings in the isospin-breaking corrections. We can then express these
contributions in terms of the S-wave scattering lengths (a0

0, a
2
0), even for values that are very

different from those predicted by χPT. The estimate obtained, even though similar in size to
ref. [287], has a slightly different dependence on the energy. Once applied to the NA48/2 data,
one observes that the determinations of the two S-wave scattering lengths according to the
different experimental/theoretical constraints get in a better agreement with each other and
with the expectations of χPT. This yields the conclusion that the two-flavour order parameters
(quark condensate and pseudoscalar decay constant) almost saturate the two-flavour chiral
series. 1

6.1 Dispersive constraints on low-energy ππ scattering

6.1.1 Roy equations

We recall elements of the analysis of Roy equations made in ref. [251], and we consider elastic
ππ scattering in the isospin symmetry limit, where the masses of the up and down quarks are
taken equal and the electromagnetic interaction is ignored2. In this case, the scattering process
is described by a single Lorentz invariant amplitude A(s, t, u):

〈πd(p4)π
c(p3) out|πa(p1)π

b(p2) in〉 = δfi + (2π)4i δ4(Pf − Pi) (6.1)

×{δabδcdA(s, t, u) + δacδbdA(t, u, s) + δadδbcA(u, s, t)} .

The amplitude A depends on the Mandelstam variables s, t, u with s + t + u = 4M2
π , and is

crossing symmetric: A(s, t, u) = A(s, u, t). The s-channel isospin components of the amplitude
are given by:

T 0(s, t) = 3A(s, t, u) +A(t, u, s) +A(u, s, t) , (6.2)

T 1(s, t) = A(t, u, s) −A(u, s, t) , T 2(s, t) = A(t, u, s) +A(u, s, t) . (6.3)

The partial-wave decomposition reads:

T I(s, t) = 32π
∑

ℓ

(2ℓ+ 1)Pℓ

(

1 +
2t

s− 4M2
π

)

tIℓ (s) ,

tIℓ (s) =
1

2iσ(s)

{

ηI
ℓ (s) e

2iδI
ℓ (s) − 1

}

. σ(s) =

√

1 − 4M2
π

s
.

The threshold parameters are the coefficients of the expansion in q2 (with s = 4(M2
π + q2)):

Re tIℓ (s) = q2ℓ {aI
ℓ + q2 bIℓ + q4 cIℓ + . . .}. The isospin amplitudes ~T = (T 0, T 1, T 2) obey fixed-t

1This chapter is based on the following articles:

[I] SDG, N. Fuchs, L. Girlanda, and J. Stern, Analysis and interpretation of new low-energy ππ scattering
data, Eur. Phys. J. C24 (2002) 469 [42]

[J] SDG, M. Knecht, V. Bernard, in preparation [43]

2In our numerical work, we identify the value of Mπ with the mass of the charged pion, in agreement with our
definition of the isospin limit Mπ0 → Mπ± . We will thus omit the superscript ±, unless absolutely necessary, in
the rest of this chapter.
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Figure 6.1: Inputs for the Roy equation analysis of low-energy ππ scattering amplitude for I = ℓ = 0, 1
(left) and I = 2, ℓ = 0 (right). Taken from ref. [251].

dispersion relations, valid in the interval −28M2
π < t < 4M2

π [290] with subtraction terms chosen
to be the two S-wave scattering lengths: ~T (4M2

π , 0) = 32π (a0
0, 0, a

2
0). Performing the partial

wave projections of these fixed-t dispersion relations, one obtains Roy’s representation [285] for
the partial wave amplitudes tIl :

tIℓ (s) = kI
ℓ (s) +

2
∑

I′=0

∞
∑

ℓ′=0

∫ ∞

4M2
π

ds′KII′

ℓℓ′ (s, s′) Im tI
′

ℓ′ (s
′) , (6.4)

where I and ℓ denote isospin and angular momentum, respectively and kI
ℓ (s) is the partial

wave projection of the subtraction term, arising only in the S- and P -waves:

kI
ℓ (s) = aI

0 δ
0
ℓ +

s− 4M2
π

4M2
π

(2a0
0 − 5a2

0)

(

1

3
δI
0 δ

0
ℓ +

1

18
δI
1 δ

1
ℓ − 1

6
δI
2 δ

0
ℓ

)

. (6.5)

The kernelsKII′

ℓℓ′ (s, s′) are explicitly known functions which contain a diagonal, singular Cauchy
kernel that generates the right hand cut in the partial wave amplitudes, as well as a logarith-
mically singular piece that accounts for the left-hand cut. The validity of these equations has
been established on the interval − 4M2

π < s < 60M2
π [251].

The relations (6.4) are consequences of the analyticity properties of the ππ scattering am-
plitude, of the Froissart bound and of crossing symmetry. Combined with unitarity, the Roy
equations amount to an infinite system of coupled, singular integral equations for the phase
shifts. One can actually use these constraints to determine the low-energy behaviour of the
amplitudes close to threshold, as was shown in detail in ref. [251]. For small values of s and t,
the scattering amplitude ~T (s, t) is dominated by the contributions from the subtraction con-
stants and from the low-energy part of the dispersion integral over the imaginary parts of the
S- and P -waves. One can thus split the integration in several parts:

• In the low-energy interval 4M2
π < s′ < s0, S and P waves are dominant and their value

will be the object of the analysis of the Roy equations. s0 is called the matching point
which is chosen appropriately in the range of validity of the Roy equations.

• In the intermediate-energy regime s0 < s′ < s2, the currently available data is exploited.
This is the essential experimental input to the analysis.
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• In the high-energy region s′ > s2, an asymptotic parametrisation based on Regge the-
ory [291] can be used, but the resulting background amplitude is very small.

The Roy equations for the S- and P -waves can then be recast under the form:

Re tIℓ (s) = kI
ℓ (s)+ −

∫ s0

4M2
π

ds′KI 0
ℓ 0 (s, s′) Im t00(s

′)+ −
∫ s0

4M2
π

ds′KI 1
ℓ 1 (s, s′) Im t11(s

′)

+ −
∫ s0

4M2
π

ds′KI 2
ℓ 0 (s, s′) Im t20(s

′) + f I
ℓ (s) + dI

ℓ (s) , (6.6)

where I and ℓ take only the values (I, ℓ) =(0,0), (1,1) and (2,0). The bar across the integral
sign denotes the principal value integral. The functions f I

ℓ (s) contain the part of the dispersive
integrals over the three lowest partial waves that comes from the region between s0 and s2,
where experimental data is used as input. The driving terms dI

ℓ (s) account for the contributions
that stem from the imaginary parts of the waves with ℓ = 2, 3, . . . and those due to the imaginary
parts of the S- and P -waves above s2.

The two S-wave scattering lengths, the elasticity parameters below the matching point 3

and the imaginary parts above that point are treated as an external input. The mathematical
problem consists in solving Roy integral equations for the region between 4M2

π < s < s0 with
this input, determining tIℓ (s)SP from dI

ℓ (s). The Roy equations yield a boundary value problem,
and thus it is not surprising that the values of the phases at the matching point s0 play an
important role. In general, the Roy equations admit several solutions, depending on the values
(modulo π/2) of the phases at the matching points. The solution does become unique if the
value of s0 is chosen between the ρ mass and the energy where the I = 0 S-wave phase passes
through π/2 – this happens around 0.86 GeV. This explains the choices of the matching point
and the start of the asymptotic regime made in ref. [251]:

√
s0 = 0.8 GeV ,

√
s2 = 2GeV . (6.7)

A further physical requirement beyond the mathematical uniqueness is the smoothness of the
solutions, i.e., the absence of cusps at the matching point. This condition turns out to be
rather stringent for the P -wave, but not for the S waves. This allows one to determine a2

0 as
a function of a0

0, in principle in an unambiguous way.

The inputs used at intermediate energies in the I = 0, 1 channels came from πN → ππN
experiments [247, 292–294], adopting the representation of ref. [247] for the S wave and that
of ref. [293] for the P wave, as recalled in fig. 6.1. Unfortunately, the situation is not as good
in the exotic I = 2 channel, where there is a large scatter of the data. In such a situation,
solutions of the Roy equations with different choices of the I = 2 input were considered. This
uncertainty is responsible for the so-called Universal Band, which corresponds to the region
where a0

0 and a2
0 are constrained to lie for the solutions of the Roy equations to a) exhibit no

cusp in the three lowest partial waves at the matching point and b) be in agreement with a
reasonable choice for the I = 2 input. Several requirements were used to restrict the range
of acceptable values for the scattering lengths, requiring the consistency between inputs and
solutions above the matching point and using the Olson sum rule relating 2a0

0−5a2
0 to a slowly

convergent integral over imaginary part of T 0, T 1 and T 2, as well as the available information
on the phase shifts at that time.

3The only inelastic channel below the matching point chosen comes from the 4π channel, strongly suppressed
at low energies, so that all 3 channels (I, ℓ) = (0, 0), (1, 1), (2, 0) are assumed to have no inelasticity below s0.
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Figure 6.2: Restriction on the values of the scattering lengths from the Universal Band (in black), the
Olson sum rule (in red) and the ππ phase shifts known in year 2000 (in blue). Taken from ref. [251].

Ref. [251] proposed solutions of the Roy equations, for energies below 800 MeV, expressed
as:

tan δI
ℓ (s) =

√

1 − 4M2
π

s
q2ℓ
{

AI
ℓ +BI

ℓ q
2 + CI

ℓ q
4 +DI

ℓ q
6
}

(

4M2
π − sI

ℓ

s− sI
ℓ

)

. (6.8)

The dependence on a0
0 and a2

0 of the Schenk parameters X = A,B,C,D in eq. (6.8) is well
approximated by:

XI
ℓ = z1 + z2u+ z3v + z4u

2 + z5v
2 + z6uv + z7u

3 + z8u
2v + z9uv

2 + z10v
3 , (6.9)

where:

u =
a0

0

p0
− 1 , v =

a2
0

p2
− 1 , p0 = 0.225 , p2 = −0.03706 , (6.10)

and the values of the coefficients zi are tabulated in ref. [251].

6.1.2 Alternative and extended treatments of Roy equations [I]

After the publication of ref. [251], there was a controversy concerning the experimental inputs
used for the Roy equations. Ref. [295] criticised the inputs for the Regge model used for the
region

√
s ≥ 1.4 GeV, considering the choice of parameters as unconventional, in particular

concerning the Pomeron exchange. The authors proposed a different model for this region,
and considered several slowly-convergent sum rules exhibiting a sensitivity to the high-energy
region. Dismissing the solutions of the Roy equations eq. (6.8) as spurious and not physical,
the authors of ref. [295] proposed alternative parametrisations of the ππ phase shifts at low
energies, leading to rather different values for the S-wave scattering lengths. In ref. [296],
these claims were reexamined: using different inputs for the high-energy tail led to very little
impact on the solutions of the Roy equations at low energies, which is not surprising as the
Roy equations have enough subtractions to be dominated by the low-energy region. Moreover,
the alternative input proposed in ref. [295] for the high energy region was shown to violate
crossing symmetry, leading to inconsistencies in the slowly-convergent sum rules. More refined
descriptions of the Regge asymptotics were considered in ref. [297].

Several features of the data in the intermediate region and of their impact on the analysis
of the ππ scattering amplitude were discussed in refs. [298–300]. It turned out that the main
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difference of these articles with respect to ref. [251] came from the region between 0.5 GeV
and the KK̄ threshold for the I = ℓ = 0 partial wave. This led the authors of refs. [298–300]
to criticise the rather narrow range of values taken for the phase shifts in the I = 0 S-wave
at the matching point taken in ref. [251] (82.3◦ ± 3.4◦), which was considered as bearing too
optimistic an error. On the other hand, in ref. [288], it was pointed out that these analyses
included an input on the phase difference δ00(M

2
K)− δ20(M

2
K) from K → 2π [178] which seemed

difficult to reconcile with the rest of the available data. A reanalysis of this input in ref. [179]
highlighted that this estimate suffers from significant theoretical uncertainties, as it involves
assumptions on the structure of isospin-breaking effects as well as the NLO chiral expressions
of the phase shifts. An alternative procedure for the determination (involving only estimates of
the isospin-breaking effects as theoretical inputs) lowered the value of the phase-shift difference:

δ00(M
2
K) − δ20(M

2
K)
∣

∣

∣

K→ππ
= (60.8 ± 2.2 ± 3.1)◦ → (52.5 ± 0.8 ± 2.8)◦ , (6.11)

in good agreement with the analysis of Roy equations: (47.7±1.5)◦ (lattice simulations should
soon provide more information on this issue [301]). This led to the latest analysis of ref. [302],
consisting in taking a parametrisation (based on conformal mapping and respecting analyticity
in the low-energy region) and to impose the fulfillment of dispersive constraints similar to Roy
equations. The matching point is chosen at a much higher energy (around 1.42 GeV), above
which a Regge parametrisation is used. Experimental phase shifts and inelasticities are included
up to 1100 MeV. This choice of matching point prevents from providing a closed form for the
solutions since there is no unicity of the latter, and the procedure does not make an optimal use
of the dispersive constraints. Nevertheless this analysis obtained a very good agreement with
the solutions in ref. [251], providing that they did not include the (controversial) input from
K → ππ in their data. For instance, the framework of ref. [302] allowed them to determine
the values of the phase shifts at the matching point

√
s0 = 0.8 GeV, obtaining values that

agree below 1σ with the ones used in ref. [251]. We will thus consider in the following that
the analysis in ref. [251] can be essentially followed as far as low-energy ππ phase shifts are
concerned.

The previous discussion should however highlight that it is necessary to discuss the sensi-
tivity of the solutions to the inputs. If the high-energy tail is quite irrelevant for the low-energy
solutions, this need not be the case for the intermediate region. Indeed, as explained above,
the Roy equations yield a boundary-value problem: the solutions must interpolate between the
phase shifts at the threshold, fixed by a0

0 and a2
0, and the three phases at the matching point

s0:
θ0 = δ00(s0), θ1 = δ11(s0), θ2 = δ20(s0), (6.12)

determined from data above s0. As stated in ref. [251], the behaviour of the phases above
s0 is less important than the boundary values, because they only affect the slope and the
curvature of the solutions. With the experimental input encountered in practice, the system
of Roy equations admits a unique solution provided that the matching point s0 is carefully
chosen (0.78 GeV ≤ √

s0 ≤ 0.86 GeV). Moreover, for given boundary conditions (a0
0, θ0, θ1, θ2),

arbitrary values of a2
0 generate a strong cusp in the P -wave solution at the matching point

s0. If we require the phases to be smooth, a2
0 is determined as a function of (a0

0, θ0, θ1, θ2).
Since θ0,1,2 can only vary in their experimental range, this requirement leads to a correlation
between a0

0 and a2
0, defining the so-called Universal Band (UB) in the (a0

0, a
2
0) plane. Different

choices for θ0,1,2 represent lines in the UB, a2
0 = F (a0

0). Inverting the relation between a2
0

and (a0
0, θ0, θ1, θ2), we can consider θ2 as a function of the other parameters. This means the

solutions of the Roy equations do depend eventually on (a0
0, a

2
0, θ0, θ1) only. The data in the
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I = 0, 1 channels lead to:

θ0 = 82.3◦ ± 3.4◦, θ1 = 108.9◦ ± 2◦. (6.13)

The authors of ref. [251] have provided explicit numerical solutions of the Roy equations for
θ0 = 82.0◦ and θ1 = 108.9◦. In ref. [42], we have parametrised the solutions including an
explicit dependence on θ0 and θ1, by generating solutions (with the same driving terms and
experimental input above the matching point s0) for nine different sets (θ0, θ1) and a few tens
of (a0

0, a
2
0) inside the UB. We parametrised our solutions in a similar way to eq. (6.9), with

the additional ingredient that for each coefficient zi, the dependence on the phase shifts at the
matching point is parametrised by:

zj = aj + δθ0 bj + δθ1 cj , δθ0 = θ0 − 82.3◦ , δθ1 = θ1 − 108.9◦ . (6.14)

The parameters s00, s
1
1 and s20 are fixed by the boundary conditions:

δ00(s0) ≡ θ0 , δ11(s0) ≡ θ1 , δ20(s0) ≡ θ2 , (6.15)

where θ2(a
0
0, a

2
0, θ0, θ1) is parametrised following eqs. (6.9) and (6.14). The coefficients aj , bj ,

cj are collected in App. A.4.1. This parametrisation describes our solutions to better than 0.3◦

for the I = 0, 2, and 0.5◦ for the I = 1 partial waves in the Universal band.
By setting θ0 = 82.0◦ and θ1 = 108.9◦, we can compare with ref. [251]. We obtain slightly

different Schenk parameters for the so-called reference point a0
0 = 0.225 and a2

0 = −0.0371, but
the phase shifts are identical up to a few tenths of a degree. We obtain the same Universal
Band, and only its lower half meets the consistency condition (Roy equations fulfilled in their
range of validity 2Mπ ≤ √

s ≤ √
s1 = 1.15 GeV). In the range of interest for a0

0, the gap
between the parametrisation of ref. [251] and our Roy solutions is at most 0.3◦ in the I = 0, 2
channels and 0.7◦ in the I = 1 channel (for

√
s ∼ 0.7 GeV and much smaller near threshold in

all the channels).

6.1.3 Dispersive structure of low-energy ππ amplitude

The use of Roy equations allows one to reduce the description of low-energy ππ phase shifts
to two subtraction constants, conveniently chosen as the two S-wave scattering lengths. Once
the latter are determined from experiment, the whole low-energy ππ amplitude can be recon-
structed, whose structure is strongly constrained by chiral symmetry, crossing and unitarity.
As was first shown in ref. [303, 304], the amplitude depends on only six parameters up to and
including terms of order (p/ΛH)6 in the low-energy expansion. In ref. [305], the amplitude was
written as:

AKMSF(s|t, u) = Acut(s|t, u) +Apol(s|t, u) +O((p/ΛH)8) , (6.16)

Apol(s|t, u) =
β

F 2
π

(

s− 4M2
π

3

)

+
α

F 2
π

M2
π

3
+
λ1

F 4
π

(s− 2M2
π)2 +

λ2

F 4
π

[

(t− 2M2
π)2 + (u− 2M2

π)2
]

+
λ3

F 6
π

(s− 2M2
π)3 +

λ4

F 6
π

[

(t− 2M2
π)3 + (u− 2M2

π)3
]

,

1

32π
Acut(s|t, u) =

1

3
[W0(s) −W2(s)] +

1

2
[3(s− u)W1(t) +W2(t)] +

1

2
[3(s− t)W1(u) +W2(u)] .(6.17)

The six parameters α, β, λ1, . . . , λ4 correspond to an expansion of the amplitude in the central
region of the Mandelstam triangle, and are therefore called “subthreshold parameters”. One can
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Figure 6.3: Recursive construction of two-loop representations for the pion form factors and scattering
amplitudes in the low-energy regime. One starts with polynomial expressions at order O(E2) (k = 1 for
the ππ amplitudes) and obtains the two-loop representation after two iterations.

for instance reexpress the lowest order subthreshold parameters α, β to the S-wave scattering
lengths up to higher-order corrections:

a0
0 =

M2
π

96πF 2
π

(5α+ 16β) , a2
0 =

M2
π

48πF 2
π

(α− 4β) . (6.18)

Acut combines functions of the Mandelstam variables s, t, u that depend explictly on α, β, λ1, λ2

and collect the unitarity cuts of the amplitude:

Im Wa(s) = (s− 4M2
π)−εaIm ta(s)θ(s− 4M2

π) , (6.19)

with ǫ0,2 = 0, ǫ1 = 1, and ta denote the three lowest partial-wave amplitudes for ππ scattering.
This amplitude was constructed iteratively as the general solution of unitarity, analyticity and
crossing symmetry up to and including O(p6), following the method sketched in fig. 6.3 and
recalled in more detail in sec. 6.3.4.

A complete χPT calculation [306, 307] confirmed this result, allowing one to relate the
six parameters to the quark masses and LECs of the chiral Lagrangian in addition. This
last step is essential to translate the experimental information into knowledge of the LECs,
which parametrise the chiral structure of the vacuum of QCD. The six parameters introduced
in ref. [306, 307], b̄1, . . . , b̄6, are dimensionless combinations of LECs in one-to-one (linear)
correspondence with α, β, λ1, . . . , λ4 of ref. [305], or with c1, . . . , c6, subsequently introduced in
ref. [308]. Different choices for the set of six subthreshold parameters correspond to different
parametrisations of solutions of unitarity, analyticity and crossing symmetry constraints, which
are equivalent up to O(p6) and only differ at O(p8).

It is possible to match the χPT amplitude to the dispersive representation derived from the
solutions of the Roy equations in their common domain of validity. Through the experimental
determination of the scattering lengths, one can then obtain the six subthreshold parameters.
Such a program was already advocated in ref. [309], leading to rapidly convergent sum rules for
the parameters λ1, . . . , λ4. A similar matching procedure (with different subtraction points)
has been carried out in ref. [286], matching the dispersive subtraction constants p̄i=1...6 and
the chiral ones ci=1...6. Starting with particular values of a0

0 and a2
0, we can use the solutions

of the Roy equations to determine the structure of the ππ amplitude at low-energy, compute
the subtraction constants p̄i=1...6 and reexpress them in terms of the chiral constants ci=1...6.
App. A and B of ref. [286] can then be used to translate the chiral parameters ci=1...6 into α,
β and λi=1...4 in eq. (6.16), corresponding to a linear combination of these parameters.
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6.1.4 The S-wave scattering lengths

The scattering lengths can be determined in principle from different methods. The first one
consists in two-flavour χPT, where corrections to Weinberg’s result [310]:

a0
0 =

7M2
π

32πF 2
π

, a2
0 = − M2

π

16πF 2
π

, (6.20)

have been worked out at NLO [249]:

a0
0 =

7M2
π

32πF 2
π

+
M4

π

3072π3F 4
π

[105 + 40ℓ̄1 + 80ℓ̄2 − 15ℓ̄3 + 84ℓ̄4] , (6.21)

a2
0 = − M2

π

16πF 2
π

+
M4

π

1536π3F 4
π

[3 + 8ℓ̄1 + 16ℓ̄2 − 3ℓ̄3 − 12ℓ̄4] (6.22)

then NNLO [306], with the issue of determining the low-energy constants (LECs) from other
observables or from resonance saturation. The results are mainly sensitive to the choice of ℓ̄3,
which governs the m-dependence of the pion mass at NLO. Taking the NLO inputs described
in sec. 3.3.3, and in particular ℓ̄3 = 2.9, one obtains the LO, NLO and NNLO results [286]:

a0
0 = 0.159 → 0.200 → 0.216 , a0

2 = −0.0454 → −0.0445 → −0.0445 . (6.23)

We see that the convergence is somehow slow for a0
0. This is expected from a quantity defined

at threshold, and thus very sensitive to the exact description of the unitarity corrections due
to ππ (re)scattering, very significant in the I = ℓ = 0 channel (and much milder for I = 2). In
ref. [286], an alternative determination was made, by computing combinations of ci’s equivalent
to the coefficients α and β defined in eq. (6.16):

a0
0 = 0.197 → 0.2195 → 0.220 , a0

2 = −0.0402 → −0.0446 → −0.0444 . (6.24)

One can see that this determination converges much more quickly, since the chiral expansion
is performed for quantities defined away from any kinematic singularities.

Another, more recent, avenue is provided by lattice simulations. A direct lattice QCD
determination of threshold scattering is difficult for two different reasons. The I = ℓ = 0
channel involves disconnected diagrams that make lattice computations very costly in terms
of computer time, and thus very difficult to tackle (even though such disconnected diagrams
start being explored for K → 2π matrix elements [301]), leading lattice collaborations to focus
on the I = 2, ℓ = 0 channel. The second difficulty comes from the fact that lattice QCD
calculations are performed on an Euclidean lattice. According to the Maiani-Testa theorem,
S-matrix elements cannot be determined from lattice calculations of Green functions at infinite
volume, except at kinematic thresholds [311]. This difficulty was overcome in refs. [312, 313],
where the energy levels of two-particle states at finite volume were shown to encode information
on two-meson scattering amplitudes. Indeed, the energy levels of the two interacting particles
were found to deviate from those of two non-interacting particles by a quantity depending on
the scattering amplitude and inversely on the the lattice spatial volume.

After many attempts in quenched QCD, the first full-QCD calculation of scattering (scat-
tering length and phase shifts) was carried through by the CP-PACS collaboration, which ex-
ploited the finite-volume strategy to study I = 2 S-wave scattering with two flavours (Nf = 2)
of improved Wilson fermions [316] with rather large pion masses. This work was followed by
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Figure 6.4: On the left: compilation of lattice results for the I = 2, ℓ = 0 ππ scattering length as a
function of the pion mass, compared to the current algebra prediction (red). Taken from ref. [314]. On
the right: compilation of lattice results for the scattering lengths, compared to the constraints of the Roy
equations and the predictions of χPT. Taken from ref. [315].

calculations with Nf = 2 + 1 dynamical quarks with mixed actions (domain-wall valence and
rooted staggered sea) [317], later updated in ref. [318], leading to the extrapolated value

a2
0 = −0.04330 ± 0.00042 [NPLQCD] . (6.25)

Another estimation, performed by the ETM collaboration using Nf = 2 dynamical quarks with
a twisted-mass action, led to:

a2
0 = −0.04385 ± 0.0028 ± 0.0038 [ETM] . (6.26)

The results are gathered in fig. 6.4, where all data line up along the LO χPT result, which
is quite surprising considering the expected convergence of the corresponding chiral series in
eq. (6.23). This coincidence suggests either a fortunate cancellation between NLO chiral loga-
rithms and counterterms, or lattice artefacts still to be understood.

Another possibility offered by lattice simulations consists in exploiting (and trusting) Nf =
2 χPT much more, by extracting some of the LECs (in particular ℓ̄3 and ℓ̄4) from the quark-
mass dependence of observables (pion mass and decay constant) and reinjecting this piece of
information into the chiral expansion of the scattering lengths. This approach relies much more
on the assumed convergence of χPT, and has been followed for instance in ref. [197]. A summary
of the situation is provided in fig. 6.4, showing very good agreement with the predictions of
NNLO χPT. One should also note encouraging studies of phase shifts (and not only scattering
lengths) in the I = ℓ = 1 channel, with variations indicative of the ρ-meson [319].

In spite of this progress, the most important source of information on ππ scattering is
experiment. One can distinguish several sources of information:

• the first breakthrough comes from the high-precision K+
e4 experiments performed at the

BNL AGS by the E865 experiment [271, 272] and, more recently, by the NA48/2 collab-
oration [273,274] at the CERN SPS.

• the measurement of the invariant mass distribution in K± → π±π0π0 decays [275, 276],
that gives information on the S-wave ππ scattering lengths. Indeed, this invariant mass
distribution features a cusp where the rescattering channel π+π− → π0π0 opens [277–280].

127



CHAPTER 6. ππ SCATTERING

Figure 6.5: On the left, constraints on the scattering lengths from the analysis of various experimental
measurements. On the right, summary of the phase shift measurements δs−δp from Kℓ4 decays, applying
a specific model for isospin-breaking corrections, discussed later in this chapter. Taken from ref. [276].

• The measurement of the pionium lifetime by the DIRAC collaboration [283] should ulti-
mately provide also interesting information on the difference of scattering lengths [284,
320].

For the time being, the most precise source of information comes from K+
e4 experiments (as can

be seen in fig. 6.5) and these will be the main object of our discussion in the following. The
decay K± → π+π−e±ν is conveniently described using three different rest frames: the K± rest
frame, the dipion rest frame and the dilepton rest frame. The kinematics is then fully described
by the five Cabibbo-Maksymowicz variables [321–323] as shown in fig. 6.6: the square of the
dipion invariant mass s, the square of the dilepton invariant mass sℓ, the angle of the π± in the
dipion rest frame with respect to the flight direction of the dipion in the K± rest frame θ, the
angle of the e± in the dilepton rest frame with respect to the flight direction of the dilepton in
the K± rest frame θℓ, and the angle between the dipion and the dilepton rest frames φ. The
decay amplitude is expressed in terms of the hadronic matrix element 〈π+π−|(V − A)|K+〉
which is decomposed in three axial-vector form factors F,G,R and a vector one H. These form
factors can be expanded assuming the dominance of low partial waves:

F = Fse
iδfs + Fpe

iδfp cos θ + Fde
iδfd cos2 θ + . . . (6.27)

G = Gpe
iδfp +Gde

iδfd cos θ + . . . H = Hpe
iδfp +Hde

iδfd cos θ + . . . (6.28)

In the isospin limit, due to Watson theorem [324], a partial-wave amplitude of definite angular
momentum ℓ and isospin I must have the same phase δI

ℓ as the corresponding ππ amplitude.
The partial decay width can be expressed as [274]:

d5Γ =
G2

F |Vus|2
2(4π)6M5

K

ρ(s, sl)I(s, sl, cos θ, cos θl, φ)ds dsl d cos θ d cos θl dφ (6.29)

where ρ(s, sl) is a phase space factor and I is a linear combination of 9 different angular
functions of θl and φ, each coefficient corresponding to moduli of form factors or interferences
between form factors. One then assumes that in the limited kinematic range for Kℓ4 decays,
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Figure 6.6: Kinematics of Ke4 decay. Taken from ref. [276].

the moduli of the form factors in each partial wave varies slowly, and can be expanded in a
low-order series in powers of s and sl

4. The data is then distributed in equally populated bins
in the 5 kinematic variables and fitted to extract the coefficients of the form factor moduli as
well as the values of the phase shifts δI

ℓ (assumed to be constant over each bin in s). This allows
one to study the interference between S- and P -waves and to extract the difference of phase
shifts δ00 − δ11 at the barycenter of the bin [325]. The corresponding phase shifts (corrected for
isospin-breaking corrections discussed in sec. 6.3.2) are indicated in fig. 6.5, where one can see
a steady increase in the accuracy on ππ phase shifts.

6.2 The two S-wave scattering lengths from E865 [I]

6.2.1 Model-independent determination of a0
0 and a2

0 [I]

We first recall the discussion of the scattering lengths before the publication of the NA48/2
results [42], in order to set the notation and highlight the impact of the most recent data. The
E865 data on δ00 − δ11 were analyzed in ref. [271] in order to extract a0

0. While two different
(although compatible) results were quoted in this reference for a0

0, no results were given for a2
0,

which is harder to pin down from Ke4 data alone. Indeed, in order to extract both scattering
lengths additional information has to be provided. The first constraint arises from the necessary
consistency of the Roy solutions with the I = 2 data above the matching point. This forces
the S-wave scattering lengths to lie within the so-called Universal Band. Unfortunately, this
model-independent constraint is rather weak. We make use of additional information by fitting
a broader set of data below 800 MeV, namely Geneva-Saclay and E865 sets for I = 0, 1 [270,271]
and Hoogland (sol. A) and Losty sets for I = 2 [326, 327]. Notice that a similar fit has been
considered in ref. [251] but without the E865 data (cf. figs. 11 and 12 in this reference).

We first perform a fit using the solutions of the Roy equations of ref. [251]. The χ2 is
defined as:

χ2
Global(a

0
0, a

2
0) =

9
∑

j=1

(

(δ20)
ACGL(sexp

j ) − (δ20)
exp
j

σexp
j

)2

+
11
∑

i=1

(

[δ00 − δ11 ]
ACGL(sexp

i ) − [δ00 − δ11 ]
exp
i )

σexp
i

)2

,

(6.30)
where [δI

ℓ ]ACGL(a0
0, a

2
0, s) is the parametrisation of Roy solutions proposed in ref. [251]. i and

j are the indices of the experimental points for I = (0, 1) and I = 2 respectively. This fitting
procedure, referred to as Global, yields:

Global: a0
0 = 0.228 ± 0.012, a2

0 = −0.0382 ± 0.0038. (6.31)

4In ref. [274], a good description of the data was achieved with Fs quadratic in s and linear in se, Gp linear
in s only, and Fp and Hp constant, whereas Fd was found consistent with zero.
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with χ2
min = 16.45/18 d.o.f and a correlation coefficient of 0.788. Including data on the P -wave

below 800 MeV reported by Protopopescu et al. [328] does not change the result of the fit,
yielding5 χ2

min = 23.1/28 d.o.f. and a0
0 = 0.228 ± 0.012, a2

0 = −0.0392 ± 0.0038.
A second fitting procedure can be followed, in which we use our solutions of the Roy

equations to include the dependence on the phase shifts at the matching point (θ0, θ1). The χ2

is then defined as:

χ2
Extended(a

0
0, a

2
0, θ0, θ1) =

9
∑

j=1

(

(δ20)
ext(sexp

j ) − (δ20)
exp
j

σexp
j

)2

+
11
∑

i=1

(

[δ00 − δ11 ]
ext(sexp

i ) − [δ00 − δ11 ]
exp
i )

σexp
i

)2

+

(

θ0 − 82.3◦

3.4◦

)2

+

(

θ1 − 108.9◦

2◦

)2

,(6.32)

where [δI
ℓ ]ext(a0

0, a
2
0, θ0, θ1, s) is our extended parametrisation of Roy solutions. This fit, called

Extended, leads to the same S-wave scattering lengths as the Global fit:

Extended: a0
0 = 0.228 ± 0.013, a2

0 = −0.0380 ± 0.0044,

θ0 = 82.1◦ ± 3.3◦, θ1 = 108.9◦ ± 2.0◦ ,
(6.33)

with χ2
min = 16.48/18 d.o.f and a correlation coefficient between a0

0 and a2
0 of 0.799 (the other

correlations being rather weak, between 0 and 0.3) The results of these analyses are shown
in fig. 6.7, where we have indicated the 1- and 2-σ contours for both determinations. These
contours are defined 6 respectively as χ2 = χ2

min + 1 and χ2 = χ2
min + 4. We see that our

fitting result lies slightly below the center of the UB, where the consistency condition for Roy
equations is met.

A comment is in order here concerning our use of the ACM(A) I = 2 phase shifts by
Hoogland et al. These were extracted following the method A, which is a conventional Chew-
Low extrapolation to the pion pole of the measured t-channel (m = 0) helicity moments [326]
(the beam momentum was 14 GeV/c). A similar method was used by Losty et al. [327]. A
second method (B) is presented in ref. [326], which is based on an overall fit of an (absorption)
model for the amplitude to all non-negligible s-channel helicity moments (m = 0 and m = 1).
The method B involves extra assumptions and parameters, some of which exhibit unexpectedly
rapid energy variations. No χ2 is given in ref. [326] (in a preliminary analysis [326], based on
a third of the data, a poor χ2 was reported for method B). We have tried to use in our fit
solution B of ref. [326] instead of solution A. Due to the small error bars of the former, we did
not succeed in obtaining a consistent description of both ACM(B) and E865-Ke4 data within
the solutions of Roy equations [251]. The minimum has χ2 = 68/18 d.o.f. and is situated far
outside the Universal Band. Such a fit has little meaning, since the Roy solutions are valid
exclusively inside the Universal Band. Solution ACM(A) is free from such difficulties.

It has been suggested in ref. [251] that the difference between the phase shifts ACM(A) and
(B) indicates sizeable systematic errors, and that the errors associated with ACM(A) solution
should consequently be enlarged. It is not obvious to us that method B yields a correct estimate
of the systematic errors inherent to method A – especially since the two methods do not use the
same sample of data. We find it nevertheless useful to show in fig. 6.10 how our results would

5Specifically we have used the energy-independent solution, which has larger error bars. The P -wave pro-
duction data at low energy have been often criticized, most recently in ref. [251]. Therefore we prefer not to
include them in the analysis, but instead use our results to predict the P -wave at low energy.

6We recall that in the case of the simultaneous determination of two variables, this definition of the contours
correspond to 39% and 86% confidence level.
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Figure 6.7: Fit results using either the Roy solutions of ref. [251] (red, dotted ellipse – Global) or our
parameterization of the Roy solutions (black, solid ellipse – Extended). In each case, the thicker lines
indicate the 1-σ ellipse, and the thinner ones the 2-σ contour. The Universal Band (delimited by the
two straight lines) is drawn according to ref. [251], and the narrow strip (shaded region, cyan) related
to the scalar radius of the pion is taken from ref. [329]. We have indicated the result of the fit Scalar
(blue, hatched ellipse) and the χPT prediction of ref. [286] (red, filled small ellipse).

be modified if the errors in ACM(A) phase shifts were increased according to the prescription
advocated in ref. [251], but these modifications barely affect the main conclusion and will not
be discussed further.

6.2.2 Comparison with the χPT prediction for 2a0
0 − 5a2

0 [I]

In the theoretical prediction of a0
0 and a2

0 based on two-loop χPT [286,306–308,329], one may
distinguish two steps. The first step concerns the relation between the combination 2a0

0 − 5a2
0

and the scalar radius of the pion 〈r2〉s [286, 329]. This step is practically independent of the
badly known O(p4) constant ℓ̄3 but it requires an independent phenomenological determination
of 〈r2〉s and it is rather sensitive to the two-loop corrections (a more detailed discussion of this
theoretical prediction can be found in sec. 6.2.4). If one takes the value 〈r2〉s = 0.61±0.04 fm2,
the prediction amounts to a narrow strip in the a0

0−a2
0 plane, given in ref. [329] and reproduced

in fig. 6.7:

a2
0 = G(a0

0)±.0008, G(a0
0) = −.0444+.236(a0

0−.22)−.61(a0
0−.22)2−9.9(a0

0−.22)3 , (6.34)

where the parametrisation ofG and the error bar are estimated within the theoretical framework
defined in refs. [286,329]. The second step of the prediction procedure then consists in locating
the actual position inside the narrow strip eq. (6.34) and it involves, among other things, an
estimate of the constant ℓ̄3.

The analysis performed in the previous subsection makes use only of the E865 and Geneva-
Saclay data on δ00 − δ11 , the Hoogland and Losty data on δ20 together with the solution of Roy
equations, and does not use χPT or a particular value of 〈r2〉s. It provides thus a sensitive
experimental test of the theoretical prediction represented by the correlation eqs. (6.34). It
is seen from fig. 6.7 that the 1-σ ellipses resulting from both fits Global and Extended are
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situated outside the narrow strip despite the fact that they are entirely contained within the
Universal Band required by the consistency of Roy equations solution. On the other hand,
the 2-σ contours intersect the narrow strip. We thus conclude that there is a marginal (1-σ
deviation) discrepancy between the theoretical prediction of the scalar radius and the result of
the Global and Extended fits. This discrepancy will be further commented on in sec. 6.2.4.

In order to make the comparison more quantitative, we can perform a fit to the E865 data
alone, imposing by hand the correlation described by the narrow strip. A similar fit has been
performed in ref. [329], leading to the central value a0

0 = 0.218 (no uncertainty was indicated
in that reference). Our fitting procedure is defined by:

χ2
Scalar(a

0
0, a

2
0) =

(

a2
0 −G(a0

0)

.0008

)2

+
6
∑

k=1

(

[δ00 − δ11 ]
ACGL(sexp

k ) − [δ00 − δ11 ]
exp
k

σexp
k

)2

, (6.35)

where k runs only through the E865 points. We obtain:

Scalar: a0
0 = 0.218 ± 0.013, a2

0 = −0.0449 ± 0.0033. (6.36)

with χ2
min = 5.89/5 d.o.f., compatible with the results of E865 [271] for a0

0, and a correlation
coefficient of 0.972. The corresponding 1-σ contour is indicated in fig. 6.7. We refer to this fit
and to the corresponding 1-σ ellipse as Scalar to be compared with the Global and Extended
fits. The meaning of χ2 and of the standard deviation in the Scalar fit should be taken with
caution: The error bar 0.0008 arises from uncertainties in the experimental input, while the
theoretical errors inherent in the estimate of O(p6) corrections are more difficult to quantify.
On the other hand, the fits Global and Extended are fully based on experimental data and
corresponding errors.

Finally, we would like to briefly comment on the Olsson sum rule for 2a0
0−5a2

0, as discussed
in ref. [251]. This sum rule converges slowly and demands good control over the asymptotic
contribution, which is hard to obtain outside specific models. According to the model used
for this purpose in ref. [251], the asymptotic contribution to 2a0

0 − 5a2
0 is Oas = 0.102 ± 0.017.

Even with such small error bar, the final result shown in eq. (11.2) of ref. [251] is consistent
with our Global fit, which leads to (2a0

0 − 5a2
0)Global = 0.647± 0.015. If the actual error bar in

Oas is bigger, the impact of the Olsson sum rule on our fit becomes completely negligible.

6.2.3 Determination of Nf = 2 LECs and order parameters [I]

We can determine the subthreshold parameters associated with each fit by using the procedure
outlined in sec. 6.1.3. In order to take full account of the theoretical and experimental correla-
tions among the six parameters, we proceed in the following way: we generate random sets of
(a0

0, a
2
0) or (a0

0, a
2
0, θ0, θ1), distributed according to the 2- or 4-dimensional Gaussian obtained

from the covariance matrix of the fit. We then fit the resulting distributions for the sub-
threshold parameters by Gaussians, leading7 to tab. 6.1. ρa0

0,a2
0

and ραβ denote the correlation
coefficients between the respective quantities.

The slightly larger error bars of the Extended fit, compared to the ones of the Global fit,
reflect the influence of the uncertainties in θ0 and θ1, which in the Global fit are not explicitly

7The phenomenological moments JI
n are integrals of the I = 0, 1, 2 phase shifts from threshold to

√
s2 =

2 GeV. The solutions of the Roy equations are used for s ≤ s0, and experimental input is used above the
KK̄ threshold. An interpolation is necessary in the intermediate region [s0, 4M2

K ]. We have observed a weak
sensitivity of λ1 and λ2 on the interpolation prescription. On the other hand, the values of α and β are
independent of this procedure.
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Global (I) Extended (I) Scalar (I)

Inputs E865 [272] E865 [272] E865 [272]

G.-Saclay [270] G.-Saclay [270]

Hoogland(A) [326] Hoogland(A) [326]

Losty [327] Losty [327]

a0
0 0.228 ± 0.012 0.228 ± 0.013 0.218 ± 0.013

a2
0 −0.0382 ± 0.0038 −0.0380 ± 0.0044 −0.0449 ± 0.0033

ρa0
0,a2

0
0.788 0.799 0.972

χ2/d.o.f 16.4/18 16.5/18 5.9/5

α 1.381 ± 0.242 1.384 ± 0.267 1.034 ± 0.248

β 1.081 ± 0.023 1.077 ± 0.025 1.116 ± 0.010

ραβ -0.14 -0.23 0.53

λ1 · 103 -4.40 ± 0.28 -4.18 ± 0.63 -3.97 ± 0.12

λ2 · 103 9.04 ± 0.10 8.96 ± 0.12 9.17 ± 0.06

λ3 · 104 2.21 ± 0.10 2.22 ± 0.16 2.32 ± 0.06

λ4 · 104 -1.40 ± 0.04 -1.38 ± 0.04 -1.46 ± 0.02

ℓ̄3 −17.3 ± 15.3 −18.5 ± 16.7 2.8 ± 10.0

ℓ̄4 4.1 ± 0.9 4.0 ± 0.9 4.9 ± 0.5

X(2) 0.81 ± 0.07 0.81 ± 0.08 0.88 ± 0.08

Z(2) 0.89 ± 0.02 0.90 ± 0.03 0.85 ± 0.02

Table 6.1: Subthreshold and LECs for the three different fits considered in ref. [42].

taken into account. The differences in the central values between these two fits (although
compatible within the errors) may be ascribed to the fact that the Extended parametrisation
is not as accurate as the one from ref. [251], due to the fact that the former has to account
for the dependence on two more variables. The column referring to the Scalar fit should be
understood as originating from a mixture of E865 data and χPT-based theoretical predictions
that rely on assumptions about the size of O(p6) counterterms. For this reason the associated
errors should not be interpreted in the strict statistical sense. The corresponding 1- and 2-σ
ellipses in the (α− β) plane are drawn in fig. 6.8.

It is worth stressing that a rather small difference between a0
0 and a2

0 resulting from the
Scalar fit, on the one hand, and from the Global and Extended fits on the other hand, results
in a more pronounced difference in the corresponding values of the subthreshold parameters
α, β. Whereas the Scalar fit is characterized by values of α close to (or smaller than) 1 and β
well above 1.10, the Global and Extended fits lead to central values of α ∼ 1.4 and relatively
smaller values of β.

In order to investigate the consequences of the results obtained so far for the parameters of
the effective Lagrangian, we start with the Ward identity satisfied by the two-point function
of the divergence of the axial current ūγµγ5d and of its conjugate at zero momentum transfer,
which were already written in eqs. (3.124)-(3.124), in terms of the two-flavour condensate Σ(2),
decay constant F (2) and the ratio B(2) = Σ(2)/F 2. The fundamental order parameters, in
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Figure 6.8: On the left: correlation between α and β for the different fits considered: Scalar (blue,
dashed), Global (red, dotted), Extended (black, solid). The thicker lines correspond to the 1-σ ellipses,
whereas the thinner ones indicate the 2-σ ellipses (not shown for the Scalar fit). On the right: 1-σ
ellipse in the ℓ̄3 − ℓ̄4 plane with the same conventions, using the linearised formulae.

appropriate units, the condensate and the decay constant defined as:

X(2) =
2mΣ(2)

F 2
πM

2
π

, Y (2) =
2mB

M2
π

, Z(2) =
F 2

F 2
π

=
X(2)

Y (2)
, (6.37)

are related to the observables Mπ, Fπ, to the LECs ℓ̄3 and ℓ̄4 and to the higher-order remainders
δ, ε by the following identities:

Y (2) =
2(1 − δ)

1 − ε+ [(1 − ε)2 − 2ℓ̄3ξ(1 − δ)](1/2)
, (6.38)

X(2) = 1 − δ − (4ℓ̄4 − ℓ̄3)ξY (2)2/2 , Z(2) = 1 − ε− 2ℓ̄4ξY (2) . (6.39)

The ππ subthreshold parameters α and β can be expressed similarly. Reading the LO and NLO
perturbative contributions to F 2

πM
2
πα and to F 2

πβ from ref. [249], one obtains the identities:

α = 1 − (1 + 3ℓ̄3 − 4ℓ̄4)ξY (2)2/2 + δα , β = 1 + 2(ℓ̄4 − 1)ξY (2) + εβ . (6.40)

It may be expected that the higher-order remainders δα and εβ are not more important than
the uncertainties in the determination of the parameters α and β from experimental data.

If we expand the previous expressions of α and β in powers of ξ, we obtain the following
(linearized) expressions in term of the LECs ℓ̄3 and ℓ̄4:

α− β = 3ξ(1 − ℓ̄3)/2 , β − 1 = 2ξ(ℓ̄4 − 1) . (6.41)

This is an excellent approximation, unless ℓ̄3 or ℓ̄4 become “too” large. However, even if
one of them were large, the non-linear equations (6.40) and (6.40) of the previous section
would still be exact identities; moreover, the definition of ℓ̄3 and ℓ̄4 in terms of two-point
functions is independent of their magnitudes. We can use eqs. (6.41) and (6.41) to translate
our determination of (α, β) into a 1-σ contour plot in the ℓ̄3 − ℓ̄4 plane. In fig. 6.8, we show
three ellipses corresponding to those in the α− β plane displayed in fig. 6.8 above.

If we use the formulae eqs. (6.38), (6.40) and (6.40), but now without linearising, the
previous ellipses are deformed, as shown in fig. 6.9 (solid lines). The corresponding contours
in the X(2) − Z(2) plane are plotted in fig. 6.9. Up to now, we have neglected the indirect
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Figure 6.9: 1-σ ellipse in the ℓ̄3−ℓ̄4 (left) and X(2)−Z(2) (right) planes, for the different fits considered:
Scalar (blue, dashed), Global (red, dotted), Extended (black, solid). The thinner lines indicate the
domains allowed if ε, δ ≤ 1%.

remainders δ and ε as well as direct remainders δα and εβ. In the case Nf = 2, we expect
these NNLO quantities to be less than 1%, since eqs. (3.124) and (3.124) are obtained by
an expansion in powers of the nonstrange quark mass. This leads to a (small) additional
broadening of the 1-σ regions, as seen in the plots with thinner lines in Figs. 6.9 and 6.9 (δα
and εβ are negligible compared to the present uncertainty in the parameters α and β).

It is clear from fig. 6.9 and tab. 6.1 that we obtain rather large and negative values of ℓ̄3,
compared to the standard expectation of 2.9 ± 2.4. This can be interpreted as a consequence
of an important OZI-rule violating transition s̄s ↔ ūu + d̄d leading to a larger value of the
Nf = 3, large-Nc suppressed constant Lr

6(Mρ), than usually assumed. In fig. 6.9, we see that
the two-flavour GOR ratio X(2) is constrained (at one sigma): X(2) = 0.81±0.09, and F/Fπ is
also limited to a rather narrow band, (F/Fπ)2 = 0.90±0.03. Let us mention that the difference
seen in the (α, β) plane between the various fits reappears clearly here. The Scalar fit favours
larger values of X(2) and lower values of Z(2) than the Global/Extended fit.

6.2.4 The theoretical constraint of the scalar radius of the pion [I]

A relation between 2a0
0−5a2

0 and the scalar radius of the pion based on two-loop χPT has been
derived in refs. [286,329]. For the current value of the scalar radius 〈r2〉s = 0.61±0.04 fm2, this
prediction results in the narrow strip in the a0

0−a2
0 plane shown in ref. [329] and reproduced here

in fig. 6.7. The accuracy of this prediction is not only conditional on the experimental error,
but also on theoretical assumptions and “rules”, which are a priori reasonable and natural, but
not necessarily true.

It is usually assumed that O(p6) counterterms at a suitable scale can be estimated via the
narrow resonance saturation [250,286,306,307]. In fact, already at O(p4) this assumption fails
in channels where 1/Nc-corrections are large and/or the OZI-rule is strongly violated. This is
what likely happens in the scalar channel, which is particularly relevant for the present dis-
cussion. Furthermore, the existing resonance estimates of O(p6) counterterms are often based
on a “resonance effective Lagrangian Lres” involving (and missing) the same resonances with
the same “minimal resonance couplings” as in ref. [23], originally used to estimate the O(p4)
LECs. But non-minimal couplings are necessary to avoid conflicts with the QCD short-distance
behaviour of two- and three-point functions, especially if the latter involve (pseudo)scalar cur-
rents [23, 24, 26, 28, 72, 110, 111, 116, 120–126, 330]. The estimates of the corresponding O(p6)
counterterms can be affected by these new resonance couplings. Finally a remark should be
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Figure 6.10: Correlation eq. (6.42) between a0
0 and a2

0, obtained from the relation between 2a0
0 − 5a2

0

and the scalar radius of the pion. The shaded oblique band (yellow) corresponds to the O(p4) level
[eq. (6.42) with δa = 0], using the dispersive estimate of ref. [238]: 〈r2〉s = 0.61± 0.04 fm2. The shaded
curved strip (cyan) represents the effect of O(p6) corrections δa according to the prediction of ref. [329]
using the same input value of 〈r2〉s. The contours correspond to fits using either the Roy solutions of
ref. [251] (red, dotted ellipse – Global) or our parameterization of the Roy solutions (black, solid ellipse –
Extended), with the errors of ACM(A) data enlarged to take into account potential systematics reflected
by the differences between ACM(A) and ACM(B) data. In each case, the thicker lines indicate the 1-σ
ellipse, and the thinner ones the 2-σ contour. The other elements are identical to fig. 6.7.

made about the dispersive estimate of 〈r2〉s in ref. [238], and the uncertainty related to it. The
pion scalar form factor and radius are not experimentally measurable quantities – information
about them can only come from indirect theoretical constructions (as discusssed in sec. 4). In
contrast to the case of the (observable) vector form factor, QCD does not restrict very much
the high momentum behaviour of the scalar form factor. It even does not guarantee that the
latter satisfies an unsubtracted dispersion relation. Consequently, the dispersive evaluation of
〈r2〉s suffers from a certain model dependence concerning the higher momentum contributions;
this is usually not discussed in the literature. The quoted uncertainty should not be interpreted
outside the framework of the model used in evaluating the scalar radius.

Most of these critical remarks are obviously not new, and could also be applied to the work
presented in sec. 4. It might however be useful to keep them in mind when discussing the origin
of the discrepancy between our model-free determination of scattering lengths from the data
(Global/Extended fit) and the narrow strip prediction (Scalar) [329]. The origin of the narrow
strip is more easily understood from eq. (3) of ref. [329]:

2a0
0 − 5a2

0 =
3M2

π

4πF 2
π

(

1 +
1

3
M2

π〈r2〉s +
41

12
ξ

)

+ δa = 0.57158 + 0.05541

(

〈r2〉s
0.61 fm2

)

+ δa , (6.42)

where δa = O(m3). It is worth stressing that the O(p6) contribution δa is essential for the
numerical coherence of eq. (6.42). If the O(p6) contribution δa is dropped, eq. (6.42) reduces to
the O(p4) low-energy theorem [249] relating 2a0

0−5a2
0 and 〈r2〉s. This model-independent O(p4)

relation is represented in fig. 6.10 as a straight oblique band corresponding to the estimate of
the scalar radius 〈r2〉s = 0.61 ± 0.04 fm2.
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Scalar Global

a0
0 0.218 ± 0.013 0.2279 ± 0.012

a2
0 -0.0449 ± 0.0033 -0.0382 ± 0.0038

2a0
0 − 5a2

0 0.660 ± 0.011 0.647 ± 0.015

δa 0.033 ± 0.012 0.020 ± 0.015

Table 6.2: Values of δa required for satisfying eq. (6.42) and the estimate 〈r2〉s = 0.61± 0.04 fm2. The
correlation between a0

0 and a2
0 has been taken into account to compute the error on 2a0

0 − 5a2
0.

In order to reproduce the prediction of ref. [286]: 2a0
0−5a2

0 = 0.663±0.006, either the scalar
radius should be as large as 1.01 fm2, or the O(p6) correction δa should move the O(p4) straight
oblique band up to the curved strip along the bottom of the Universal Band, reproduced in
fig. 6.10 from ref. [329]. If we believe the estimate 〈r2〉s = 0.61±0.04 fm2, and if eq. (6.42) should
hold inside the Scalar or the Global ellipse, δa should take the values indicated in tab. 6.2. The
O(p6) correction amounts thus to 5% in the Scalar case, and 3% in the Global one. As shown
in more detail in ref. [42], this is still consistent with the crude order of magnitude estimate
from resonance saturation, provided the effective mass scale MS characteristic of the scalar
channel contributions is reduced by a factor 2: MS ∼ 500 MeV. This could indeed be a rather
natural (though rough and qualitative) way how to account for the exceptional role of the ππ
continuum and of the OZI-rule violation in the scalar channel.

6.3 The two S-wave scattering lengths from NA48/2

6.3.1 First series of fits and the importance of isospin breaking

In 2007, the NA48/2 collaboration [273, 274] issued a series of new, and much more accurate
measurements. These data exhibited a discrepancy with the E865 phase shifts at high ππ
invariant mass sππ. This question is of importance, as the main sensitivity of the fit on a0

0 comes
from these points at high hadronic invariant mass which are well determined experimentally
and constrain the curvature of the solution. It turned out that this discrepancy could be solved
if one corrects the prescription adopted in refs. [271,272] to determine the value of sππ at which
each measured bin should be considered: rather than taking the expectation value of the ππ
mass distribution 〈sππ〉, one should consider the barycenter of the bin (including effects from
other kinematic variables) [325]. This correction shifts the position in the highest mass bin
downward by 11.4 MeV, in the second highest bin downward by 0.8 MeV, and in the lowest
mass bin upward by 2.4 MeV, bringing E865 and NA48/2 data to a better agreement.

If one performs a fit of the corresponding inputs, neglecting correlations between two bins
in the same experiment, we obtain the results displayed in fig. 6.11 and tab. 6.3 8. One can see
that the values of the scattering lengths are significantly different from those expected from two-
loop estimates, leading to very low values of the two-flavour quark condensate and pseudoscalar
decay constant. On the other hand, the two fits (Extended and Scalar) are brought in closer
agreement than previously.

8In the following, we do not consider the Global fit, which is essentially equivalent to the Extended one.
We denote the different versions of the fits with roman numbers I,II,III, according to the added/modified Kℓ4

inputs.
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Extended (II) Scalar (II)

Inputs E865 (correct.) [272] E865 (correct.) [272]

NA48/2 [274] NA48/2 [274]

G.-Saclay [270]

Hoogland(A) [326]

Losty [327]

a0
0 0.245 ± 0.008 0.241 ± 0.005

a2
0 −0.0357 ± 0.0037 −0.0398 ± 0.0015

ρa0
0,a2

0
0.842 0.850

χ2/d.o.f 24.0/28 13.2/15

α 1.63 ± 0.21 1.44 ± 0.010

β 1.10 ± 0.02 1.13 ± 0.01

ραβ 0.337 0.021

λ1 · 103 −3.70 ± 0.57 −3.74 ± 0.10

λ2 · 103 9.02 ± 0.11 9.21 ± 0.04

λ3 · 104 2.36 ± 0.15 2.40 ± 0.04

λ4 · 104 −1.40 ± 0.04 −1.45 ± 0.02

ℓ̄3 −37.9 ± 16.8 −18.3 ± 7.3

ℓ̄4 5.2 ± 0.6 5.9 ± 0.4

X(2) 0.72 ± 0.06 0.76 ± 0.04

Z(2) 0.88 ± 0.03 0.85 ± 0.02

Table 6.3: Subthreshold and LECs once NA48/2 data is included. The central values of the bins in
hadronic invariant mass of E865 have been corrected according to the erratum of ref. [272]. Correlations
between the bins are neglected.

At that stage, it seemed necessary to include isospin-violating corrections [287] in the anal-
ysis of the K+

e4 data, in order to account for the high precision reached by the recent NA48/2
experiment, and to compare with Roy equations built in the isospin limit [288, 289]. It was
supposed then that the effects due to isospin breaking could be factorised into three different
pieces: i) a Coulomb factor resumming effects of virtual photons [276], ii) the Photos program
dealing with the emission of real photons [331,332], iii) corrections due to the mass difference
of charged and neutral particles (in particular pions). This last factor must be assessed theo-
retically. A first step in this direction was performed in refs [287,289], by computing the mass
corrections using the strong chiral Lagrangian with a mass term of electromagnetic origin, but
without including photons as dynamical degrees of freedom [333–335], since these corrections
were already treated by the Coulomb factor and the Photos program.

Once these corrections are applied to the results of NA48/2 [273, 274], they restore the
agreement between the data and the expectations from NNLO χPT. However, this computation
was performed in the framework of χPT itself, and thus is strictly valid only in a limited
range of (a0

0, a
2
0). We will now propose an alternative treatment of this problem, starting

from a dispersive and iterative reconstruction of the K+
e4 decay amplitude, in order to isolate

the contribution due to ππ and πK rescatterings in the isospin-breaking corrections without
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Figure 6.11: Results for the Scalar and Extended fits once the NA48/2 data are included. For compari-
son, the previous results obtained without NA48/2 data are drawn with thin lines (Scalar (blue, dashed),
Global (red, dotted), Extended (black, solid)). The central values of the bins in hadronic invariant mass
of E865 have been corrected according to the erratum of ref. [272]. Correlations between the bins are
neglected.

assuming specific values of the scattering lengths.

6.3.2 Phase-shift analysis of K±
e4 in presence of isospin breaking [J]

In the Standard Model, the amplitudes corresponding to K+
e4 decays are defined from the

matrix element:

Aab
µ (pa, pb; k) = 〈πa(pa)π

b(pb)|iA4−i5
µ (0)|K(k)〉 , (6.43)

of the ∆S = ∆Q = 1 axial current between a (charged or neutral) kaon state and a cor-
responding two-pion state, specifically (K, a, b) ∈ {(K+,+,−), (K+, 0, 0), (K0, 0,−)}. This
matrix element is usually decomposed into form factors 9:

Aab
µ (pa, pb; k) =

1

MK

[

F ab(s, t, u)(pa + pb)µ + Gab(s, t, u)(pa − pb)µ + Rab(s, t, u)(k − pa − pb)µ

]

,

(6.44)

9In the present study, we shall not consider the matrix element of the vector current, related to the axial
anomaly, and described by a single form factor Hab. Moreover, we recall that we define the isospin limit as
Mπ0 → Mπ± and we neglect the superscript ± unless mandatory.
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where s = (pa + pb)
2, t = (k− pa)

2, u = (k− pb)
2 and s+ t+ u = M2

a +M2
b +M2

K + sℓ , with
sℓ ≡ (k − pa − pb)

2 the square of the dilepton invariant mass. One can define the partial-wave
projections of these different form factors, and study the impact of crossing symmetry. One
notices that form factors of “F” and “G” types transform into themselves under crossing. and
the form factors of the “R” type transform into themselves. This result follows from the fact
that the form factors of the “R” type are related to the matrix elements of the divergence of
the current A4−i5

µ (x), and it allows us to focus on “F”- and “G”-type form factors which are

those accessible experimentally. In terms of the form factors F ab(s, t, u) and Gab(s, t, u), this
translates into the decomposition:

F ab(s, t, u) = F ab
S (s, sℓ) +F ab

P (s, sℓ) cos θ+F abs>(s, t, u) , Gab(s, t, u) = Gab
P (s, sℓ) +Gab

> (s, t, u) .
(6.45)

The contributions from higher partial waves are ReFX
> (s, t, u), ReGX

> (s, t, u) ∼ O(E2) and
ImFX

> (s, t, u), ImGX
> (s, t, u) ∼ O(E6), while the contributions from S and P waves are collected

in

F ab
S (s, sℓ) = fab

0 (s, sℓ) − M2
a −M2

b

s
gab
1 (s, sℓ) , (6.46)

F ab
P (s, sℓ) = fab

1 (s, sℓ) − M2
K − s− sℓ

s

λ
1/2
ab (s)

λ
1/2
ℓK (s)

gab
1 (s, sℓ) , Gab

P (s, sℓ) = gab
1 (s, sℓ) .(6.47)

In these expressions, λab(s) ≡ λ(s,M2
a ,M

2
b ), λℓK(s) ≡ λ(s,M2

K , sℓ), where λ(x, y, z) = x2 +
y2 + z2 − 2xy − 2yz − 2xz denotes the Källen function. In the data analysis of K±

e4 decays,
these form factors are expressed as:

F+−

S (s, sℓ) ≡ f0(s, sℓ) = eiδs(s,sℓ) fs(s, sℓ), (6.48)

F+−

P (s, sℓ) ≡ f1(s, sℓ) − M2
K± − s− sℓ

λ1/2(s, sℓ,M
2
K±)

σ±(s) g1(s, sℓ) = eiδp(s) fp(s, sℓ), (6.49)

G+−

P (s, sℓ) ≡ g1(s, sℓ) = eiδp(s) gp(s, sℓ), (6.50)

where σ(s) =
√

λ(s,M2
π ,M

2
π)/s =

√

1 − 4M2
π/s. One should note that the phases may depend

on the two invariant masses s and sℓ. In practice the P -wave does depend only on s. Indeed
for that particular wave, in the available kinematical range and due to Bose symmetry, there
can only be one single intermediate state produced by a π+π− pair. Consequently, the Watson
theorem does apply even in the presence of isospin breaking and it explains also the appearance
of a common phase δp(s) for FP and GP .

In the isospin limit, the phase δs(s, sℓ) does not depend on sℓ either, and following Watson
theorem, it can be identified with the I = 0, S-wave phase δ0(s) of pion-pion scattering carried
by the partial wave f0(s, sℓ), On the other hand δp(s) is the I = 1, P -wave phase δ1(s),
carried by the partial waves f1(s, sℓ) and g1(s, sℓ), respectively. It should be stressed that,
even in the isospin limit, this identification holds only upon neglecting the contributions from
higher partial waves. This issue has been addressed in ref. [336], where it was found that the
corresponding error from higher partial waves on δ0 − δ1 measured in K+

e4 decay is less than
1 mrad. Isospin-breaking effects will certainly not modify this result in a substantial manner,
since the kinematical and chiral suppressions of the higher partial waves responsible for the
smallness of this correction will remain operative. We will thus consider that:

δs(s, sℓ) = δ0(s) + ∆δs(s, sℓ) , δp(s) = δ1(s) + ∆δp(s), (6.51)

where ∆δs,p represent isospin-breaking corrections.
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6.3.3 Isospin-breaking contributions to the phase shifts [J]

As detailed earlier, one can extract the difference δs(s, sℓ)− δp(s) from the angular analysis of
the K+

e4 decay. In order to access the phase difference δ0(s)− δ1(s) defined in the isospin limit,
it is necessary to evaluate the correction term ∆δs(s) − ∆δp(s), which can be computed at
two-loop order as a function of the ππ scattering lengths. As an illustration, let us consider the
(S or P ) partial wave projection of a form factor describing the decay into the π+π− channel,
assuming a chiral expansion of the form:

f+−(s) = eiδ
+−(s) |f+−(s)| =

(0)

f
+−

+
(2)

f
+−

(s) +
(4)

f
+−

(s) , +O(E6) , (6.52)

where
(n)

f
+−

(s) = O(En). The LO contribution
(0)

f is a real number. The phase of the form
factor has itself a chiral expansion starting at O(E2):

δ+−(s) =
Im

(4)

f
+−

(s)
(0)

f
+−

(s)

+







Im
(2)

f
+−

(s)
(0)

f
+−

(s)

− Im
(2)

f
+−

(s)]
(0)

f
+−

(s)

Re
(2)

f
+−

(s)]
(0)

f
+−

(s)






+ O(E6) . (6.53)

The imaginary part of the form factor is given by unitarity in terms of the relevant ππ inter-
mediate states, i.e., in the present case, the two channels π+π− and π0π0:

Im f+−(s) = Re {t+−(s)(f+−)∗(s)}σ±(s) + Re
{

tx(s)(f00)∗(s)
} 1

2
σ0(s), (6.54)

where σ0(s) =
√

λ(s,M2
π0 ,M2

π0)/s =
√

1 − 4M2
π0/s, while t+− and tx represent the ππ partial

waves for the π+π− → π+π− and π0π0 → π+π− amplitudes, and are defined from the amplitude
as10:

AX(s, t) = 16π
∑

l

(2l + 1)tXl (s)Pl(cos θ). (6.55)

The S and P ππ partial waves have a chiral expansion starting at ∼ O(E2):

Re tX(s) = ϕX(s) + ψX(s) + O(E6) , Im tX(s) ∼ O(E4) . (6.56)

The phase shifts read:

δs(s) = σ(s) [ϕ+−

0 (s) + ψ+−

0 (s)] (6.57)

+
1

2
σ0(s)

(0)

f
00
0

(0)

f
+−

0











ϕx
0(s)






1 +

Re
(2)

f
00
0 (s, se)
(0)

f
00
0

− Re
(2)

f
+−

0 (s, se)
(0)

f
+−

0






+ ψx

0 (s)











+ O(E6) ,

δp(s) = σ(s) [ϕ+−

1 (s) + ψ+−

1 (s)] + O(E6) . (6.58)

We thus see that the phase of the two-loop form factor only depends on the real part on
the form factors at one loop (first line of eq. (6.57), and on the real part of the (S and P )
ππ partial-waves at two loops (eq. (6.58) and second line of eq. (6.57)). Moreover, eqs. (6.57)-
(6.58) confirm that in presence of isospin breaking, i.e. Re f00(s, sℓ) 6= Re f+−(s, sℓ), the phase
of the form factors is not only a function of the hadronic invariant mass s, but depends also
on the leptonic invariant mass sℓ. Typical diagrams contributing to the discontinuities of the
form factors and of the scattering amplitudes are drawn in figs. 6.12 and 6.13.
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Figure 6.12: K+
e4 form factors. First row: LO contribution, and contribution at one loop from unitarity

in the s-channel. Second row: typical rescattering diagrams involved in the reconstruction of the K+
e4

form factors in the t- and u-channels.

Figure 6.13: ππ scattering: LO contribution and some of the contributions at one loop from unitarity.

In the isospin limit (and denoting the quantities in this limit with a tilde), these expressions
reduce to

δ0(s) = σ(s)

[(

ϕ̃
+−

0 (s) − 1

2
ϕ̃

x
0(s)

)

+

(

ψ̃
+−

0 (s) − 1

2
ψ̃

x
0(s)

)]

+ O(E6),

δ1(s) = σ(s)
[

ϕ̃
+−

1 (s) + ψ̃
+−

1 (s)
]

+ O(E6). (6.59)

Therefore the corrections to the phases generated by isospin-breaking corrections are:

∆δs(s) = σ(s)

[

(

ϕ+-

0 (s) − ϕ̃
+−

0 (s)
)

− 1

2

(

ϕx
0(s) − ϕ̃

x
0(s)

)

]

+σ(s)

[

(

ψ+−
0 (s) − ψ̃

+−

0 (s)
)

− 1

2

(

ψx
0 (s) − ψ̃

x
0(s)

)

]

+
1

2
[σ0(s) − σ(s)]

(0)

f
00
0

(0)

f
+−

0

[ϕx
0(s) + ψx

0 (s)] +
1

2






1 +

(0)

f
00
0

(0)

f
+−

0






σ(s) [ϕx

0(s) + ψx
0 (s)]

10Notice that the normalisation factor is 16π, instead of the usual 32π, due to the loss of generalised Bose
symmetry in the presence of isospin breaking; in the case of states composed of two identical pions, the corre-
sponding symmetry factor is included in the phase-space term occurring in the expression of the discontinuity
of the partial waves.
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+
1

2
σ0(s)

(0)

f
00
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(0)

f
+−

0
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0(s)







Re
(2)

f
00
0 (s, se)
(0)

f
00
0

− Re
(2)

f
+−

0 (s, se)
(0)

f
+−

0






+ O(E6), (6.60)

∆δp(s) = σ(s)
[(

ϕ+−
1 (s) − ϕ̃

+−

1 (s)
)

+
(

ψ+−

1 (s) − ψ̃
+−

1 (s)
)]

+ O(E6). (6.61)

In the case of the P -wave phase, Bose symmetry precludes a contribution from the π0π0

intermediate state, and the isospin-breaking corrections are therefore universal: they only
involve the phase of the ππ scattering amplitudes and they can be expressed in terms of the ππ
scattering lengths. The situation is more involved in the case of the phase of the S wave, since
in addition to the universal, process-independent, contribution from ππ rescattering (first two
lines in eq. (6.60)), there is also a piece which depends on the form factors of the process under
consideration, due to the presence of a second intermediate two-pion state (last two lines in
eq. (6.60)). In particular, we notice the presence of the ratio of normalisations:

(0)

f
00
0

(0)

f
+−

0

= −
(

1 +
3

2R

)

, R =
ms − m̂

md −mu
, (6.62)

which in ref. [288] is seen as arising from π0 − η mixing induced by the difference md −mu.

We need therefore two different ingredients from our dispersive analysis of isospin-breaking
corrections for K+

e4 form factors: the two-loop ππ scattering amplitudes and the one-loop K+
e4

form factors, both in presence of isospin breaking. At this stage, we should stress the differ-
ence between our work and one-loop computations of K+

e4 form factors performed within χPT
including isospin breaking [337, 338]. We study these form factors focusing on rescattering
effects, in order to extract information on the ππ scattering lengths with as few assumptions
as possible. The dispersive framework that we adopt here allows us to single out the terms
corresponding to ππ rescattering in the chiral expansions, and thus to determine the impact
of rescattering even when the ππ scattering lengths do not have values close to the ones ex-
pected in χPT. We will match this description to the chiral expression of the K+

e4 amplitude in
order to assess the size of the contributions whose dynamics is not related to ππ rescattering.
This separation allows a more general treatment of ππ rescattering compared to the chiral
computations currently available, and it is the main outcome of our dispersive analysis.

6.3.4 Illustration of the reconstruction theorem [J]

These results set the stage for the construction of two-loop representations of the pion form
factors and scattering amplitudes in the low-energy regime. This is achieved trough a two-step
recursive process summarised in fig. 6.3. Chiral counting provides the initial seed, namely that
at lowest order the form factors reduce to real constants, to be identified by their values at
s = 0, while the ππ scattering amplitudes consist of O(E2) polynomials of at most first order in
the Mandelstam variables. This initial input, together with unitarity, fixes the discontinuities of
the form factors and of the amplitudes at next-to-leading order. One can easily build functions
exhibiting the same cuts, identified with the complete one-loop expressions up to a subtraction
polynomial of at most first order (second order) in s (in the Mandelstam variables) in the case
of the form factors (scattering amplitudes). In turn, these one-loop expressions provide the
discontinuities at next-to-next-to-leading order through unitarity, and thus the form factors
and amplitudes themselves at order O(E6), up to a polynomial ambiguity of second order in s
(third order in the Mandelstam variables). In the case of the ππ scattering amplitudes, crossing
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imposes further restrictions on the possible terms that may appear in these polynomials. Notice
that the presence of these polynomials reflect the fact that the cut functions are only specified by
their analytical properties (in particular, their discontinuities). This leaves room for polynomial
ambiguities in the expressions of these functions, and the maximal degree of the polynomials
is then limited by chiral power counting.

As an illustration of the method, let us take π+π− → π+π− scattering:

A+−(s, t, u) = P+−(s, t, u) (6.63)

+ [W+−

0 (s) + 3(t− u)W+−

1 (s)] + [W+−

0 (t) + 3(s− u)W+−

1 (t)] +W++

0 (u) + O(E8),

where the third order polynomial P+−(s, t, u) is symmetric under exchange of s and t. The three
functions W+−

0,1 (s) and W++

0 (s), similar to those introduced in eq. (6.16), have cut singularities

along the real s axis, starting at s = 4M2
π0 and at s = 4M2

π , respectively. The corresponding
discontinuities read:

ImW+−

0,1 (s) = 16πIm t+−

0,1(s) θ(s− 4M2
π0) , ImW++

0 (s) = 16πIm t++

0 (s) θ(s− 4M2
π ). (6.64)

The unitarity condition for the three ππ partial waves involved then leads to:

1

16π
ImW+−

0 (s) = σ(s) |t+−

0 (s)|2 θ(s− 4M2
π) +

1

2
σ0(s) |tx0(s)|2 θ(s− 4M2

π0) + O(E8) ,

1

16π
ImW+−

1 (s) = σ(s) |t+−

1 (s)|2 θ(s− 4M2
π) + O(E8) ,

1

16π
ImW++

0 (s) =
1

2
σ(s) |t++

0 (s)|2 θ(s− 4M2
π) + O(E8). (6.65)

where txℓ denote the π+π− → π0π0 partial-wave amplitudes and t+− and t++ denote the
corresponding elastic amplitudes. The reason why only the lowest S and P partial waves play
a role in these expressions follows from the chiral counting for the partial waves:

Re tℓ(s) ∼ O(E2), ℓ = 0, 1, Re tℓ(s) ∼ O(E4), ℓ ≥ 2, (6.66)

Im tℓ(s) ∼ O(E4), ℓ = 0, 1, Im tℓ(s) ∼ O(E8), ℓ ≥ 2. (6.67)

We can make use of the chiral expansion for the real parts of the ℓ = 0, 1 partial waves, for
values of s corresponding to the cut on the positive real axis,

Retℓ(s) = ϕℓ(s) + ψℓ(s) + O(E6), |tℓ(s)|2 = [ϕℓ(s)]
2 + 2ϕℓ(s)ψℓ(s) + O(E8) , (6.68)

for ℓ = 0, 1, with ϕℓ(s) ∼ O(E2) and ψℓ(s) ∼ O(E4). The functions W (s) only have a right-
hand cut, that coincides with the right-hand cut of the corresponding S and P ππ partial-wave
projections. This structure is in agreement with the analyticity properties of the ππ scattering
amplitudes A(s, t, u) required by unitarity and crossing.

At the lowest order in the chiral expansion, the ππ scattering amplitudes in the relevant
channels read:

Ax(s, t) = − βx

F 2
π

(

s− 2

3
M2

π − 2

3
M2

π0

)

− αxM
2
π0

3F 2
π

A+−(s, t) =
β+−

F 2
π

(

s+ t− 8

3
M2

π

)

+
2α+−M

2
π0

3F 2
π

.

(6.69)
The various parameters, like βx, that occur in these expressions are free, in the sense that
they are not fixed by general principles (analyticity, unitarity, crossing, and chiral symmetry).

144



6.3. THE TWO S-WAVE SCATTERING LENGTHS FROM NA48/2

From these amplitudes, the partial wave projections are obtained as Refℓ(s) = ϕℓ(s) +O(E4),
ℓ = 0, 1, with:

ϕx
0(s) = − βx

16πF 2
π

(

s− 2

3
M2

π − 2

3
M2

π0

)

− αxM
2
π0

48πF 2
π

, ϕ+−

0 (s) =
β+−

32πF 2
π

(

s− 4

3
M2

π

)

+
α+−M

2
π0

24πF 2
π

,

ϕ+−

1 (s) =
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96πF 2
π

(

s− 4M2
π

)

, ϕ++

0 (s) = − β+−

16πF 2
π

(

s− 4

3
M2

π

)

+
α+−M

2
π0

24πF 2
π

. (6.70)

Applying the formulae given above, and recalling that at the one-loop order |tℓ(s)|2 = [ϕℓ(s)]
2+

O(E6), one easily obtains the expressions for the unitarity parts of the various amplitudes, up to
a polynomial ambiguity that can be reabsorbed into the corresponding subtraction polynomial
P+−(s, t, u):

W+−

0 (s) = [16πϕ+−

0 (s)]2 J̄(s) +
1

2
[16πϕx

0(s)]2 J̄0(s) ,

W+−

1 (s) =
β2
+−

36F 4
π

(

s− 4M2
π

)

J̄(s) , W++

0 (s) =
1

2
[16πϕ++

0 (s)]2 J̄(s) . (6.71)

We have introduced the well-known functions J̄0(s) and J̄(s) defined by the following dispersive
integrals

J̄0(s) =
s

16π2

∫ ∞

4M2
π0

dx

x

1

x− s− i0
σ0(x), J̄(s) =

s

16π2

∫ ∞

4M2
π

dx

x

1

x− s− i0
σ(x). (6.72)

These functions correspond to the standard one-loop integrals subtracted at s = 0 [21] intro-
duced in sec. 3.3.2.Taking into account the symmetry properties of the corresponding ampli-
tudes, the polynomial ambiguity of this representation may be written as:

P+−(s, t, u) =
β+−

F 2
π

(

s+ t− 8

3
M2

π

)

+
2α+−M

2
π0

3F 2
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+
λ

(1)
+− + λ

(2)
+−

F 4
π

[

(s− 2M2
π)2 + (t− 2M2

π)2
]

+
2λ

(2)
+−

F 4
π

(u− 2M2
π)2 (6.73)

At this stage, we have therefore obtained the amplitude A+− at one loop in terms of a few
subtraction constants (αX , βX , λ’s), by inserting eqs. (6.71) and (6.73) in eq. (6.63). At this
stage, we have completed one whole cycle of the procedure described in fig. 6.3.

For the computation of the isospin-breaking correction to the phase shifts eqs. (6.60)-(6.61),
we need to determine not only the one-loop amplitude, but more specifically the one-loop
corrections ψ+−

0 (s), ψ+−

1 (s) to the ππ S and P partial wave projections. The starting point of
this less straightforward computation is provided by the following formulae, obtained as the
partial-wave expansion of eq. (6.63):

ψ+−

0 (s) =
λ
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+− + λ

(2)
+−

F 4
π

(

s− 2M2
π

)2
+
λ
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+− + 3λ
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π

(

s2 − 2sMπ + 4M4
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)

(6.74)

+
1

32π
[16πϕx

0(s)]2 Re J̄0(s) +
1

16π
[16πϕ+−

0 (s)]2 Re J̄(s)

+
1

32π

1

s− 4M2
π

∫ 0

t−(s)
dt [16πϕx

0(t)]2 J̄0(t)
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+
1
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with t−(s) = −(s − 4M2
π). The partial-wave projection integrals can actually be performed

analytically [43, 305, 339]. We obtain thus the π+π− → π+π− in terms of a set of subtraction
constants (αX , βX , λ). We may use the same framework to consider other amplitudes relevant
for the phase-shift analysis of K+

e4 decays in eqs. (6.57)-(6.58), namely the various ππ → ππ
scattering amplitudes (up to one loop, and their partial-wave projection) as well as the Kℓ4

form factors up to one loop (and their partial-wave projection). The latter will involve not only
the ππ → ππ scattering amplitudes, but also the (tree-level) πK → πK scattering amplitudes,
which will involve new subtraction constants.

The previous dispersive constructions generate subtraction polynomials with unspecified
coefficients. In the case of the form factors, these coefficients may be identified with their
slopes and curvatures. In the case of the ππ scattering amplitudes, they can be expressed
in terms of the subthreshold parameters occurring in the expansions of these amplitudes as
Taylor series around the center of the Mandelstam triangle. This was the option considered
in the isospin symmetric case in ref. [305] and briefly recalled in sec. 6.1.3. By no means,
however, is this choice a necessity. It has, for instance, become customary to rather let the
scattering lengths play a prominent role. They have a more direct physical interpretation than
the subthreshold parameters, and are thus considered as more “experimentalist friendly”. We
can therefore also provide expressions where the subtraction polynomials are given in terms
of the two S-wave I = 0 and I = 2 scattering lengths, a0

0 and a2
0, in the isospin limit. In the

isospin symmetric situation, this provides an alternative to the choice made in ref. [305]. The
two formulations are equivalent, up to corrections that are of higher order. In the situation
where isospin is broken, this allows us to discuss the size of the corresponding corrections to
the phases of the form factors in terms a0

0 and a2
0. This second option is of course the most

interesting in the present context, where these scattering lengths are the quantities one would
eventually like to determine from the data.

6.3.5 Dispersive estimate of the isospin-breaking corrections [J]

We have now all the elements needed to compute the isospin-breaking corrections encoded in
eqs. (6.60)-(6.61), expressed in terms of (integrals of) loop integrals and a set of subtraction
constants related to ππ scattering, πK scattering and K+

e4 form factors. The phase shifts
δs,ps(s, sℓ) are thus functions of several types of subtraction parameters [43]:
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• the ππ → ππ subtraction constants aX , bX , λ
(1)
X , λ

(2)
X for X = 00, x,+−,+0,++ can be

obtained by matching the dispersive representation of ππ scattering amplitudes with the
one-loop chiral expansion of the amplitudes including isospin breaking [340, 341]. The
subtraction constants are then expressed in terms of a0

0, a
2
0 and Nf = 2 LECs (l̄1,2,6

and k̂i). We trade l̄3,4 for a0
0 and a2

0 in the evaluation of the scattering amplitude, using
eqs. (6.21)-(6.22), since we want to investigate values of (a0

0, a
2
0) different from the χPT

predictions.

• the K+ → ππℓν subtraction constants πY
0,1,2,3 for Y = +−, 00 can be obtain by matching

the dispersive representation with the one-loop expression of the form factors with isospin
breaking [337,338,341]. One gets the subtraction constants in terms of Nf = 3 LECs Li,

K̂i and the ratio R = ms−m̂
md−mu

.

• the πK → πK subtraction constants ãZ , b̃Z for Z = x,+−, 00 (where x denotes the
channel π0K̄0 → π+K−) are obtained by considering πK scattering at tree level including

isospin breaking. They are expressed in terms of a
1/2
0 , a

3/2
0 , (πK), a0

0, a
2
0 (ππ), and the

ratio R.

With a very large set of data in the various decay channels for both the moduli and the
phases of the form factors, one could in principle imagine to determine all the subtraction con-
stants involved in the previous expressions. Our goal here will be more modest. We will assume
that the values of the subtraction constants can be determined with a reasonable accuracy us-
ing one-loop χPT in the same way as in ref. [287], i.e., a strong chiral Lagrangian supplemented
with counterterms responsible for the mass difference between neutral and charge pseudoscalar
mesons, but without dynamical photons. One has thus to (re)compute the one-loop ππ scat-
tering amplitudes and K+

e4 form factors in this setting, and match onto the dispersive repre-
sentation to obtain the expression of the subtraction constants. For our evaluation, we use
estimates for the involved various LECs, which are collected in tab. 6.4. For the strong LECs
ℓ̄i and Li, we take the estimates in refs. [158, 183], taking logMπ± in the definition of ℓ̄i. For
the Nf = 3 counterterms Li, we take the central values of the so-called O(p4) fit in ref. [183],
and assign an uncertainty of ±0.5 · 10−3 to each of the LECs. For the electromagnetic coun-
terterms k̂i and K̂i, we use resonance estimates obtained in χPT [118,342] even though virtual
photons are not included in the theory considered here. Since the Nf = 3 electromagnetic

counterterms K̂i have only a very limited impact on ∆, we keep them fixed and do not assume

any range of variation. Finally, for the scattering parameters a
1/2
0 , a

3/2
0 , we use the values from

the analysis of Roy-Steiner equations for πK scattering [44]. All our analysis involves values
of the subtraction constants computed at the first order in isospin breaking.

We compute the difference with respect to the isospin limit case Mπ0 → Mπ± : ∆ =
[δs− δ00 ]− [δp− δ11 ] (in milliradians), where we identify the LO and NLO contributions ∆2δ and
∆4δ. Moreover, in ∆4δs we separate the part stemming from unitarity and involving only ππ
scattering, ∆U

4 δs, and the process-dependent part depending on the form factors ∆F
4 δs:

∆ = [∆2δs + ∆U
4 δs + ∆F

4 δs] − [∆2δp + ∆4δp] , (6.76)

keeping only the first order in isospin breaking. In the kinematical regime accessible to K+
e4

experiments, the contributions to the isospin-breaking correction are collected in tab. 6.5 and
the resulting correction plotted in fig. 6.14 for the reference values:

sℓ = 0 , a0
0 = 0.225 , a2

0 = −0.0382 , a
1/2
1 = 0.144 , a

1/2
3 = −0.0287 , R = 37 .

(6.77)
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i ℓ̄i [158] i k̂i · 103 [342] i Li(Mρ) · 103 [183] i K̂i(Mρ) · 103 [118]

1 -0.4± 0.6 1 8.4 ± 6.3 1 1.12 ± 0.5 1 -2.71

2 4.3±0.1 2 3.4± 6.3 2 1.23 ± 0.5 2 0.69

6 16.0 ± 0.9 3 2.7± 6.3 3 -3.98± 0.5 3 2.71

4 1.4± 6.3 4 1.50± 0.5 4 1.38

5 11.6± 6.3 5 1.21± 0.5 5 11.59

6 3.9± 6.3 6 1.17± 0.5 6 2.77

8 -1.4± 6.3 8 -0.36± 0.5 12 -4.2

12 0 9 0.62± 0.5

Table 6.4: Values of the LECs used for the estimate of the subtraction constants. Note that we have
expressed ℓ̄3,4 in terms of a0

0 and a2
0 as explained in the text, and consequently these quantities do not

appear here.

E (MeV) ∆2δs ∆U
4 δs ∆F

4 δs ∆2δp ∆4δp ∆ [43] NA48/2 corr. [274]

286 15.75 0.06 -0.82 0.01 -0.00 14.98 12.54

296 12.91 0.07 -1.33 0.02 -0.00 11.62 11.56

305 12.52 0.06 -1.73 0.04 -0.01 10.80 11.54

313 12.60 0.03 -2.09 0.07 -0.01 10.47 11.76

322 12.88 -0.01 -2.45 0.09 -0.02 10.32 12.07

331 13.27 -0.06 -2.83 0.12 -0.03 10.25 12.44

340 13.75 -0.13 -3.25 0.15 -0.04 10.21 12.87

351 14.36 -0.23 -3.76 0.19 -0.05 10.17 13.38

365 15.17 -0.37 -4.43 0.25 -0.07 10.12 14.04

390 16.80 -0.72 -5.82 0.37 -0.12 9.90 15.32

Table 6.5: Decomposition of the isospin-breaking correction to the difference of phase shifts δs − δp,
with the S- and P -wave contribution at one and two loops according to our dispersive approach. All
values are in milliradians. The reference values a0

0 = 0.225, a2
0 = −0.0382, R = 37 were used for the

evaluation of the subtraction constants (see the text for more details). For comparison, the correction
used in ref. [274] and based on the χPT estimate in ref. [289] is indicated in the last column.

corresponding to central points in the analysis of Roy and Roy-Steiner equations for ππ and
πK scatterings respectively [42, 44, 251] as well as the value for the isospin breaking in quark
masses covering the range of values obtained from various sources (Dashen theorem [186],
ρ − ω mixing [343] and baryon spectrum [344], η → 3π [345, 346]). We observe that the
contribution from the P -wave is very small. Moreover a cancellation occurs between the NLO
contributions due to unitarity and form factors, which brings ∆ close to the LO asymptotic
value 7

32πF 2
π
[M2

π± − M2
π0 ] (∼ 10 mrad) for energies above 0.3 GeV. In the reference point

eq. (6.77), the agreement with ref. [289] is good at intermediate energies, but our prediction at
the higher end of the allowed range for hadronic invariant mass is smaller in magnitude than
that in ref. [289].
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Figure 6.14: On the left : isospin-breaking correction ∆ for the reference values eq. (6.77) of the input
parameters. The small variation corresponds to the variation of R = 35 ± 7. On the right : χPT
estimate of the same correction from ref. [289].
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Figure 6.15: Variation of the isospin-breaking correction ∆ when varying a0
0 (top) and a2

0 (bottom) by
20% respectively compared to their reference values eq. (6.77).
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Figure 6.16: Uncertainty on the isospin-breaking correction ∆ from the variation of the LECs for the
reference values eq. (6.77).

The dependence of ∆ on a
1/2
0 and a

3/2
0 turns out to be negligible, and that on R is rather

weak. We are now in a position to rediscuss the dependence on sℓ, already stressed in sec. 6.3.2
in the case of the phase shifts. There is indeed a dependence on sℓ in the partial-wave projection
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of the Ke4 form factors, and more precisely, a singularity at the edge of the allowed kinematic
range sℓ → (MK−√

s)2. In this limit, the hadronic and the leptonic pairs have both a vanishing
three-momentum in the rest frame of the decaying kaon, and the projection over the partial
waves cannot be defined in a meaningful way (since the angle involves the line of flight of the
ππ pair in the K rest frame). However, this singularity blows up only very close to the edge of
the available range for sℓ, and it should affect only weakly the experiments whose acceptance
decreases as one gets closer to the endpoints of the kinematic ranges. For instance, at the
reference point eq. (6.77), if we vary s between 4M2

π and 0.19 GeV2 (which is the range for
which NA48/2 has enough acceptance to collect data) and sℓ between m2

e and 0.95·(MK−√
s)2,

∆ does not change by more than 11%. Even though the dependence of ∆ on sℓ is not very
strong, it would be interesting to have the NA48/2 phase shifts by bins of s and sℓ in order to
apply the isospin-breaking correction that we have just computed.

The dependence of ∆ on a0
0 and a2

0 is not negligible, as can be seen in fig. 6.15. The
uncertainties related to the inputs of the LECs are indicated in fig. 6.16, and come mostly
from the SU(2) electromagnetic LECs k̂i and the SU(3) strong LECs L1,2,3. A numerical
parametrisation of the correction ∆ and the uncertainty stemming from LECs is provided in
app. A.4.2 under the form ∆(s, sℓ, a

0
0, a

2
0, R) ± δ∆(s).

6.3.6 Re-analysis of NA48 results

We can use our computation of the isospin-breaking correction ∆ = [δs − δ00 ] − [δp − δ11 ] to
perform an analysis of the available phase shifts from K+

e4 decays, namely the old Geneva-
Saclay experiment, BNL-E865 experiment and NA48/2 [270, 271, 273, 274]. We perform the
two Scalar and Extended fits, correcting through a χ2 function including the isospin-breaking
corrections:

χ2
iso−corr(a

0
0, a

2
0, θ0, θ1) =

∑

i

([δ00 − δ11 ]
Roy(sexp

i ) − [δs − δp]
exp
i ) + ∆)2

(σexp
i )2 + (δ∆)2

+

(

θ0 − 82.3◦

3.4◦

)2

+

(

θ1 − 108.9◦

2◦

)2

+

(

R− 37

5

)2

+ χ2
intial , (a

0
0, a

2
0, θ0, θ1) , (6.78)

where χ2
initial contains either the constraint of the scalar radius of the pion eq. (6.35) or I = 2

data eq. (6.32). We evaluated ∆ at sℓ = 0, since it has a negligible impact on the value of ∆
in most of the kinematic range. We have corrected only I = ℓ = 0 and I = ℓ = 1 partial waves
for isospin-breaking corrections. A similar correction should also be performed for I = 2, ℓ = 0
data if data of sufficiently good quality were obtained in this channel – however the discussion
of isospin correction would be quite different from the one presented here, as this kind of data
can be obtained only from production experiments. The results of the fit are presented in
fig. 6.17, and tab. 6.6. We notice several appealing features in the results. First, the inclusion
of isospin-breaking corrections brings back the scattering length a0

0 into the domain of χPT
expectations. Moreover, we see that the two types of fits are getting in closer agreement, and
the previous 1-σ disagreement observed previously has disappeared.

We have also performed a fit including the constraint from the cusp in K± → π±π0π0

decays [275, 276], based on the theoretical treatment of ref. [347] of a non-relativistic theory
including real and virtual photons:

a0
0 − a2

0 = 0.2571(48)(29) , a2
0 = −0.0241(129)(96) , ρa0

0−a2
0,a2

0
= −0.774 , (6.79)

where we combined statistics and systematics in quadrature to include this piece information in
the fit called “All”, also described in fig. 6.17, and tab. 6.6, in good agreement with the Scalar
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and Extended fits, and slightly more accurate. The three fits all point towards a saturation of
Nf = 2 chiral series by their leading orders (two-flavour quark condensate and decay constant),
even though the value of ℓ̄3 remains a bit low compared to its estimates around 4, described
in sec. 3.3.5.

It is quite interesting to compare these results with the ones obtained by the NA48/2
collaboration [276]:

[NA48/2] Kℓ4 : a0
0 = 0.2220 ± 0.0128stat ± 0.0050syst ± 0.0037th , (6.80)

a2
0 = −0.0432 ± 0.0086stat ± 0.0034syst ± 0.0028th ,(6.81)

[NA48/2] Kℓ4 + (K → 3π) : a0
0 = 0.2210 ± 0.0047stat ± 0.0040syst , (6.82)

a2
0 = −0.0429 ± 0.0044stat ± 0.0028syst , (6.83)

using the isospin-breaking corrections in ref. [274], based on the χPT estimate in ref. [289]
One should also recall the result obtained in ref. [302] following a different approach, detailed
in sec. 6.1.2: each partial wave was parametrised through a conformal mapping on which
dispersive constraints similar to Roy equations were imposed, including experimental data up
to 1100 MeV:

[GarciaMartin et al.] : a0
0 = 0.221 ± 0.009 , a2

0 = −0.043 ± 0.008 . (6.84)

We see that all fits lead to the same constraints on a0
0 and a2

0 and thus, on the pattern of
Nf = 2 chiral symmetry breaking. As indicated in sec. 3.6.1, this puts strong constraints on
the values of r, that cannot be too close to r1 ≃ 8, indicating that the framework of Generalized
χPT [159] is not particularly suited to deal with ππ scattering.

6.4 Summary

We have discussed the determination of the pattern of chiral symmetry breaking in the Nf = 2
chiral limit, which is tested essentially through ππ scattering. Several pieces of information
are available, from production experiment and processes involving the rescattering of ππ final
states. A particularly efficient tool to exploit these data consists in Roy equations, a set of
dispersion relations that exploits unitarity and crossing symmetry to constrain the structure of
the low-energy ππ amplitude, dominated by S- and P -waves. Given inputs at higher energies,
one can solve these equations and provide solutions in terms of two subtraction constants
identified with the S-wave scattering lengths a0

0 and a2
0. In this boundary-value problem, an

essential input consists in the values of the ππ phase shifts at the matching point, i.e. the
frontier between low energy (where the Roy equations are solved) and high energy (where data
is available). We extended the framework of ref. [251] to include explicitly the dependence of
the solutions on the phase shifts at the matching point.

These solutions can be compared to different sources of experimental information for low-
energy ππ scattering, in particular the cusp in the invariant mass plot of the Dalitz plot for
K± → π±π0π0, the lifetime of pionium atoms, and the angular analysis of Kℓ4 decays. The
latter play a prominent role due to the accuracy reached successively by the E865 and NA48/2
experiments, which were able to determine the difference of the phase shifts between I = ℓ = 0
and I = ℓ = 1 partial waves. One can combine this piece of information either with a theoretical
input (the scalar radius of the pion and its connection with a0

0 and a2
0 at NNLO in Nf = 2

χPT) or with some experimental information (for instance, the available data in the I = 2,
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Figure 6.17: Results for the Scalar and Extended fits once NA48/2 data is included and isospin-breaking
corrections are taken into account. For comparison, the previous results obtained without NA48/2 data
are drawn with thin lines (Scalar (blue, dashed), Global (red, dotted), Extended (black, solid)). The
central values of the bins in hadronic invariant mass of E865 have been corrected according to the
erratum of ref. [272]. Correlations between the bins are neglected.

ℓ = 0 channel). At the time of the first E865 analysis, the two methods led to slightly different
results (1-σ discrepancy) especially concerning the value of a2

0. Once the scattering lengths
are determined, one can reconstruct the ππ scattering amplitude in the subthreshold region
where Chiral Perturbation Theory is expected to converge quickly. The fit including data
from the I = 2 ℓ = 0 channel led to rather low values of the two-flavour quark condensate
(X(2) = 0.81 ± 0.08) compared to the fit including the theoretical constraint coming from the
scalar radius of the pion.

The advent of new data from the NA48/2 collaboration led to a reassessment of these con-
clusions at several levels. First, there was a discrepancy between the two experiments at high
ππ invariant mass, which turned out to be related to an inappropriate definition of the center
of the bins by the E865 collaboration. Second, the accuracy of the data of the NA48/2 collabo-
ration obliged to consider effects that had been neglected before, namely radiative corrections.
In particular, if the effect of virtual and real photons is taken into account in the experimental
analysis, one has also to correct for the isospin-breaking difference of mass between the neutral
and the charged pions, and the corresponding breakdown of Watson’s theorem. It becomes
mandatory to correct the data for such an effect before comparing them with the solutions of
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Extended (III) Scalar (III) All

Isospin brkg Corrected Corrected Corrected

Inputs E865 corr. [272] E865 corr. [272] E865 corr. [272]

NA48/2 [274] NA48/2 [274] NA48/2 [274]

G.-Saclay [270] G.-Saclay [270]

Hoogland(A) [326] Hoogland(A) [326]

Losty [327] Losty [327]

NA47/2 Cusp [276]

a0
0 0.227 ± 0.009 0.222 ± 0.006 0.222 ± 0.005

a2
0 −0.0398 ± 0.0039 −0.0439 ± 0.0018 −0.0411 ± 0.0029

ρa0
0,a2

0
0.873 0.906 0.802

χ2/d.o.f 27.2/28 15.7/15 28.6/30

α 1.30 ± 0.21 1.12 ± 0.12 1.19 ± 0.14

β 1.09 ± 0.02 1.11 ± 0.01 1.09 ± 0.02

ραβ 0.329 0.068 0.408

λ1 · 103 −3.71 ± 0.59 −3.92 ± 0.10 −3.48 ± 0.50

λ2 · 103 8.93 ± 0.11 9.13 ± 0.04 8.90 ± 0.10

λ3 · 104 2.31 ± 0.15 2.31 ± 0.03 2.37 ± 0.13

λ4 · 104 −1.39 ± 0.04 −1.45 ± 0.02 −1.40 ± 0.04

ℓ̄3 −11.8 ± 11.6 0.6 ± 5.6 −4.9 ± 4.6

ℓ̄4 4.2 ± 0.6 4.9 ± 0.3 4.1 ± 0.4

X(2) 0.83 ± 0.06 0.86 ± 0.05 0.86 ± 0.04

Z(2) 0.88 ± 0.03 0.86 ± 0.02 0.89 ± 0.02

Table 6.6: Subthreshold and LECs once NA48/2 data is included and isospin-breaking corrections are
taken into account. The central values of the bins in hadronic invariant mass of E865 have been corrected
according to the erratum of ref. [272]. Correlations between the bins are neglected.

the Roy equations derived in the isospin limit. We illustrated the importance of this effect by
performing fits including the NA48/2 and E865 data without applying any further correction:
the various fits get in better agreement than before, but with values of a0

0 much larger than
expected in two-flavour χPT: the two-flavour condensate contributes only by 3/4 to the chiral
series of F 2

πM
2
π , and F (2)2 is 15% below F 2

π .

Isospin breaking corrections due to mass effects have been computed within χPT [289]
and indicate that they would restore the agreement with chiral expectations. However, these
corrections, being computed within χPT, are strictly valid only in a limited region of (a0

0, a
2
0),

and may change significantly when the scattering lengths are varied. We have adopted a slightly
different approach, incorporating the effect of rescattering (governed by a0

0 and a2
0) up to two

loops through a dispersive framework, and we match the resulting amplitude to the chiral
expansion to estimate the size of the subtraction constants. In the S-wave, we can identify
two different isospin-breaking corrections to the phase shifts: a universal part, due to isospin-
breaking in ππ rescattering, and a process-dependent one, coming from the isospin-breaking
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in the form factors. In the case of Kℓ4 the two contributions tend to compensate, leading to a
correction for δs − δp in broad agreement with the χPT evaluation of ref. [289] for the values
of the scattering lengths where they can be compared, even though our estimate tends to be
smaller at large invariant masses.

Once applied to the Kℓ4 data, the isospin-breaking correction brings back the scattering
lengths in very good agreement with two-loop χPT predictions whichever fit procedure is
chosen. One can also include information from the cusp in K → 3π in order to narrow
the uncertainty on the scattering lengths further. In all case, the two-flavour order parameters
saturate the pion mass and decay constants chiral series very efficiently, even though the value of
ℓ̄3 remains a bit low compared to the original estimates. This disfavours clearly the Generalized
scenario with a small Nf = 2 quark condensate, and indicates that the pattern of chiral
symmetry breaking two-flavour chiral limit mu = md = 0 and ms physical is dominated by the
Nf = 2 quark condensate.
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After having investigated the pattern of chiral symmetry breaking in theNf = 2 chiral limit,
we turn to the Nf = 3 chiral limit mu = md = ms = 0, and focus on πK scattering in order
to determine the corresponding chiral order parameters. The situation is less favourable than
for ππ scattering: at the theoretical level, the predictions involve more low-energy constants
(LECs) are potentially affected by larger higher-order corrections, and at the experimental
level, low-energy data is more scarce.

However, the same dispersive approach as in the previous chapter can be used to con-
strain the structure of the πK scattering amplitudes at low energies. The situation is more
complicated because of the existence of two different scattering amplitudes, and the crossed
channel (ππ → KK̄) is different from the one considered here (πK → πK). We can write
down two different kinds of dispersion relations, keeping t fixed or the product us fixed, and
project them onto partial waves in the s- and t-channels to determine the low partial waves
in terms of high-energy data. In analogy to the ππ scattering, we express everything in terms

of two subtraction constants, identified to the S-wave scattering lengths a
1/2
0 and a

3/2
0 . The

corresponding Roy-Steiner equations prove powerful to extract information on πK scattering
from data at intermediate energies. One can study the range of validity of these dispersion
relations (validity of the Mandelstam double spectral representation, range of the partial-wave
expansion). We choose appropriate matching points for πK → πK and ππ → KK̄ scatterings
separating the low- and high-energy regions, so that there is only one solution for both kinds of

partial waves in the low-energy region. Physical requirements put further constraints on a
1/2
0

and a
3/2
0 so that the solutions are not only continuous, but also smooth at the matching points.

Once these constraints have been derived, it is possible to determine the shape of the πK
scattering amplitudes including non-physical (subthreshold) regions, where it can be matched
to the chiral expansions of these amplitudes. We can then extract information on some of the
LECs of Nf = 3 Chiral Perturbation Theory (χPT), and in particular on L4 and L6.

The elastic ππ- and πK-scattering amplitudes enjoy rather unique properties because pions
and kaons are the lightest particles in the QCD spectrum. The analytic structure of the
amplitudes is simple, free from anomalous thresholds, and elastic unitarity holds in both direct
and crossed channels in the low-energy region. An additional useful property of the S matrix
element for elastic scattering is that a resonance manifests itself not only as a pole on the second
Riemann sheet, but also as a zero on the first sheet. This has been used as in conjunction with
ππ Roy equations to confirm the existence of the σ meson in the ππ scattering amplitude and
its mass and width have been determined quite accurately [133]. We will follow here the same
method as in ref. [133] and show from Roy-Steiner equations that the existence of the scalar
K∗

0 (800) resonance (also called κ), corresponding to a pole in the S matrix, can be established
using a) the available experimental data and b) general properties of analyticity, unitarity and
crossing symmetry of two-body scattering amplitudes. 1

1This chapter is based on the following articles:

[K] P. Büttiker, SDG, and B. Moussallam, A new analysis of πK scattering from Roy and Steiner type

equations, Eur. Phys. J. C33 (2004) 409 [44]

[L] SDG and B. Moussallam, The K∗0(800) scalar resonance from Roy-Steiner representations of πK scat-

tering, Eur.Phys.J. C33 (2004) 409-432 [45]
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7.1. DERIVATION OF THE ROY-STEINER EQUATIONS

7.1 Derivation of the Roy-Steiner equations

7.1.1 Definitions [K]

Firstly, we define from the pion and kaon masses [348]:

m± = MK ±Mπ, Σ = M2
K +M2

π , ∆ = M2
K −M2

π . (7.1)

Isospin symmetry will always be assumed here, so that there are two independent πK ampli-
tudes F I(s, t), with isospin I = 1/2 and I = 3/2. Making use of s − u crossing, the I = 1/2
amplitude can be expressed in terms of the I = 3/2 one:

F 1/2(s, t, u) = −1/2F 3/2(s, t, u) + 3/2F 3/2(u, t, s) . (7.2)

It is convenient to introduce the amplitudes F+ and F− which are, respectively, even and odd
under s− u crossing. In terms of isospin amplitudes, they are defined as:

F+(s, t, u) =
1

3
F 1/2(s, t, u)+

2

3
F 3/2(s, t, u) , F−(s, t, u) =

1

3
F 1/2(s, t, u)− 1

3
F 3/2(s, t, u) . (7.3)

The partial-wave expansion of the πK isospin amplitudes is defined as:

F I(s, t) = 16π
∑

l

(2l + 1)Pl(zs)f
I
l (s) . (7.4)

where Pl(z) are the standard Legendre polynomials and zs is the cosine of the s-channel scat-
tering angle:

zs = 1 +
2st

λs
with λs = (s−m2

+)(s−m2
−) . (7.5)

In a similar way we can expand F+ and F−, and the corresponding partial-wave projections are
denoted by f+

l (s) and f−l (s). The amplitudes can be projected over the partial waves through:

f I
l (s) =

s

16πλs

∫ 0

−λs/s
dt Pl(zs)F

I(s, t) . (7.6)

The values of the amplitudes at threshold define the S-wave scattering lengths, with the follow-
ing conventional normalization aI

0 = 2f I
0 (m2

+)/m+ (and similarly for a±0 in terms of f±0 (m2
+)).

Under s− t crossing, one generates the I = 0 and I = 1 ππ → KK amplitudes:

G0(t, s, u) =
√

6F+(s, t, u) , G1(t, s, u) = 2F−(s, t, u) . (7.7)

The partial-wave expansion of the ππ → KK amplitudes is defined as:

GI(t, s) = 16π
√

2
∑

l

(2l + 1)[qπ(t)qK(t)]lPl(zt)g
I
l (t) , (7.8)

where the summation runs over even (odd) values of l for I = 0 (I = 1) due to Bose symmetry
in the ππ channel. In this expression the momenta qπ, qK and the cosine of the t-channel
scattering angle zt are given by:

qP (t) =
1

2

√

t− 4m2
P , zt =

s− u

4qπ(t)qK(t)
. (7.9)

The relations between these partial-wave amplitudes and the S-matrix elements are easily
worked out:

[

SI
l (s)

]

πK→πK
= 1 + 2i

√
λs

s
θ(s−m2

+)f I
l (s) , (7.10)

[

SI
l (t)

]

ππ→KK
= 4i

(qπ(t)qK(t))l+1/2

√
t

θ(t− 4M2
K)gI

l (t) . (7.11)
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7.1.2 Fixed-t based dispersive representation [K]

To derive Roy-Steiner equations, we assume the validity of the Mandelstam double-spectral
representation [349]:

A(s, t, u) =
1

π2

∫ ∞

(Mπ+MK)2
dt′
∫ ∞

4M2
π

dt′
ρst(s

′, t′)
(s′ − s)(t′ − t)

(7.12)

+
1

π2

∫ ∞

(Mπ+MK)2
du′

∫ ∞

4M2
π

dt′
ρtu(t′, u′)

(t′ − t)(u′ − u)
+

1

π2

∫ ∞

(Mπ+MK)2
ds′
∫ ∞

(Mπ+MK)2
du′

ρtu(t′, u′)
(t′ − t)(u′ − u)

,

from which one can derive a variety of dispersion relations (DRs) for one variable 2. According
to the Froissart bound [350], two subtractions are needed at most for F+ and one subtraction
for F− (because s − u can be factored out in the latter case). More detailed information
about asymptotic behaviour is provided by Regge phenomenology [291], according to which
two subtractions are indeed necessary for F+ while an unsubtracted DR is expected to converge
for F−. However, convergence is rather slow in the latter case since the integrand behaves like
(s′)−3/2 asymptotically. Therefore, we choose to make use of a once-subtracted DR for F− in
order to improve the convergence and reduce the sensitivity to the high-energy domain.

Fixed-t DRs for F+ and F− can be written in the following form:

F+(s, t) = c+(t) +
1

π

∫ ∞

m2
+

ds′
[

1

s′ − s
+

1

s′ − u
− 2s′ − 2Σ − t

λs′

]

ImF+(s′, t) .

F−(s, t)

s− u
= c−(t) +

1

π

∫ ∞

m2
+

ds′
[

1

(s′ − s)(s′ − u)
− 1

λs′

]

ImF−(s′, t) . (7.13)

These expressions involve two unknown functions of t: c+(t) and c−(t). The basic idea for
determining these functions is to invoke crossing [285,351], which can be implemented in various
ways: for instance, one can use fixed-s or fixed-(s − u) DRs. It turns out that DRs at fixed
us provide the largest domain of applicability (these relations, sometimes called hyperbolic
DRs, were exploited in ref. [352]). We start with a special set of hyperbolic DRs (more general
hyperbolic DRs will be considered later) in which us = ∆2, along the trajectory:

s ≡ s∆(t) = 1/2

(

2Σ − t+
√

(t− 4M2
π)(t− 4M2

K)

)

,

u ≡ u∆(t) = 1/2

(

2Σ − t−
√

(t− 4M2
π)(t− 4M2

K)

)

. (7.14)

According to Regge theory [291], the function F+(s∆, t) satisfies a once-subtracted DR
which is slowly converging. Like in the case of the fixed-t DR for F−, we choose to improve
the convergence by using a twice-subtracted representation, whereas the function F−(s∆, t) is
expected to satisfy an unsubtracted DR which is well converging:

F+(s∆, t) = 8πm+a
+
0 + b+t+

1

π

∫ ∞

m2
+

ds′
[

2s′ − 2Σ + t

λs′ + s′t
− 2s′ − 2Σ − t

λs′

]

ImF+(s′, t′∆)

+
t2√
6π

∫ ∞

4M2
π

dt′

(t′)2(t′ − t)
ImG0(t′, s′∆) ,

2For the πK amplitude, the existence of fixed-t DR can be established on more general grounds in a finite
domain of t [290].
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F−(s∆, t)

s∆ − u∆
=

8πm+a
−
0

m2
+ −m2

−
+

1

π

∫ ∞

m2
+

ds′
[

1

λs′ + s′t
− 1

λs′

]

ImF−(s′, t′∆)

+
t

2π

∫ ∞

4M2
π

dt′

t′(t′ − t)
Im

G1(t′, s′∆)
√

(t′ − 4M2
π)(t′ − 4M2

K)
. (7.15)

In these equations, we have used the following notation: s′∆ = s∆(t′) and t′∆ = 2Σ−s′−∆2/s′,
together with the relation (s′ − s∆(t))(s′ − u∆(t)) = λs′ + s′t .

These representations involve three subtraction constants: the two scattering lengths a+
0 ,

a−0 and an additional parameter denoted b+. One can eliminate the latter by combining two
slowly convergent sum rules for a−0 and b+ into a rapidly convergent sum rule:

b+ =
8πm+a

−
0

m2
+ −m2

−
− 1

π

∫ ∞

m2
+

ds′

λs′
Im

[

F+(s′, t′∆) + F−(s′, t′∆)
]

+
1

π

∫ ∞

4M2
π

dt′

t′
Im





G0(t′, s′∆)√
6t′

− G1(t′, s′∆)

2
√

(t′ − 4M2
π)(t′ − 4M2

K)



 . (7.16)

Why does this sum rule converge more quickly ? In the first integral, the combination F++F−

appears, which is the amplitude for the process π+K− → π+K−. The asymptotic region of
the integrand corresponds to s→ ∞, u→ 0. The amplitude in this region is controlled by the
Regge trajectories in the u−channel which is exotic, leading to a fast decrease of the integrand.
In the second integral, the high-energy tail involves the combination 1√

6
G0(t′, s′)−1/2G1(t′, s′)

for t′ → ∞ and s′ → 0. The leading Regge contributions are generated by the K∗∗ and K∗

trajectories [291]:

lim
t→∞, s→0

Im

[

1√
6
G0(t, s) − 1/2G1(t, s)

]

= βK∗∗(s)tαK∗∗ (s) − βK∗(s)tαK∗ (s) . (7.17)

This difference would vanish if Regge trajectories satisfied exactly the property of exchange
degeneracy. In nature, this property is not exact but it has long been observed to be approxi-
mately fulfilled, which should lead to a significant suppression of the integrand at high energies.
Therefore, the two integrals involved in eq. (7.16) are expected to converge quickly, providing
a determination of b+ with only a mild sensitivity to high energies.

Combining the two dispersive representations eqs. (7.13) and (7.15) for the amplitudes F+

and F−, the subtraction functions in eqs. (7.13) get determined in terms of the two S-wave
scattering lengths and we obtain the following representation for the two amplitudes:

F+(s, t) = 8πm+a
+
0 + b+t+

1

π

∫ ∞

m2
+

ds′
[

1

s′ − s
+

1

s′ − u
− 2s′ − 2Σ + t

λs′ + s′t

]

ImF+(s′, t) (7.18)

+
1

π

∫ ∞

m2
+

ds′
[

2s′ − 2Σ + t

λs′ + s′t
− 2s′ − 2Σ − t

λs′

]

ImF+(s′, t′∆) +
t2√
6π

∫ ∞

4M2
π

dt′

(t′)2(t′ − t)
ImG0(t′, s′∆) ,

F−(s, t) =
8πm+a

−
0

m2
+ −m2

−
(s− u) +

1

π

∫ ∞

m2
+

ds′
[

1

s′ − s
− 1

s′ − u
− s− u

λs′ + s′t

]

ImF−(s′, t) (7.19)

+(s− u)

{

1

π

∫ ∞

m2
+

ds′
[

1

λs′ + s′t
− 1

λs′

]

ImF−(s′, t′∆) +
t

2π

∫ ∞

4M2
π

dt′

t′(t′ − t)
Im

G1(t′, s′∆)
√

(t′ − 4M2
π)(t′ − 4M2

K)

}

,
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where the parameter b+ is to be expressed in the terms of the sum rule eq. (7.16). The domain
of applicability of this representation is limited by the domain of validity of the fixed−t DRs,
eq. (7.13). In sec. 7.2, we will show that the fixed-t DRs hold for t < 4M2

π , which enables
us to perform the projection of eq. (7.18) on πK → πK partial waves. We will also need a
representation which is valid for t ≥ 4M2

π in order to obtain equations for the ππ → KK̄ partial
waves. For this purpose, we now consider a family of hyperbolic DRs.

7.1.3 Fixed us dispersive representation [K]

Let us consider a general family of hyperbolic DRs for which us = b is fixed. b is a parameter
with (a priori) arbitrary values and should not be confused with the subtraction constant
b+ introduced in the previous section. We write down a twice-subtracted representation for
F+(sb, t) and a once-subtracted one for F−(sb, t):

F+(sb, t) = f+(b) + th+(b) +
1

π

∫ ∞

m2
+

ds′
[

2s′ − 2Σ + t

λb
s′ + s′t

− 2s′ − 2Σ − t

λb
s′

]

ImF+(s′, t′b)

+
t2√
6π

∫ ∞

4m2
π

dt′

t′2(t′ − t)
ImG0(t′, s′b) , (7.20)

F−(sb, t)

sb − ub
= f−(b) +

1

π

∫ ∞

m2
+

ds′
[

1

λb
s′ + s′t

− 1

λb
s′

]

ImF−(s′, t′b) +
t

2π

∫ ∞

4m2
π

dt′

t′(t′ − t)
Im

G1(t′, s′b)
s′b − u′b

,

with the notation s′b =
(

2Σ − t′ +
√

(2Σ − t′)2 − 4b
)

/2, t′b = 2Σ − s′ − b/s′, λb
s′ = (s′)2 −

2Σs′ + b. The representations eqs. (7.20) are a generalization of the DRs eqs. (7.15) derived
for us = ∆2. They involve three unknown functions of b: f+(b), f−(b) and h+(b) (which
generalize the subtraction constants of eqs. (7.15)). The two functions f+(b), f−(b) can be
determined by matching eqs. (7.20) with the representations eqs. (7.18) at the point t = 0
(which lies inside their domain of validity). Next, the function h+(b) can be expressed as
a rapidly convergent sum rule analogous to eq. (7.16). Putting things together, one finally
obtains the following representations involving the two S-wave scattering lengths a+

0 , a−0 as the
only arbitrary constants:

F+(sb, t) = 8πm+

(

a+
0 + t

a−0
m2

+ −m2
−

)

+
t

π

∫ ∞

4m2
π

dt′

t′

[

ImG0(t′, s′b)√
6(t′ − t)

− Im
G1(t′, s′b)
2(s′b − u′b)

]

+
1

π

∫ ∞

m2
+

ds′
{

2s′ − 2Σ + t

λb
s′ + s′t

ImF+(s′, t′b) −
2s′ − 2Σ

λb
s′

Im [F+(s′, t′b) − F+(s′, 0)]

− t

λb
s′

Im [F−(s′, t′b) − F−(s′, 0)] − 2s′ − 2Σ

λs′
ImF+(s′, 0) − t

λs′
ImF−(s′, 0)

}

,

F−(sb, t)

sb − ub
=

8πm+a
−
0

m2
+ −m2

−
+

t

2π

∫ ∞

4m2
π

dt′

t′(t′ − t)
Im

G1(t′, s′b)
s′b − u′b

(7.21)

+
1

π

∫ ∞

m2
+

ds′
{

1

λb
s′ + s′t

ImF−(s′, t′b) −
1

λs′
ImF−(s′, 0) − 1

λb
s′

Im [F−(s′, t′b) − F−(s′, 0)]

}

.

These representations will allow us to perform projections on the t-channel partial waves for
t ≥ 4M2

π .
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Figure 7.1: Representation of the integration paths in the Mandelstam plane, used in the dispersive
representations at fixed t (left) and the hyperbolic ones at fixed u · s (right). In both cases, m denotes
Mπ and M denotes MK .

7.1.4 Roy-Steiner equations [K]

Roy-Steiner equations can now be obtained by performing the partial-wave projections of the
dispersive representations obtained above. Projecting eqs. (7.18) on the l = 0, 1 πK → πK
amplitude we get the first four equations:

Re f
1/2
l (s) = k

1/2
l (s) +

1

π

∫ ∞

4M2
π

dt′
{

K0
l0(s, t

′)Im g0
0(t

′) + 2K1
l1(s, t

′)Im g1
1(t

′)
}

+ d
1/2
l (s) (7.22)

+
1

π
−
∫ ∞

m2
+

ds′
∑

l′=0,1

{

(

δll′
λs

(s′ − s)λs′
− 1

3
Kα

ll′(s, s
′)
)

Im f
1/2
l′ (s′) +

4

3
Kα

ll′(s, s
′)Im f

3/2
l′ (s′)

}

,

Re f
3/2
l (s) = k

3/2
l (s) +

1

π

∫ ∞

4M2
π

dt′
{

K0
l0(s, t

′)Im g0
0(t

′) −K1
l1(s, t

′)Im g1
1(t

′)
}

+ d
3/2
l (s)

+
1

π
−
∫ ∞

m2
+

ds′
∑

l′=0,1

{

(

δll′
λs

(s′ − s)λs′
+

1

3
Kα

ll′(s, s
′)
)

Im f
3/2
l′ (s′) +

2

3
Kα

ll′(s, s
′)Im f

1/2
l′ (s′)

}

,

The domain of validity in s of these equations is given by eq. (7.32) below. In these
equations, the terms kI

l (s) contain the contributions associated with the subtraction constants:

kI
0(s) = 1/2m+a

I
0 +

λs

32πs

(

−b+ + (−3I +
7

2
)

8πm+a
−
0

m2
+ −m2

−

3s+m2
−

s−m2
−

)

,

kI
1(s) =

λs

96πs

(

b+ + (−3I +
7

2
)

8πm+a
−
0

m2
+ −m2

−

)

. (7.23)

The equations involve three kinds of kernels Kα
ll′(s, s

′), KI
ll′(s, t

′), and Kσ
ll′(s, s

′) (which
appear only in the driving terms dI

l ), and their expression can be found in ref. [44]. The
analyticity properties of the partial-wave amplitudes f I

l (s) can be recovered by considering
these various kernels. The terms dI

l (s) are the so-called driving terms in which the contributions
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from the partial waves with l′ ≥ 2 are collected:

dI
l (s) =

1

π

∫ ∞

4M2
π

dt′
∑

l′≥1

{

K0
l2l′(s, t

′)Im g0
2l′(t

′) + (−3I +
7

2
)K1

l2l′+1(s, t
′)Im g1

2l′+1(t
′)
}

(7.24)

+
1

π

∫ ∞

m2
+

ds′
∑

l′≥2

{

(

Kσ
ll′(s, s

′) +
2

3
(I − 1)Kα

ll′(s, s
′)
)

Im f
1/2
l′ (s′) +

1

3
(−2I + 5)Kα

ll′(s, s
′)Im f

3/2
l′ (s′)

}

.

with further kernels Kσ
ll′(s, s

′) appearing in the driving terms only [44].
In order to obtain a closed system of equations we now need two equations yielding the real

parts of g0
0(t) and g1

1(t) valid for positive values of t. They can be obtained by projecting the
family of fixed−us DRs of eqs. (7.21). Using the relation between the cosine of the t-channel
scattering angle zt and the parameter b:

z2
t =

(2Σ − t)2 − 4b

(2Σ − t)2 − 4∆2
, (7.25)

the projection is carried out by using:

g0
0(t) =

√
3

16π

∫ 1

0
dzt F

+(sb, t) , g1
1(t) =

4
√

2

16π

∫ 1

0
dzt z

2
t

F−(sb, t)

sb − ub
. (7.26)

This yields the following two equations for g0
0, g

1
1:

g0
0(t) =

√
3m+

2

(

a+
0 +

ta−0
m2

+ −m2
−

)

+
t

π

∫ ∞

4m2
π

dt′

t′
Im g0

0(t
′)

t′ − t
− 3

√
6

8

t

π

∫ ∞

4m2
π

dt′

t′
Im g1

1(t
′)

+
1
∑

l′=0

1

π

∫ ∞

m2
+

ds′
[

G+
0l′(t, s

′)Im f+
l′ (s′) + tG−

0l′(t, s
′)Im f−l′ (s′)

]

+ d0
0(t) .

g1
1(t) =

2
√

2m+a
−
0

3(m2
+ −m2

−)
+
t

π

∫ ∞

4m2
π

dt′

t′
Im g1

1(t
′)

(t′ − t)

+
1

π

∫ ∞

m2
+

ds′ [G−
10(t, s

′)Im f−0 (s′) +G−
11(t, s

′)Im f−1 (s′)] + d1
1(t) . (7.27)

The two equations (7.27) together with the four equations (7.22) form a complete set of Roy-
Steiner type equations. The domain of validity of the equations for g0

0, g
1
1 is given in eq. (7.33)

below. The corresponding kernels and driving terms can be found in ref. [44].

7.2 Domains of validity [K]

It is important to assess the domains of validity of the dispersive representations discussed in
the preceding section precisely . There are two restrictions for the domain of validity of the
Roy-Steiner equations, both coming from constraints on the values of the arguments of the
spectral functions: they must be real, and they must be defined in unphysical regions through
their partial-wave expansions.

The discussion is based on the assumption that the scattering amplitudes satisfy the Man-
delstam double spectral representation eq. (7.12) [349], i.e., a spectral representation in terms
of two variables which involves three spectral functions ρst(s

′, t′), ρut(u
′, t′) and ρus(u

′, s′). The
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Figure 7.2: Boundaries of the support of the Mandelstam double spectral functions for the πK system.
The variables s, t, u are displayed in units of M2

π.

boundaries of the support of these spectral functions are shown in fig.7.2, with expressions
obtained from the consideration of box diagrams, of the form t = TX(s) for the boundary
X = st, ut, us (the expressions can be found in refs. [44, 45]).

Let us consider first the fixed−t DRs. First, the spectral functions arising in these DRs are
obtained by taking the double spectral Mandelstam representation eq. (7.12) along a particular
path in the Mandelstam plane. In other words, the imaginary parts involved in the single-
spectral representations of the Roy-Steiner equations can be actually written as dispersive
integrals over the double spectral functions ρst, ρut, ρsu. Since the spectral functions involved
in the Roy-Steiner equations must remain real, the lines of constant t must not cross the
double-spectral boundaries. From fig. 7.2 one sees that this condition confines t in the region:
−48M2

π < t < 4M2
π , where the lower bound comes from the boundary associated with ρus and

the upper bound from the one associated with ρst.
The second restriction on the domain of validity arises from the fact that the spectral

function ImF (s′, t) is needed in an unphysical region (except if t = 0) and must thus be
defined using the partial-wave expansion:

Im sF
+(s′, t) ≡ 16π

∑

l

(2l + 1) Im sf
+
l (s′) Pl(z(s

′, t)) , z(s′, t) = 1 +
2s′t
λs′

. (7.28)

As shown by Lehmann [353], the series of Legendre polynomials (7.28) converges when z(s′, t)
lies inside an ellipse whose focal points are located at z(s′, t) = ±1 and whose boundary touches
the nearest singularity of Im sF

+(s′, t):

zmax
s′ = 1 +

2s′Tst(s
′)

λs′
. (7.29)

The point −zmax
s′ of the ellipse corresponds to another value of t given by T ′

st(s) = −λs/s−Tst(s).
For each value of s′, the convergence of the partial-wave expansion is ensured if −zmax

s′ ≤ zs′ ≤
zmax
s′ , i.e., T ′

st(s
′) < t < Tst(s

′). The us boundary provides another similar constraint, but it
turns out to be weaker than that obtained from the st boundary.

The conjunction of the two constraints (reality of the spectral functions and convergence
of the partial expansion) leads to the fact that the fixed-t dispersion relation for πK scattering
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Figure 7.3: Experimental data from ref. [354] for the I = 3/2 S-wave phase shift.

is valid in the range:

[fixed t] : −23M2
π < t < 4M2

π . (7.30)

A similar discussion can be carried out for the set of dispersion relations with us = b
fixed. Firstly, the criterion that the hyperbolas us = b do not intersect a spectral function
boundary yields −700M4

π < b < 1420M4
π , where the lower bound comes from the st boundary

and the upper bound from the us boundary. For the hyperbolic DRs, the spectral functions
ImF±(s′, t′b), ImGI(t′, s′b) are also needed in unphysical regions (unless b = ∆2), so that
the values of b must be restricted to ensure the convergence of the partial-wave expansion.
Considering the Lehman ellipse related to ImF±(s′, t′b) restricts the range to:

[fixed us] : −700M4
π < b < 450M4

π , (7.31)

and no further restriction arises from the Lehman ellipse related to ImGI(t′, s′b).
We can now derive the ranges of validity of the Roy-Steiner equations, which are obtained

by projecting the DRs over partial waves. Let us start with the fixed-t DRs, the projection
over πK partial waves is legitimate provided the range of integration of eq. (7.6) is included
inside the range of validity in t of the DRs. One deduces that the Roy-Steiner equations for
s-channel partial waves (7.22) are valid for:

[f I
l ] : 3M2

π ≤ s ≤ 48M2
π . (7.32)

In the same way, the projection on ππ → KK̄ partial waves is allowed only if the range of
integration of eq. (7.26) lies within the range of validity in b of the fixed−us DRs. The last
two Roy-Steiner equations eq. (7.27) are thus valid for:

[gI
l ] : −15M2

π ≤ t ≤ 70M2
π . (7.33)

7.3 Experimental input [K]

In the previous sections, we have derived a set of Roy-Steiner equations for the s-channel partial
waves for I = 1/2, 3/2 and l = 0, 1, and the t-channel partial waves for (I, l) = (0, 0) and (1, 1),
which we call “lowest” partial waves from now on. We want now to perform a numerical
resolution of these equations following the same approach as that adopted for ππ scattering in
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Figure 7.4: Modulus and phase of the S- and P -partial-waves amplitudes from ref. [354] and the fits in
the region 0.9 ≤ E ≤ 2.5 GeV which are used in the calculations.

sec. 6.1.1. Let us consider these equations in the ranges m2
+ ≤ s ≤ sm and 4M2

π ≤ t ≤ tm. The
upper limits of sm, tm (which will be taken such that the equations are valid i.e. sm ≤ 48M2

π ,
tm ≤ 70M2

π) are the matching points of the Roy-Steiner equations. In order to be able to solve
for the lowest partial waves below the matching points the following input must be provided:
1) the imaginary part of the lowest partial waves for s ≥ sm, t ≥ tm, 2) the imaginary parts
of the l ≥ 2 partial waves above the thresholds and 3) the phases of g0

0(t), g
1
1(t) in the range

4M2
π ≤ t ≤ tm.

For the s-channel partial waves, we choose the matching point at the border of the range
of validity:

sm = 0.935 GeV2 . (7.34)

The reason for this choice is that the experimental data available at present comes from pro-
duction experiments, and one expects the precision to decrease as the energy goes down below
1 GeV (and we will see, for instance, that the I = 3/2 S-wave phase shifts seem rather unre-
liable below 1 GeV). In the t−channel the range of validity extends, as we have seen, up to
tval ≃ 1.36 GeV2 and one could, in principle, choose the matching point anywhere between the
KK threshold and tval. In practice, we choose a value slightly above the KK̄ threshold (see
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Figure 7.5: Inputs for the phase of g0
0 above the ππ threshold and its modulus above the KK threshold.

The data are from refs. [355–357].

sec. 7.4.3):

tm = 1.04 GeV2 . (7.35)

For the lowest partial waves above the matching point, and for the higher partial waves,
we exploit experimental data at intermediate energies E ≤ √

s2 = 2.5 GeV and Regge models
for E >

√
s2. We aim at determining the lowest partial waves below the matching point.

For this purpose, an additional information is needed concerning unitarity. We will make the
usual assumption that elastic unitarity holds exactly below the matching points [358]. In other
terms, in the πK channel the possible couplings to ππK and πππK are assumed to be negligibly
small in the low-energy region. For the S-wave the validity of elastic unitarity was observed
experimentally up to the η′K threshold. In principle, the P -wave can couple to the ππK state
but no such coupling has been detected for the K∗ [137], and potentially important two-body
channels like K∗π, Kρ lie above the matching point. Similarly, in the ππ channel we assume
that the coupling to 4π can be neglected below the KK threshold.

Phase shift analyses of the πK → πK amplitude have been performed based on high-
statistics production experiments KN → KπN by Estabrooks et al. [359] and by Aston et
al. [354]. Earlier results are much less precise and we will not use them in our analysis.
The amplitude π+K+ → π+K+ which is purely I = 3/2 has been measured by Estabrooks
et al. [359]. In practice the I = 3/2 phase shifts are very small in the range E <∼ 2 GeV
except for the S-wave. The amplitude π+K− → π+K− which involves the isospin combination
F c ≡ F 1/2 +F 3/2/2, was measured both in ref. [359] and ref. [354] – the latter experiment has
better statistics and covers a larger energy range. The amplitude F c can be expanded over
partial-waves in the same way as eq. (7.4) and refs. [354,359] provide the phase Φl(s) and the
modulus al(s) of these partial waves: f c

l (s) ≡
√

2l + 1 al(s)e
iΦl(s).

Performing a combined fit of the I = 3
2 partial waves [359] and of the parameters al, Φl [354,

359] one can separate the two isospin partial waves. The fits correspond to a parametrisation
of the partial-wave S-matrices as products of Breit-Wigner S-matrices, allowing for inelasticity
in the I = 1

2 amplitude to set in at the ηK threshold. Inelasticity is found to remain quite
small up to E ≃ 1.5 GeV. The data of Aston et al. and the fits for both al and Φl for l = 0 to
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Figure 7.6: Input for the phase and the magnitude of g1
1. The data shown are from ref. [356] and the

curve is the fit.

l = 5 and energy up to E = 2.5 GeV are shown in fig. 7.4.

A key role is also played by the l = 0 and l = 1 ππ → KK amplitudes, which can be
determined from πN → KKN production experiments in the range t ≥ 4M2

K . We will make use
of the two high-statistics experiments described in Cohen et al. [356] and Etkin et al. [357,360]:
The experiment of Cohen et al. [356] determines the charged amplitude π+π− → K+K−,
thereby providing results for both g0

0 and g1
1. There are several possible solutions but physical

requirements select a single one, called solution II b in ref. [356]. Close to the KK threshold,
the presence of the l = 1 phase allows the authors to accurately determine the l = 0 phase.
The experiment of Etkin et al. concerns the amplitude π+π− → KSKS which is purely I = 0.
Because of the absence of the P -wave in this channel, their determination of the phase of g0

0

close to the threshold (where the D-wave phase is very small) is likely to be less reliable than
that of ref. [356]. Their determination of the magnitude of g0

0 close to the threshold disagrees
with that of Cohen et al. and also with earlier experiments [361]. Consequently, we make the
choice to use the results of Etkin et al. only in the range

√
t ≥ 1.2 GeV. Our input for the

phase of g0
0 is determined as follows:

• Below the KK threshold this phase is identical to the ππ phase shift because of the
elastic unitarity assumption.

• In the range 2Mπ ≤ E ≤ 0.8 GeV we use solutions of the ππ Roy equations. We use the
parametrisation recalled in sec. 6.1.2, together with the scattering lengths corresponding
to the Global fit, with the central values a0

0 = 0.228, a2
0 = −0.0382 3.

• In the range E ≥ 2MK we perform piecewise-polynomial fits of the data of refs. [356,357]

3These values correspond to the fit Global (I) to E865 data alone, see tab. 6.1. The results quoted below are
only marginally affected if we replace this input with the outcome of the fits Extended (III) or All including
NA48/2 data and corrected for isospin-breaking corrections, see tab. 6.6. The main difference occurs in the

uncertainty for a
1/2
0 , that gets reduced by a factor 3 (a

3/2
0 is barely affected) if one uses the fit All instead

of Global (I). A similar reduction in the uncertainties occur for the threshold and subthreshold coefficients
considered here
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Figure 7.7: Comparison of ImF−(s, 0) constructed from experimental data and our Regge asymptotic
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and fixing the threshold value to Φ0
0 = 200± 15 degrees. This range is an educated guess

based on considering the data of Cohen et al. as well as ππ data.

• Finally in the range 0.8 GeV ≤ E ≤ 2MK we perform a fit to the CERN-Munich data
as given by Hyams et al. [355] and to the polarised target production data analyzed by
Kaminski et al. [362].

For the modulus of g0
0, we have performed piecewise polynomial fits to the data of refs. [356,357].

As far as g1
1 is concerned, we use the experimental determination of the ππ P -wave phase in

the range 2Mπ ≤ E ≤ 2MK obtained from the pion vector form factor measured by CLEO [363].
This determination is compatible with the results of the analysis of ππ Roy equations and has
a comparable accuracy. At larger energies, we use the experimental results from Cohen et al.
for the phase and the magnitude of g1

1. The data and the fits are shown in fig. 7.6.
The amplitudes with l ≥ 2 play a much less significant role in our analysis and are suppressed

at low energies. They will be described by simple Breit-Wigner parametrisations associated
with the resonances f2(1200), f ′2(1525), ρ3(1690), f4(2050). Masses and partial decay widths
of these resonances were taken from the PDG [137].

As discussed above, we can make use of the partial-wave expansion and experimental data
up to energies E =

√
s2 = 2.5 GeV for the s- as well as the t-channel. Above that point we use

a description of the amplitudes based on Regge phenomenology. We will content ourselves with
very unsophisticated models (similar to that in ref. [358], including the ρ, K∗ and Pomeron
trajectories) because this energy region turns out to play a very minor role in our analysis. For
illustration we compare in fig. 7.7 the imaginary part of F−(s, 0) resulting from our fit to the
experimental data and the Regge asymptotic form chosen for this analysis.

7.4 Resolution

7.4.1 Solving for ππ → KK̄ partial waves [K]

We have now all the ingredients to solve the set of Roy-Steiner equations. The first step consists
in solving eqs. (7.27) for g0

0, g
1
1. This problem was discussed a long time ago [352, 364] and

we recall the main ideas here for completeness. Elastic unitarity implies that the phases ΦI
l of

these amplitudes:
gI
l (t) ≡ eiΦI

l (t)|gI
l (t)| , (7.36)
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can be identified with the ππ phase shifts δI
l in the unphysical region t < 4M2

K according to
Watson’s theorem, and therefore they are known in principle. In the physical region t ≥ 4M2

K

the phases are determined from experiment as discussed above.
On the other hand, the modulus of the t-channel partial waves is not known below the KK̄

threshold, and must be determined using the equations satisfied by g0
0 and g1

1 which have the
following simple form:

g0
0(t) = ∆0

0(t) +
t

π

∫ ∞

4M2
π

dt′

t′
Im g0

0(t
′)

t′ − t
, g1

1(t) = ∆1
1(t) +

t

π

∫ ∞

4M2
π

dt′

t′
Im g1

1(t
′)

t′ − t
. (7.37)

In sec. 7.2, we have shown that these relations can be used up to t ≃ 1.4 GeV2, which includes
the whole region inaccessible to experiment where |g0

0|, |g1
1| are needed. The quantities ∆I

l (t)
are analytic functions with a left-hand cut along the negative t axis and no right-hand cut, as
can be verified using eqs. (7.27) and the explicit form of the kernels. Determining the moduli
|gI

l (t)| in the range 4M2
π ≤ t ≤ tm from eqs. (7.27) while the phase is known is a standard

Muskhelishvili-Omnès problem [241]. The most general solution involves arbitrary parameters,
the number of which depend on the value of the phase at the matching point. We have chosen
tm to be slightly larger than 4M2

K . The l = 1 phase Φ1
1(tm) is lower than π, which implies that

the solution for g1
1 involves no free parameter. The l = 0 phase, as we argued in the previous

section, satisfies π ≤ Φ0
0(tm) < 2π, such that one free parameter is involved in the solution.

Let us recall the explicit form of the solutions. One first introduces the Omnès function:

ΩI
l (t) = exp

(

t

π

∫ tm

4M2
π

ΦI
l (t

′) dt′

t′(t′ − t)

)

≡ ΩI
l R(t) exp[iΦI

l (t)θ(t− 4M2
π)θ(tm − t)] , (7.38)

where ΩI
l R(t) is real. Then, the solutions of eqs. (7.37) read:

g0
0(t) = ∆0

0(t) +
tΩ0

0(t)

tm − t

[

α0 +
t

π

∫ tm

4M2
π

dt′
(tm − t′)∆0

0(t
′) sinΦ0

0(t
′)

Ω0
0R(t′)(t′)2(t′ − t)

(7.39)

+
t

π

∫ ∞

tm
dt′

(tm − t′)|g0
0(t

′)| sin Φ0
0(t

′)
Ω0

0R(t′)(t′)2(t′ − t)

]

,

g1
1(t) = ∆1

1(t) + tΩ1
1(t)

[

1

π

∫ tm

4M2
π

dt′
∆1

1(t
′) sinΦ1

1(t
′)

Ω1
1R(t′)t′(t′ − t)

+
1

π

∫ ∞

tm
dt′

|g1
1(t

′)| sin Φ1
1(t

′)
Ω1

1R(t′)t′(t′ − t)

]

, (7.40)

It can be shown that the solution satisfies automatically the first matching condition:

lim
ǫ→0

gI
l (tm ± ǫ)|sol = gI

l (tm)|input . (7.41)

At this stage, the formulae (7.39)-(7.40) for g0
0(t), g

1
1(t) involve three parameters: the two

S-wave scattering lengths a
1/2
0 , a

3/2
0 that appear in the expressions for ∆0

0(t), ∆1
1(t) and an

additional parameter α0 which plays a role to be clarified now.

7.4.2 Matching conditions and uniqueness [K]

Once g0
0(t), g

1
1(t) are expressed according to eqs. (7.39) and (7.40), the set of four Roy-Steiner

equations 7.22 becomes a closed set of equations for the four πK partial waves f I
l (s), l = 0, 1,

I = 1/2, 3/2 . The structure of these equations is similar to that of ππ Roy equations: the
kernels consist of a singular Cauchy part and a regular part, and elastic unitarity provides

169



CHAPTER 7. πK SCATTERING

a non-linear relation between Re f I
l (s) and Im f I

l (s). The equations must be solved with the
boundary condition that the solution phase shifts must equate the input phase shifts at the
frontier of the region of resolution (matching condition). Therefore, we can apply the results
in refs. [365, 366] concerning the number of independent solutions in the vicinity of a given
solution. The multiplicity index of one solution is determined by the values of the input phase
shifts at the matching point s = sm (with sm ≃ 0.935 GeV2). The experimental phase shifts
at s = sm lie in the following ranges:

0 < δ
1/2
0 (sm) <

π

2
,
π

2
< δ

1/2
1 (sm) < π, δ

3/2
0 (sm) < 0, δ

3/2
1 (sm) < 0. (7.42)

According to the discussion in ref. [366], the multiplicity index in this situation is m = 0 +
1 − 1 − 1 = −1, to be compared with m = 0 in the case of ππ. This means that our situation
corresponds to a constrained system: a solution will not exist unless the two S-wave scattering
lengths lie on a one dimensional curve.

In practice, however, the phase shift for the I = 3/2, P -wave is extremely small below 1
GeV and the experimental input is not precise enough to implement matching conditions in
this channel in any meaningful way (see fig. 7.13 below). This leads us to treat the I = 3/2
P-wave on the same footing as the partial waves with l ≥ 2. For instance, the dispersive

representations can be projected on l = 2 and used to compute the real part of f
1/2
2 (s) for

s ≤ sm while the contribution of Im f
1/2
2 (s′) for s′ ≤ sm in the integrands is negligibly small

compared to contributions from S- and P -waves; it can be evaluated approximately or even
ignored 4. Dropping one matching condition, the effective multiplicity index becomes m = 0
for πK. The fact that the multiplicity index vanishes means that solutions should exist for

arbitrary values of the two S-wave scattering lengths a
1/2
0 , a

3/2
0 lying in some two-dimensional

region, and each solution is unique.

However, not all solutions are physically acceptable. An acceptable solution must satisfy the
further requirement that it displays no cusp at the matching point [358]. This condition leads
to constraints on the subtraction parameters. First, let us consider the t-channel, for which
we choose the matching point tm to be slightly larger than the KK threshold. As discussed
in the previous section, the solution for g0

0(t) involves one parameter α0. While the continuity
g0
0|sol = g0

0|input is automatically guaranteed by eq. (7.39), the solution g0
0|sol exhibits a sharp

cusp at the matching point in general. Therefore, the no-cusp condition fixes the value of α0.
The same reasoning can be applied to the πK partial waves: imposing the no-cusp condition
to the I = 1/2 S- and P -waves provides two equations which should determine, in principle,

the two scattering lengths a
1/2
0 , a

3/2
0 . In other words, given ideal experimental input data5 with

no errors in the ranges s ≥ sm and t ≥ tm, one should be able to fix exactly the two scattering
lengths by solving the Roy-Steiner equations with the appropriate boundary conditions on the
values and the derivatives of the phase shifts. Obviously, the actual situation is different from
that ideal view: the input data are known with errors and only for discrete values of the energy,
which introduces uncertainties on the boundary conditions and thus on the solutions of the
Roy-Steiner equations.

4A second argument to neglect the low-energy contribution of the imaginary part of this partial wave is
provided by the chiral counting Im f

3/2
1 = O(Im fI

l≥2) = O(p8).
5The data are assumed to be ideal also in the sense that they ensure the existence of a solution to the

equations [366].
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Figure 7.8: Left-hand sides of the Roy-Steiner equations eqs. (7.22) (lines) compared to the right-hand
sides (points) after minimization in the range m2

+ ≤ s ≤ 0.93 GeV2 .

7.4.3 Numerical determination of the solutions [K]

We have described how to solve the Roy-Steiner equations for the ππ → KK̄ partial waves.
Assuming that the input for s > sm is given as well as the input for l ≥ 2 at all energies, our
purpose is to determine the three phase shifts:

δ0(s) ≡ δ
1/2
0 (s), δ1(s) ≡ δ

1/2
1 (s) δ2(s) ≡ δ

3/2
0 (s) (7.43)

in the range m2
+ ≤ s ≤ sm, so that the Roy-Steiner equations represented symbolically as:

Re fa(s) ≡ s

λs
sin(2δa(s)) = Φa[δb, s] , (7.44)

are satisfied up to a certain accuracy. We introduce a set of N mesh points m2
+ < si ≤ sm (N

was varied between 16 and 30, the results were very stable) and characterize the accuracy of
an approximate solution by the measure:

ǫ = max
i,a

|Re fa(si) − Φa[δb, si]| . (7.45)

An exact solution, of course, satisfies ǫ = 0. While it is possible to search directly for minima
of ǫ, a more appropriate quantity for minimization algorithms is the chi-square:

χ2 =
N
∑

i=1

2
∑

a=0

|Re fa(si) − Φa[δb, si] |2 , (7.46)

which we have minimised using the MINUIT package. Approximations to the πK phase shifts
δa(s) are constructed in the form of polynomials or piecewise polynomial parametrisations
similar to that proposed by Schenk [367]. This is essentially the same method as in ref. [358] for
the ππ Roy equations. The parameters are constrained so that the phase shifts are continuous
at the matching point and the no-cusp condition applies to δ0(s) and δ1(s). As discussed in
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Figure 7.9: Comparison of the absolute values of g0
0 and g1

1 obtained from solving the Roy-Steiner
equations and the corresponding experimental input from ref. [356].

sec. 7.4.2, these additional conditions fix the values of the two S-wave scattering lengths, which
are therefore included as two additional parameters in the minimization of the chi-square. The
minimisation yields a χ2 at a few per mille. Seeking a much higher accuracy would be difficult:
all integrals must be evaluated with a numerical precision better than ǫ, and the computation
of the phase shifts involve up to three successive numerical integrations, see eqs. (7.22), (7.38),
(7.39), (7.40)).

The accuracy of the solutions is illustrated in fig. 7.8. In particular, the figure shows that
the left- and right-hand sides of the Roy-Steiner equations still agree with a good accuracy well
above the matching point6. This constitutes a consistency condition as discussed in ref. [358].
We have checked that its fulfillment is a direct consequence of imposing the no-cusp conditions.
At this level, there is a notable difference between the ππ and the πK Roy-Steiner equations.
In the case of ππ scattering [358], it is found that imposing a single no-cusp condition for the
P -wave is sufficient to ensure that the no-cusp condition holds to a good approximation for the
S-waves as well, and the consistency conditions are well satisfied. In the πK case, we find that

it is necessary to impose no-cusp conditions for the two phase shifts δ
1/2
0 (s) and δ

1/2
1 (s). In fact,

even after doing so, we find that a (small) cusp remains for the third phase shift δ
3/2
0 (s). This

does not represent a serious problem, in practice, because this phase shift is not determined
very precisely in the vicinity of the matching point.

Further consistency conditions ought to be considered in the ππ → KK sector. Here as
well, one expects that the Roy-Steiner equations should be approximately satisfied above the
matching point. This point is illustrated in fig.7.9 which compares the moduli of g0

0(t) and
g1
1(t) computed from the Roy-Steiner equations to the experimental input for these quantities.

Very good agreement is observed for g1
1(t). In contrast, we find that the agreement for g0

0(t) is
moderately good. In the range t ≥ 4M2

K we have checked that the unitarity bound |Sππ→KK | ≤
1 is obeyed. Adopting a larger value for the matching point tm improves the input-output
agreement for t > tm but leads to violation of unitarity for t < tm close to the KK threshold.

Our general procedure for evaluating the errors consists in performing variations of the
parameters which enter in the description of the input – making use of the errors on these

6We are then exceeding the strict domain of applicability of the equations but they are still expected to be
satisfied approximately.
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Figure 7.10: Standard error ellipse for the S-wave scattering lengths obtained from solving the Roy-
Steiner equations with boundary conditions. The corresponding ellipse in the χPT calculation at O(p4)
and the current-algebra result are also plotted.

parameters and their covariance matrices as provided by running the MINUIT package. The
experimental errors are assumed to be essentially of statistical origin and the errors at different
energy points are assumed to be independent. Let us discuss first the case of the I = 1/2 S- and
P -waves. It is clear that this part of the input plays a crucial role as it controls the boundary
conditions which determine the two S-wave scattering lengths. To begin with, one notes that
variations of the input in the energy region E >∼ 1.5 GeV has a negligibly small influence, so
we will consider only the energy region

√
sm ≤ E ≤ 1.5 GeV. We have performed two different

kinds of fits in order to check the validity of the determination of the phase shifts, their
derivatives, and the errors obtained from varying the parameters at the matching point E =√
sm. Firstly, we perform “global” fits based on a K-matrix parametrisation with six parameters

for the S-wave and seven parameters for the P -wave (determined such as to minimize the chi-
square in the energy region 0.90 ≤ E ≤ 1.50 GeV). Secondly, we have performed “local”
fits in which one considers separately a small energy region surrounding the matching point
0.90 ≤ E ≤ 1.1 GeV and the remaining energy region, where we approximate the S-wave phase
shift by a quadratic polynomial. Comparing the two fits, the determinations of the phases at
the matching point are in good agreement as well as that of the errors. The determinations
of the derivative of the P -wave agree while those of the derivative of the S-wave are only in
marginal agreement. In this case, we consider the determination from the global fit to be
somewhat more reliable as it has continuity and smoothness built in.

7.5 Results

7.5.1 The πK S-wave scattering lengths [K]

We can now derive the constraints on the S-wave scattering lengths which arise upon solving
the Roy-Steiner equations, making use of the available experimental input above the matching

173



CHAPTER 7. πK SCATTERING

0.12 0.14 0.16 0.18 0.2 0.22 0.24 0.26

m
π
 a

1/2

-0.075

-0.07

-0.065

-0.06

-0.055

-0.05

-0.045

-0.04

-0.035

-0.03

m
π
 a

3
/2

fit A

fit B

fit C

fit D

Roy-Steiner (1-σ)

χPT  p4  (1-σ)

χPT  p2

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

µπK  
/  √

____
 f

K 
fπ

-0.25

-0.2

-0.15

-0.1

-0.05

0

µ πK
  a π+

K
+

χ-PT  (Tree Level)
NPLQCD (MILC coarse)

NPLQCD (MILC large coarse)

NPLQCD (MILC fine)

physical line

π+
K

+
  (I=3/2)

Figure 7.11: On the left: compilation of lattice results for the I = 3/2, ℓ = 0 πK scattering length as
a function of the pion mass, compared to the current algebra prediction (red). On the right: Results
of different NLO fits to the lattice data, compared to χPT and Roy-Steiner equations. Taken from
refs. [314,368].

point. This analysis generates the following results for the scattering lengths aI
0:

Mπ a
1/2
0 ≃ 0.224 ± 0.022, Mπ a

3/2
0 ≃ (−0.448 ± 0.077) 10−1, ρ1/2,3/2 = 0.908 . (7.47)

The one-sigma error ellipse corresponding to the above results for the S-wave scattering lengths
is represented in fig.7.10. The two main sources of uncertainty are a) the πK I = 1/2 S-wave
and b) the ππ → KK I = 0 S-wave. In contrast, the influence of the partial waves with l ≥ 2
(in which the Regge region is also included) is rather modest.

Our results are compatible with the band obtained for a
1/2
0 , a

3/2
0 in ref. [352]. We find a

much smaller allowed region for the scattering lengths simply because we have used considerably
better experimental input for the S- and P -waves: in the work of ref. [352] no data at all were
available for E ≥ 1.1 GeV. Predictions from χPT at O(p4) for the S-wave scattering lengths
were presented in ref. [369]:

[Bernard et al.] : Mπa
1/2
0 = 0.19 ± 0.02 , Mπa

3/2
0 = −0.05 ± 0.02 . (7.48)

Within the errors these results appear compatible with those from the Roy-Steiner equa-
tions. A more refined comparison, however, should take the correlation into account. Com-
puting the correlation parameter under the same assumptions as used in ref. [369] for the
evaluation of the errors one obtains the standard error ellipse shown in fig. 7.10. One observes
that the χPT ellipse is very narrow and does not intersect the corresponding error ellipse re-
sulting from the Roy-Steiner equations 7. If one judges from the size of the O(p4) corrections
as compared to the current algebra result, it seems not unreasonable to attribute the remaining
discrepancy to O(p6) effects. We quote also our results for the two combinations of scattering
lengths proportional to a−0 , a+

0 :

Mπ (a
1/2
0 − a

3/2
0 ) ≃ 0.269 ± 0.015, Mπ (a

1/2
0 + 2a

3/2
0 ) ≃ 0.134 ± 0.037 , (7.49)

7This particular shape reflects two features of the scattering lengths a−
0 and a+

0 in the chiral expansion at
order p4: a) they are essentially uncorrelated (the correlation parameter is ρ−+ ≃ −0.15), b) the error on a−

0 is
very small because it involves a single chiral LEC (L5) which is multiplied by M4

π while a+
0 involves seven chiral

parameters which are multiplied by M2
πM2

K .
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upper (lower) curves are obtained by using the points with the maximal (minimal) values for a
1/2

0 on
this ellipse.

which are of interest in connection with the πK atom: the square of the first combination
is proportional to the inverse lifetime of the atom and the sum of the two combinations is
proportional to the energy shift of the lowest atomic level [370]. For comparison, let us mention
the results for the combinations proportional to a−0 , a+

0 in χPT:

[χPT O(p4)] : Mπ (a
1/2
0 − a

3/2
0 ) ≃ 0.238 ± 0.002, Mπ (a

1/2
0 + 2a

3/2
0 ) ≃ 0.097 ± 0.047 .

(7.50)
The uncertainty affecting a−0 is remarkably small. This, however, could be an artifact of the
O(p4) approximation. It remains to investigate how O(p6) corrections affect this result.

We can also compare these results with the lattice determinations performed in ref. [368]
and detailed in fig. 7.11. As in the ππ I = 2 ℓ = 0 case, the results are found to be in very good
agreement with leading-order (LO) χPT, which seems again a rather fortunate coincidence.
Different fits to next-to-leading-order (NLO) χPT were used in ref. [368] in order to determine
the combinations of LECs involved in the two scattering lengths and reinject this piece of
information:

[Beane et al.] : Mπa
1/2
0 = 0.1725 ± 0.0017+0.0023

−0.0156 , Mπa
3/2
0 = −0.0574 ± 0.0016+0.0024

−0.0058 .
(7.51)

Before we present the results for the amplitudes in the threshold region, a few remarks are
in order concerning the intermediate energy region, that ranges from the threshold up to the
matching point. Experimental data from production experiments exist below 1 GeV, but one
has to keep in mind the possibility that systematic errors may have been underestimated in this
energy region in such experiments. Fig. 7.12 shows the I = 1/2 P -wave phase shift from the
Roy-Steiner equations compared to experiment. The central curve correspond to solving with

a
1/2
0 , a

3/2
0 taken at the center of the ellipse fig.7.10 while the upper and lower curves are obtained

by using the points on the ellipse with the maximal and the minimal values for a
1/2
0 respectively.

The experimental results are seen to deviate from the solutions as the energy decreases from
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the matching point. In particular, the mass of the K∗ (defined such that δ
1/2
1 (MK∗) = π/2))

is predicted from the Roy-Steiner equations as MK∗ = (905± 2) MeV. This result is nearly 10
MeV larger than the mass quoted in ref. [354] (MK∗0 = 896± 0.7 MeV), which is in agreement
with the current values quoted by the PDG review [137] for both neutral and charged mesons:
MK∗0 = 896 ± 0.3 MeV and MK∗+ = 896 ± 0.2 ± 0.8 MeV (determination from τ → KSπντ ,
free from final state interaction problems [371]). This discrepancy is caused in part by isospin
breaking which is not taken into account by the Roy-Steiner equations and could generate an
uncertainty of a few MeV as to the value of the K∗ mass that should come out from solving
the equations8. Besides, even though the K∗ resonance is rather narrow, a slight shift is also
possible depending on the exact mass definition used (Breit-Wigner parametrisation, pole in
the complex plane, particular value of the phase shift. . . ). We will come back to this issue in
sec. 7.6 in the case of the scalar K∗

0 (800) resonance.

The two S-wave phase shifts predicted by the Roy-Steiner equations are shown in fig. 7.13.
For the isospin I = 1/2 the Roy-Steiner solution does not exhibit any of the oscillations
appearing in the data of ref. [359]. For the isospin I = 3/2 phase shift, the experimental data
for E < 0.9 GeV lie systematically below the Roy-Steiner curve, by 2-3 standard deviations.
The Roy-Steiner equations also predict the I = 3/2 P -wave phase shift, the result is shown in
fig.7.13. This phase shift displays the unusual feature that it is positive at very low energy and
changes sign as the energy increases. In the region around 1 GeV the results are in qualitative
agreement with the experimental data of Estabrooks et al.

7.5.2 Threshold and sub-threshold expansion parameters [K]

The behaviour of amplitudes at very small energies is conveniently characterised by sets of
expansion parameters, which are particularly useful for making comparisons with chiral expan-
sions. We consider first the set obtained by performing an expansion around the πK threshold.
These parameters are conventionally defined from the partial-wave amplitudes:

2√
s
Ref I

l (s) = q2l
(

aI
l + bIl q

2 + cIl q
4 + . . .

)

. (7.52)

8For instance, the result depends on the input values for Mπ and MK for which we used Mπ = 0.13957 GeV,
MK = 0.4957 GeV.
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I = 1/2 I = 3/2 (I = 1/2) − (I = 3/2)

M3
π a

I
1 (0.19 ± 0.01)10−1 (0.65 ± 0.44)10−3 (0.18 ± 0.01)10−1

M5
π a

I
2 (0.47 ± 0.03)10−3 (−0.11 ± 0.27)10−4 (0.48 ± 0.01)10−3

m7
π a

I
3 (0.23 ± 0.03)10−4 (0.91 ± 0.30)10−5 (0.14 ± 0.01)10−4

M3
π b

I
0 (0.85 ± 0.04)10−1 (−0.37 ± 0.03)10−1 0.12 ± 0.01

M5
π b

I
1 (0.18 ± 0.02)10−2 (−0.92 ± 0.17)10−3 (0.27 ± 0.01)10−2

M7
π b

I
2 (−0.14 ± 0.03)10−3 (−0.96 ± 0.26)10−4 (−0.48 ± 0.02)10−4

M5
π c

I
0 (−0.45 ± 0.04)10−1 (0.18 ± 0.02)10−1 (−0.62 ± 0.06)10−1

M7
π c

I
1 (0.71 ± 0.11)10−3 (0.51 ± 0.09)10−3 (0.20 ± 0.03)10−3

Table 7.1: Results for the threshold expansion parameters (see eq. (7.52) ) computed from the dispersive
representations and the Roy-Steiner equations solutions. The third column shows the difference of the
I = 1/2 and the I = 3/2 parameters.

Once a solution of the Roy-Steiner equations is obtained, all the threshold parameters are
predicted. The two S-wave scattering lengths are determined from the matching conditions,
as explained above. The other threshold parameters may be obtained from the dispersive
representation eq. (7.18). The results for the threshold parameters are summarised in tab.7.1.
The values of the P -waves scattering lengths in χPT at NLO was given in ref. [369]:

[Bernard et al.] : M3
πa

1/2
1 = 0.016 ± 0.003 , M3

πa
3/2
1 = (1.13 ± 0.57) 10−3 . (7.53)

Within the errors, these values are compatible with our corresponding results displayed in
tab. 7.1.

χPT expansions of the amplitude are expected to have best convergence properties in
unphysical regions away from any threshold singularity. The dispersive representations derived
in sec. 7.1 allow us to evaluate the amplitude in such regions. A first domain considered in
the literature is the neighbourhood of the point s = u, t = 0. The following set of expansion
parameters are conventionally introduced:

F+(s, t) =
∑

C̃+
ij t

iν2j , F−(s, t) = ν
{

∑

C̃−
ij t

iν2j
}

, (7.54)

where ν = (s−u)/(4MK). It is customary to quote the values of the dimensionless parameters
C±

ij which are related to C̃±
ij :

C+
ij = (mπ+)2i+2j C̃+

ij , C−
ij = (mπ+)2i+2j+1 C̃−

ij . (7.55)

The results for the subthreshold expansion parameters are collected in tab. 7.2. The table
also shows for comparison results from ref. [372], which used fits to the experimental data of
Estabrooks et al. [359] combined with earlier sets of data (taking into account the data points
below 1 GeV as well as above). The authors of ref. [372] observed that the low-energy part of
the data of Estabrooks et al leads to inconsistencies with a dispersive representation of F−.
The agreement with our results is reasonable for the coefficients C−

ij . For the coefficients C+
ij

the results are compatible within the errors, except for the coefficient C+
10, for which we find a

somewhat larger value. Another point of interest is the Cheng-Dashen point s = u, t = 2M2
π .

The value of the amplitude F+ at this point can be related to the kaon sigma-term [373]
(see [374] for a recent review), for which we obtain F+(M2

K , 2M
2
π) = 3.90 ± 1.50.
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ref. [372] SU(3) SU(2)

C−
00 8.92 ± 0.38 7.31 ± 0.90 2 1

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
C+

00 2.01 ± 1.10 −0.52 ± 2.03 2 2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
C+

10 0.87 ± 0.08 0.55 ± 0.07 2 2

C+
01 2.07 ± 0.10 2.06 ± 0.22 4 2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
C−

10 0.31 ± 0.01 0.21 ± 0.04 4 3
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
C+

20 (0.24 ± 0.06)10−1 4 4

C−
01 0.62 ± 0.06 0.51 ± 0.10 6 3

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
C+

11 (−0.66 ± 0.10)10−1 −0.04 ± 0.02 6 4
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

C−
20 (0.85 ± 0.01)10−2 6 5

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
C+

30 (0.34 ± 0.08)10−2 6 6
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
C+

02 0.34 ± 0.03 8 4

Table 7.2: Results for the dimensionless subthreshold expansion parameters defined in eqs. (7.54) and
(7.55). The last two columns indicate the chiral order of the leading tree-level contribution to each
parameter in SU(3) and SU(2) χPT respectively.

7.5.3 Implications for the low-energy constants [K]

In this section we present some results on the NLO LECs of the Nf = 3 chiral expansion, which
are easily derived from the subthreshold parameters obtained above. More detailed comparisons
between chiral expansions and dispersive representations of the πK scattering amplitude should
be performed, but this is left for future work. The expression for this amplitude in χPT at
order p4 was presented in ref. [375]. More specifically, we will make use of a reformulation of the
expression of ref. [375] in which F0 is expressed in terms of Fπ only (and not FK) as in ref. [358]
(a factor J̄πK(s) is missing in eq. (41) of that reference). From this, it is straightforward to
obtain the chiral formulas in χPT at NLO:

C+
00 = 0.14985 +

8M2
πM

2
K

F 4
π

[4L1 + L3 − (4L4 + L5) + 2(L8 + 2L6)] ,

C+
10 = 0.45754 +

4(M2
K +M2

π)M2
π

F 4
π

[−(4L1 + L3) + 2L4] +
2M4

π

F 4
π

L5 ,

C+
20 = 0.02554 +

2M4
π

F 4
π

[

4L1 + L2 +
5

4
L3

]

, C+
01 = 1.67285 +

8M2
KM

2
π

F 4
π

[4L2 + L3] ,

C−
00 = 8.42568 +

8MKM
3
π

F 4
π

L5 , C−
10 = −0.02533 − 4MKM

3
π

F 4
π

L3 . (7.56)

In order to lighten the notation we have denoted the renormalised LECs Lr
i (µ = 0.77) simply

by Li. It is now easy to solve for the Li’s making use of the results from tab. 7.2, the results
for L1, . . . , L4 are collected in tab. 7.3. The errors are obtained, as before, by varying all
the parameters of the fits to the input data and taking into account the correlations. These
errors appear to be rather small but they only reflect the uncertainty coming from the input
data. The dominant source of uncertainty in the determination of the Li’s comes from the
unknown higher-order terms in the chiral expansion, this uncertainty is expected to be of the
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πK Roy-Steiner πK sum-rules Kl4, O(p4) Kl4, O(p6)

103 L1 1.05 ± 0.12 0.84 ± 0.15 0.46 ± 0.24 0.53 ± 0.25

103 L2 1.32 ± 0.03 1.36 ± 0.13 1.49 ± 0.23 0.71 ± 0.27

103 L3 −4.53 ± 0.14 −3.65 ± 0.45 −3.18 ± 0.85 −2.72 ± 1.12

103 L4 0.53 ± 0.39 0.22 ± 0.30 −0.2 ± 0.9

Table 7.3: LECs Lr
i (µ), µ = 0.77 GeV obtained by matching the dispersive results for the subthreshold

expansion parameters (see tab. 7.2) with their chiral expansion at order p4. Also shown are the results
from ref. [358] (col. 3) as well as those from ref. [189] in which fits to the Kl4 form factors were
performed using chiral expansions at order p4 (col. 4) as well as p6 (col. 5).

order of 30-40% . This can be seen from the table which shows the results of some alternative
determinations based on the Kl4 form factors [189, 376, 377] and on πK sum rules [189]9. We
also quote the results that we get for L5 and for L8 + 2L6 which have rather large errors:

103Lr
5(Mρ) = 3.19 ± 2.40, 103(Lr

8(Mρ) + 2Lr
6(Mρ)) = 3.66 ± 1.52 . (7.57)

The LEC L5 is determined, in principle, from C−
00 but its contribution turns out to be sup-

pressed, as it appears multiplied by a factor M2
π . In order to determine L8 + 2L6 we used

C+
00 and the value L5 ≃ 1.4 · 10−3 derived from FK/Fπ. The large uncertainty for L8 + 2L6

reflects that affecting the coefficient C+
00 or, alternatively, the uncertainty in the combination

of scattering lengths a
1/2
0 + 2a

3/2
0 . This could improve considerably once experimental results

from πK atoms are available. Our result for L4, though affected by a sizeable error, agrees
with the evaluations [218, 219] based on a dispersive method for constructing scalar form fac-
tors [238] and is suggestive of a significant violation of the OZI rule in the scalar sector. A
similar statement holds for L6.

7.5.4 Experimental prospects

In the near future, we may hope to obtain more precise information on πK scattering from
τ → Kπντ as well as from D → Kπℓν decays. There has been a steady improvement in the
measurement of the differential branching ratio of τ → Kπντ [371, 378–380], allowing more
and more sophisticated descriptions of the vector Kπ form factors in this energy range, tak-
ing into account the effect of inelastic channels, either by solving dispersion relations [381], or
unitarising the chiral expansion exploiting Resonance Chiral Theory [382, 383] (the latter ap-
proach has proved already very efficient to describe the S-wave πK scattering amplitude [384]).
Ultimately, one should be able to connect these accurate descriptions of the Kπ form factors
with the I = 1/2 P -wave phase shifts discussed here, even though the presence of a sizeable
S-wave contribution makes the analysis more complicated than initially thought [381, 384].
The resulting models for the Kπ form factors have anyway be exploited in sum rules for the
pseudoscalar correlator to determine the strange quark mass [385], to improve the accuracy on
the normalisation of the Kℓ3 form factor to determine of |Vus| [260, 262, 263, 386–388] and to
exploit Kℓ3 decays as a test of right-handed currents [223,258,259,389].

The D → Kπℓν analysis follows closely the Ke4 case detailed in sec. 6.1.4, as discussed
in refs. [390, 391]. The hadronic matrix element can be decomposed into four form factors

9In that paper, terms of order p6 were dropped in the dispersive representations and the phase shifts used
below 1 GeV in the sum rules were not constrained to obey the Roy-Steiner equations.
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Figure 7.14: Results on Kπ phase shifts from the analysis of D+ → K−π+e+νe from the Babar
collaboration. Difference between the I = 1/2 S- and P -wave phase versus the Kπ mass. Measurements
are similar whether or not the K̄∗0(1410) resonance is included in the P -wave parameterization. Results
are compared with measurements from Kπ scattering [354, 359]. The continuous and dashed lines give
the phase variation with a minus sign (−δP ) for the K̄∗0(892) and K̄∗0(892) + K̄∗0(1410), respectively.
The difference between these curves and the measured points corresponds to the S-wave contribution.
Taken from ref. [398].

involved in the partial decay width. Once again, one should perform an angular analysis to
extract interference terms between S- and P -waves, and ultimately the corresponding phase
shifts, up to two main modifications. First, the Kπ mass difference in the final state yields
a complication of the expressions (even though it does not modify the conceptual description
of the decay). Second, the kinematic range of the decay involves the K∗(892) meson in the
P -wave, meaning that one cannot describe the P -wave form factors as slowly-varying functions
of s – one has to rely on more model-dependent descriptions. At the experimental level, the
FOCUS collaboration reported the first indications of a significant S-wave component in the
decay D+ → K−π+µ+νµ in the K∗(892) energy range [392–394]. The form factors were further
studied by the CLEO collaboration [395, 396] finding no indication of partial waves ℓ ≥ 2. A
more complete study was performed by the Babar collaboration [397, 398], leading to a first
determination of the difference between I = 1/2 S- and P -wave phase shifts. The results
recalled in fig. 7.14 are obviously not competing yet with production experiments, but they
are already an encouraging indication that such measurements can be considered at dedicated
charm-factories [399].

Study of the low-energy interactions between kaons and pions with πK bound-states has
been proposed by the DIRAC collaboration, to study πK atoms at CERN, J-PARC and GSI,
the results of which would provide direct measurements or constraints on combinations of the
scattering lengths [283, 284]. Considering the accuracy currently reached by pionium experi-
ments for the ππ scattering lengths, this seems however to a rather long-term option.
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7.6 The lightest scalar meson in the strange sector

7.6.1 Roy-Steiner representations in the complex plane [L]

We want to investigate the analytic structure of the Roy-Steiner representation of the πK
amplitudes. In particular, we would like to identify the poles in the complex energy plane
related to low-energy resonances, such as the scalar K∗

0 (800) meson. We have then to extend
the analysis of sec. 7.2, considering now that s is a complex variable. As before, we assume
that the scattering amplitude satisfies Mandelstam’s double spectral representation [349], so
that the nearest singularity is given by the boundary of the support of the double spectral
functions ρst, ρus. We recall that these boundaries are generated by considering the lightest
contributions in the unitarity relations. It turns out that the representation of the partial
waves derived from the fixed-t representation eq. (7.13) does not have a satisfying domain of
validity in the complex plane. Indeed, a Roy-Steiner representation is generated by projecting
eq. (7.13) on the l = 0 partial wave:

f+
0 (s) =

s

16πλs

∫ 0

−λs
s

dt F+(s, t) . (7.58)

This projection can be performed only if the segment of integration remains inside the region
of validity. The boundary of the domain of validity of the Roy-Steiner representation in the
s-plane is therefore obtained, in parametric form, by solving:

λs + s T (θ) exp(iθ) = 0 . (7.59)

The result is displayed in fig. 7.15 where the two cuts along the real axis as well as the circular
cut of the partial wave amplitude are also drawn. As can be seen on this figure, the validity
region of the Roy-Steiner representation based on fixed-t dispersion relation gets squeezed when
Re (s) is close to the πK threshold, which makes it a priori unfit to search for a wide resonance
like the κ.

Let us now investigate the second kind of dispersion relation, eq. (7.20), denoted RSb. We
must ensure that the discontinuity functions Im sF

+(s′, tb(s′)) and Im tF
+(s′b(t

′), t′) are defined
inside the s′ and the t′ integration ranges, once these functions are expanded on πK → πK and
ππ → KK partial waves respectively. As done before, we consider each Mandelstam boundary
(st and us) and we determine the region for the parameter b inside which the representation 7.20
is valid. B(θ) the description (in polar coordinates) for the boundary of such a region.

The S-wave component of this representation is then taken:

f+
0 (s) =

1

16πλs

∫ (2Σ−s)s

∆2
dbF+

(

s, 2Σ − s− b

s

)

. (7.60)

The segment of integration (i.e., its end at (2Σ−s)s) must remain within the region of validity
in b, so that the boundary in the s plane for the RSb representation is obtained as a solution
to:

s2 − 2Σs+B(θ) exp(iθ) = 0 . (7.61)

The domains of validity which result from the consideration of the s′ and t′ integrals are
shown in fig. 7.15. In the case of the t′ integral, the st Mandelstam boundary is the only one
relevant. In the case of the s′ integral, one must consider both the us and the st Mandelstam
boundaries. The last domain is included into all the others and therefore defines the region
in the complex plane where the RSb representation is valid. The shape of this domain is
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Figure 7.15: On the left: domain of validity of the Roy-Steiner representation based on fixed-t disper-
sion relation. On the right: domains of validity associated with the s′ and t′ integrals in the fixed-us
representation 7.20 and resulting from the conditions that the Lehmann ellipses do not touch the st or
the us Mandelstam boundaries. The energy variables are expressed in units of m2

π+ .

quite different from fig. 7.15 corresponding to the fixed-t Roy-Steiner representation. The
latter exhibits a more extended validity along the real axis, whereas the former is significantly
broader along the imaginary direction. Indeed, the domain of validity for RSb extends up to
Im (s) ≃ 0.39 GeV2 when Re (s) is close to the threshold, which will turn out to be sufficient
for the K∗

0 (800) resonance.

7.6.2 Is there a K∗
0(800) ? [L]

We have for the πK → πK amplitude of isospin I = 1/2 for the partial wave l = 0:

f
1/2
0 (s) = 1/2m+a

1/2
0 +

1

12
m+(a

1/2
0 − a

3/2
0 )

(s−m2
+)(5s+ 3m2

−)

(m2
+ −m2

−) s

+
1

π

∫ ∞

m2
+

ds′
∞
∑

l=0

{

K
1/2
0l (s, s′)Im f

1/2
l (s′) +K

3/2
0l (s, s′)Im f

3/2
l (s′)

}

+
1

π

∫ ∞

4M2
π

dt′
∞
∑

l=0

{

K0
02l(s, t

′)Im g0
2l(t

′) +K1
02l+1(s, t

′)Im g1
2l+1(t

′)
}

, (7.62)

This is the key expression which enables us to compute the amplitude f
1/2
0 (s) for complex

values of s. In the formula 7.62, the integrands are evaluated using the description of πK
scattering (and its crossed channel) along the real axis obtained by solving Roy-Steiner equa-
tions.Whenever the integration variables s′, t′ are larger than approximately 1 GeV2, the imag-
inary parts Im f I

l (s′), Im gI
l (t

′) are taken from fits to the experimental data For the evaluation
of the integrands, experimental information is available for values of l up to l = 5 and in a
range of energies up to s′max ≃ t′max ≃ 6 GeV2. The integrals involved here converge quickly
and we restrict ourselves to values of s such that |s| <∼ 1 GeV2. We can conclude that we only
need qualitative estimates for the imaginary parts in the higher integration region. For this
purpose, the simple Regge pole models used in ref. [44] are appropriate. In the lower parts
of the integration ranges, Im f I

l (s′), Im gI
l (t

′) with l = 0, 1 are taken from the solutions of the

Roy-Steiner equations, as well as the scattering lengths a
1/2
0 and a

3/2
0 .
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Figure 7.16: Plot of |S1/2

0 (s)|2 and |S1/2

1 |2 for complex values of s (in units of GeV2), computed from
the RSb representation (7.62).

Therefore, we have a representation for f
1/2
0 (s) which is valid in the complex region of s

shown in fig.7.15 and lies on the first Riemann sheet with respect to all the cuts. Let us recall

that the elastic S
1/2
l matrix element, defined in eq. (7.10), exhibits a resonance as a zero on

the first sheet as well as as a pole on the second sheet. This fortunate property stems from the
unitarity relation which can be recast, using the analyticity properties, as an equation between
the values of the amplitude on both sides of the cut:

f
1/2
l (s− iǫ) − f

1/2
l (s+ iǫ) = 2i

√

(s−m2
+)(s−m2

−)

s
f

1/2
l (s+ iǫ)f

1/2
l (s− iǫ) . (7.63)

This relation holds for real values of s along the elastic cut below the first inelastic threshold.
It can be translated into a relation for the S matrix:

S
1/2
l (s+ iǫ)S

1/2
l (s− iǫ) = 1 . (7.64)

Introducing a variable z = −
√

m2
+ − s which maps the first sheet of the s plane onto the upper

part of the z plane, we can rewrite eq. (7.64) as:

S
1/2
l (z)S

1/2
l (−z) = 1 . (7.65)

The relation 7.65 holds on a finite portion of the positive real axis. By analytic continuation,
it must also hold everywhere in the complex z plane. This relation immediately shows that
a resonance pole z0 on the second Riemann sheet [Im (z0) < 0] is automatically associated to

a zero at −z0, which lies on the first sheet. Computing S
1/2
0 (s) from the RSb representation

described above for the central values of our experimental input, we find that it does feature a
zero:

S
1/2
0 (s0) = 0 , s0 = 0.356 + i · 0.366 GeV2 . (7.66)

The global shape of the S matrix for complex values of s is illustrated in fig. 7.16, which

displays the squared modulus of S
1/2
0 (s) resulting from our computation. The figure shows

that the modulus is constant and equal to one over a portion of the real axis (in accordance
with unitarity) and drops when one leaves this axis, eventually becoming zero at s = s0. We
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notice the similarity of the global behaviour of the S matrix with the case of an ordinary narrow
resonance. Indeed, fig. 7.16 shows the squared modulus of the P -wave S matrix computed using
the same apparatus, which exhibits the well-known K∗(890) resonance as a zero. According to
these results, the existence of the K∗

0 (800) scalar resonance is established on the same footing
as that of the vector K∗(890) resonance.

As stated earlier, the point s0 is located inside the domain of validity of the RSb represen-
tation. This is illustrated in fig. 7.17 which shows the one-sigma error ellipse on s0 computed
by varying the parameters describing our input data (see ref. [44] for more detail). In addition
the figure shows that s0 is located at about the same distance from the physical cut as from
the circular cut. This feature confirms that a representation of the amplitude accounting for
the left-hand cuts correctly is needed in order to determine s0 in a reliable way. The mass and
width of the κ resonance, as defined from the square root of s0, Mκ + i · Γκ/2 =

√
s0, are:

Mκ = 658 ± 13 MeV , Γκ = 557 ± 24 MeV . (7.67)

We can summarise the results of a few other determinations of the K∗
0 (800) resonance

parameters in the recent literature. These are derived from input experimental data on πK
scattering, except for the result of Aitala et al. [401] which is based on D → Kππ decays
and the one from Bugg [402, 403] who uses the same data combined with BES II data on
J/ψ → K∗(890)Kπ. Our results are compatible with those of ref. [400] who have also employed
dispersive methods. The mass which we find is lighter than in previous calculations. A similar
effect was observed in ref. [133] in the case of the σ and it was traced to a more complete
treatment of the left-hand cuts in Roy-type representations. Our errors are rather small and
of the same size as the errors affecting the σ-meson mass and width as obtained in ref. [133].
This reflects the good quality of the experimental data used as input, which is exploited in an
optimal way. In ref. [133] the following results were found for the σ meson:

Mσ = 441+16
−8 MeV, Γσ = 544+18

−25 MeV. (7.68)
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Mκ (MeV) Γκ (MeV)

This work 658 ± 13 557 ± 24

Zhou, Zheng [400] 694 ± 53 606 ± 89

Jamin et al. [384] 708 610

Aitala et al. [401] 721 ± 19 ± 43 584 ± 43 ± 87

Pelaez [298] 750 ± 18 452 ± 22

Bugg [402,403] 750+30
−55 684 ± 120

Ablikim et al. [404] 841 ± 23+64
−55 618 ± 52+55

−87

Ishida et al. [405] 877+65
−30 668+235

−110

Table 7.4: The mass and width of the K∗

0 (800) from our work and some other recent determinations.
Refs. [401, 404, 405] quote Breit-Wigner parameters from which we have computed the corresponding
pole positions.

Comparing Mκ and Mσ suggests that the κ meson is the S = 1 partner of the σ meson. If one
formed a nonet by associating together the σ, the κ, the iso-singlet f0(980) and the iso-triplet
a0(980), its mass pattern would be clearly at variance with the usual QQ̄ picture (which is
also what is expected in the large-Nc limit of QCD). In contrast, it would be conspicuously
similar to the pattern predicted by Jaffe from a Q2Q̄2 picture a long time ago [406]. The
correct values for the widths seem more difficult to reproduce in simple quark models [407].
Many different models, multiplet assignments and interpretations of the light scalar mesons
have been proposed in the literature (see sec. 2.5.1 and ref. [138] for a review).

7.7 Summary

We have set up and then solved a system of equations à la Roy and Steiner for the S- and P -
partial waves of the πK → πK and the ππ → KK amplitudes. These equations are necessary
consequences of analyticity and crossing, together with plausible assumptions concerning the
range of effective applicability of elastic unitarity. In treating these equations, the approach
advocated recently in ref. [251] was followed, which consists in choosing a matching point
around 1 GeV and enforcing a set of boundary conditions at this point. As input for this
analysis, we have exploited the high-statistics data which are now available from KN → KπN
as well as πN → KKN production experiments.

The main result obtained from solving the Roy-Steiner equations together with the bound-
ary conditions is the determination of an allowed region for the two S-wave scattering lengths
which is shown, as a one-sigma ellipse, in fig. 7.10. This region is much smaller than the ones
resulting from older analyses, e.g. ref. [352]; this reflects the better accuracy of the experi-
mental input data used here. Using this result together with the dispersive representations
one can determine the πK scattering amplitude in regions of very low energies inaccessible to
experiment. We have computed a set of sub-threshold expansion parameters and then matched
the result with the SU(3) χPT expansion of the amplitude at NLO [369, 375], leading to the
LECs L1, L2, L3, and L4. The bounds that we have obtained for the S-wave scattering lengths
constrain the combination 2L6 + L8. These values suggest a significant departure of L4 and
L6 from the critical values corresponding to an operative Zweig suppression in the scalar sec-
tor, inducing a significant competition between leading- and next-to-leading-order terms in the
chiral series. More detailed comparisons with χPT expansions will be discussed in the next
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chapter.
As an additional outcome of this study, we have showed the existence of the scalar K∗

0 (800)
or sκ meson. Previously, the same conclusion was derived by similar means in the case of the
σ meson [133]. A major advantage of the methods used here and in ref. [133] lies in the control
of their range of validity as one moves away from the physical energy region into the complex
plane. No such control exists for naive parametrisations of the Breit-Wigner type or even for
more sophisticated ones like chiral-unitarised approaches. The combination of experimental
and theoretical information leads to a zero of the S matrix on the first sheet, and therefore
a pole on the second one, which confirms the existence of the K∗

0 (800) resonance. We have
observed that the behaviour of the S matrix when the energy variable s becomes complex is
qualitatively the same as in the case of a narrow resonance

This discussion closes the study of the experimental pieces of information on ππ and πK
scatterings. We can now turn to the combination of elements to extract some information on
the low-energy constants of the three-flavour chiral Lagrangian.
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We have been discussing the possibility of significant differences in the pattern of chiral
symmetry breaking as one sends the strange quark mass to zero, i.e., from the two-flavour
chiral limit to the three-flavour one. This was hinted at by a dispersive estimate of L6 as
well as by the pseudoscalar spectrum obtained through lattice simulations. However, a more
powerful test consists in comparing pion and kaon scatterings, using the description provided
by χPT, in order to extract some information on the leading-order parameters of the three-
flavour chiral Lagrangian, i..e the quark condensate, the pseudoscalar decay constant and the
quark mass ratio:

X(3) =
2mΣ(3)

F 2
πM

2
π

, Z(3) =
F 2(3)

F 2
π

, r =
ms

m
. (8.1)

In the previous chapters, we have discussed experimental information obtained on ππ and
πK scattering amplitudes thanks to dispersive methods, and we have provided a framework
(Resummed χPT or ReχPT) that hopefully will deal with a numerical competition between LO
and NLO (or instabilities) in the chiral series, as well as with the possibility of their saturation
by the quark condensate and the pseudoscalar decay constant. We have now to combine these
elements: this is the purpose of the present chapter. Such a discussion was started in ref. [38],
with three ingredients: the subthreshold parameters αππ and βππ describing the ππ scattering
amplitude in the unphysical region where χPT is expected to converge well, the expressions of
these parameters obtained in the framework of ReχPT, and a Bayesian statistical framework
to update prior beliefs on the quantities in eq. (8.1) through experimental knowledge. By
comparing the p.d.f’s before and after including αππ and βππ, one could check that ππ scattering
puts a lower bound on the value of r, but is not enough to constrain the chiral order parameters.

One could object to this first attempt that it could make use of Chiral Perturbation Theory
in a very limited way: even though the ππ amplitude should be well described in the (unphys-
ical) region around the center of the Mandesltam plane and can be reconstructed (using Roy
equations) from the available experimental information, only two subtraction constants are ac-
tually exploited. Another, more general, issue consists in the use of the Bayesian approach, as
it proves difficult to disentangle the effects of the prior p.d.f’s and of the experimental likelihood
in the outcome of the analyses (for instance, in ref. [38], one could see that the priors tended to
suppress small values of Z(3) before adding any experimental data). A related problem stems
from the treatment of the nuisance parameters, such as the higher-order remainders, taken as
Gaussian random variables, even though they are rather to be considered as fixed parameters
constrained in a given range (for instance, from resonance saturation). The respective merits
of the Bayesian and frequentist approaches are obviously a recurrent subject of discussion,
as can be seen in other areas of particle physics (e.g., the determination of the CKM matrix
elements [14,408–411]).

In this chapter, we will update the work in ref. [46], adopting a frequentist approach together
with a dedicated scheme to handle theoretical uncertainties. We will build a χ2 comparing the
values of the ππ and πK scattering amplitudes with their ReχPT expansions in the subthresh-
old region(s). Minimising this χ2 allows us to derive p-values corresponding to the hypothesis
that one of the parameter of interest eq. (8.1) has a given value. We thus obtain confidence
intervals for each parameter, analysing separately ππ and πK scatterings before combining
them, updating the values given in ref. [46]. 1

1This chapter is based on the following article:

[M] SDG, Low-energy ππ and πK scatterings revisited in three-flavour resummed chiral perturbation theory,
Eur. Phys. J. C52 (2007) 141 [46]
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8.1. ππ AND πK SCATTERING AMPLITUDES

8.1 ππ and πK scattering amplitudes

8.1.1 One-loop expression in ReχPT [M]

In the isospin symmetry limit, the low-energy ππ scattering is described by a single Lorentz-
invariant amplitude:

A(πa(p1)+π
b(p2) → πc(p3)+π

d(p4)) = δabδcdA(s, t, u)+δacδbdA(t, u, s)+δadδbcA(u, t, s) (8.2)

where the usual Mandelstam variables are: s = (p1+p2)
2, t = (p1−p3)

2, u = (p1−p4)
2 and A is

symmetric under t↔ u exchange. In a similar way, we consider the low-energy πK scattering,
which can be decomposed into two amplitudes according to isospin in the s-channel I = 3/2
and I = 1/2:

A(πa(p1) +Ki(p2) → πb(p3) +Kj(p4)) = F I
πK(s, t, u) , (8.3)

from which one can define two amplitudes, respectively even and odd under s↔ u exchange:

B(s, t, u) =
2

3
F

3/2
πK (s, t, u)+

1

3
F

1/2
πK (s, t, u) , C(s, t, u) = −1

3
F

3/2
πK (s, t, u)+

1

3
F

1/2
πK (s, t, u) . (8.4)

Crossing symmetry provides a relation between the two amplitudes:

F
1/2
πK (s, t, u) =

3

2
F

3/2
πK (u, t, s) − 1

2
F

3/2
πK (s, t, u) . (8.5)

We can apply the prescriptions described in sec. 5.1 to determine the one-loop ReχPT
expansions of A, B and C. The relevant observables with good convergence properties can
be derived from Green functions of vector/axial currents: F 4

πA, FπFKF and FπFKG. We
start by determining the one-loop bare expansions of these quantities. This can be done using
the generating functional of Nf = 3 χPT [21], with the essential difference that we keep the
distinction between O(p2) truncated masses and physical masses of the Goldstone bosons. This
was performed in the case of πK scattering in ref. [369, 375]. A similar work can be done in
the case of ππ scattering. From ref. [305], we obtain, with the same notation in ch. 3:

F 4
πAππ =

2

3
mB0F

2
0 + F 2

0

(

s− 4

3
M2

π

)

(8.6)

+µπF
2
0

[

−4

(

s− 4

3
M2

π

)

− 2B0m

]

+ µKF
2
0

[

−2

(

s− 4

3
M2

π

)

− 4

3
B0m

]

− 2

9
µηF

2
0B0m

+16B0mL
r
4

[(

s− 4

3
M2

π

)

(r + 4) − 4

3
M2

π

]

+ 32B0mL
r
5

(

s− 5

3
M2

π

)

+
64

3
B2

0m
2Lr

6(r + 8)

+
256

3
B2

0m
2Lr

8 + 4 (2Lr
1 + Lr

3)
(

s− 2M2
π

)2
+ 4Lr

2

[

(t− 2M2
π)2 + (u− 2M2

π)2
]

+
1

2

[

(s− 2M2
π)2 + 8B0m(s− 2M2

π) + 12B2
0m

2
]

Jr
ππ(s)

+
1

4

[

(t− 2M2
π)2Jr

ππ(t) + (u− 2M2
π)2Jr

ππ(u)
]

+
1

8

[

(s− 2M2
π)2 + 8B0m(s− 2M2

π) + 16B2
0m

2
]

Jr
KK(s) +

2

9
B2

0m
2Jr

ηη(s)

+
1

2
[(s− u)t (2M r

ππ +M r
KK) (t) + (s− t)u (2M r

ππ +M r
KK) (u)] ,

189



CHAPTER 8. THREE-FLAVOUR χSB FROM ππ AND πK SCATTERINGS

where
◦
M

2

P denotes the leading-order pseudoscalar squared mass of the Goldstone boson P and
the tadpole logarithm is:

µP =

◦
M

2

P

32π2F 2
0

log

◦
M

2

P

µ2
. (8.7)

We recast the amplitude as:

F 4
πAππ = Ar +

(

s− 4

3
M2

π

)

Br + 4(2Lr
1 + L3)(s− 2M2

π)2 + 4Lr
2[(t− 2M2

π)2 + (u− 2M2
π)2]

+
1

2
[(s− 2M2

π)2 + 8mB0(s− 2M2
π) + 12m2B2

0 ]Jr
ππ(s)

+
1

4
[(t− 2M2

π)2Jr
ππ(t) + (u− 2M2

π)2Jr
ππ(u)]

+
1

8
[(s− 2M2

π)2 + 8mB0(s− 2M2
π) + 16m2B2

0 ]Jr
KK(s) +

1

18
4m2B2

0J
r
ηη(s)

+
1

2
[(s− u)t× (2M r

ππ +M r
KK)(t) + (s− t)u× (2M r

ππ +M r
KK)(u)] , (8.8)

where Ar and Br are scale-dependent combinations of low-energy constants (LECs):

3 ×Ar = 2mB0F
2
0 + 64m2B2

0 [(r + 8)Lr
6 + 4Lr

8] − 32mB0M
2
π [2Lr

4 + Lr
5] (8.9)

− 1

32π2
4m2B2

0
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K
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+
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9
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η
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,

Br = F 2
0 + 16mB0[(r + 4)Lr

4 + 2Lr
5] −

1

32π2
2mB0



4 log

◦
M
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π

µ2
+ (r + 1) log

◦
M

2

K

µ2



 ,

which correspond to F 2
πM

2
πα

r
ππ/3 and B to F 2

πβ
r
ππ respectively, as defined in ref. [305]. In the

above expressions, we have replaced the LO masses
◦
M

2

P by the physical masses in the loop
function J̄ involved in Jr and M r 2. One can check explicitly that there is no µ dependence
in the above expression of the amplitude: for each polynomial in s− 2M2

π , t− 2M2
π , u− 2M2

π ,
the dependence of the LECs on the renormalisation scale µ cancels that of Jr and M r.

We recall the expression obtained in ref. [369,375] for the I = 3/2 πK amplitude:

F 2
πF

2
KF

3/2
πK =

F 2
0

6

[

2M2
π + 2M2

K +
◦
M

2

π +
◦
M

2

K − 3s+
µπ

8
[66s− 34M2

π − 54M2
K − 15

◦
M

2

π − 21
◦
M

2

K ]

+
µK

4
[30s− 22M2

π − 18M2
K − 11

◦
M

2

π − 9
◦
M

2

K ] +
µη

24
[54s− 54M2

π − 18M2
K − 17

◦
M

2

π − 11
◦
M

2

K ]

+8Lr
1(t− 2M2

π)(t− 2M2
K) + 4Lr

2[(s−M2
π −M2

K)2 + (u−M2
π −M2

K)2]

+2L3[(u−M2
π −M2

K)2 + (t− 2M2
π)(t− 2M2

K)]

+8Lr
4[

◦
M

2

π(t− 1

2
s+

1

3
M2

π − 5

3
M2

K) +
◦
M

2

K(t− s− 4

3
M2

π +
2

3
M2

K)]

2This is in agreement with the general discussion of resummed χPT in sec. 5.1, but slightly different from the
original discussion in ref. [46], where the replacement was also performed in Mr and in the tadpole diagrams.
We will see that this change had a limited impact on the results of the analysis.
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+
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◦
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+
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◦
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◦
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ηη(t)
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K +
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9

◦
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K ] . (8.10)

This expression is renormalisation-scale independent. In both ππ and πK scatterings, the
one-loop expressions obtained with the usual treatment of three-flavour χPT [21] are recovered
if we treat chiral series perturbatively and neglect the (potentially large) difference between
the truncated O(p2) expressions and the physical values of the pseudoscalar masses and decay
constants.

The second step consists in using eqs. (3.79)-(3.78) to reexpress the O(p4) LECs L4, L5, L6,
L8 in terms of r, X(3) and Z(3), and higher-order remainders related to π and K masses and
decay constants. We denote with the superscript LO +NLO the resulting expressions, which
include the LO and NLO expansions of the relevant good observables and resum the vacuum
fluctuations encoded in L4 and L6.

The last step to obtain the ReχPT expansions of the ππ and πK scattering amplitudes
requires adding the resulting expressions a polynomial modeling higher-order contributions:

F 4
πA

ReχPT = F 4
πA

LO+NLO + F 2
π (sA −M2

π)a1 + F 2
π (s− sA)a2 (8.11)

+(s− sA)2a3 + [(t− tA)2 + (u− uA)2]a4 ,

F 2
πF

2
KB

ReχPT = F 2
πF

2
KB

LO+NLO + FπFKtBb1 + FπFK(t− tB)b2 (8.12)

+(t− tB)2b3 + [(s− sB)2 + (u− uB)2]b4 ,

F 2
πF

2
KC

ReχPT = F 2
πF

2
KC

LO+NLO + FπFK(s− u)c1 + (t− tB)(s− u)c2 , (8.13)

where (sA, tA, uA), (sB, tB, uB), (sC , tC , uC) denote the points around which we perform the
expansion of the NNLO polynomial. The first remainder is multiplied by a constant estimat-
ing roughly the value of the amplitude at the expansion point (obtained from the LO chiral
expression). The other remainders are multiplied by polynomials in the Mandelstam variables
which vanish at the expansion point and respect the crossing properties of the amplitude.

For our purposes, we take:

(sA, tA, uA) = (4/3M2
π , 4/3M

2
π , 4/3M

2
π) , (8.14)
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(sB, tB, uB) = (sC , tC , uC) = (M2
K + 1/3M2

π , 4/3M
2
π ,M

2
K + 1/3M2

π) . (8.15)

The remainders ai, bi, ci include only NNLO terms or higher: we expect therefore these
contributions to be suppressed by 1/Λ4

H where ΛH is a typical hadronic scale [23]. On the
other hand, the numerator may depend on the remainder considered, but the contribution
to the polynomial must be order O(p6) in the usual chiral counting. This means that the
remainders have a typical size of order:

a1, a2, b1, b2, c1 ∼ M4
K

Λ4
H

, a3, a4, b3, b4, c2 ∼ F 2
πM

2
K

Λ4
H

. (8.16)

Remainders associated with higher-order polynomials would be of order F 4
π/Λ

4
H , much sup-

pressed compared to the terms considered here, and thus neglected in the following analysis.
In the case of ππ scattering, we can exploit the behaviour of the amplitude in the Nf = 2

chiral limit in order to constrain the size of higher-order remainders further. Indeed, from
Nf = 2 chiral perturbation theory, we know that:

F 4
πA(s, t, u) − F 2

π (s−M2
π) = O(ǫ4) with ǫ2 ∼ p2 ∼ m. (8.17)

ǫ counts only powers of m = mu = md but not those of ms. If we compare this relation with
F 4

πA expressed in Nf = 3 ReχPT in eqs. (8.11) and (8.8), we see that the relation (8.17) implies
a constrain on the higher-order remainders: a1 − eπ − (dπ − eπ)/3/(sA/M

2
π − 1) and a2 − eπ

must be proportional to m. Therefore, we can expect the remainders to exhibit the typical
sizes:

a1 − e− d− e

3(sA/M2
π − 1)

, a2 − e ∼ M2
πM

2
K

Λ4
H

, b1, b2, c1 ∼ M4
K

Λ4
H

, a3, a4, b3, b4, c2 ∼ F 2
πM

2
K

Λ4
H

.

(8.18)
According to this discussion, we take the following ranges for the direct remainders:

a1 − e− F 2
πM

2
π

3(sA −M2
π)

(d− e), a2 − e ∈
[

−2M2
πM

2
K

Λ4
H

,
2M2

πM
2
K

Λ4
H

]

, (8.19)

b1, b2, c1 ∈
[

−M
4
K

Λ4
H

,
M4

K

Λ4
H

]

, a3, a4, b3, b4, c2 ∈
[

−F
2
πM

2
K

Λ4
H

,
F 2

πM
2
K

Λ4
H

]

,

with ΛH = 0.85 GeV. This choice for the numerical value of ΛH provides a good agreement
of our estimates with those used in the preceeding chapter for energy-independent quantities:
higher-order remainders were taken of order O(m2

s) = (30%)2 = 10% of the leading-order value,
unless they were suppressed by one power of m and thus of order O(mms) = 30%×10% = 3%.
According to this work, the same remainders must remain respectively of order M4

K/Λ
4
H = 12%

and 2M2
πM

2
K/Λ

4
H = 2%. In addition, one can check that the definition and size of remainders

given in this section can be applied to the two-point correlators related to F 2
P and F 2

PM
2
P

(P = π,K) with an expansion around the point of vanishing transfer momentum, leading to
remainders identical to those defined in sec. 3.5.1.

8.1.2 Input from Roy and Roy-Steiner equations [M]

The above theoretical expressions for low-energy ππ and πK scattering must be compared to
experimental information in order to extract the parameters of three-flavour chiral symme-
try breaking. Fortunately, dispersion relations provide an appropriate framework to analyse
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experimental data and extract the low-energy behaviour of the amplitude, through Roy and
Roy-Steiner equations that have been described in Chs. 6 and 7. We will consider two different
cases

For ππ scattering, we will first consider the situation described in ref. [46], where only the
E865 results (without corrections) were available: this corresponds to the fit “Extended (I)”
in in tab. 6.1 in ch. 6). At a second stage, we will update these results by considering the fit
“All” in tab. 6.6 in ch. 6, which include the NA48/2 and E865 results on Kℓ4 after correction
together with the NA48/2 results from the cusp in K → 3π, For πK scattering, we will consider
the results of ch. 7 in both cases 3 It is a straightforward, if tedious, exercise, to exploit the
dispersive representations of the amplitudes A,B,C found in sec. 3 of ref. [251] and in sec. 2 of
ref. [44], and to compute them in subthreshold regions, where none of the dispersion integrals
exhibit singularities. We checked in particular that our representation of the low-energy πK
amplitude was in good numerical agreement with the subthreshold expansion presented in
sec 7.5.2.

We define the subthreshold region of interest for ππ scattering as a triangle in the Mandel-
stam plane delimited by points with (s, t, u):

(2M2
π ,M

2
π ,M

2
π) , (M2

π/2, 3/2M
2
π , 3/2M

2
π) , (M2

π/2, 3M
2
π ,M

2
π/2) , (8.20)

taking into account the symmetry of the amplitude under t− u exchange. Similarly, we define
for πK scattering a triangle in the Mandelstam plane with:

(M2
K , 2M

2
π ,M

2
K) , (M2

K , 0,M
2
K + 2M2

π) , (M2
K +M2

π , 0,M
2
K +M2

π) , (8.21)

exploiting the symmetry or antisymmetry under s − u exchange. These triangles are defined
so that each point inside their area is 2M2

π away from an opening channel (4M2
π for s, t, u in

the ππ case, 4M2
π for t and (Mπ +MK)2 for u, s in the πK case). In each triangle, we defined

15 points regularly spaced where we compute the scattering amplitudes. Some aspects of the
computation, and of the correlations among the points, are covered in app. A.5.1.

8.2 Matching in a frequentist approach

8.2.1 Likelihood [M]

We must match the chiral expansions of the scattering amplitudes with the experimental val-
ues described in the previous section. We perform this matching in a frequentist statistical
framework, with a treatment of theoretical uncertainties (or systematics) inspired by the Rfit
scheme advocated to constrain the Cabibbo-Kobayashi-Maskawa matrix [14].

We start by collecting in a vector V our 3n observables:

V T =
[

A(s1, t1), . . . A(sn, tn), B(s′1, t
′
1), . . . B(s′n, t

′
n), C(s′′1, t

′′
1), . . . C(s′′n, t

′′
n)
]

. (8.22)

Since we use the masses and decay constant identities for pions and kaons to reexpress the O(p4)
LECs in terms of F 2

P and F 2
PM

2
P through eqs. (3.77)-(3.80), our set of theoretical parameters

3As discussed in ch. 7, the ππ scattering lengths are among the inputs needed to determine the πK scattering
lengths from the Roy-Steiner equations. This particular input has actually a very limited impact on the solutions
of the Roy equations: using the ππ S-wave scattering lengths from fit “All” leads to values of πK scattering
lengths which are very close to those quoted in ch. 7. We will however include the impact of this change in the
numerical analysis of sec. 8.3.2.
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is:

Parameters : r,X(3), Z(3), Lr
1, L

r
2, L3 , (8.23)

Direct remainders : a1, a2, a3, a4, b1, b2, b3, b4, c1, c2 , (8.24)

Indirect remainders : d, d′, e, e′, dX , dZ . (8.25)

We have separated the direct remainders, attached to the bare expansions of the observables,
and the indirect remainders, arising through the reexpression of O(p4) LECs thanks to mass and
decay constant equalities. The latter include also the remainders dX and dZ , whose expressions
will be given in sec. 8.2.2 and which are required to express the paramagnetic constraints on
X and Z, eq. (2.63).

We construct the experimental likelihood Lexp, i.e. the probability of observing the data
for a given choice of theoretical parameters Tn:

Lexp(Tn) = P (data|Tn) ∝ exp

(

−1

2
(Vth − Vexp)

TC−1(Vth − Vexp)

)

/
√

detC . (8.26)

To avoid a proliferation of (purely numerical) normalisation factors of no significance for our
discussion, we use the sign ∝ meaning “proportional to”. C is the covariance matrix between
the experimental values Vexp computed through eq. (A.67), whereas Vth denote the theoretical
values computed with the particular choice of Tn. Since we expect strong correlations among the
parameters, the covariance matrix must be treated with some care, as described in app. A.5.2.

The theoretical likelihood Lth(Tn) describes our current knowledge on the theory param-
eters. In agreement with the Rfit prescription [14], we consider that Lth(Tn) = 1 if each
theoretical parameter lies within its allowed range described in the next section, otherwise the
likelihood vanishes.

8.2.2 Constraints on the theoretical parameters [M]

To build the theoretical likelihood, we impose a list of constraints on the theoretical parameters,
most of them coming from the analysis presented in sec. 3.6.1. Some constraints are fairly
simple:

• We take the following range for the ratio of quark masses r:

r1 ≤ r ≤ r2 , r1 = 2
FKMK

FπMπ
− 1 , r2 = 2

(

FKMK

FπMπ

)2

− 1 . (8.27)

• Vacuum stability yields constraints on the Nf = 3 chiral order parameters:

X(3) ≥ 0 , Z(3) ≥ 0 . (8.28)

• We allow the three O(p4) LECs Lr
1(Mρ), L

r
2(Mρ), L3 in the range [−F 2

π/Λ
2
H , F

2
π/Λ

2
H ], i.e.

lower than 12 · 10−3 in absolute value.

• The direct remainders are constrained to remain in the range given in eq. (8.19).

• The indirect remainders must lie in the ranges discussed in sec. 8.1.1:

d′, e′, dX , eX ∈
[

−2M2
πM

2
K

Λ4
H

,
2M2

πM
2
K

Λ4
H

]

, d, e ∈
[

−M
4
K

Λ4
H

,
M4

K

Λ4
H

]

, (8.29)

i.e. 3% for the first and 12% for the latter.
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A second set of constraints translates into bounds on combinations of remainders:

• Vacuum stability for Nf = 2 chiral order parameters yields:

X(2) ≥ 0 ↔ d ≤ dmax ≡ 1 − ǫ(r) − Y (3)2 × f1 , (8.30)

Z(2) ≥ 0 ↔ e ≤ emax ≡ 1 − η(r) − Y (3) × g1 , (8.31)

where f1 and g1 are small combinations of chiral logarithms introduced in sec. 3.6.1

• The paramagnetic inequalities yields:

X(3) ≤ X(2) ↔ dX ≥ dX,min ≡ 1 − dmax − d

X(3)(1 − d)
, (8.32)

Z(3) ≤ Z(2) ↔ eZ ≥ eZ,min ≡ 1 − emax − e

Z(3)(1 − e)
. (8.33)

• The ratio of order parameters Y (3) = X(3)/Z(3) = 2mB0/M
2
π is bound:

Y (3) ≤ Y max = 2
1 − ǫ(r) − d

1 − η(r) − e
. (8.34)

8.2.3 Computation of the confidence levels [M]

Contrary to ref. [38] which adopted a Bayesian approach to deal with ππ scattering, we follow
the (frequentist) approach advocated in ref. [14] for the analysis of the CKM matrix, and used
the corresponding Rfit scheme to deal with theoretical uncertainties. From the theoretical and
experimental likelihoods we define the function of theoretical parameters:

χ2(Tn) = −2 logL(Tn) = −2 log[Lth(Tn)Lexp(Tn)] . (8.35)

We start by computing the absolute minimum of χ2, letting all theoretical parameters vary
freely: we denote χ2

min;all this value. Then we focus on one theoretical parameter Ti, set it to
a particular value compute the minimum:

χ2
min;fixed i(ti) = min{χ2(Tn);Ti = ti} . (8.36)

which by definition is larger than the absolute minimum. Then we compute the corresponding
p-value corresponding to the hypothesis Ti = ti:

P(ti) = Prob[χ2
min;not i(ti) − χ2

min;all, 1] , (8.37)

where Prob(c2, Ndof) is the routine from the CERN library providing the probability that a
random variable having a χ2-distribution with Ndof degrees of freedom assumes a value which
is larger than c2. Admittedly, we are simplifying the statistical problem at hand, since we
assume that the function χ2(ti) has indeed a χ2-distribution. This should be a correct assump-
tion if the experimental component is free from non Gaussian contributions and inconsistent
measurements [14].

This method provides an upper bound on the marginal confidence level (CL) of the hypoth-
esis Ti = ti for the optimal set of theoretical parameters: the CL value is the probability that
a new series of measurements will agree with the most favourable set of theoretical parameters
(at Ti = ti) in a worse way than the experimental results actually used in the analysis. The
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value of ti for which P(ti) is maximal provides an estimator of Ti: in the ideal case of very
accurate data in excellent agreement with theoretical expectations, P(ti) should exhibit a sharp
peak indicating the “true” value of Ti. These marginal CLs can be used to derive confidence
intervals at the desired level [14].

We have implemented this procedure numerically in a Fortran code. Before turning to
Goldstone boson scattering, we checked the validity of our code using “fake” observables. We
designed observables with very simple chiral representations (linear or quadratic dependence on
r,X(3), Z(3)) and we simulated a set of data with a certain choice of r,X(3), Z(3), adding some
random noise. We plugged these “data” into our program and computed the confidence level
for each theoretical parameter r,X(3), Z(3). When the chiral representation of the observables
depended on this parameter, we obtained a function P(ti) showing a peak in agreement with
the value used to simulate the data (i.e., we recovered the information contained in the data).
When the chiral series for the observables had no dependence on the parameter, the function
P(ti) was flat (i.e., we did not extract information absent from the data).

8.3 Results

8.3.1 Confidence levels for leading-order parameters [M]

We start by considering the situation described in ref. [46], where only the E865 results (without
corrections) were available for ππ scattering – this corresponds to the fit “Extended (I)” in in
tab. 6.1 in ch. 6). For πK scattering, we take the results from Roy-Steiner equations described
in ch. 7. Following the procedure described above, we can plot the confidence levels obtained
for the order parameters X(3), Y (3) and Z(3), as well as the quark mass ratio r in figs. 8.1
and 8.2. In each case, the dashed line indicates the results obtained from ππ scattering, the
dotted line from πK scattering, while the solid line stems from the combination of both pieces
of information.

If we consider ππ scattering only, we see that small values of r, below 13, are disfavoured
(this is also the case for large values of r above 25, but not at a significant level): r ≥ 12.7
at 68 % CL. The CL for X(3) is rather flat up to 0.85, where it suddenly drops, as well as
that for Z(3) up to 0.95. Y (3), which is related to B0 and measures the fraction of the LO
contribution to M2

π , is essentially not constrained, even though values close to 2 are slightly
disfavoured. If we consider πK scattering only, r and Y (3) are essentially not constrained.
Flat CLs are observed for X(3) and Z(3), with a steep decrease respectively for 0.85 and 1.
Finally, if we combine both pieces of information, intermediate values of r are clearly favoured
(between 20 and 25), in agreement with the information contained in ππ and πK scattering
data. Low values ofX(3) and Y (3) are slightly preferred, whereas the CL for Z(3) peaks around
0.6. We see that the combination of the two data sets provides more stringent constraints on
the various theoretical parameters of interest, even though these results have still a limited
statistical significance.

We recall that the frequentist method given here provides an upper bound on the confidence
level (CL) for the optimal set of theoretical parameters assuming Ti = ti [14]. In the ideal case,
we would expect the CL to peak in a very limited interval of ti, providing the “true” value of
the corresponding theoretical parameter. In practice, we see that the chosen set of data is not
accurate enough to provide very stringent constraints on the theoretical parameters. In such a
case, the CL profiles can be exploited to extract a confidence interval, say at 68 % CL, i.e. a
range of values so that the probability that the range contains the true value of the parameter
is 68 %. This can be obtained by determining the region of parameter space where the CL
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Ref. Inputs 103 · Lr
1(Mρ) 103 · Lr

2(Mρ) 103 · Lr
3(Mρ)

ππ [-12;5.1] [-12;3.0] n.d.

Sec. 8.3.1 πK [-8.3;4.5] [-12;6.0] n.d.

Both [-6.6;2.5] [-12;2.5] [-9.0;2.0]

ππ [-12;5.1] [-12;3.0] n.d.

Sec. 8.3.2 πK [-7.5;4.3] [-12;6.4] n.d.

Both [-5.3;3.0] [-12;2.5] [-9.5;0]

Ref. [44] Roy-Steiner 1.05 ± 0.12 1.32 ± 0.03 −4.53 ± 0.14

Ref. [183] Fit All O(p4) 1.12 1.23 −3.98

Ref. [183] Fit All O(p6) 0.88 ± 0.12 0.61 ± 0.20 −3.04 ± 0.43

Table 8.1: Derivative chiral couplings Lr
1,2,3 obtained in our approach, using for πK scattering the

outcome of the Roy-Steiner equations and for ππ scattering either E865 data only (“Extended fit (I)” in
tab. 6.1) or corrected E865 and NA48/2 data (“All” in tab. 6.6). The confidence intervals correspond
to a 68 % CL. “n.d.” means that the corresponding CL is flat over the whole range imposed by the
theoretical likelihood, and thus the coupling is not determined. Results obtained assuming small vacuum
fluctuations of ss̄ pairs are also shown: ref. [44] recalls the results described in ch. 7, whereas ref. [183]
performed fits to the observables using chiral expansions at NLO as well as NNLO.

curve lies above 0.32.
From the CL profiles obtained from the combined analysis of ππ and πK scattering, we

obtain the following confidence intervals at 68 % CL:

r ≥ 12.7 , X(3) ≤ 0.92 , Y (3) ≤ 1.65, Z(3) ≤ 0.98 . [68% CL] (8.38)

The values for L1, L2, L3 can also be determined in each case, and the corresponding confidence
intervals are collected in tab. 8.1.

As a cross-check, we have also studied the case where the higher-order direct remainders
are removed, i.e. eqs. (8.11)-(8.13) is set to zero. The corresponding CLs are sharper, but very
similar in shape to those presented here. Therefore, the polynomial terms modeling higher
order contributions tend to push CLs towards 1, but the qualitative features shown in figs. 8.1
and 8.2 stem mainly from the matching of LO and NLO terms of the ReχPT expansion to
experimental information.

8.3.2 Update using NA48/2 data

We can now proceed to the update of ref. [46], including the corrected E865 and NA48/2
results for ππ scattering – this corresponds to the fit “All” in in tab. 6.6 in ch. 6). For πK
scattering, we take again the results from Roy-Steiner equations described in ch. 7. The results
are plotted in figs. 8.1 and 8.2 as well as in tab. 7.3. We can see the changes induced by the
reduced uncertainty on the two ππ S-wave scattering lengths. In particular the favoured values
of r are slightly pushed towards higher values, and the preferred values of X(3) and Z(3) sightly
pushed towards lower values. The upper bound on X(3) and Z(3) shifts a bit because of the
change in the two-flavour chiral order parameters involved in paramagnetic inequalities.

We see that in both cases, the scenario mildly favoured from the matching of both ππ and
πK scatterings would correspond to a value of r = ms/m quite close to the canonical value
r = 25. However, we emphasise that this agreement is rather coincidental: the latter value
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Figure 8.1: CL profiles for r = ms/m (left) and X(3) = 2mΣ(3)/(F 2
πM

2
π) (right), using E865 data

for ππ scattering and Roy-Steiner equations for πK scattering (“Extended fit (I)” in tab. 6.1). The
(blue) dashed line corresponds to experimental information on ππ scattering, the (red) dashed-dotted
line to πK scattering, and the (green) solid line to the combination of both sets. The two horizontal
lines indicate the confidence intervals at 68 and 95% CL.
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Figure 8.2: CL profiles for Y (3) = 2mB0/M
2
π (left) and Z(3) = F 2

0 /F
2
π (right), using E865 data for

ππ scattering and Roy-Steiner equations for πK scattering (“Extended fit (I)” in tab. 6.1). The (blue)
dashed line corresponds to experimental information on ππ scattering, the (red) dashed-dotted line to
πK scattering, and the solid line to the combination of both sets. The two horizontal lines indicate the
confidence intervals at 68 and 95% CL.

comes from the (perturbative) reexpression of M2
K/M

2
π in terms of r, assuming that the chiral

expansions of the two squared masses converge quickly. This assumption is not supported by
our results for the quark condensate (or X), which exhibits some suppression when one moves
from the Nf = 2 chiral limit to the Nf = 3 one, i.e., when ms decreases from its physical value
down to zero. On the other hand, the pion decay constant (or Z) seems quite stable from
Nf = 2 to Nf = 3, see eqs. (8.41).

From the CL profiles obtained from the combined analysis of ππ and πK scattering, we
obtain the following confidence intervals at 68 % CL:

r ≥ 17.9 , X(3) ≤ 0.94 , Y (3) ≤ 1.75 , Z(3) ≤ 0.97 . [68% CL] (8.39)

The values for L1, L2, L3 can also be determined in each case, and the corresponding confidence
intervals are collected in tab. 8.1. Actually, the indetermination of L1, L2, L3 is an important
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Figure 8.3: CL profiles for r = ms/m (left) and X(3) = 2mΣ(3)/(F 2
πM

2
π) (right), using E865 and

NA48 data for ππ scattering and Roy-Steiner equations for πK scattering (“All” in tab. 6.6). The
dashed line corresponds to experimental information on ππ scattering, the dahshed-dotted line to πK
scattering, and the solid line to the combination of both sets. The two horizontal lines indicate the
confidence intervals at 68 and 95% CL.
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Figure 8.4: CL profiles for Y (3) = 2mB0/M
2
π (left) and Z(3) = F 2

0 /F
2
π (right), using E865 and NA48

data for ππ scattering and Roy-Steiner equations for πK scattering (“All” in tab. 6.6). The dashed line
corresponds to experimental information on ππ scattering, the dahshed-dotted line to πK scattering, and
the solid line to the combination of both sets. The two horizontal lines indicate the confidence intervals
at 68 and 95% CL.

limiting factor: imposing a smaller range of variation on these three LECs would improve the
CL profiles for the parameters r, X(3), Y (3) and Z(3). For instance, we illustrate what would
be the results imposing the following ranges of L1, L2, L3:

Lr
1(Mρ) = (1.0±0.1) ·10−3 , Lr

2(Mρ) = (1.0±0.1) ·10−3 , Lr
3(Mρ) = (−5.0±0.1) ·10−3 .

(8.40)
We see in figs. 8.5 and 8.6 that adding an input fixing the values of these three LECs with a
good accuracy would impact quite significantly the CL profiles for all the parameters, even if
the 68% and 95% confidence intervals would not be affected directly. This improvement could
be obtained by an analysis of the Kℓ4 form factors in our framework, whose energy dependence
is directly related to the three LECs L1, L2, L3 [43, 189], and which are used for this purpose
in NNLO fits of chiral series [183].
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Figure 8.5: CL profiles for r = ms/m (left) and X(3) = 2mΣ(3)/(F 2
πM

2
π) (right), using E865 and

NA48 data for ππ scattering and Roy-Steiner equations for πK scattering (“All” in tab. 6.6), assuming
a narrow range eq. (8.40) for L1,2,3 to illustrate potential improvements of the procedure.
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Figure 8.6: CL profiles for Y (3) = 2mB0/M
2
π (left) and Z(3) = F 2

0 /F
2
π (right), using E865 and NA48

data for ππ scattering and Roy-Steiner equations for πK scattering (“All” in tab. 6.6), assuming a
narrow range eq. (8.40) for L1,2,3 to illustrate potential improvements of the procedure.

8.3.3 Comparison with other works [M]

ππ scattering

This work differs on three points from ref. [38]: we include πK scattering in our analysis,
we choose as observables the scattering amplitudes in subthreshold regions rather than the
subtraction constants involved in their dispersive representations, we perform the statistical
analysis in a frequentist framework rather than a Bayesian one.

We observe the same qualitative features in both analyses. As expected, low values of r
are strongly disfavoured. Indeed, the analysis of currently available data on ππ scattering in
sec. 6.3.6 provides a value of X(2) and Z(2):

X(2) = 0.86 ± 0.04 , Z(2) = 0.89 ± 0.02 . (8.41)

As illustrated in fig. 3.8, X(2) is related to r through the pion and kaon mass and decay
constant identities, eqs. (3.66)-(3.69): the value of X(2) favours the same range for the quark
mass ratio as the upper plot in fig. 8.1. On the other hand, we find that X(3) and Z(3) are
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only constrained through an upper bound, in agreement with the paramagnetic inequalities.

This agreement was not built in our procedure, since the method of analysis of the present
work does not require computing Nf = 2 chiral order parameters or related subtraction con-
stants like refs. [38, 42]. Moreover, one can see an improvement compared to the latter refer-
ences, thanks to the frequentist approach chosen here. In ref. [38], it was difficult to disentangle
the effect of the data from that of the Bayesian priors inside a posterior p.d.f. : the so-called
“reference profiles” (p.d.f.s from priors but no data) had to be compared to the posterior p.d.f.s
(p.d.f.s from priors and data) to judge the impact of ππ data. In the present paper, this intri-
cate procedure and the arbitrariness induced by Bayesian priors are avoided : it is clearly seen
that ππ data constrains X(3) and Z(3) essentially through the values of X(2) and Z(2) and
the corresponding paramagnetic upper bounds.

πK scattering

For πK scattering, we can compare our results with ref. [44], where the solutions of the Roy-
Steiner dispersion relations were used to reconstruct the amplitudes in the subthreshold region.
These amplitudes were expanded around the point s = u, t = 0, and the coefficients of the
polynomials, C+

ij and C−
ij , were matched with their NLO chiral expansions in order to determine

some O(p4) LECs. This led to a determination of L1, L2, L3 recalled in the previous section,
and to a value of L4 suggesting a significant suppression of Z(3). The value of L6, though
affected by large uncertainties, indicated also a suppression of X(3), stronger than that of
Z(3):

[Buettiker et al.] : Lr
4(Mρ) = (0.53±0.39) ·10−3 , [2Lr

6+Lr
8](Mρ) = (3.66±1.52) ·10−3 .

(8.42)
Using eq. (3.94) and the other results of Ch. 3, and taking Lr

8(Mρ) = (0.9± 0.3) · 10−3 [21] we
can convert these results into the parameters of interest: following these results, X(3) would
stand between 0.15 and 0.41, Z(3) between 0.14 and 0.92, and Y (3) between 0.44 and 1.05.
Obviously, the low values of X(3) and Z(3) indicate that the values obtained in ref. [44], relying
on the assumption of small vacuum fluctuations and on X(3) and Z(3) close to 1, should be
reassessed relaxing this hypothesis.

If our results for the combined ππ and πK data point towards a similar pattern, our
analysis of πK data alone provides weaker constraints than that of ref. [44]. At least two
different reasons lead us to weaker constraints. First, we have explicitly take into account
the presence of NNLO contributions which were neglected in the O(p4) analysis of ref. [44]
and which may affect significantly the energy-dependent part of the amplitudes. Secondly, the
analysis in ref. [44] assumes explicitly the smallness of vacuum fluctuations: once we drop this
assumption, a smaller value of L4 (and thus a value of Z(3) close to 1) can be compensated by
the variation of other parameters, such as the quark mass ratio r. These two phenomena may
explain the weaker constraints observed in our analysis.

Combined analyses

For the combined analysis of ππ and πK scatterings, we can compare our results with refs. [183,
187, 188], recalled in sec. 3.3.3. The authors took a different approach from ours, computing
NNLO chiral expansions to ππ and πK scattering amplitudes, and matching with results
on ππ scattering (scattering lengths) and πK scattering (scattering lengths and subthreshold
expansion coefficients), supplemented with information on Kℓ4 form factors. In agreement with
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the one-loop framework of ref. [21], these two-loop computations assume a numerical dominance
of LO contributions and a quick convergence of Nf = 3 chiral expansions.

In previous studies in this NNLO framework, the authors performed fits to pseudoscalar
masses and decay constants [189], Kℓ3 decays [190], and scalar form factors [191]. In each case,
the values of the Zweig-rule suppressed O(p4) LECs L4 and L6 had to be fixed by hand: fits
of similarity quality could be obtained with values of these two constants corresponding either
to small or large vacuum fluctuations of ss̄ pairs. For scalar form factors, values of L4 and L6

larger than conventionally assumed led to an improvement in the convergence of observables
(fits A,B,C compared to fit 10, in Table 2 of ref. [191]).

In the case of refs. [187,188], the authors analysed ππ and πK scattering amplitudes in the
same NNLO framework. The fits were not able to reproduce some observables, in particular
among πK subthreshold coefficients. A particular subset of subthreshold coefficients and scat-
tering lengths led to Lr

4(Mρ) ≃ 0.2 · 10−3 and L6(Mρ) negative. These results were confirmed
in ref. [183], where the authors doubled the errors associated to the scattering lengths in order
to ease some of the discrepancies arising in ref. [187, 188]. The results, recalled in tab.3.1, led
to values of L4 and L6 that are positive. Consistently, these results yield a significant decrease
of F0 = 65 MeV compared to Fπ = 92.2 MeV, and a peculiar pattern of convergence for masses
and decay constants (for Fit All O(p6)) recalled in tab. 3.2. NLO and NNLO contributions
are of similar size and cancel each other for some of the contributions, as expected if we have
instabilities in chiral series as discussed more extensively in sec. 3.4.3. Even though it is not
possible to compare directly our results to those in ref. [183], since the frameworks adopted
are quite different, but they point both towards a suppression of the leading-order chiral pa-
rameters in the three-flavour chiral limit, and a numerical competition between LO and NLO
contributions.

8.4 Summary

We wanted to combine the information gathered on ππ and πK scatterings in order to put
constraints on the three leading-order parameters eq. (8.1). In order to perform this combi-
nation, we have chosen a frequentist framework allowing a specific treatment of the nuisance
parameters for which only theoretical estimates are available (e.g., the higher-order remain-
ders). The χ2 is built by comparing the meson-meson amplitudes with their chiral expansion
in Resummed χPT for a set of points located in the subthreshold region, including polynomials
in the Mandelstam parameters corresponding to higher-order contributions explicitly.

The output of this analysis are marginal CL curves, providing an upper bound on the p-value
for the optimal set of theoretical parameters at fixed Ti = ti: the p value is the probability that
a new series of measurements will agree with the most favourable set of theoretical parameters
(at Ti = ti) in a worse way than the experimental results actually used in the analysis [14].
This allows ultimately to determine confidence intervals for the various parameters considered.

Unfortunately, the marginal CL profiles do not provide sharp peaks and thus stringent
constraints on theoretical parameters at a statistically significant level. However, our results
point towards some favoured regions of parameter space, see figs. 8.1 and 8.2. If only ππ scat-
tering is included, the results obtained in earlier works [38] are recovered: small values of r are
disfavoured, whereas X(3) and Z(3) are only constrained to remain below their Nf = 2 coun-
terpart due to paramagnetic inequalities eq. (2.63). πK scattering alone does not constrain
strongly the various theoretical parameters, apart from setting bounds on X(3) and Z(3). The
combination of the two pieces of information proves more interesting, with a sharpening of
the CL profile for r, and a slight preference for low values of Y (3). From the CL curves ob-
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tained from the combined analysis of ππ and πK scattering, we obtain the following confidence
intervals at 68 % CL:

r ≥ 17.9 , X(3) ≤ 0.84 , Y (3) ≤ 1.75 , Z(3) ≤ 0.97 . [68% CL] (8.43)

corresponding to the regions of parameter space where the marginal CL profiles lie above
0.32 [14]. A major limitation at this stage comes from the LECs L1,2,3 which are constrained
only very weakly: the CL profiles would be significantly improved by the consideration of other
energy-dependent quantities, in particular Kℓ4 form factors.

Such a situation is reminiscent of the scenario proposed in sec. 2.5.3. The quark condensate
Σ(Nf ) and the decay constant F (Nf ) depend on the way small eigenvalues of the Dirac operator
accumulate around zero in the thermodynamic limit. It was conjectured that the two order
parameters could decrease at a different rate when the number of massless flavoursNf increases:
the quark condensate would vanish first, followed later by the vanishing of the decay constant
related to the restoration of chiral symmetry. The trend of our results for Nf = 3 order
parameters, compared to Nf = 2 results, could fit such a scenario.

At this point, we should stress again that our framework allows for any size of fluctuations,
i.e. for both small and large leading-order chiral order parameters. We see that the pattern of
the marginal CL profiles is consistent with the scenario of significant vacuum fluctuations of
ss̄ pairs, with the corresponding implications for the convergence of chiral series, in agreement
with the points raised by the previous chapter. Unfortunately, the uncertainties concerning πK
scatterings are still large enough to prevent from an accurate determination of X(3) and Z(3)
at this stage. More observables (Kℓ4 form factors on the theoretical side, πK scattering on
the experimental side) are needed to sharpen the determination of the pattern of three-flavour
chiral symmetry breaking.
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- You’re thinking about some-

thing, my dear, and that makes

you forget to talk. I can’t tell

you just now what the moral of

that is, but I shall remember it

in a bit.

- Perhaps it hasn’t one.

- Tut, tut, child! Everything’s

got a moral, if only you can find

it.

The Duchess and Alice

9
Outlook
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9.1 End of Part One

This Habilitation à Diriger les Recherches has been focused on QCD at low energies (below 1
GeV), where the theory becomes strongly coupled and our ability to predict its behaviour very
limited, even though its equations in terms of quantum field theory are perfectly known. One
of the main phenomena taking place at these energies is the breakdown of chiral symmetry,
explaining the existence of an octet of light pseudoscalar mesons π,K, η. The dynamics of these
states is related to the actual pattern of chiral symmetry breaking, and offers us the possibility
to understand it in deeper details. The particular mass hierarchy of the light quark masses
allows one to consider (and compare) two different chiral limits of interest, with mu = md = 0
and ms kept at its physical value (Nf = 2 massless flavours) or mu = md = ms = 0 (Nf = 3
massless flavours). Are these patterns equivalent, or do they differ significantly ? And what
are the implications for the low-energy effective theory of QCD ? A significant part of my
research activities over the last decade has been devoted to this issue, and the purpose of this
habilitation was to provide an overview of the picture arising from my work on the subject.

A first step (ch. 2) consisted in discussing the chiral order parameters (and in particular
the quark condensate and the pseudoscalar decay constant) in terms of the Euclidean Dirac
operator, highlighting the role of the fermion determinant. The potential dependence of the
order parameters on vacuum light-quark loops and on the number of massless fermions of
the theory was emphasised. In particular, a bound on the eigenvalues of the Dirac operator,
derived by Vafa and Witten, indicates that the order parameters should decrease when one
goes from Nf = 2 to Nf = 3 chiral limits (one may speculate what would occur if the number
of light (or massless) quarks increased, and how chiral symmetry would eventually be restored).
One may then (ch. 3) explore the consequences of this suppression for the effective theory of
QCD at low energies, i.e., Chiral Perturbation Theory. A significant suppression of the three-
flavour quark condensate and/or decay constant raises the issue of the convergence of the chiral
expansions. One must in particular determine the conditions under which the chiral expansions
of pseudoscalar masses and decay constants are saturated by their leading-order. The next-
to-leading order low-energy constants L4 and L6, suppressed by the Zweig rule but enhanced
by the large value of the strange quark, are shown to play an essential role in the discussion.
If they deviate from very specific values, this might lead to a significant competition between
formal leading- and next-to-leading orders in the three-flavour chiral expansions. I discussed
also the two-flavour limit chiral expansions, and showed that the matching with three-flavour
chiral series provides interesting correlations between Nf = 2 order parameters and the quark
mass ratio r = 2ms/(mu +md).

In ch. 4, I estimated the two-point correlator 〈(ūu)(s̄s)〉 related to the dependence of the
Nf = 2 chiral condensate on the strange-quark mass. This estimation is performed through
rapidly convergent sum rules, which are saturated by pion and kaon scalar form factors (recon-
structed from coupled-channel dispersive equations involving models for the scattering between
ππ and KK̄ states). The sum rule yields finally constraints between the values of three-flavour
order parameters and the quark mass ratio r, indicating a significant suppression of the quark
condensate (and the pseudoscalar decay constant) from the two- to the three-flavour chiral lim-
its: for instance, for r ≃ 25, one would expect X(2)−X(3) ≥ 0.3 (see figs. 4.8-4.11). A second
hint of such a decrease was given in Ch. 5, by considering lattice determinations of the masses,
decay constants, and form factors by the RBC/UKQCD and PACS-CS collaborations. It gave
me the opportunity to discuss in more detail how to treat chiral series when the pattern of
chiral symmetry breaking yields a numerical competition between leading- and next-to-leading-
order chiral perturbation theory. I proposed a framework to deal with chiral series in such a
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situation of instabilities (Resummed χPT), and applied it to the case of several form factors
of phenomenological interest (electromagnetic pion and kaon ones, Kℓ3 vector and scalar form
factors). This led to a determination of three-flavour chiral order parameters suggesting once
again a significant decrease from Nf = 2 to Nf = 3 (see tabs. 5.2 and 5.3).

Ch. 6 and ch. 7 were focused on the experimental and dispersive constraints on ππ and
πK scatterings. In both cases, one can write and solve dispersive equations (Roy and Roy-
Steiner equations) making use of unitarity, analyticity and crossing symmetry to constrain the
low-energy parts of these amplitudes in terms of high-energy data. In both cases, two S-wave
scattering lengths are chosen as subtraction constants, and their knowledge is enough to fix
the whole low-energy amplitudes up to a very good accuracy. In the ππ case, the existence of
accurate Kℓ4 data from two different collaborations (E865 and NA48/2) offers the possibility to
determine the two scattering lengths (a0

0, a
2
0) very precisely. One has in particular to take into

account isospin-breaking effects inducing mass differences between neutral and charged mesons.
I have presented a dispersive approach to deal with this problem, more suited than χPT alone
for arbitrary values of (a0

0, a
2
0), and used it to determine the S-wave scattering lengths (see

tab. 6.6). The πK case is less satisfying than the ππ case due to the more complicated analytic
structure and the lack of accurate data at low energies, leading to a fair determination of the

S-wave scattering lengths a
1/2
0 , a

3/2
0 (see eq. (7.47)). I also recall how the existence and the

parameters of the scalar K∗
0 (800) resonance can be inferred from the same dispersion relations

as the Roy-Steiner equations in the complex plane.

These two chapters suggest that two-flavour order parameters saturate the Nf = 2 chiral
series, but that L4 and L6 induce a significant suppression once the strange quark mass is sent to
zero. These elements are combined in ch. 8: the ππ and πK amplitudes are reconstructed in the
subthreshold region (below the opening of physical channels) and matched to a representation
allowing for a competition between leading and next-to-leading orders. The extraction of the
values of the various low-energy constants is obtained within a frequentist approach, allowing to
define confidence intervals for the three-flavour chiral order parameters as well as the quark mass
ratio r. A lower bound is obtained on the latter, in agreement with the correlation observed
between X(2) and r. On the other hand, the data on πK scattering alone is not precise enough
to determine whether X(3) and Z(3) are significantly smaller than their Nf = 2 counterparts
(see eq. (8.43)), but the inclusion of Kℓ4 form factors in this framework could improve the
accuracy of this determination.

9.2 What’s next ?

From the previous overview, we have witnessed recent progress in our understanding of the
pattern of two-flavour chiral symmetry breaking, indicating that two-flavour chiral series are
almost saturated by their leading order. It is the encouraging sign that progress is possible (if
slow) in the field if significant efforts are made on both experimental and theoretical sides. On
the other hand, we see that there remains a significant uncertainty on the situation concerning
three-flavour χPT, as could be expected from an effect related to the elusive scalar sector of
QCD. Several aspects of this question are still under scrutiny and should be studied in deeper
detail.

A first way of accessing consists in studying other processes involving K and η mesons.
One can in particular investigate K → 3π [412–416] and η → 3π decays [339,345,346,417,418],
for which accurate measurements are available [419–422]. These processes can be dealt with
similarly to ππ and πK scatterings within the framework of Resummed χPT. In the same way,
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the scalar form factors of the pion and the kaon, already described in ch. 4, are in principle
an interesting source of information. Even though they cannot be measured experimentally,
their low-energy behaviour can be constructed starting from two-channel models for scattering,
and their slope can give access to interesting information on the dynamics of the scalar sec-
tor [191, 218, 219]. NNLO computations of many observables are available [185–192], and can
be matched onto the one-loop expressions used in ReχPT. It would in particular be interesting
to identify the contributions of L4 and L6 in these NNLO expressions to compare them with
the corresponding contributions resummed in ReχPT. Through this matching, the structure
of the higher-order remainders could also be investigated. One should also consider how the
suppression of three-flavour chiral order parameters would impact the interaction of soft Gold-
stone bosons with other systems. First candidates for this study would be the light baryons,
for which high-quality data are available or expected from experiment as well as from lattice
simulations [22,161,423–430].

As far as lattice simulations are concerned, many quantities probing chiral symmetry break-
ing, such as the scalar form factors of Goldstone bosons and the topological susceptibility, can
be investigated simultaneously on the lattice and in Resummed χPT. Even though they are
technically much more demanding to evaluate, quantities related to Zweig-suppressed correla-
tors should be accessible with a good accuracy in a near future (all-to-all propagators) [264].
It will be exciting to compare these results, probing directly the strange sea-quark effects on
chiral dynamics, with the expectations of Chiral Perturbation Theory, whether in its usual
form or its resummed version. A related issue concerns the systematic uncertainties attached
to lattice results from the light mass extrapolation and the determination of the lattice spac-
ing. Both rely often on three-flavour χPT in order to connect the observables measured at
unphysical values of mu and md to the physical case. One could have to reassess the size of the
uncertainties if the extrapolation formulae must be modified to account for suppressed leading-
order chiral parameters [194]. Conversely, it would be interesting to investigate the effect of
lattice artefacts in Resummed Chiral Perturbation Theory, starting from the Wilson action for
fermions that includes an O(a) term breaking explicitly chiral symmetry. Beyond that, one
may expect significant progress in the coming years concerning lattice simulations. They may
make obsolete the discussions of chiral extrapolations, as they should eventually be able to
perform simulations at physical quark masses with large volumes and fine lattices. This should
however not stop investigations on the pattern of chiral symmetry breaking, since simulations
reaching such a mature stage should then be able to determine not only physical quantities but
also chiral order parameters. It will be quite fascinating to discover which pattern comes out
of the simulations in a near-physical regime, playing with the variations in the quark masses
as well as studying the spectrum of Dirac eigenvalues.

A proper assessment of radiative corrections is central to the analysis of many rare physical
processes, as they constitute an important source of systematic uncertainties. This is partic-
ularly relevant for the determination of the CKM matrix elements |Vus| through Kℓ2 and Kℓ3

decays (where a high accuracy is achievable) [431, 432], |Vub| via B → τντ (currently in dis-
agreement with other determinations based on semileptonic b→ u transitions) [433,434]. This
area stands at the frontier between experiment and theory, since parts of the electromagnetic
effects are studied via Monte Carlo simulations, whereas other effects, such as those induced
by the differences between neutral and charged masses require theoretical analyses. In the
specific case of Kℓ4 decays, one should check that all sources of isospin breaking are properly
taken into account through the separation between the correction for virtual and real and
photons applied experimentally (Coulomb factor and Monte-Carlo generation) [332] and the
mass effects treated theoretically (through a chiral Lagrangian including operators inducing
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the difference between neutral and charged mesons) [289]. A longer-term effort would consist
in performing the separation between universal and process-dependent radiative corrections
in a field-theoretical language [435], without relying on specific parametrisation/models of the
relevant form factors and amplitudes.

As always in physics, the last word should come from experiment, and one should hope
news very soon. The analysis of K+ → π0π0e+νe is under way [436] and should provide more
information on isospin breaking among form factors. These Kℓ4 data should also be compared
with our NNLO dispersive representation of the form factors, providing an interesting handle
on the counterterms L1,2,3 (one of the main sources of uncertainties in our estimate of isospin-
breaking corrections, as well as our determination of LO chiral parameters). One should also
note that the curvature of the scalar form factor is not well reproduced by NNLO χPT and
could prove another interesting observable [183]. The upcoming NA62 experiment should also
bring improvements on the measurement of rare K decayst [436]. Moreover, our knowledge
on πK scattering could be improved through the analysis of the decay D → Kπℓν, accessible
to charm factories like BES [399] – the accuracy of this analysis could benefit from a more
accurate description of the form factors thanks to a dispersive reconstruction similar to that
performed for Kℓ4 decays.

In any case, the short history told in these pages clearly stresses the importance of bringing
theory and experiment together, if one is to unveal the features of the strong interaction in its
non-perturbative regime. Indeed, low-energy QCD is full of experimental surprises, bad and
good, and proves often more complicated (and more difficult) than the theorists would consider
(like ?) it to be. This comes as a warning not only for our investigations on the patterns chiral
symmetry breaking, but more generally for flavour physics. Indeed the field is becoming a tool
of choice to constrain physics beyond the Standard Model through tiny deviations, but this
ambitious goal requires a particularly good understanding of low-energy QCD and its interplay
with electroweak interactions, both conceptually and numerically. Such an exciting prospect
highlights all the more the importance of phenomenology, and of phenomenologists, to ensure
that particle physics theory and experiment can progress together.
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A.1 Chiral symmetry breaking and the number of light flavours

A.1.1 Fermions in an Euclidean metric

In sec. 2.3.1, a Wick rotation eq. (2.27) was discussed to go from a Minkowskian metric to an
Euclidean one. This transformation applied on a Lagrangian L yields its Euclidean version Le:

exp

[

i

∫

d4x L
]

→ exp

[

−
∫

d4x̄ Le

]

(A.1)

For instance, the φ4 theory with a source term J is:

i

∫

d4x

[

1

2
(∂µφ)2 − 1

2
m2φ2 − λ

4!
φ4 + Jφ

]

→ −
∫

d4x̄

[

1

2
∂̄µφ)2 +

1

2
m2φ2 +

λ

4!
φ4 − Jφ

]

(A.2)

The Euclidean counterpart of the quadratic part of a bosonic theory is definite positive. The
analytic structure of the Green functions is assumed to be unchanged by this rotation, so
that poles and cuts are just rotated from the Minkowski theory to its Euclidean counterpart.
However, the Wick rotation is not limited to using an imaginary time coordinate. Indeed, the
Lorentz transformations constitute the non-compact group SO(3, 1) in a Minkowskian met-
ric, whereas their Euclidean equivalents form the compact group SO(4). The construction of
invariants for scalar and vector fields yield the same results in the same metric since the corre-
sponding representations have similar covariance properties, and the naive ”complexification”
of the time coordinate such as eq. (A.2) is well justified.

Spinors are more subtle [437]. In both metrics, one can collect the generators of the Lorentz
group into two commuting SU(2) sub-algebras, and to classify all their representations by two
half-integer indices (m,n). For SO(4) (Euclidean case), the generators are Hermitian and the
two sub-algebras are independent. The left-handed (1/2, 0) and right-handed (0, 1/2) spinors
transform as:

ψe
L → Λe

Lψ
e
L , ψe

R → Λe
Rψ

e
R , Λe

L(Λe
L)† = Λe

R(Λe
R)† = 1. (A.3)

In the Minkowskian case SO(3, 1), the transformation for left-handed and right-handed spinors
are not independent anymore:

ψL → ΛLψL , ψR → ΛRψR , Λ−1
L = Λ†

R, (A.4)

where ΛL and ΛR are not unitary. This topological difference between SO(4) and SO(3, 1) a
is exemplified by Majorana spinors. From a single (two-component) spinor, say left-handed,
in Minkowskian space, it is possible to build a four-component spinor, self-charge conjugate,
called Majorana spinor. Such an object cannot be build in an Euclidean metric. On the other
hand, in both metrics, one can build Dirac spinors (1/2, 0) ⊕ (0, 1/2). In Minkowski space,
one can obtain from a spinor ψ its conjugate ψ̄ = ψ†γ0. Since left- and right-handed spinors
have independent transformation laws in an Euclidean metric, the conjugation operation is not
defined, and ψ̄ is an independent spinor from ψ. This yields the dictionary:

gµν = (1,−1,−1,−1) → ḡµν = (1, 1, 1, 1), (A.5)

ǫµνρσ → ǫµνρσ, (A.6)

ψ̄ → ψ†, (A.7)

γ0 → γ̄0 = iγ0, (A.8)
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γi → γ̄i = γi (i = 1, 2, 3), (A.9)

γ5 → γ̄5 = γ5, (A.10)

{γµ, γν} = 2gµν → {γ̄µ, γ̄ν} = −2ḡµν , (A.11)

so that covariant quantities in SO(4) can be build similarly to those in SO(3, 1). The usual
relations on the Dirac matrices are obviously modified due to their changed anticommutation
relations. In particular, in the Euclidean metric, all four γ̄µ (µ = 0 . . . 3) are anti-Hermitian, the
distinction between ǫµνρσ and ǫµνρσ becomes pointless. The combination d4x G̃G is invariant
under a Wick rotation, since G̃G contains a single time derivative canceling the rotation of the
integration element.

Let us remark in particular that the couplings between spinors of different helicities are
modified by the description in the Euclidean metric. Indeed, the Euclidean action for the
quarks read:

SD,e = −
∫

d4x̄ψ†(−iγ̄µD̄µ + M̃)ψ , M̃ = M
1 − γ5

2
+M † 1 + γ5

2
, (A.12)

for a general mass matrix M̃ . We can therefore write down the Euclidean Lagrangian splitting
into left- and right-handed chiralities ψL,R = (1 ∓ γ5)/2, leading to:

SD,e = −
∫

d4 x̄[ψ†
R(−iγ̄µD̄µ)ψL + ψ†

L(−iγ̄µD̄µ)ψR + ψ†
LMψL + ψ†

RMψR] . (A.13)

One may introduce an action looking more like the Minkowskian one by introducing the nota-
tion ψ̄L = ψ†

R and ψ̄R = ψ†
L, keeping in mind that the label does not carry information on the

chirality of ψ̄.

Introducing the eigenvectors and eigenvalues of the Dirac operator, the Dirac matrix has
then the following structure for a positive winding number ν corresponding to ν left-handed
zero eigenvalues:

−iγ̄µ+ M̃ =









































M

(ν times)

M

M −iλ1

−iλ1 M †

M −iλ2

−iλ2 M †

. . . . . .

. . . . . .









































(A.14)

If ν is negative, one has |ν| copies of M † in the first block of the matrix. One gets therefore
the following expression for the fermionic determinant (see eq. (2.44)):

det(−iγ̄µD̄µ + M̃) =

{

(detf M)ν ∏+∞
n=1 detf (λ2

n +MM †) [ν ≥ 0]

(detf M
†)−ν ∏+∞

n=1 detf (λ2
n +MM †) [ν ≤ 0] .

(A.15)
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A.1.2 Weingarten inequalities

There are constraints on the pattern of chiral symmetry breaking that can be derived using the
formalism of developed in Ch. 2. One can use in particular the Weingarten inequalities [65],
obtained by considering the Euclidean two-point correlators of the form:

CΓ(x, y) = 〈0|(ūΓd)(x)(d̄Γu)(y)|0〉 , Γ = 1, γ̄5, iγ̄µ, γ̄µγ̄5, iσ̄µν , (A.16)

with a vanishing vacuum angle θ = 0. One can provide inequalities between the correlators, by
exploiting the Dirac representation of the propagator eq. (2.41), and by projection the 4 × 4
fermion propagator over the full basis of Dirac matrices:

S(x, y|G) = s(x, y) + γ̄5p(x, y) + iγ̄µvµ(x, y) + γ̄µγ̄5aµ(x, y) +
1

2
iσ̄µνtµν(x, y) , (A.17)

where the dependence on the gluonic configuration G is implicit. We get for the axial correlator:

Cγ5(x,y) = − ≪ Tr[γ5S(x, y|G)γ5S(y, x|G)] ≫= − ≪ Tr[S(x, y|G)S†(x, y)] ≫ (A.18)

= −4 ≪ |s|2 + |p|2 + |vµ|2 + |a2
µ| +

1

2
|tµν |2 ≫ , (A.19)

using the fact that γ5S(x, y|G)γ5 = S†(y, x|G) which can be proven easily using the represen-
tation of the propagator in terms of Dirac eigenvectors and eigenvalues eq. (2.42). Similarly,
we obtain for the scalar correlator:

C1(x, y) = − ≪ Tr[S(x, y|G)S(y, x|G)] ≫= − ≪ Tr[γ5S(x, y|G)γ5S
†(x, y)] ≫ (A.20)

= −4 ≪ |s|2 + |p|2 − |vµ|2 − |a2
µ| +

1

2
|tµν |2 ≫ , (A.21)

and the other choices for Γ yields other linear combinations with alternating signs. We see that
Γ = γ5 is the only one obtained by adding up positive contributions only (indeed, the positive
functions |s|2 and the like are averaged over a positive measure if θ = 0). This means that for
any separation |x− y|, we expect the following Weingarten inequalities [65]:

|Cγ5(x− y)| ≥ |CΓ(x− y)| , ∀|x− y| . (A.22)

Let us add that these relationships were derived between bare correlators, regularised by intro-
ducing some ultraviolet cut-off Λ in a scheme respecting chiral symmetry. We should therefore
read the previous statement as:

|C(Λ)
γ5

(x− y)| ≥ |C(Λ)
Γ (x− y)| , lim

Λ→∞

∣

∣

∣

∣

Zγ5(µ,Λ)

ZΓ(µ,Λ)

∣

∣

∣

∣

× |Cr
γ5(x− y;µ)| ≥ |Cr

Γ(x− y;µ)| , (A.23)

where the superscript Λ denote bare quantities regularised by the (chirally-symmetric) cut-off
Λ and the superscript r denote renormalised quantities considered at a renormalisation scale
µ. The factor Z corresponds to the renormalisation factor associated with the correlator ZΓ.

Let us consider the Weingarten inequalities eq. (eq:Weingarten) for regularised bare corre-
lators at large |x−y|. The finite ultraviolet cut-off Λ is taken significantly larger than the mass
scales of the light states of the theory. We know that the correlators will decay exponentially
like:

|C(Λ)
Γ (x− y)| ∼ A

(Λ)
Γ exp[−MΓ|x− y|] , (A.24)
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where MΓ is the mass of the physical lightest state coupling to the relevant channel, and AΓ(Λ)
the (potentially Λ-dependent) coupling of the state to the current/density considered. The
Weingarten inequalities state that the exponential decay of the pseudoscalar vector must beat
any other state, i.e. the lightest pseudoscalar state must be lighter than the lightest states
in the other channels. This is in particular used to prove the Vafa-Witten theorem [64]: let
us take QCD in the isospin limit mu = md 6= 0, and let us assume that some of the vector
symmetries of the theory are spontaneously broken, we should have scalar massless Goldstone
bosons (even out of the chiral limit), and thus should also have pseudoscalar massless states
since Mγ5 ≤ M1. But where would these latter states come from ? A natural answer would
be the spontaneous breakdown of the axial isospin symmetry, which unfortunately is not a
symmetry of the theory for massive quarks. We have actually no good interpretation for such
pseudoscalar massless states. This strongly suggests that our initial hypothesis is wrong, and
that the vector symmetries of the theory cannot be spontaneously broken for any mass of the
quarks, which is the content of the Vafa-Witten theorem.

We could imagine to get more information from the inequalities eq. (A.23), as was proposed
in refs. [438, 439], by considering the expression of the correlators at large separation, where
they are dominated by Goldstone bosons, allowing us to compare their couplings to different
currents/densities. The only non-trivial case requires to compare correlators with one-particle
intermediate states as their lightest contributions, i.e. the axial and pseudoscalar propagators.
One gets:

∣

∣

∣

∣

F 2
π∂µ∂ν

[

Mπ

z
K1(Mπz)

]∣

∣

∣

∣

≤ F 2
π [B(Λ)(Mπ)]2

[

Mπ

z
K1(Mπz)

]

, (A.25)

for |z| = |x − y| ≫ 1/MH where MH is the mass scale for higher, non-Goldstone, excitations
coupling to axial currents and/or pseudoscalar densities. The bracketed term containing the
Bessel function K1 is the Fourier transform of the pion propagator. FπB

(Λ)(M2
π) denotes the

coupling of the pion to the pseudoscalar current.

We can consider eq. (A.25) in two different non-trivial cases. Let us take z1 = z, zi6=1 = 0,
and consider first µ = ν = 1:

[B(Λ)(Mπ)]2

M2
π

≥
∣

∣

∣

∣

2

z2Mπ
[K1(Mπz) −MπzK

′
1(Mπz)] +K ′′

1 (Mπz)

∣

∣

∣

∣

1

|K1(Mπz)|
≥ 1 , ∀z ≫ 1/MH .

(A.26)
For a non-vanishing quark condensate, at small Mπ, one has:

B(Λ)(Mπ) = B(Λ) +O(m) . M2
π = 2m(Λ)B(Λ) +O(m2) , 2m(Λ) ≤ B(Λ) . (A.27)

If we put explicitly the appropriate renormalisation factors Z(Λ, µ) and send the cut-off to
infinity, we obtain an RG-invariant constraint [438]:

2m(µ)Z−1/2(µ) ≤ Br(µ)Z1/2(µ) , (A.28)

with Br(µ) = Σr(Nf ;µ)/F 2(Nf ) and the quark mass renormalisation constant: Z(µ) =
limΛ→∞ Zγ5/Zγµγ5 . But eq. (A.26) does not prevent an alternative possibility that B(Λ)(Mπ)
vanishes like Mπ in the chiral limit, corresponding to a situation where the renormalised quark
condensate vanishes, and B(Λ)(Mπ) ∼Mπ ∼ m at small quark mass.

Let us now consider µ = ν 6= 1. We obtain then [439]:

B(Λ)(Mπ) ≥
∣

∣

∣

∣

1

z2
K1(Mπz)

∣

∣

∣

∣

1

|K1(Mπz)|
=

1

z2
∀z ≫ 1/MH . (A.29)
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This constraint indicates that B(Λ)(Mπ) is bounded by a value related to the distance at which
one can neglect safely higher states than the Goldstone bosons. In particular, one can take the
chiral limit and obtain that:

B(Λ) > 0 , ∀Λ large . (A.30)

which indicates that the bare quark condensate cannot vanish at finite cut-off. However, the
issue remains open to know what will be the behaviour of the renormalised quantity as one
sends the cut-off to infinity:

Br(µ) = lim
Λ→∞

B(Λ)

√

Zγ5(µ; Λ)/Zγµγ5(µ; Λ)
, (A.31)

since one can expect divergences from both the numerator and the denominator when Λ → ∞,
but without knowing their relative rate. The Weingarten inequalities indicate that B(Λ) > 0,
but this does not allow to determine its behaviour as Λ → ∞ and thus the value of the
renormalised quantity Br(µ) and that of the renormalised quark condensate (zero or non-
vanishing).

Let us emphasize that the Weingarten inequalities provide useful information between bare
correlators, and therefore quantities before renormalisation. They are therefore useful to derive
inequalities between quantities unaffected by renormalisation (such as the masses of the physical
states) or between quantities with the same RG evolution (such as betweenmZ−1/2 and BZ1/2).
Unfortunately, they are not well suited to derive absolute bounds on quantities subjected to
renormalisation, such as the quark condensate, and thus to discuss the phases described in
sec. 2.5.3.

A.2 Chiral perturbation theory and its limits

A.2.1 Chiral Ward identities

The generating functional of QCD is given by eq. (3.5):

eiΓ[v,a,s,p,θ] =

∫

[DG][Dψ][Dψ̄] exp

{

i

∫

d4xLQCD[v, a, s, p, θ]

}

,

LQCD[v, a, s, p, θ] = Lf +
∑

Q

(iD/ −MQ)Q− 1

4
Gα;µνGα

µν − g2

32π2
θ G̃α;µνGα

µν (A.32)

+
∑

q

ψ̄[γµ(iDµ + vµ + γ5aµ) − s+ γ5p]ψ.

We can promote the chiral symmetry to a local form in order to obtain chiral Ward identities
in a simple way. We impose the following transformation laws:

ψ(x) → ψ′(x) = VR(x)ψR(x) + VL(x)ψL(x), (A.33)

with

VL(x) = exp











i

N2
f−1
∑

a=0

αa
L(x)λa











, VR(x) = exp











i

N2
f−1
∑

a=0

αa
R(x)λa











. (A.34)

Under (A.33), only the source terms of (A.32) are modified:

ψ̄′[γµ(vµ + γ5aµ) − s+ iγ5p]ψ
′ = ψ̄[γµ(v′µ + γ5a

′
µ) − s′ + iγ5p

′]ψ, (A.35)
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with:

(v′µ + a′µ)(x) = VR(x)(vµ + aµ)(x)V †
R(x) + iVR(x)∂µV

†
R(x) (A.36)

(v′µ − a′µ)(x) = VL(x)(vµ − aµ)(x)V †
L(x) + iVL(x)∂µV

†
L(x) (A.37)

(s′ + ip′)(x) = VR(x)(s+ ip)(x)V †
L(x) (A.38)

(s′ − ip′)(x) = VL(x)(s− ip)(x)V †
R(x). (A.39)

Eq. (A.33) is equivalent to a local source transformation. However, the integration measure
over fermions is not invariant under (A.33). Therefore, we must introduce a Jacobian ∆ taking
into account all the effects of this local transformation. For infinitesimal rotations, we have:

VL(x) = 1 + iα(x) + iβ(x) + . . . VR(x) = 1 + iα(x) − iβ(x) + . . . (A.40)

v′µ = vµ + ∂µα+ i[α, vµ] + i[β, aµ] , s′ = s+ i[α, s] − {β, p} , (A.41)

a′µ = aµ + ∂µβ + i[α, aµ] + i[β, vµ] , p′ = p+ i[α, p] + {β, s} , (A.42)

yielding the relation (S denoting v, a, s, p, θ):

Γ[S ′] = Γ[S] + ∆[S, VLV
†
R], ∆[S, VLV

†
R] = −

∫

d4x 〈β(x)Ω(x)〉, (A.43)

Ω(x) =
NC

16π2
ǫαβµν

[

vαβvµν +
4

3
∇αaβ∇µaν +

2i

3
{vαβ , aµaν} +

8i

3
aµvαβaν +

4

3
aαaβaµaν

]

,

vµν = ∂µvν − ∂νvµ − i[vµ, vν ], ∇µaν = ∂µaν − i[vµ, aν ], (A.44)

if we add to the transformation laws of external sources (A.36)-(A.39) that of the vacuum
angle:

θ′(x) = θ(x) − 2〈β(x)〉. (A.45)

Ω flags the presence of anomalies in the theory. (A.43) must apply for all infinitesimal trans-
formations and we can write the Ward identities as:

−∂x
µ

δΓ

δva
µ(x)

+ fabcv
c
µ(x)

δΓ

δvb
µ(x)

+ fabca
c
µ(x)

δΓ

δab
µ(x)

+ fabcs
c(x)

δΓ

δsb(x)
+ fabcp

c(x)
δΓ

δpb(x)
= 0,

(A.46)
for a = 0 . . . N2

f − 1,

−∂x
µ

δΓ

δaa
µ(x)

+ fabcv
c
µ(x)

δΓ

δab
µ(x)

+ fabca
c
µ(x)

δΓ

δvb
µ(x)

− dabcp
c(x)

δΓ

δsb(x)
+ dabcs

c(x)
δΓ

δpb(x)
= −Ωa(x),

(A.47)
for a = 1 . . . N2

f − 1, and because of the presence of θ for β0,

−∂x
µ

δΓ

δa0
µ(x)

+

√

2

Nf

∑

a=0...N2
f
−1

[

sa(x)
δΓ

δpa(x)
− pa(x)

δΓ

δsa(x)

]

−
√

2Nf
δΓ

δθ(x)
= −Ω0(x),

(A.48)
These three expressions encode the constraints among Green functions of vector/axial currents
and scalar/pseudoscalar densities imposed by chiral symmetry. All Ward identities can be
obtained by taking the derivatives of one of these three relations with respect to some external
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sources, then to set v = a = p = 0, s = Mq, θ = θ0 in the resulting equality. The structure of
Ω indicates that anomalous Ward identities involve correlators like ∂µ

x 〈Ω|T{Aµ(x)X}|Ω〉 with
X = V V , AA, V V V , AAV , V V V V , AAV V et AAAA. The non-conservation of the singlet
axial current (related to the peculiar status of the η′ with respect to chiral symmetry) arises
through the derivative with respect to θ in eq. (A.48).

A.2.2 1/Nc power counting

If the number of colours is taken large, the quark loop graph which gives rise to the U(1)
anomaly is suppressed [104, 105, 107, 440–442]. In the limit Nc → ∞, the singlet axial current
is also conserved and the theory acquires a higher degree of symmetry. Since the operator
q̄q fails to be invariant under the extra U(1) symmetry, the formation of a quark condensate,
〈q̄q〉 6= 0, implies that this symmetry is also spontaneously broken [443] (the argument can also
be applied for other order parameters taking part in the breakdown of chiral symmetry). The
spectrum of QCD contains a ninth state, the η′ meson, which becomes massless if the chiral
limit mu = md = ms = 0 and the large-Nc limit Nc → ∞ are both taken. The existence of an
additional Goldstone boson in this limit can be implemented within an effective Lagrangian,
so that the Green functions of QCD are expressed by means of a simultaneous expansion in
powers of momenta, quark masses and 1/Nc [21, 157]. Conversely, large-Nc arguments have
been used to fix some of the low-energy counterterms of Nf = 3 chiral perturbation theory,
based on the fact that the corresponding correlators were suppressed in the limit of a large
number of colours.

One has to define a counting in powers of 1/Nc associated to the correlators [21,444]. The
well-known leading logarithmic formula for the strong coupling constant:

g2

(4π)2
=

1

β0 ln(µ2/Λ2
QCD)

, β0 =
1

3
(11Nc − 2Nf ) , (A.49)

implies that the running coupling constant tends to zero when Nc becomes large, g2 ∼ 1/Nc.
Let us consider the connected correlation function formed with nj quark currents ji = barq Γiq
and nω winding number densities ω = trcGµνG̃

µν/(16π2):

Gnjnω = 〈0|Tj1(x1) · · · jnj (xnj )ω(y1) · · ·ω(ynω)|0〉 , (A.50)

and let us denote the contribution of the graphs graphs with ℓ quark loops by G ℓ
njnω

. The
large-Nc counting rules of perturbation theory imply that this quantity represents at most (for
the planar graph) a term of order:

G ℓ
njnω

= O

(

N ℓ
c × 1

N
2(ℓ−1)
c

× 1

Nnω
c

)

= O(N2−ℓ−nω
c ) ℓ = 0, 1, . . . (A.51)

where the first term corresponds to the ℓ closed quark loops, the second term to the vertex of
the gluons attached between quark loops, the third term to the winding densities (a similar rule
can be obtained by topological considerations on the Euler character of the diagrams [444]).
The leading power is independent of the number nj of quark currents, but decreases with nω

and with the number of quark loops. If we have several flavours in the theory, we see that
depending on the flavours carried by the quark currents (and whether we can build a single trace
out of all the flavours involved), we may or may not be able to close the loop. In particular,
we see that Zweig-rule violating correlators:

〈(ūu)(x)(s̄s)(0)〉 , 〈(ūγµγ5u)(x)(d̄γµγ5d)(y)(s̄s)(0)〉 , (A.52)
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count asO(N0
c ) (see fig. 2.4 for a diagrammatic representation of the first correlators), compared

to the non-suppressed correlators:

〈(ūu)(0)〉 , 〈(ūγµγ5u)(0)(d̄γµγ5d)(x)〉 , (A.53)

which count as O(Nc). It is not surprising that eqs. (A.52) are related to L6 and L4 in the
effective theory, which correspond to operators with two traces over flavour as seen in eq. (3.34)
(rather than a single trace like L8 and L5). Moreover, the second correlator in eq. (A.53)
shows that F 2

0 = O(Nc). An effective Lagrangian can be built to combine the expansion in
powers of momenta, quark masses and 1/Nc [21, 157, 445, 446], including the η′-meson as an
additional degree of freedom. This led in particular to the conclusion that L7 was the only
NLO counterterm to receive a contribution from the η′ meson, of the form F 2

0 /M
2
η′ = O(N2

c )

in the chiral limit, since M2
η′ = O(1/Nc,mq).

A.3 An alternative treatment of three-flavour chiral series

A.3.1 Inputs from the RBC/UKQCD Collaboration [H]

We first consider the RBC/UKQCD Collaboration simulations with 2+1 dynamical flavours [207–
209] performed with domain-wall fermions at one lattice spacing a−1 = 1.729(28) GeV. The
calculations are performed on two volumes, 163 × 32 and 243 × 64 (with a fifth dimension of
length 16), at each quark mass, except the lightest mass which is only simulated on the larger
volume. They performed a non-perturbative renormalisation to relate the lattice quark masses
to those in the RI-MOM scheme.

The only points that we will use are those where the sea and valence quark masses are
identical, for the largest volume (which corresponds to a spatial volume of (2.74)3fm3) . There
are four sets corresponding to such a situation for pseudoscalar masses and decay constants in
Ref. [207], corresponding to a(m̃lat−mres) and a(m̃lat

s −mres) being respectively (0.005, 0.040),
(0.010, 0.040), (0.020, 0.020), (0.030, 0.030). where amres = 0.00315(2), but we will consider
only the first two sets where the pseudoscalar masses are light enough for Nf = 3 χPT to
hold. The quark masses are given in the RI-MOM scheme, but they can be related to the MS
scheme through a multiplicative factor m̄(2 GeV) = Zma

−1(am̃lat).
We obtain the following values expressed in units of 10−3 GeV−2 for the pseudoscalar

masses and decay constants [207]. The uncertainties here are purely statistical and do not
include those induced by the uncertainty on the value of the lattice spacing.

Masses (p, q) F 2
π F 2

πM
2
π F 2

K F 2
KM

2
K

(0.005, 0.040) (1.15, 0.189) 10.98 ± 0.16 1.196 ± 0.022 14.11 ± 0.19 4.644 ± 0.076

(0.010, 0.040) (1.15, 0.304) 12.85 ± 0.16 2.249 ± 0.036 15.59 ± 0.18 5.730 ± 0.082

In two papers [208, 209], the RBC/UKQCD collaboration investigated the Kℓ3 form fac-
tors f0 and f+ using in particular twisted boundary conditions to obtain a sample transfer
momenta, with the same two sets of values corresponding to nondegenerate masses (a(m̃lat −
mres), a(m̃

lat
s −mres)) = (0.005, 0.040), (0.010, 0.040). The set with the lighter u, d quark masses

yields the following values:

t 60.7 59.87 38.1 21.6 0.30 −44.00 −129.3

FπFKf0(t) 12.68 ± 0.17 12.73 ± 0.17 12.49 ± 0.17 12.32 ± 0.17 12.15 ± 0.16 11.68 ± 0.21 10.95 ± 0.32

FπFKf+(t) × × 12.71 ± 0.176 12.42 ± 0.175 12.15 ± 0.17 × ×
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r 28.8 ± 0.4 ± 1.6

m̃s,ref/ms 1.150

FK/Fπ 1.205 ± 0.018 ± 0.062

ms(2 GeV)[MeV] 107.3 ± 4.4 ± 9.7 ± 4.9

m(2 GeV)[MeV] 3.72 ± 0.16 ± 0.33 ± 0.18

B(2 GeV)[GeV] 2.52 ± 0.11 ± 0.23 ± 0.12

F [MeV] 81.2 ± 2.9 ± 5.7

ℓ̄3 3.13 ± 0.33 ± 0.24

ℓ̄4 4.43 ± 0.14 ± 0.77

(A.54)

Table A.1: Results obtained by the RBC/UKQCD collaboration in ref. [207].

The set with the heavier value leads to the following values for the scalar form factor:

t 35.42 −90.51 −195.3

FπFKf0(t) 14.28 ± 0.17 13.05 ± 0.21 11.64 ± 0.38

We have considered only a subset of the available data where the convergence of chiral series
is expected to be particularly good. This amounts to considering only non-degenerate u, d, s
quark masses, and to drop the points for t ≤ −0.2 Gev−2 [i.e., the two points for f0 in ref. [208]
corresponding to the lowest values of transfer momentum].

The values of the physical quark masses (m and ms) and the lattice spacing are obtained
by studying the dependence of the mass of π, K and Ω hadrons on these three parameters and
tuning them to reproduce the physical hadron masses. If we call m̃s,ref the value of the strange
quark mass corresponding to the set (0.005,0.040), the RBC/UKQCD collaboration obtained
m̃s,ref/ms = 1.150. Considering the uncertainty associated with such a determination (in
particular the role played by the form of the chiral extrapolation used for π and K), we will
not assume this value in our fit, but rather include this quantity as a parameter of our fit, and
scale the other ratios involving a simulated strange quark mass over the physical value.

Fits to the Nf = 2 and Nf = 3 NLO chiral series for pseudoscalar masses and decay
constants were performed in ref. [207]. It turned out that the Nf = 3 chiral expansions led to
rather poor fits (large χ2 per d.o.f), in particular for decay constants, unless they put stringent
cuts on the values of quark masses where such expansions should hold. This led the authors
in ref. [207] to perform fits to Nf = 2 NLO chiral expansions. In addition, in ref. [447], NNLO
SU(2) chiral expansions were shown to have only a limited utility to extrapolate the data: many
more data points would be needed to fix the size of the combinations of O(p6) counterterms
involved The results obtained in ref. [207] that are relevant for our discussion are summarised
in tab. A.1.

In addition, two different values for f+(0) were obtained in refs. [208, 209] from the same
gauge configurations, using either data for the scalar form factor or data for both form factors,
and applying a pole ansatz based on either Nf = 3 or Nf = 2 chiral perturbation theory for
Kℓ3 form factors [211]:

[RBC/UKQCD 2007] : f+(0) = 0.964 ± 0.033 ± 0.0034 ± 0.0014 , (A.55)

[RBC/UKQCD 2010] : f+(0) = 0.960(+5
−6) . (A.56)
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A.3.2 Inputs from the PACS-CS collaboration [H]

The PACS-CS collaboration [127] has investigated the pseudoscalar masses and decay constants
with a large sample of light quark masses, for one particular value of lattice spacing a−1 =
2.176(31) GeV, on a 323 × 64 volume. They used a non-perturbatively O(a)-improved Wilson
quark action and performed the renormalisation of quark masses perturbatively at one loop
(with tadpole improvement), with the following results:

(amMS
ud , amMS

s ) (p, q) F 2
π F 2

πM
2
π F 2

K F 2
KM

2
K

(0.001, 0.040) (1.410, 0.040) 10.19 ± 1.09 0.247 ± 0.035 14.29 ± 0.48 4.385 ± 0.151

(0.006, 0.041) (1.456, 0.138) 11.51 ± 0.26 1.007 ± 0.031 15.49 ± 0.22 5.459 ± 0.088

(0.010, 0.036) (1.256, 0.271) 12.48 ± 0.21 1.846 ± 0.041 15.37 ± 0.16 5.200 ± 0.067

Once again, the uncertainties are of purely statistical origin, and they do not include the
uncertainty coming from the determination of the lattice spacing. We have considered only a
subset of data, where the convergence of the chiral series is expected to be particularly good.
This amounts to considering the three lightest values of the pion masses.

The values of the physical quark masses (m and ms) and the lattice spacing are obtained
by studying the dependence of the mass of π, K and Ω hadrons on these three parameters and
tuning them to reproduce the physical hadron masses. If we call m̃s,ref the value of the strange
quark mass corresponding to the set (0.0016,0.0399), we obtain m̃s,ref/ms = 1.19. Considering
the uncertainty associated with such a determination (in particular the role played by the form
of the chiral extrapolation used for π and K), we will not assume this value in our fit, but
rather include this quantity as a parameter of our fit, and scale the other ratios involving a
simulated strange quark mass over the physical value.

Fits to the Nf = 2 and Nf = 3 NLO chiral series for pseudoscalar masses and decay
constants were performed in ref. [127]. It turned out that the Nf = 3 chiral expansions led
to rather poor fits, related to very significant NLO contributions compared to LO terms, in
particular for the decay constants, related to large contributions from kaon loops. In other
words, the dependence of these quantities on the strange quark mass seen in these simulations
is not accounted for properly by NLO SU(3) chiral perturbation theory. This led the authors
in ref. [127] to perform fits to Nf = 2 chiral expansions. The results obtained in ref. [127] that
are relevant for our discussion are summarised in tab. A.2.

A latter article of the same collaboration [268] considered simulations directly performed
at the physical point including non-perturbative renormalisation. This has induced a sig-
nificant modification for the quark mass renormalisation factor, becoming Zm = 1.441(15)
(non-perturbative) instead of Zm = 1.114 (one-loop perturbation theory) leading to an in-
crease (decrease) in the values of quark masses (condensates) by a factor 1.30. This should be
taken into account when comparing the results obtained from the PACS and RBC/UKQCD
sets in this article. The results obtained in ref. [268] that are relevant for our discussion are
summarised in tab. A.3. Since the simulation was performed at the physical point, there is no
further information on LECs describing the pattern of Nf = 2 and Nf = 3 chiral symmetry
breakings.

A.3.3 Update of the inputs from the RBC/UKQCD Collaboration

Since the publication of ref. [41], the RBC/UKQCD Collaboration simulations has issued new
data with 2+1 dynamical flavours [194] performed with domain-wall fermions at a different
volume 323 × 64 and lattice spacing a−1 = 2.28(3) GeV. The points of interest for our analysis
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r 28.8 ± 0.4

Y (3) 0.88 ± 0.01

Z(3) 0.76 ± 0.04

FK/Fπ 1.189 ± 0.020

m̃s,ref/ms 1.19

ms(2 GeV)[MeV] 72.72 ± 0.78

m(2 GeV)[MeV] 2.527 ± 0.047

B0(2 GeV)[GeV] 3.869 ± 0.092

F0[MeV] 83.8 ± 6.4

L4(µ) · 103 −0.06 ± 0.10

L5(µ) · 103 1.45 ± 0.07

L6(µ) · 103 0.03 ± 0.05

L8(µ) · 103 0.61 ± 0.04

Y (2) 0.96 ± 0.01

Z(2) 0.88 ± 0.01

B(2 GeV)[GeV] 0.96 ± 0.01

F [MeV] 88.2 ± 3.4

ℓ̄3 3.14 ± 0.23

ℓ̄4 4.04 ± 0.19

Σ/Σ0 1.205 ± 0.014

B/B0 1.073 ± 0.055

F/F0 1.065 ± 0.058

(A.57)

Table A.2: Results obtained by the CP-PACS collaboration with one-loop perturbative renor-
malisation and extrapolation to the physical limit [127]. The values for the quantities in the
Nf = 2 chiral limit correspond to Nf = 2 fits to the so-called Range I with finite-size effects
included.

r 31.2 ± 2.7

FK/Fπ 1.333 ± 0.072

ms(2 GeV)[MeV] 92.75 ± 0.58 ± 0.95

m(2 GeV)[MeV] 2.97 ± 0.28 ± 0.03

(A.58)

Table A.3: Results obtained by the CP-PACS collaboration [268] with non-perturbative renor-
malisation and simulation at the physical point.

are those where the sea and valence quark masses are identical, for the largest volume. There are
three new sets corresponding to such a situation for pseudoscalar masses and decay constants in
Ref. [207], corresponding to a(m̃lat−mres) and a(m̃lat

s −mres) being respectively (0.004, 0.030),
(0.006, 0.030), (0.008, 0.030). where amres = 0.0006664(8). The quark masses are given in the
RI-MOM scheme, but they can be related to the MS scheme through a multiplicative factor
m̄(2 GeV) = Zma

−1(am̃lat). We have also updated the values of the renormalisation constants,
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r 26.8 ± 0.8 ± 1.1

FK/Fπ 1.204 ± 0.007 ± 0.025

ms(2 GeV)[MeV] 96.2 ± 1.6 ± 0.2 ± 2.1

m(2 GeV)[MeV] 3.59 ± 0.13 ± 0.14 ± 0.08

B(2 GeV)[GeV] 2.64 ± 0.06 ± 0.06 ± 0.06

F [MeV] 79.2 ± 0.2

(A.59)

Table A.4: Results obtained by the RBC/UKQCD collaboration in ref. [194].

residual mass and inputs for the 243 × 64 volume, keeping the same sets of quark masses.

We obtain the following values expressed in units of 10−3 GeV−2 for the pseudoscalar masses
and decay constants. The uncertainties here are purely statistical and do not include those
induced by the uncertainty on the value of the lattice spacing.

Masses (p, q) F 2
π F 2

πM
2
π F 2

K F 2
KM

2
K

(0.004, 0.030) (1.10, 0.15) 9.799 ± 0.096 0.821 ± 0.010 12.99 ± 0.11 3.988 ± 0.036

(0.006, 0.030) (1.10, 0.22) 10.65 ± 0.10 1.265 ± 0.013 13.51 ± 0.11 4.390 ± 0.038

(0.008, 0.030) (1.10, 0.29) 11.53 ± 0.10 1.787 ± 0.018 14.16 ± 0.12 4.895 ± 0.043

Values obtained by fits to sets of data from both volumes are gathered in tab. A.4. As
explained in sec. 5.6.4, the almost linear behaviour of Fπ as a function of mu,d led the
RBC/UKQCD collaboration to consider two different kinds of extrapolation formulae, either
Nf = 2 χPT (with a curvature due to chiral logarithms in disagreement with the data) or
analytic (in good agreement with the data, but not supported by our understanding of low-
energy QCD). The errors quoted in tab. A.4 include as a systematic uncertainty the difference
of results between the two approaches.

A.4 ππ scattering: experimental and dispersive constraints

A.4.1 Parametrisation of the Roy solutions [I]

In ref. [251], the solutions of Roy equations have been described according to the Schenk
parametrisation eq. (6.8). The Schenk parameters XI

ℓ (X = A,B,C,D, s) are functions of the
scattering lengths, a0

0 and a2
0, and the phase shifts at the matching point, δ00(s0) ≡ θ0 and

δ11(s0) ≡ θ1. In ref. [251], the Roy equations were solved for the particular choice of phase
shifts at the matching point: θ0 = 82.0◦ and θ1 = 108.9◦, and the dependence on a0

0 and a2
0 of

the parameters X = A,B,C,D, s was parametrised according to eq. (6.9).

We have followed the same procedure as in ref. [251], with the only difference that θ0 and θ1
are explicitly treated as variables. After generating Roy solutions for θ0 ∈ {78.9◦, 82.3◦, 85.7◦}
and θ1 ∈ {106.9◦, 108.9◦, 110.9◦}, we then performed a fit of the form of eqs. (6.8), (6.9) and
(6.14) with our solutions, in order to obtain the parameters ai, bi, ci of eq. (6.14). The Schenk
parameters s00, s

1
1 and s20 are not parametrised in the form of eq. (6.9), but are fixed by the

condition at the matching point δI
ℓ (s0) = θI .

The parameters ai are obtained by considering only the solution (θ0 = 82.3◦, θ1 = 108.9◦).
The parameters bi have then been obtained by fitting Roy solutions with δθ0 6= 0 and δθ1 = 0,
and the parameters ci with δθ0 = 0 and δθ1 6= 0. At each step, the fit has been performed at
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the level of the phase shifts, and not of the Schenk parameters, in order to ensure a smooth
dependence on (a0

0, a
2
0, θ0, θ1). We have checked that this parametrisation was adequate, even

for solutions with both non-vanishing δθ0 and δθ1. The maximal gap between any solution and
our parametrisation is at most 1% in the I = 0, 1, 2 channels.

The coefficients resulting from the fit are expressed in units of Mπ, and the phase shifts
θ0,1,2 are in radians. For A0

0 and A2
0, all the coefficients ai, bi, ci vanish, apart from:

A0
0 : a1 = a2 = 0.225 , A2

0 : a1 = a3 = −0.03706 . (A.60)

Par. zi ai bi ci

1 .3617 · 10−1 −.1716 · 10−2 −.3860 · 10−2

2 .1574 · 10−1 −.2448 · 10−2 −.3384 · 10−3

3 .1057 · 10−1 −.1774 · 10−2 −.2510 · 10−4

4 −.1782 · 10−2 −.1025 · 10−1 −.4312 · 10−2

A1
1 5 .2572 · 10−3 −.4649 · 10−2 −.1705 · 10−2

6 −.2872 · 10−3 .1046 · 10−2 −.3467 · 10−2

7 .8311 · 10−2 −.9152 · 10−2 −.3637 · 10−2

8 −.2603 · 10−2 −.1489 · 10−1 .2188 · 10−2

9 .1247 · 10−2 .7639 · 10−3 −.1340 · 10−2

10 −.1186 · 10−3 .4371 · 10−2 .1128 · 10−4

Par. zi ai bi ci

1 .2482 .4902 · 10−1 .1282 · 10−1

2 .1997 .1630 −.3179 · 10−3

3 .1285 .1137 .1640 · 10−3

4 .1831 · 10−1 −.1185 .6305 · 10−1

B0
0 5 .9970 · 10−2 −.6395 · 10−2 .1104 · 10−1

6 .4846 · 10−1 .3431 −.1661 · 10−1

7 −.3888 · 10−2 −.1598 .4322 · 10−1

8 −.8912 · 10−2 .5183 −.3067 · 10−1

9 −.4265 · 10−2 .4161 · 10−1 .8623 · 10−2

10 −.3232 · 10−2 −.1073 .2976 · 10−2

Par. zi ai bi ci

1 .1135 · 10−3 −.1685 · 10−3 −.6043 · 10−3

2 −.2094 · 10−2 −.3429 · 10−3 −.5583 · 10−4

3 −.8626 · 10−3 −.2467 · 10−3 −.2205 · 10−4

4 .2911 · 10−3 −.8897 · 10−3 −.5793 · 10−3

B1
1 5 .7343 · 10−4 −.4099 · 10−3 −.2258 · 10−3

6 .2063 · 10−3 −.4832 · 10−3 −.6376 · 10−3

7 .5294 · 10−3 −.6346 · 10−3 −.3879 · 10−3

8 −.3372 · 10−3 −.2347 · 10−2 .9292 · 10−5

9 −.1564 · 10−3 .1032 · 10−4 −.1169 · 10−4

10 −.1301 · 10−4 .8137 · 10−3 −.1051 · 10−3

Par. zi ai bi ci

1 −.8567 · 10−1 −.5496 · 10−2 .1526 · 10−2

2 −.1561 · 10−1 .1510 · 10−2 −.6254 · 10−3

3 −.8722 · 10−2 .9679 · 10−3 .2538 · 10−3

4 .9872 · 10−2 .1001 · 10−1 .2140 · 10−1

B2
0 5 .2176 · 10−1 .3724 · 10−2 .3595 · 10−2

6 .3338 · 10−1 −.1050 · 10−1 −.5945 · 10−2

7 −.2051 · 10−1 .4012 · 10−1 .1157 · 10−1

8 −.5171 · 10−1 .7078 · 10−2 .1593 · 10−2

9 −.5929 · 10−1 −.6046 · 10−2 .1382 · 10−2

10 −.2247 · 10−1 .4017 · 10−2 −.1490 · 10−2

Par. zi ai bi ci

1 −.1652 · 10−1 .2246 · 10−1 .3320 · 10−2

2 .3280 · 10−2 .5387 · 10−1 .9391 · 10−4

3 .1127 · 10−1 .2911 · 10−1 .2303 · 10−3

4 .1367 · 10−1 .1198 .9361 · 10−2

C0
0 5 .1606 · 10−1 .5107 · 10−1 .1440 · 10−3

6 .2990 · 10−1 −.1170 · 10−1 .1345 · 10−2

7 −.5982 · 10−2 .9021 · 10−1 .1428 · 10−1

8 .1923 · 10−2 .9601 · 10−1 −.4036 · 10−2

9 .1106 · 10−1 .2148 · 10−1 −.1501 · 10−2

10 .3809 · 10−2 −.2854 · 10−1 .2780 · 10−2

Par. zi ai bi ci

1 −.7257 · 10−4 −.1076 · 10−4 −.8750 · 10−4

2 .2234 · 10−3 −.4577 · 10−4 −.8053 · 10−5

3 .3718 · 10−4 −.3531 · 10−4 −.6497 · 10−5

4 .2259 · 10−4 .2031 · 10−4 −.7306 · 10−4

C1
1 5 .1216 · 10−4 −.2042 · 10−4 −.2856 · 10−4

6 .4075 · 10−4 −.1625 · 10−3 −.1121 · 10−3

7 −.1238 · 10−4 −.3676 · 10−4 −.2568 · 10−4

8 .1103 · 10−3 −.3679 · 10−3 −.5010 · 10−4

9 .3813 · 10−4 −.5706 · 10−5 .3202 · 10−4

10 .3531 · 10−4 .1373 · 10−3 −.3439 · 10−4
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Par. zi ai bi ci

1 −.7557 · 10−2 .2648 · 10−2 −.5166 · 10−3

2 .3425 · 10−1 −.2038 · 10−2 .5412 · 10−3

3 .2830 · 10−1 −.9686 · 10−3 .2995 · 10−3

4 .3342 · 10−2 .5536 · 10−2 −.5538 · 10−2

C2
0 5 .1391 · 10−1 .7956 · 10−3 −.2012 · 10−2

6 .2375 · 10−1 .1775 · 10−2 .2675 · 10−2

7 −.3024 · 10−1 −.1924 · 10−1 .6680 · 10−4

8 −.9323 · 10−1 −.2108 · 10−2 .2173 · 10−2

9 −.8813 · 10−1 .4251 · 10−2 −.2462 · 10−2

10 −.2679 · 10−1 −.3504 · 10−2 .1984 · 10−2

Par. zi ai bi ci

1 −.6396 · 10−3 .7978 · 10−3 .6667 · 10−3

2 −.4143 · 10−2 .5649 · 10−2 −.5508 · 10−4

3 −.3708 · 10−2 .5227 · 10−2 .1462 · 10−3

4 −.4016 · 10−2 −.6414 · 10−2 −.8673 · 10−3

D0
0 5 −.3159 · 10−2 −.3022 · 10−2 −.9427 · 10−3

6 −.7352 · 10−2 .1584 · 10−1 .2274 · 10−2

7 −.1305 · 10−2 −.1363 · 10−1 .3488 · 10−2

8 −.4523 · 10−2 .1960 · 10−1 .1146 · 10−2

9 −.4581 · 10−2 −.2917 · 10−3 −.1778 · 10−2

10 −.1272 · 10−2 −.4082 · 10−2 .1184 · 10−2

Par. zi ai bi ci

1 .6607 · 10−7 −.1767 · 10−6 −.1271 · 10−4

2 −.1750 · 10−4 −.5895 · 10−5 −.8847 · 10−6

3 −.6507 · 10−5 −.5144 · 10−5 −.1517 · 10−5

4 −.3851 · 10−5 .1657 · 10−4 −.7559 · 10−5

D1
1 5 .4987 · 10−6 .2201 · 10−5 −.3089 · 10−5

6 .1953 · 10−6 −.3159 · 10−4 −.1827 · 10−4

7 −.2797 · 10−4 .3893 · 10−5 .1194 · 10−5

8 .1604 · 10−4 −.5762 · 10−4 −.1570 · 10−4

9 −.1183 · 10−4 −.9919 · 10−6 .9930 · 10−5

10 −.7835 · 10−5 .2179 · 10−4 −.7949 · 10−5

Par. zi ai bi ci

1 .1980 · 10−3 .1510 · 10−3 −.2527 · 10−4

2 −.2572 · 10−2 −.5907 · 10−4 .1149 · 10−4

3 −.2024 · 10−2 −.2137 · 10−4 .1067 · 10−4

4 .1600 · 10−2 .5689 · 10−3 −.2189 · 10−3

D2
0 5 .1790 · 10−3 .1280 · 10−3 −.7452 · 10−4

6 .1228 · 10−2 −.3551 · 10−4 .9342 · 10−4

7 .9168 · 10−3 −.7961 · 10−3 −.1405 · 10−3

8 .4960 · 10−2 −.1981 · 10−3 .7174 · 10−4

9 .5225 · 10−2 .2966 · 10−3 −.8173 · 10−4

10 .1550 · 10−2 −.1694 · 10−3 .6938 · 10−4

We determine s00, s
1
1 and s20 by the conditions:

δ00(s0) ≡ θ0 , δ11(s0) ≡ θ1 , δ20(s0) ≡ θ2 (A.61)

where θ2(a
0
0, a

2
0, θ0, θ1) is parametrised following eqs. (6.9) and (6.14), with the coefficients:

Par. zi ai bi ci

1 −.3160 .7038 · 10−1 −.2480 · 10−1

2 −.2355 .2380 · 10−1 .6701 · 10−2

3 −.2021 .1687 · 10−1 .5869 · 10−2

4 .4885 · 10−1 .6057 · 10−1 −.2094 · 10−1

θ2 5 −.1106 · 10−1 .2317 · 10−1 −.1128 · 10−1

6 .8406 · 10−2 .7702 · 10−1 −.2254 · 10−1

7 .3569 · 10−2 .1531 .1103

8 .3021 · 10−1 .1027 · 10−2 −.4945 · 10−2

9 .2762 · 10−1 .2859 · 10−2 −.1297 · 10−1

10 .7229 · 10−2 .1513 · 10−1 .1340 · 10−1

We have introduced the function θ2(a
0
0, a

2
0, θ0, θ1) to improve the accuracy on s20. The de-

pendence of θ2 on the S-wave scattering lengths and on the phases at the matching point is
smoother than the analogous dependence of s20. A direct fit of s20 using the form of eqs. (6.9)
and (6.14) would therefore induce a loss of accuracy, compared to the procedure we follow here.
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A.4.2 Parametrisation of isospin-breaking corrections [J]

We can parametrise ∆, i.e., the isospin breaking in δs−δp with a good accuracy as a polynomial
in

∆ =
∑

cijklm

(

s− 4M2
π±

M2
π±

)i−1/2




√

λ(s, sℓ,M
2
K)

M2
K





j−1
(

a0
0

0.225
− 1

)k (
a2

0

−0.0382
− 1

)l (
37

R
− 1

)m

,

with i = 0 . . . 4, j = 0 . . . 3, k = 0 . . . 2, l = 0 . . . 2, m = 0 . . . 1 , (A.62)

where λ(x, y, z) = x2+y2+z2−2xy−2yz−2xz denotes the Källen function, and the coefficients
are collected in tabs. A.5 and A.6. The remaining uncertainty coming from our pour knowledge
of the low-energy constants can be parametrised as a quadratic function of (s− 4M2

π±)/M2
π± :

δ∆ =
∑

n=0...2

dn

(

s− 4M2
π±

M2
π±

)n

, (A.63)

with
d0 = 0.733278, d1 − 0.0457505, d2 = 0.0132922 (A.64)

We obtained these coefficients by computing ∆ for a large sample of (s, sℓ, a
0
0, a

2
0, R) in the

kinematic range allowed for s and sℓ and for

0.16 ≤ a0
0 ≤ 0.3 , −0.06 ≤ a2

0 ≤ −0.02 , 25 ≤ R ≤ 50 , (A.65)

keeping the low-energy constants at their central values, then we performed a polynomial fit of
these points 1. The difference between the fitted value of ∆ and its actual value remained always
smaller than 0.5 mrad (i.e. small compared to the uncertainties coming from the low-energy
constants). In the case of the δ∆, we performed a similar analysis, adding in quadrature the
uncertainties from the various low-energy constants when the latter are varied in their ranges
indicated in Tab. 6.4. The difference between the fitted value of δ∆ and its actual value
remained below the 1% level.

A.5 Three-flavour chiral symmetry breaking according to ππ

and πK scatterings

A.5.1 Computation of the amplitudes [M]

The amplitudes are smooth functions of the various experimental inputs. This means in partic-
ular that there will be significant correlations among the value of the same scattering amplitude
at different points in the Mandelstam plane. We compute these correlations according to the
following procedure. Let us call ak (k = 1 . . . n) the parameters describing the variations of
the experimental inputs. To each of these parameters is attached an uncertainty (σk), and the
correlations among them are encoded in a covariance matrix Dkl, or equivalently, a reduced
covariance matrix Hkl = Dkl/(σkσl). We compute the mean value mi of the observables xi’s
by setting all the parameters ak to their central value āk: mi ≡ xi(āk). Then, we vary the
parameters one by one (the others being kept at their central value) and compute each time:

∆k
i ≡ xi

(

āk +
σk

ρ

)

−mi =
σk

ρ
× ∂xi

∂ak
+ . . . (A.66)

1We also varied the πK scattering lengths, but the impact on ∆ was small compared to the error coming
from the LECs in δ∆, and could be well accommodated by a constant.
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j k l m c0jklm c1jklm c2jklm c3jklm c4jklm

0 0 0 0 0.00408075 -0.037109 0.0256052 -0.00102641 -0.000132779

0 0 0 1 -0.000396782 0.00515833 -0.00317269 0.000557488 -0.0000301507

0 0 1 0 0.00172858 -0.0207691 0.01245 -0.00121942 0.0000157535

0 0 1 1 -0.00019949 0.00278162 -0.00169132 0.000295475 -0.0000159236

0 0 2 0 -0.000352405 0.00506193 -0.00304836 0.000529188 -0.0000283819

0 0 2 1 0 -0.0000919988 0.0000555492 0 0

0 1 0 0 0.00222772 -0.0143104 0.0117905 0.000543864 -0.000173075

0 1 0 1 -0.000285096 0.00363627 -0.00224116 0.000394058 -0.000021315

0 1 1 0 0.000543846 -0.00781044 0.0047014 -0.000815728 0.0000437279

0 1 1 1 -0.0000270461 0.000388231 -0.000233305 0.0000404037 0

0 2 0 0 -0.000034258 0.000490918 -0.000293745 0.0000506198 0

0 2 0 1 -0.0000419505 0.000602546 -0.000363017 0.0000630481 0

1 0 0 0 5.6326 5.69856 -0.520896 -0.0475999 0.00402889

1 0 0 1 0.00296164 1.08293 0.0539793 -0.0281812 0.000987649

1 0 1 0 0.809083 5.49273 -0.668947 0.0206698 -0.00025277

1 0 1 1 0.00144958 0.104885 0.0505555 -0.0108245 0.000450808

1 0 2 0 0.00244321 -0.0329271 0.0844347 -0.0139556 0.000592634

1 0 2 1 -0.0000461274 -0.00548283 -0.00612487 0.000957791 -0.0000161492

1 1 0 0 4.82437 -2.38606 -0.0246789 -0.0842424 0.00494047

1 1 0 1 0.00212653 0.667555 -0.0261395 -0.0149657 0.000666723

1 1 1 0 -0.00374025 0.0371545 -0.271428 0.0228138 -0.000890091

1 1 1 1 0.000181815 -0.0752042 -0.0129246 0.00209766 0.0000233248

1 2 0 0 0.000209764 -0.27961 -0.0121203 0.000602476 0.0000343068

1 2 0 1 0.000294063 -0.227759 -0.0118032 0.00170368 0.0000557709

Table A.5: First part of the coefficients for the parametrisation of the isospin-breaking correction
∆.

where ρ is a largish parameter (around 10), and the ellipsis denotes higher derivatives. Once
this is done for all the parameters, we compute the covariance matrix for the observables:

Vij ≡ ρ2
∑

kl

∆k
i ∆

l
jHkl =

∑

kl

∂xi

∂ak

∂xj

∂al
Dkl + . . . (A.67)

A.5.2 Treatment of correlated data [M]

We expect strong correlations among the data points. This is reflected by the fact that the
covariance matrix C in eq. (8.26) is nearly degenerate, and therefore cannot be inverted easily.
In order to treat this problem, one can diagonalize the matrix C:

C = UDUT , D = diag(λ1, . . . , λn) , UUT = UTU = 1 , (A.68)
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j k l m c0jklm c1jklm c2jklm c3jklm c4jklm

2 0 0 0 0.064777 -0.329443 -0.752549 0.329432 -0.00493116

2 0 0 1 -0.00810965 0.0703793 0.0122972 -0.0184276 0.00181876

2 0 1 0 0.0300777 -0.241158 -0.216191 0.117539 -0.00435461

2 0 1 1 -0.00398709 0.0424437 0.00454033 -0.0093948 0.000937616

2 0 2 0 -0.00694273 0.0798882 0.00793341 -0.0168085 0.00165269

2 0 2 1 0.000127674 -0.00148408 -0.000112044 0.000299676 -0.0000300626

2 1 0 0 0.0317176 -0.0418002 -0.556006 0.21019 0.000438524

2 1 0 1 -0.00585148 0.0477542 0.00972068 -0.0132276 0.00129526

2 1 1 0 0.0106913 -0.122801 -0.0126945 0.0260116 -0.00254856

2 1 1 1 -0.00052736 0.00601697 0.000719098 -0.00130958 0.000126754

2 2 0 0 -0.000654829 0.00734259 0.00116208 -0.00169482 0.000158666

2 2 0 1 -0.000827849 0.00953291 0.000922877 -0.00199909 0.0001972

3 0 0 0 -0.0551633 0.236287 0.14803 0.226778 -0.105781

3 0 0 1 0.00676711 -0.130306 0.00598503 0.00302712 0.00143925

3 0 1 0 -0.0253551 0.217623 0.019838 0.0600479 -0.0308006

3 0 1 1 0.00334818 -0.047997 0.000649354 0.00174378 0.00075468

3 0 2 0 0.00592331 -0.074042 0.0092368 0 0.00172281

3 0 2 1 -0.000107209 0.00133079 -0.000117648 -0.0000316854 -0.0000264796

3 1 0 0 -0.0273058 -0.0202905 0.135118 0.17567 -0.0771778

3 1 0 1 0.00488996 -0.100599 0.00674336 0.00154108 0.00108788

3 1 1 0 -0.00914914 0.114557 -0.0150928 0.000509847 -0.00273471

3 1 1 1 0.000455604 -0.00572319 0.000868521 -0.000103778 0.000148124

3 2 0 0 0.000583594 -0.00747208 0.00166134 -0.000459851 0.000235585

3 2 0 1 0.000703795 -0.008788 0.00101315 0.0000467118 0.000198545

Table A.6: Second part of the coefficients for the parametrisation of the isospin-breaking cor-
rection ∆.

which yields the corresponding likelihood:

L(∆V ) = exp

[

−1

2
∆V T C−1 ∆V

]

/
√

det(2πC) (A.69)

= exp

[

−1

2
∆V T UD−1UT ∆V

]

/
√

det(2πC) . (A.70)

Let us split the set of eigenvalues in two categories: large eigenvalues of order 1, collected in
the diagonal matrix D̃, and almost vanishing eigenvalues, smaller than a cut-off and gathered
in the diagonal matrix D0:

D = D̃ +D0 , C̃ = UD̃UT , C0 = UD0U
T . (A.71)

The eigenvalues in D0 are responsible for the near degeneracy of the matrix. In the cor-
responding directions, the exponential could be approximated with a Dirac distribution and

230



A.5. THREE-FLAVOUR χSB FROM ππ AND πK SCATTERINGS

would yield constrains on NNLO and higher-order remainders. Our approximation by a low-
degree polynomial is expected to hold at the level of a few percent: numerically, a perfect
agreement between data and experiment occurs already if ∆V = O(1%). Therefore, we cannot
make much use of eigenvalues of the covariance matrix much smaller than (1%)2 = 10−4. This
leads us to limit the analysis to the subspace where D̃ is non-vanishing, and to define on this
subspace D−1 ≡ D̃−1 (see ch. 2.6 in ref. [448] for a more detailed discussion on the relationships
between singular value decomposition and matrix inversion). We chose to set the limit between
small and large eigenvalues of order 10−8 (with only a very mild dependence of our results on
the exact value of the cutoff).
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