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ABSTRACT

Suspended sediment in rivers has important impacts on flbiota, fate of nutrients and pol-
lutants, erosion controls, and engineering issues frormead infilling. However, the study of
sediment transport has been hampered by lack of equipmeatidinuous field monitoring of
sediment concentration and velocity. Side-looking orxamtal acoustic Doppler current profil-
ers (H-ADCPs) are a potential tool for this purpose. Instafecing across-stream, discharge
rates can be calculated from the river-wide velocity prdditel suspended sediment concentra-
tions estimated from the backscattered intensity. A nydar measurement campaign on three
rivers in southeastern France was used to determine paiteists and limitations of commer-
cially available H-ADCPs under various river morphologydiseent content, boat traffic, sea-
sonal variation, and flow conditions. Standard water saswahel optical turbidity measurements
establish a baseline for comparison of the concentratitbmates while ADCP gauging and
discharge stations establish a baseline for the velocitgsorements. Grain size analysis was
performed on suspended sediment samples from one studyssitg a laser grain sizer. The
distributions were lognormal and the sediments were prauamtly silts and clays.

Low sediment load conditions resulted in underestimatialpaities. When the H-ADCP
measurement volume was close to the surface, the soundeeffeam the surface dominated the
signal from the particles in the water, even when the indidegle was low. In measurement cells
unaffected by the surface, flow velocity was also undereggohwhen the backscattered intensity
from the water was low due to low sediment concentrationgreds velocity estimates appeared
accurate when the backscattered intensity was low duednwtion by high concentrations of
sediment. Relationships between velocity underestimatioi(1) concentration and (2) intensity
are presented for the 300, 600 and 1200 kHz H-ADCPs used istilhly. These relationships
can be used to correct the biased velocity measurementsiimim-ADCPSs.

At the range of frequencies of these instruments, viscogsrahion by silt-sized particles
leads to substantial attenuation when concentrationseex@®0 mg/L. Excellent agreement was
found between concentrations from attenuation and stdndathods of water samples and opti-
cal turbidity meters when concentrations ranged from 10QLrtgg10 g/L. The median grain size
of the suspended sediment was determined from multi-fregyuattenuation data by assuming
lognormal size distributions. The sizes estimates wer@2@st greater than what was predicted
assuming monosized particles. The median radius measyieddr grain sizer was in between
the two acoustic estimates. This highlights the need fauriaiory experiments with controlled
size distributions to determine whether multi-frequentigrauation data can provide accurate
measurements of grain size.

This study shows that once the limits of accurate velocitasneements are established for a
given site and instrument, the H-ADCP is a valuable tool fgioeal fluvial sediment transport
surveys, especially for monitoring concentration and itatately characterizing changes in grain
size during flood events. This is a significant finding, sirff@erajority of sediment transport is
believed to occur during floods or dam flushing events and otbst monitoring techniques fail
under these extreme conditions.
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RESUME DE LA THESE

Cadre de I'étude

Le suivi en continu des flux d’eau et de matieres en suspedsiagles cours d’eau est important
pour de nombreuses raisons. Les études de I'envasememteiegas de barrage, les études géo-
morphologiques et les études du transport des nutrimedésgtolluants nécessitent des mesures
en continu car les concentrations peuvent varier de plisi@dres de grandeur lors des crues.
Le suivi en continu des deébits est important pour I'optimigade la production hydro-électrique
et, entre autres, I'étude des crues et des ressources efffeade quantifier le transport solide
en suspension, les mesures de débit sont en général combiexedes prelévements d’eau ou
des mesures optiques de la concentration en sédimentsseuwdssles instruments acoustiques
sont capables de fournir des mesures simultanées de vitedseconcentration. Cette these est
une étude de I'applicabilité d’une nouvelle configuraticmndinstrument commercial, le profi-
leur acoustique Doppler horizontal (H-ADCP), pour le suigsdlux d’eau et de matiéres en
suspension dans les rivieres.

Un profileur acoustique Doppler (ADCP) est un instrument cgmgur mesurer un profil de
vitesse. Les ADCPs fonctionnent sur le principe qu’il y a dagtipules en suspension dans
'eau qui se déplacent a la vitesse de I'eau. Cette hypothgtsaperopriée loin du lit, dans la
couche de suspension homogéne des rivieres car les pastienilsuspension se déplacent avec
les mémes direction et vitesse que I'écoulement, surtauesicourtes échelles temporelles des
mesures acoustiques. Un ADCP mesure la vitesse de I'écounletass la direction parallele a
I'axe du transducteur en envoyant des signaux acousticaresl@éau et en analysant le son qui
est rétrodiffusé par les particules en suspension. Esanitides transducteurs avec des axes dans
plusieurs directions, les instruments fournissent desireegle vitesse de I'écoulement en deux
ou trois dimensions.

L'intensité acoustique qui est rétro-diffusée par les ara en suspension peut étre exploitée
pour déterminer leur concentration. La majorité de la mat#n suspension dans les rivieres est
composeée de limons, d’argiles et de sables fins. La contemtides sables peut étre déterminer a
partir de l'intensité rétrodiffusée (e.bgay, 1983;Thorne and Hane2002). Pour les fréquences
des H-ADCPs, l'intensité rétrodiffusée par les limons etlasgest faible, mais I'atténuation est
importante. L'atténuation sédimentaire peut-étre ex@éopour determiner la concentration des
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sédiments fins en suspension (dJgick, 1948; Flammer 1962; Topping et al. 2007; Wright
et al, 2010).

Dans une application fluviale typique, un H-ADCP est installé une berge de la riviere a
quelgues métres de profondeur, visant la rive opposéesttliment mesure un profil de vitesse a
travers la section avec un espacement de cellule de mesupis@ntre 0.5 m et 4 m. L'avantage
de ces instruments pour le suivi des vitesses par rapport@augeage avec un ADCP vertical
est qu’ils fournissent des mesures en continu. Avec un necai@bropri€, on peut relier leurs
mesures de vitesse a la vitesse débitante, c’est-a-diitelesg moyenne sur la section. Il suffit
ensuite d’'une mesure de la surface mouillée pour détermimelebit. L'application de ces ins-
truments pour suivre les débits en continu est trés prooreti®ci dit, des études préliminaires
parLe Coz et al(2008) etPierrefeu(2008) ont montré que les vitesses mesurées avec des H-
ADCPs sont sous-estimées quand le débit est faible. Cettevalisa n’était pas inattendue car
il faut une certaine concentration de particules en suspep®ur avoir une mesure fiable, mais
il faut pouvoir quantifier de combien les instruments sostgygent les vitesses et en quelles cir-
constances. C’est d’autant plus important que les utilisaterincipaux des H-ADCPs en France
sont des compagnies hydro-électriques. Pour assurempleatadu débit réservé et pour optimiser
la production, par exemple, il est impératif qu’ils aiensaeesures fiables pendant des périodes
de faible vitesse.

Objectifs

Avec un grand jeu de données acquis sur des sites d’étudedasdmathymétries et des condi-
tions de forcage contrastées, le premier objectif de caiteéitait de déterminer la cause de la
sous-estimation de vitesse par les H-ADCPs et de déterraaaoinditions sous lesquelles ces
instruments fournissent des mesures fiables de vitesseex@eme objectif était d’établir une
meéthode robuste pour obtenir la concentration de la matiéiguspension a partir des données
d’intensité.

Plan du manuscrit

Une introduction a la théorie des mesures hydro-acoustigaevitesse et de concentration est
présentée dans le Chapitre 2. Chapitre 2 aborde la diffusiti qile I'atténuation acoustique
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par une suspension de sédiments a des fréquences élévedsi101 MHz). Une méthode in-
novante pour déterminer la granulomeétrie a partir de mesurdti-fréquences d’'atténuation est
introduite. Les sites d’étude sont détaillés dans le Chaitils appartiennent soit a I'Electricité
de France (EDF), soit a la Compagnie Nationale du Rhéne (CNR)messires ont été réali-
sées principalement sur quatre sites d’étude sur troissaeau : la Sabne a Lyon, passerelle
Saint-Georges (CNR), I'lsere a Romans-sur-Isére (CNR) et le Rhdmentélimar (CNR) et au
Tricastin (EDF). Les instruments, qui sont tous constipéisTeledyne RD Instruments, ont une
fréquence porteuse de 300, 600 ou 1200 kHz. A Romans-s@4getrouve un instrument de
chaque fréquence, mais les autres sites d’étude compartigptement un H-ADCP de 300 kHz.
Une description des conditions hydro-sédimentaires pbagge site est aussi donnée dans le
Chapitre 3.

A travers ce travail, nous avons observé que la profondmitéé de certaines rivieres peut
compromettre les mesures de vitesse et de concentratiameadra section. L'objectif du Cha-
pitre 4 est de mettre en évidence et d’analyser ce problée® nesures de vitesse sont preé-
sentées dans le Chapitre 5 et les facteurs qui influencenstiesge des mesures sont discutés.
Des relations de type “index-velocity” sont établies pas trois H-ADCPs de Romans et pour
le H-ADCP de Montélimar. Ces relations permettent une cameates débits, qui seraient au-
trement sous-estimés. Montélimar est considéré commeela’'situde idéal car la position de
linstrument est assez profonde et horizontale, la riveseprofonde et il n’y a pas de passage
de bateaux devant I'instrument. Les méthodes d’inversiboomcentration sont détaillées et ap-
pliquées dans le Chapitre 6. Dans le Chapitre 7, nous combiesnuesures de vitesse avec
les mesures de concentration pour calculer les flux de reat@m suspension pendant une crue
naturelle sur I'lsere et le bas-Rhoéne. Les principaux résulie cette thése sont détaillés dans
les quatre sections ci-dessous.

Le positionnement des instruments

Dans le Chapitre 4, nous montrons que les profils d’'intensisdt#ADCPs de 300 et de 600 kHz
de Romans ne sont pas cohérents avec la diffusion par unensimpéomogene de sédiment
qguand la concentration de la matiére en suspension est soudade-20 mg/L (ce qui est le cas
la majorité de I'année). A part dans les premiéres quelgei@des de mesures ou les valeurs sont
crédibles, les intensités sont fortes et variables malgetcdncentrations de diffuseurs faibles
et constantes. De plus, les vitesses sont quasi-nullescaidhit autour de zéro dans ces mémes
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cellules.

D’habitude, on simplifie le fonctionnement d’'un ADCP en caolésant qu’il mesure ce qui se
passe dans un volume cylindrique a une distance donnéedgdinent. Mais en réalité, l'inten-
sité qui est détectée correspond a toutes les ondes quircoupa la méme distance. C’est-a-dire
gu’a chaque distance supérieure ou égale a la profondenmdision de 'instrument, il y aura
une contribution de la diffusion par la surface. L'explioatla plus probable pour les observa-
tions d'intensités et vitesses abhérentes est donc lasdiffypar la surface. Les particules a la
surface de I'eau se déplacent a la vitesse de I'eau, maisitessaapillaires créées par la macro-
turbulence en riviere se propagent dans tous les sens afifesse moyenne devrait étre proche
de zéro. Pour une onde acoustique incidente sur une sunfasenpant des ondes capillaires,
la vitesse détectée serait donc nulle, mais l'intensitodéfusée pourrait étre importante par
rapport a l'intensité renvoyée par les particules en suspermuand I'eau est peu chargée.

Pour déterminer I'effet de la diffusion par la surface s teesures d’intensité, nous mo-
délisons la surface comme un diffuseur lambertien. Dans$ede la rétrodiffusion (angle de
diffusion égal a I'angle d’incidence), l'intensité difféis par une surface lambertienne dépend
linéairement du cosinus carré de I'angle d’incidence. Qefpeésentation de la surface libre est
valable si nous supposons que I'échelle caractéristigaeudmsités de la surface est du méme
ordre de grandeur que la longeur d’'onde acoustique, ce guraspour des ondes capillaires.
Nous montrons que les irrégularités observées dans lesspildfitensité mesurés avec les H-
ADCPs de 300 et de 600 kHz a Romans-sur-Isere pendant desgededaible concentration
ont la méme forme que ce qu’on attend de la diffusion par l&@asadibre. Ces résultats montrent
gue quand les ondes acoustiques interceptent la surfaegléls mesures de concentration et de
vitesse peuvent étre fortement perturbées, méme quanddes sont incidentes avec un faible
angle d’incidence. Ceci contraste avec ce qui est ecrit @agsitle utilisateur qui est fourni avec
les H-ADCPs ainsi qu’avec les déclarationsHtgtink et al.(2009) selon lesquelles la réflexion
du lobe principal sur la surface libre ne pose aucun problgooe les mesures de vitesse.

Les H-ADCPs de 300 et de 600 kHz a Romans ont été repositionrdg&cembre 2010 dans le
but d’éviter le probleme de la réflexion par la surface, maisagson de la faible profondeur de la
section (profondeur maximale de 4 m), aucune position @arétivée dans laquelle ni la surface,
ni le fond ne posent probleme. Il n’est, donc, pas possiblerdiler correctement les vitesses a
travers la section entiere a Romars86 m). La possibilité que les mesures acoustiques soient
perturbées par la diffusion par la surface & Montélimar ediatS85eorges a aussi été étudiée a
I'aide du modéle lambertien. La conclusion est qu’en raiobon positionnement du H-ADCP
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a Montélimar et de la profondeur importante de ce site d&tund la réflexion par la surface,
ni la réflexion par le fond ne posent probleme pour les mesiduwdsansport des sédiments en
suspension. Par contre, il semble que la réflexion par le fars# un Iéger probléme pour les
mesures a Saint-Georges a des distances au-dela de 40 m.

La modélisation simple qui a été effectuée dans cette ttesmeutil pertinent pour de futures
études. Comme le probleme de la surface libre n’est pas apgmgrand I'eau est suffisamment
chargée, le probléme ne sera pas détecté si I'installatibfaie un jour ou les concentrations
sont suffisantes (typiquement supérieures a 20 mg/L).

Les mesures de vitesse

La justesse des mesures de vitesse faites avec les H-ADCPstudice sur trois sites d’étude.
La forme des profils de vitesse mesurés avec les H-ADCPs deGaorges et de Montélimar a
été comparée aux données des jaugeages ADCP réalisés avBCihartical fixé a un bateau
a moteur. Nous observons que les H-ADCPs sous-estimenekseitjuand les vitesses — et donc
probablement les concentrations — sont faibles. La sairsaton s’aggrave avec la distance de
mesure depuis l'instrument car I'intensité diminue avedisdance de propagation.

Les données de débit du barrage de Pizancon (EDF) songasligour calculer une vitesse
débitante a Romans (débit divisé par la surface mouillée éébit du barrage de Chateauneuf
(CNR) est utilisé pour calculer une vitesse débitante a Monégl Le barrage de Pizancon est
situé 2 km en amont de Romans et le barrage de Chateauneufié&@m en aval du H-ADCP
de Montélimar. Pour les deux sites d’étude I'écart entratksse débitante et la vitesse mesurée
par les H-ADCPs a une distance donnée est évalué en fonctidr) @evitesse débitante, (2) de
l'intensité rétrodiffusée et (3) de la concentration deigras en suspension, quand disponible.
Plus de six mois de données en continu sont utilisées paectaéir une comparaison avec des
données de plusieurs cellules de mesure. Siles H-ADCPs aiesucorrectement les vitesses, le
rapport de la vitesse débitante a la vitesse locale du H-AD&Rad étre une constante a une dis-
tance de mesure donnée, c’est-a-dire que le rapport neitdeasadépendre de la concentration,
ni de la vitesse. Au contraire, on trouve que la vitesse néespar les H-ADCPs est sous-estimée
guand I'intensité rétrodiffusée est faible en raison d’aharge en matiéres en suspension faible,
mais pas lorsque l'intensité est faible en raison de |'atééion acoustique due a de fortes concen-
trations. Nous observons un comportement similaire a Miom&, mais comme il n’y a pas de
mesures de concentration a ce site d’étude, on ne peut pag dég valeur de concentration
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en-dessous de laquelle les mesures sont faussées. Laigilipour la sous-estimation en raison
de trop faible concentration est que les H-ADCPs amplifieog te signal. Quand il y a peu de
sédiment ce signal est que du bruit, ce qui contribue unesataulle, mais quand il y a beaucoup
de sédiment, ce signal vient des particules et donc lewgssas sont répresentatives de la vitesse
de I'écoulement.

Les mesures de turbidité & Romans-sur-Isere sont utilisgespontrer que quand la concen-
tration est inférieure a-70 mg/L, le H-ADCP de 300 kHz sous-estime la vitesse. La sous-
estimation s’aggrave et I'écart dans les mesures de vigsgmente avec une concentration
décroissante. Par exemple, a 14 m depuis I'instrument la-estimation peut atteindre 50%.
En revanche, quand les concentrations sont supérieuréd g, méme si l'intensité est trés
faible, les valeurs du H-ADCP sont a 10% des vraies vitesses.sdus-estimation de vitesse a
également été observée dans les données du H-ADCP de 600 Rénams pour des concentra-
tions <70 mg/L. Comme avec le H-ADCP de 300 kHz, I'écart des donnéessetus-estimation
de vitesse s’aggravent quand l'intensité diminue. Les messde vitesse effectuées avec le H-
ADCP de 1200 kHz sont plutot correctes, mais I'écart des desia@gmente legerement quand
l'intensité décroit. Malgré ses mesures de vitesse justes]-ADCP de 1200 kHz ne peut pas
profiler a des distances supérieures a 20 m a cause de latigmimportante du signal. Nos
observations montrent donc que I'utilisateur doit décilgéra besoin de mesures justes sur de
courtes distances, auquel cas il utilisera un H-ADCP de 1200 &u s’il a besoin de mesures
moins justes, mais sur des distances plus importantesghuags il utilisera un H-ADCP de
600 kHz, voire 300 kHz.

Des relations de type “index-velocity” sont établies paes trois H-ADCPs de Romans et
pour le H-ADCP de Montélimar en fonction de l'intensité réliftusée et de la concentration.
Ces relations permettent une correction des débits, quies¢rautrement sous-estimés. Pour
obtenir des mesures justes de vitesse avec les donnéesAREPIs, il faut d’abord déterminer
s’il y a de l'atténuation acoustique liée a la présence ded@éare en suspension, car les vitesses
sont justes quand le signal est faible en raison de forteserrations. S'’il y a de I'atténuation,
cela veut dire que la charge en matieres en suspension esttamig. En ce cas, la vitesse
débitante est toujours le méme ratio de la vitesse mesurde HaADCP a une distance donnée,
indépendamment de l'intensité. S’il n’y a pas d’atténuatiib peut y avoir relativement peu
de sédiment et donc une relation index-velocity qui dépendiitensité acoustique doit étre
utilisée.
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Les mesures de concentration et de granulométrie

Deux méthodes sont présentées pour établir les concensate matieres en suspension avec
les mesures acoustiques : I'inversion directe de I'inténstrodiffusée ou I'inversion de I'atté-
nuation acoustique qui est obtenue a partir des profilsafigité. Les sédiments en suspension
dans I'lsére, la Sadne et le Rhéne sont surtout des limonsrguagnés d’argiles et, de temps en
temps, de sables fins. Pour les fluctuations de granulonodiservées sur nos sites d’étude, la
méthode d’inversion de I'atténuation est plus robuste quaéthode d’inversion de l'intensité
retrodiffusée. Ceci vient du fait que les sables dominenéteodiffusion a des fréquences de
300 kHz - 1200 kHz, alors que c’est justement la proportiorsalges fins qui est susceptible
de changer lors des crues. Nos observations sont en accecdesvtravaux ddopping et al.
(2007) et danright et al.(2010) avec des H-ADCPs de type Sontek, qui montrent quelisité
rétrodiffusée dépend surtout de la concentration des sahiedis que I'atténuation est dominée
par I'atténuation visqueuse au voisinage des sédiments fins

En effet, dans la gamme de fréquence 300 - 1200 kHz, I'attémugisqueuse dans la couche
d’eau qui entoure les sédiments fins (limons et argiles) estitoup plus importante que I'atté-
nuation due a la diffusion par les particules. L'atténuati@épend de la concentration d’une ma-
niere linéaire et elle est notable sur des distances da€aldn metre quand les concentrations
en sédiments fins sont supérieures 200 mg/L. Une relation entre I'atténuation sédimentaire
et la concentration (issue du turbidimétre optique cajibrété établie pour les H-ADCP de 300,
600 et 1200 kHz a Romans-sur-Isére pour plusieurs évenenhargente de cette rélation donne
la valeur expérimentale de la constante d’atténuationrélesions linéaires sont trés nettes. Des
valeurs théoriques de la constante d’atténuation sontlégls pour les distributions granulomé-
triques des échantillons d’eau mesurées en laboratoielavgranulometre a diffraction laser.
L'accord entre les observations et les calculs théorigselsan pour les données du H-ADCP de
300 kHz. Pour le H-ADCP de 600 kHz, la valeur expérimental@g&u pres les deux tiers de la
valeur théorique et pour le H-ADCP de 1200 kHz, c’est la molte&désaccord entre théorie et
observations pourrait étre parce que les distributionsudoanétriques qui sont utilisées dans les
calculs sont les distributions des particules primairssajue les sédiments pourraient étre floc-
culés en riviereroppo and Ongley1994), surtout quand les concentrations sont de 'ordre de
1 g/L. Par contre, c’est sirement aussi liée a l'incertitsiieles mesures de granulométrie pour
les particules les plus fines, ainsi qu'au fait que la thégiapplique aux particules sphériques.

Une méthode est également introduite pour déterminer lauggmétrie a partir de données
multi -fréquences d’atténuation. Cette méthode se fonddesuméthodes delay and Sheng
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(1992) etCrawford and Hay(1993) pour l'inversion du signal rétrodiffusé en taille yeone.
Elle s’applique seulement pendant des périodes de forteseatrations ¥ 100 mg/L) car elle
nécessite une atténuation sédimentaire substantielle.Rwersion, des distributions granulo-
métriques volumiques log-normales ont été supposéevelsion multi-fréquence donne alors
une valeur de la taille médiane des particules en suspersaurs montrons que si une taille
unigue est supposée au lieu d’'une distributions lognorntaldiametre médian des particules
obtenu peut différer d’un facteur 20. La valeur médiane miteavec le granulometre laser se
trouve entre les deux estimations de taille.

Les concentrations sont aussi obtenues a partir des doHR&BEP a Montélimar et Tricastin.
Comme il n’y a de mesures ni de concentration ni de granuldergir le Rhéne a Montélimar ou
au Tricastin, on a supposé que les particules en suspengitaearméme granulométrie moyenne
gu’'a Romans. Cette hypothése semble réaliste au vu des datisgesibles sur le bas-Rhbéne, a
la station d’Arles notamment. L'atténuation sédimentaivéenue a partir des profils d’intensité
est divisée par la constante d’atténuation sédimentasergbe dans les données de 300 kHz de
Romans-sur-Isére pour obtenir des séries temporelles degwation pendant une succession
de crues. L'accord temporel entre les concentrations oetemavec les données H-ADCPs a
Montélimar et Tricastin est cohérent avec la propagatiatuilé des vitesses mesurées.

La mesure des flux de sédiments

Les méthodes qui sont détaillées dans cette thése pouripbesnmesures fiables de vitesse
et de concentration par H-ADCP sont appliquées dans le Chapitour analyser les flux de
sédiments en suspension pendant une crue naturelle srel#s$ le bas-Rhoéne. Les concentra-
tions obtenues avec linversion de l'atténuation sont iplifes par la surface mouillée et la
vitesse débitante (obtenue a partir de la vitesse mesurdena des H-ADCPS) pour obtenir
un flux de sédiments en suspension. Les mesures acoustanieomparées avec des mesures
de concentration par turbidimétre optigue combinées agsarnksures de débit classiques pour
étudier la propagation spatio-temporelle de la crue s@itee Romans-sur-Isére et Arles. L'ac-
cord entre les concentrations obtenues avec des mesurestigues, optiques et physiques est
encourageant. Cette thése montre qu’une fois que les liniigpplicabilité des H-ADCPs sont
bien établies, TADCP horizontal peut étre un outil puisgamir les mesures en continu de trans-
port des sédiments pendant des périodes de fortes cortantizes mesures mono-fréquences
peuvent fournir vitesse et concentration et des mesurdsfraguences peuvent en outre fournir
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I’évolution de la granulométrie intra et inter-événemefX&st un résultat trés encourageant car
la majorité du transport de sédiments en riviere a lieu petida évenements les plus chargeés.

Perspectives

Les perspectives peuvent étre divisées en trois catégaessperspectives pour les mesures
de vitesse, celles pour les mesures de concentration et @alur les mesures de granulométrie.
Pour les mesures de vitesse, la premiére perspective psuitdade ce travail est la validation des
relations “index-velocity” qui ont été établies. L'apmiion de la méthode a un jeu de données
autre que celui qui était utilisé pour le calage permetttais’assurer que la méthode peut étre
appliguée pour obtenir des vitesses justes a partir desesefsites avec des ADCPs horizontaux.
Sila méthode est jugée robuste, elle pourra étre appliquéelé I'acquisition des données pour
fournir des mesures de vitesse en continu avec les H-ADCPsogudéja en place.

Le site d’étude de Montélimar a été trop peu étudié penddte ttese, mais il y a des données
acoustiques qui donnent I'impression que la concentraitu la granulométrie ne sont pas ho-
mogenes a travers la section pendant certaine mancevregsaties. Comme le positionnement
et les conditions hydrauliques a Montélimar sont a prioéaid pour des mesures H-ADCPs,
des mesures de la distribution spatiale de la concentratide la granulométrie, ainsi que des
séries temporelles de concentration a un point donné pgentnaermettre de mieux explorer les
capacités des H-ADCPs. Si, en effet, le H-ADCP peut étre étpisur distinguer des change-
ments de concentration ou de granulométrie a travers sdih ggomesure, il constituerait un
outil intéressant pour I'étude des confluences ou des ctsudarturbidité par exemple.

Une autre perspective pour une étude future est l'invetigalu réle des flocs sur les me-
sures acoustiques. Le bon accord entre les observatioes etlculs théoriques pour des parti-
cules primaires pourraient suggérer qu'’il n'y avait pas dedlilation des particules pendant nos
campagnes de mesure, mais des mesures de granuloméitieanex un granulo-laser de type
LISST permettraient de mieux élucider cette question.|Emant, cette étude souligne l'intérét
d’instruments acoustiques capables de fonctionner aeulisifréquences. Il existe désormais
des ADCPs dévéloppés pour des mesures fluviales qui sontleapibfonctionner sur deux
fréquences. Cette étude montre que ces instruments offrgotskibilité de fournir des mesures
de granulométrie, méme pendant des périodes de fortesraoatiens, telles que des crues.
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CHAPTER1

INTRODUCTION

The sediment that is transported in rivers is divided into tategories: suspended load and
bedload. Suspended load is the sediment that is disper#ieelflow by turbulence, it is typically
composed of fine sand, silt and clay. Bedload is the coarsesriabthat moves along the bed,
either by rolling, sliding or saltating. In this thesis we anly concerned with the suspended load,
but a comprehensive overview of the sampling, monitorirgy@ediction of both suspended load
and bedload can be found licks and Gome@003).

The study of suspended sediments and their transport insrigeimportant for a number
of reasons. Environmental reasons include the study ofifgoit and nutrient transport. Hy-
drophobic pollutants, such as polychlorinated biphenySEs), chlorinated pesticides such as
hexachlorobenzene, and dry-cleaning products such ahéroethylene can adsorb to fine
sediments (e.gBero and Gibbs1990; Lick, 2009). These particles can then be transported,
deposited, and eventually resuspended. Nutrients suciiragen and phosphate can also be
transported on suspended sediment in rivévalling et al, 1997).

In rivers used for the production of hydroelectricity, sadnts are often trapped upstream of
dams, resulting in infilling which eventually results in treduction of reservoir storage. Sed-
iments can be flushed out regularly, but in order to undedsteow far they are transported,
real-time measurements of sediment fluxes are imperativaddition, flow regulation by dams
severely alters fluvial morphology, changing patterns ofem and deposition (e.ploward and
Dolan, 1981). Although it could be argued that suspended loadgkgikele for geomorphology
compared to bedload, the suspended load can be transfoonbedibad when the flow encoun-
ters deposits or bars or is encroached by vegetation. Tdrertife study of suspended sediment
transport enables us to study patterns of erosion and depoaihich can then be used to better
understand past rock records and to predict future changes.
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Quantifying suspended sediment fluxes requires contino@asurements because of the high
temporal variability in sediment fluxes in rivers. Throughthe course of a flood, concentrations
may vary by three orders of magnitude. A variety of techngyexist for measuring sediment
transport. Frequent collection of water samples acrossitBeand subsequent filtration is the
most robust method for measuring suspended sediment laatkthkless, this method only pro-
vides information about a given location at a given poininmet, and intensive sampling is time
consuming. As such, sediment rating curves have been widedg since the mid 1900s (e.g.
Campbell and Bauder1940;Miller, 1951). Using a limited number of samples and a record of
discharge, a relationship is established between seditoacentration and discharge. This rela-
tionship can then be used to estimate sediment transpdtitfoe events. Distinct rating curves
often exist for the rising and falling limbs of floods becatlsere is often a time lag, or hysteresis,
between the peak in suspended sediment concentration @peak in discharge. However, the
relationship between suspended sediment concentratibdischarge also depends on sediment
supply (e.gWood 1977) and seasonality and there is significant uncertasgpciated with this
technique, especially on small time scales. If the wroniggaturve is used for a given event, or
if all possible scenarios have not been sampled, then setimansport rates estimated from a
rating curve can be quite erroneod8g(ling, 1977). What is needed, therefore, is a robust and re-
liable technique to continuously monitor suspended sediirm@ncentration. If such a technique
can be combined with flow velocity measurements, continmenisitoring of sediment transport
rates can be provided.

Two possibilities currently exist for continuous measueais of suspended sediment concen-
tration: the use of (1) optical or (2) acoustical instrunsentith optical instruments being the
most commonly used. Optical instruments include transsmgters or optical backscatter sen-
sors that typically operate at infrared frequencies. Agmnaissometer measures the transmissivity
between an emitter and a receptor, whereas an optical ktdssensor, which is also known as
a turbidity meter, measures the scattered signal at an syméally ranging from 90to 180 to
the incident direction@owning 2006). The measurement is typically made a few centimeters
front of the instrument. Depending on the instrument andsthe of particles in suspension, the
detectable range of concentrations can be anywhere from/l1 tm@00 g/L Hicks and Gomez
2003). There is typically a distinct linear relationshigeen concentration of suspended sed-
iment and turbidity (optical scattering), but a calibratimust be done with water samples col-
lected at the site of interest since the optical scattesrg function of the refractive index and
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particle grain sizeRoster et al, 1992). A disadvantage of optical instruments is that thegtm
be cleaned frequently since biological material can caerihe lens and severely impact the
measurements; this is known as bio-fouling. Furthermdrey tannot measure flow velocity,
which eliminates the possibility of sediment flux monitarwith these instruments alone.

Unlike optical instruments, acoustic instruments are fralty insensitive to bio-fouling. A
second difference is that they can provide co-incident antbcated measurements of velocity
and concentration across a profile. With the use of an acalstackscatter system, such as the
commercially available acoustic Doppler current profi@bDCP), one has measurements of the
velocity field at a range of distances from the instrumentpdd&ling on the instrument, either
two or three components of the flow field can be measured. Iitiaddthe intensity of the
backscattered signal can be used to determine the conb@miwédsediment in the measurement
volume. Classical ADCPs have been used for quantitative mexasunts of suspended sediment
by Holdaway et al(1999) andReichel and Nachtneb§&l994), among others. The simultaneous
measurements of flow speed and concentration made with AD&®Pde& used to determine
fluxes of suspended sediment. The use of instruments whietatepat different frequencies can
also provide information on the grain size of particles ismension. Multi-frequency acoustics
have been applied successfully in fine-scale flow and seditrasrsport studies in order to profile
sediment sizeHay and Shengl992;Thorne and Hardcast|€l997) as well as sediment fluxes
across the highly concentrated benthic flow regidart(her et al, 2011).

This thesis focuses on the use of a new form of ADCP, the sidleifig, or horizontal, acoustic
Doppler current profiler (H-ADCP). These instruments arekei@d as an ideal tool for high-
accuracy continuous measurements of flow in rivers. Theyraeaded to be installed facing
horizontally across the river in order to continuously meas profile of flow speed. The interest
in using horizontal ADCPs for gauging as opposed to the mauitional method with a motor
boat and a vertically-oriented ADCP is that H-ADCPs can prewidntinuous measurements,
whereas gauging with a vertically-oriented ADCP is limitedtihe number of hours per day a
person can spend in a boat. The worktfang(2006),Le Coz et al(2008),Nihei and Kimizu
(2008) andHoitink et al.(2009) focused on the use of H-ADCPs for discharge measuitsnren
river. They showed that with the use of a suitable model, tbeh@rge could be determined from
the horizontal profile of velocity. However, at a number afdst sites used in this thesis it was
found that when flow speeds, and presumably concentratiosisspended sediment, were low
the H-ADCPs underestimated velocityg(Coz et al.2008;Pierrefey 2008).
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To the best of our knowledge there have been no publicati@ekplore the validity of the ve-
locity measurements made using H-ADCPs as a function ofeseattoncentration, even though
this is of crucial importance for operators. The predomingers of horizontal-ADCPs in France
are hydroelectric companies. They have a vested interdsivimg accurate measurements of
velocity during low flow conditions since they aim to optimigroduction while respecting com-
pensation water regulations (“débit réservé”). Sinceimieary studies showed that velocity
measurements made using H-ADCPs were not accurate durirftplewonditions, the first goal
of this study was to determine the hydrological and suspgsddiment conditions under which
H-ADCPs accurately measure cross-river profiles of flow sp@ag was done using data from
a number of different study sites with different instrungeand instrument configurations. The
second objective was to develop a robust method for detergiguspended sediment concentra-
tions from the backscattered intensity data in order to nmeauxes of suspended sediment at
the various study sites. Previous researchers had inaéstighe use of side-looking ADCPs for
concentration measurements in rivefsfping et al. 2007;Wright et al, 2010). They showed
that the backscattered intensity was most sensitive to-saed particles, while the attenuation
was most sensitive to silt-sized particles.

The layout of the thesis is the following. The theory peritagrnto velocity and concentration
measurements is presented in Chapter 2. This includes adirttion to the theory of high fre-
guencies (100 kHz - 1 MHz) acoustic scattering from suspassof sandilay, 1983) as well
as the theory of acoustic attenuation from suspensiondtefized particlesrick, 1948;Hay;,
1983). The method that is used to determine particle gram isi this study is also presented.
The various study sites are presented in Chapter 3. Thisdesla description of the flow and
suspended sediment conditions at each site as well as #edeadaiscription of the acoustic in-
struments and their configurations.

Throughout this dissertation it will be seen that the liditepth in medium-sized rivers poses
a problem for accurately measuring flow speed and concenmtracross the profile. Chapter 4
discusses the negative effects of scattering from obstarieghe measurement of concentration
and flow speed. The main focus of this chapter is an investigaif the impact of scattering
from the free surface of the flow. Chapter 5 presents veloc#asarements made with the
various H-ADCPs. The form of the profiles are compared to nreasents from moving-boat
gauging. The validity of the velocity measurements is esgaoas a function of flow speed,
echo intensity, and suspended sediment concentration.ndexivelocity type relationship is
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developed to relate the velocity measured by the H-ADCP atengiistance to the mean flow
velocity. The relationships developed in this thesis cands=l to obtain accurate measurements
of discharge from the H-ADCP velocity data.

In Chapter 6 we present the methods that are used to detetmicencentration of suspended
sediment. Two methods exist: direct inversion of the baatteoed intensity, or determination of
the attenuation and subsequent inversion of the attemudéita. We also present a method for
determining grain size using multi-frequency attenuatiatae. In terms of innovative science,
our use of the multi-frequency attenuation measurementiseigrincipal contribution of our
study to the field of fluvial sediment transport measuremerastly, Chapter 7 focuses on the
application of H-ADCPs to suspended sediment dischargeunaagnts during floods. Using
the velocity data from the H-ADCPs and the concentration ftbenattenuation, we calculate
the flux of suspended sediment for a natural flood. Multigiytime flux by the wetted area gives
the suspended sediment discharge, or the mass of suspetiiee st moving past a given river
cross section per unit time. We look at the downstream pratag of the event and compare
the acoustic data to optical data and water samples from &@&wuai different study sites. The
evolution of grain size throughout the event is also ingegéd. Finally, Chapter 8 summarizes
the content of this manuscript and presents perspectivégtioe work.



CHAPTER 2

THEORY

This chapter is divided into three main sections. The firstise describes the manner in which
the horizontal acoustic Doppler current profilers use tlekbeattered sound to measure velocity.
The second section presents the theory of acoustic scati@nd attenuation from a suspension
of particles. The third section is devoted to the theory e&tagrain size analysis, which is the
grain sizing technique employed in our study.

2.1 \elocity Measurements

Our ability to use sound scattering to measure currentsgean two assumptions: (1) that
there are particles in the water that will scatter sound; @)dhat these particles are passive
flow tracers, moving at the same velocity as the water. Botiersiants are typically true in the
homogeneous suspension layer in rivers. The suspensienrigyresents more than 90% of the
water column, as opposed to the bedload layer which repietiesm remaining 10%. Although
sediments can move at a lower velocity than the flow in thedaatllayer, horizontal ADCPs are
positioned well above the bottom, profiling a part of the ritreat is well within the suspension
layer. This means that the above two assumptions are trug imeasurements.

2.1.1 The Doppler effect

When a wave is incident on an object, the frequency of the waveejved by the object differs
from the emitted frequency if there is a relative radial eé@lpbetween the source and the ob-
stacle. If the object is moving towards the source, the pexdefrequency is higher than the
emitted frequency, and if it is moving away from the sourte, perceived frequency is lower.
The change in frequency or Doppler shift that is observedhbybject iSF;; = freceive— f Where
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freceive IS the received frequency arydis the emitted frequency. The Doppler shift depends on
the relative radial velocity in the following mannerQoppler, 1842)

_fv

C

Fy (2.1)

wherec is the speed of sound in the medium (1484 m/s in fresh wate® 4C2 and positive
radial velocity indicates the object moving towards therseu

Acoustic Doppler Current Profilers (ADCPs) are composed afslacers which both emit
and receive waves. They therefore detect the sound thattiesed ai 80° to the incident direc-
tion, which is known as the backscattered sound. This setapmmonly called the monostatic
configuration. Since the sound must travel from source ttachsand back again, the Doppler
frequency shift of the scattered wave at the transducerubldd, i.e. it is2fv/c. In the case
where the relative motion between the obstacle and theduaes is not along the radial axis of
the transducer, the Doppler frequency shift of the recesgahd is RD Instruments1996):

_ 2fvcosy

Fq (2.2)

C
where~ is the angle between the relative velocity vector and the aikihe transducer. By using
transducers positioned at different angles to the flow, wentaasure the different components
of velocity.

2.1.2 The principles of operation of RD Instruments BroadBand ADCPs

The horizontal ADCPs used in this study are composed of what i®ruments refers to as
BroadBand transducers. Velocity is measured using the Doppieciple, but instead of mea-
suring velocity based on information contained in a singlekscattered wave, the transducers
transmit two consecutive identical packets of waves, osgsjland measure velocity from the
phase shift of the consecutive pulses that are scatterédd#ue transducer. When the time lag
between consecutive pulses is too large, phasesd#grees and360 + n) degrees are indis-
tinguishable. In order to avoid this problem of phase ambygtwo long pulses consisting of a
number of phase coded pulses are emitted, and the phasergiifippagation delay is determined
by computing the autocorrelation between these two putsestr

2.1.3 Measuring the three components of velocity

The 300 kHz and 600 kHz H-ADCPs employed in this study are campof three transducers,
while the 1200 kHz H-ADCP is composed of two transducers. itasimon to refer to the
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transducers and the sound that they emit as beams, in re¢et@the main lobe of the radiation
pattern emitted by each transducer. A sketch of a horizgxiaLP installed on the right bank
of a river is shown in Figure 2.1. Beam 1 faces downstream aadli faces upstream and
both beams form a horizontal angtewith the instrument’'s axis. For the 600 and 1200 kHz
instruments, the three transducers are in the same haxlzgane, whereas beam 3 of the 300
kHz H-ADCP is slightly raised from the plane of beams 1 and 2 (Sgure 2.2). The horizontal
separation angle between the beams fsf@dthe 300 kHz instrument, 4Gor the 1200 kHz and
30.2 for the 600 kHz instrument. The x-axis is parallel to the calrittansducer and the y-axis
is perpendicular. The instruments are positioned suchhleatositive x-direction is downstream
and the positive y-direction is across-stream, as showmgunré 2.1.

Right bank Left bank

/ N

Flow N

/ Beam 2 N

/ N

» Beam 3, +y N

/ N
Beam 1

/ N

N

/

Figure 2.1:Top view of the geometry of a horizontal ADCP installed on the right bankrifea

600 kHz Workhorse
300 kHz Workhorse 1200 kHz Channel Mast

Figure 2.2:Images of the various H-ADCPs used in this study.
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The radial velocities, vy, andvs measured by each of the transducers can be combined to
yield v, andv,. The velocity in the x direction, is (RD Instruments2007):

1
v = g (02— v1). (2.3)
If there are only two beams, then:
- (i tw) (2.4)
Uy_QCOSIi U1 2] '

While, in the case of a three beam instrument,

— COS K (01 + 3) U3
Uy =—— (] + Vg) — ————————
YT 14 92cosk b2 14 2cos? K

(2.5)
Although Equation 2.4 is also valid for three beam H-ADCPs, RBiruments does the above
calculation, using the redundant data from beam 3 to imptbeeestimate of across-stream
velocity.

If the instruments are installed with zero pitch and roll dacing perpendicular to the main
flow, thenv, is simply the along-stream velocity whilg is the across-stream velocity. However,
if the pitch and/or roll are non-negligible, then a correntfor these terms must be included in
order to calculate the along-stream and across-streamitieto The rotation matrix that must
be applied to convert from instrument co-ordinates to theailed ship or Earth coordinates can
be found on page 18 of the ADCP Coordinate Transformation MgiRI2 Instruments2007).

A non-negligible pitch and roll is undesirable since theusacy of our velocity estimates relies
on the flow being uniform over the distance separating theetbeams. When the H-ADCPs are
horizontal, this is a fair assumption if we are far from angtalsles or confluences, however, if
there is rotation about the axis of the instrument (rollgrtlthe beams measure the velocity at
different heights above the bottom.

2.2 Echo Intensity Measurements

2.2.1 Sound waves and their propagation

A sound wave is a density disturbance that travels througkdium. If the medium is homoge-
neous, then the wave travels at a constant spedgpr a sound wave emitted from a spherical
source having pressuge at distancer,, the complex pressure, and particle velocityyu, at
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distancer and timet are Clay and Medwin1977, p.81)

P« G(wt—kr
p(r,t) = ; pilwi—kr) (2.6)
and
D« 1 i(wt—kr)
u(r,t) = 1+— e (2.7
rpc tkr

wherep is the density of the medium. The average power passingghrawnit area, which is
equivalent to the average intensity of the wave, is equédldgaeal part of the time average;of*
whereu* is the complex conjugate af Therefore, the intensity, is

2
I

2 2
DT Ip|
= szc = E, (28)

so we see that the intensity of an acoustic wave is propa@ttitmthe square of the pressure
amplitude.

2.2.2 Sound scattering

The sound scattering and attenuation from a suspensionrtilpa depend not only on their
concentration, but also on a combination of the inciderguency and the size of the scatterers.
Therefore, the scattering and attenuation parameterdtareexpressed as functions of the non-
dimensional wave number, = ka wherek = 2z /) is the wave number) is the wavelength
anda is the particle radius. Depending on the value:ptlifferent physical processes result in
the scattering (re-direction), or attenuation (decreaseriplitude) of the incident sound. For the
operating frequencies of the horizontal ADCPs and the gragoentered in this study which are
predominantly silts with some fine sands from time to time, thlue ofka is always below 1.
For example, for a particle with a 190m radius (sand), a frequency of 1228.8 kHz and a sound
speed of 1500 m/s, the: value is 0.51. Sand-sized patrticles are rarely observegsipesision at
our study sites; a more typical radius would beid0, which yields &a value of 0.05. When the
non-dimensional wavenumber is much less than one, we sawéhare in the long wavelength,
or Rayleigh frequency regime. The geometric regime refetsto 1. In the following sections
we shall present the theory as it applies to the full rangexofalues.

The development of the theory of sound scattering from suspas of particles began with
the work ofLord (J. W. Strutt) Rayleigfi1945). Lord Rayleigh presented the theory for acoustic
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scattering from a single fluid sphere, treating it as an ielasbvable target in an inviscid, non-
heat conducting fluidFaran (1951) later extended this theory to describe scatterimm fa solid
elastic sphere, taking into account both the shear and assipnal waves that can exist within
a solid body.

Since the mid-1900s, research - primarily in the field of ooggaphy - has progressed to
the point where we now have a good theoretical and experahanterstanding of how sound
scatters from suspensions of both spherical particles angal sediments. The majority of this
work has focused on scattering from sand-size particleshasdoeen primarily conducted by
Hay, Schaafsma and Thorne and their respective collabsrafthe data published on sound
scattering and attenuation from suspensions of sand-paseitles cover the non-dimensional
wavenumber range = 0.2 - 50 (see review paper Gyhorne and Mera(2008)). As previously
mentioned, theka values encountered in the present study are at and belovowes Fange
of these measurements. Although sand-sized particlesegbramary interest in most oceano-
graphic applications, silts are the primary particles ispgnsion in medium-sized rivers such as
those studied throughout this thesis. The manner in whidhdascatters from finer sediments
is currently being explored by other research&sMoate and P.D. Thorne, Personal Communi-
cation, June 20111 In terms of the attenuation of sound by fine sediments, dinly éheoretical
and experimental work dfirick (1948) provides the background for this study.

2.2.3 Scattering from a single spherical particle
The presentation of equations which follows is based piiignan the formulations ofSheng
and Hay(1988). To begin with, we consider the simple case of a plaagewncident on a
homogeneous particle of radiusurrounded by water. The scattered pressureat a distance
r from the particle can be expressed as

foot

Ds = piQ_r exp [—ayr] exp [i (kr — wt)] (2.9)

wherep; is the incident pressure amplitudg, is the far field form function which describes the
scattering properties of the particle,, is the attenuation by the water in w is the angular
frequency and is time. Using Equation 2.6 and accounting for (a) the divégtpattern of the
transducer], and (b) the near field correction functian,the amplitude of the incident pressure
wave at a distancefrom the source is generally expressed as:

o DT

Pi or

D exp [—ay,r] . (2.10)
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The near field correction accounts for the complicated ralggeendence of the pressure at dis-
tances close to the transducer, it is equal to one in the fdrdfehe transducer. For a transducer
of radiusa; and wavelength\, the distance to the far field is defined tohe= 27a;?/\. The
directivity accounts for the angular dependence of theatadipower of a transmit transducer or
the sensitivity of a receive transducer, as applicable.tfif®@monostatic piston transducers used
in this study, the directivity is the same on emission as eep&on. The directivity of a circular
piston transducer of radius depends on the anglebetween the scatterer and the axis of the
transducer (see Figure 2.3 for geometry)@my and Medwin1977, p.454):

_ 2Ji(kaysin )
 kagsin B

where.J; is the first-order cylindrical Bessel function. A clear andaunct introduction to trans-
ducers and their directionality can be found in Section Hi@ Appendix A5 ofClay and Med-
win (1977). An example of the radiation pattern of the transciiosed in this study shall be
presented in Chapter 3. The directivity on transmissionss edferred to as the radiation pattern,

D (2.11)

while the directivity on reception is often called the direnal response.

Figure 2.3:The coordinate system of the transducers. The x axis is parallel to tiseltregr face and the
y axis is normal.

Combining equations 2.9 and 2.10, the amplitude of the pregbat is detected by the trans-
ducer,py, for backscattering from a spherical particle can be writie
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DT [t
Pd= 2112

where we have accounted for the transducer’s directivipnugception and the attenuation loss

D? exp|—2a,,7] (2.12)

of the scattered wave.

2.2.4 Scattering from a suspension of spherical particles

When sound is scattered from a suspension of spheres in eéathumlotion, the phases of the
scattered waves are random and uniformly distributed oveifBis means that the phases of the
scattered waves add incoherently and the ensemble mearesoressure for scattering from a
large number of particlegp,?), is the sum of the wavelets scattered from each parthMlerge
and Ingard 1968, p. 438). When concentrations are sufficiently low thate is no multiple
scattering, the ensemble mean-square pressure depeeadylion the number of particle per
unit volume N (e.g.Hay, 1991). Multiple scattering refers to the process wherétgywave
scattered by one patrticle influences the wave that is intioleanother particle. It occurs when
concentrations exceedzlby volume Ma et al, 1984), which is equivalent to 26.5 kg/rfor
guartz particles in water. Since the concentrations erteoe at our study sites never exceeded
10 kg/nm?*, multiple scattering is not an issue.

When the particles in suspension have more than one grainveeenust average over the
contributions from all particles of all sizes. The ensendlerage for a suspension of particles
with a probability number size distributior(a) is the integral over the size distribution times the
parameter of interesff” - n(a)da. In the remainder of this thesis, it is expresseetas>. In the
far-field of the transducers, the ensemble mean-squarsyseefor scattering from a suspension
of particles with a size spectral densitya) can be expressed as

(ps*) = /V N[ /O Oopsps*n(a)da} AV

22 DA 0
= D7 /N [—2 exp[—4ar]/ |foo|2a2n(a)da} v, (2.13)
4 v r 0

wherep,* is the complex conjugate of,, dV is the detected volume and = «,, + «a, is the

sum of the attenuation due to water and that due to the susgesetliment. Since the mass
concentration of particlesy/, can be measured more easily than the number concentrdtion o
particles, it is substituted fa¥, in Equation 2.13 using the relationship
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4 o0
M = Np, 577/ a’n(a)da, (2.14)
0
wherep, is the particle density. Equation 2.13 then becomes

M *2 *2 0 - 2.2 d D4
<p52> _ 3 Ps-T fo |f | a n(a) a —eXp[—40é’f’] dV (215)

167, I3 a*n(a)da )y 12
for a narrow beamwidth transduc&heng and Hay1988).

2.2.5 The form function

The reflection form functionf,., is a dimensionless parameter which describes the scafteri
properties of a particle. It was originally introducedMgubauer et al(1974) in order to describe
the relationship between the incident and scattered pre$suacoustic scattering from elastic
spheres. At distances much greater than the radius of tleespghe reflection form function is
equivalent to the far field form functiorf,.,, which is a simplified version of... It is defined as

2r |ps
| fool = 2] }|, (2.16)
a |pil
or equivalently,
2.2
o — |f°°i a 2.17)

whereo, is the differential scattering cross-section. This is a snea of the power that is scat-
tered into the solid anglé? at a given angl€; relative to the incident intensity.

Although the nomenclature of the form function was firstadiiced byNeubauer et al(1974),
the theory for sound scattering from solid spheres was piiyndeveloped byFaran (1951),
Hickling (1962) andHay and Mercer(1985). Since then, a number of experiments have been
performed on sound scattering from suspensions of glaskslaea natural sand particles in order
to compare experimental results with the theory for suspesf spherical particlesThorne
and Hane42002) andrhorne and Mera(2008) provide comprehensive reviews of these studies.
In Thorne and Mera[(2008), a general expression is provided for the far fieldhfeunction of
suspensions of sand-sized particles based on data thaedave ranger = ka = 0.2 — 30.
Their expression, which is given below, predicts sometloioge to the theoretical scattering by



15

a suspension of spheres in both the Rayleigh and geomethoasy

2’ (1 ~0.35 exp_(($_1-5)/0-7)2> (1 405 eXp—«z—l.s)/z.z)Z)

= . 2.1
IS 1+ 0.922 (2.18)

The expression for the backscatter form function in the Rglyleegime is given byClay and
Medwin(1977) as

-1 g-1
=227 | 2.1
J ‘ [36 +2g+11 (2.19)

wheree = F,/Ej is the ratio of the elasticity of the scatterers to the etétgtiof the medium
andyg is the ratio of the density of the scatterers to the densith@medium. For quartz spheres
suspended in watet,= 39 andg = 2.65, yielding f,, = 1.17z2. In comparison, Equation 2.18
givesf., = 1.2522 whenz << 1.

In the geometric regime, as the name suggests, the scgtisrdependent on the shape of
the particle. In this regime, the total power that is scatleoy a sphere is equal to twice its
cross-sectional are@ra?, the backscattering cross sectien(180°), is equal toa*/4 and f,
is therefore equal to 1. Since it has been found that theesoajtfrom a suspension of natural
sand grains is enhanced compared to scattering from a sispef spheres (e.gday, 1991),
Equation 2.18 tends to 1.1 whern>> 1.

2.2.6 Attenuation

In underwater acoustics, the term attenuation is used tridesthe portion of the reduction in
amplitude of the acoustic waves that is not dependent on geimal spreadingGlay and Med-
win, 1977, p. 78 - 79). When a sound wave travels through a fluiduneduch as fresh water,
the amplitude of the signal decreases due to viscous losdbe acoustic energy is transformed
into heat. The expression for the attenuation due to frewvihat will be employed in the
following analysis is:

vy = (55.9 — 2.37T + 4.77 x 107°T% — 3.48 x 107*7°) 107" f* [m '] (2.20)

whereT is the water temperature in degrees Celsius Amglthe frequency in HzKisher and
Simmongsl1977). The pressure term proposeddsher and Simmond 977) has been neglected
in Equation 2.20 since it is negligible in our measurementgre the maximum measurement
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depth is 5 m. As an example,, is 0.0035 m! at 10C and 307.2 kHz, which is the frequency
of an RD Instruments 300 kHz H-ADCP.

When particles are present in the water, there is additidteth@ation due to their presence.
This sediment attenuation,, can be the result of two different phenomena, but in botke<#s
is linearly proportional to the mass concentration of snsgé sediment and must be averaged
over the number size distribution of the particles. Thelts¢@iment attenuation can be written
as

Qs = g, visc T s, scat = M <Cv> +M <<s> (2-21)

whereas yisc andag, scar@re the viscous and scattering attenuation, respectaetyylar brackets
continue to represent an average over the number sizebdistm and(, and(, are what we
refer to as the viscous and scattering attenuation comsstant

If the particles are small, there is viscous absorption entibundary layer surrounding the
particles. If the particles are larger, the incident wavecattered from the particles which also
results in loss, this is known as scattering attenuatiore Sdattering attenuation,, sco; can be
written as

3M (a*x)

where the expression that we use fois taken fromThorne and Mera(2008):

= M () (2.22)

0.29x4

= : 2.23
0.95 + 1.2822 + 0.2524 (2.23)

X

The above expression was established using measuremedéswita suspensions of sand at
MHz frequencies.

The attenuation due to viscous absorption for a suspens$ioarticles with a range of sizes is
(Hay, 1983)

Qs visc = M<<v> (2-24)
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The viscous attenuation constant is based on the thedyyici (1948), from which we get :

_k (g—1)° [ s ]
Co o, ERNpEE (2.25)

_ Y 1+ L
8_4ba ba

5 odfia] -
p is the density of the fluid (waterp, is the density of the sediment,s the kinematic viscosity
of water, which is1.2 x 107% m?/s at 14C (Clay and Medwin 1977) andw is the angular
frequency.

Viscous absorption is the dominant source of attenuati@amdtbelow megahertz frequencies
for small particles, but for sand sized particles the scageattenuation dominates. To demon-
strate this, Figure 2.4 is a plot of the attenuation due tt Isoattering and viscous absorption
as a function of grain size for the three operating frequesof the H-ADCPs used in this study.
This plot was inspired by Figure 1b éfa et al.(2011). It can be seen from Figure 2.4 that the
attenuation due to viscous absorption (solid curves) datesithe sediment attenuation constant
when particle radii are less tharb0 um for the 1200 kHz instrument;90 xm for the 600 kHz
instrument, and-160 um for the 300 kHz instrument.

While instructive, Figure 2.4 is too simplistic, since nafusediments are not a unique size,
but have a distribution of sizes. Consequently, in order terd@ne the theoretical attenuation
for a suspension of particles we must average over the geamsstribution. The size frequency
distributions of natural sediments are commonly integatets lognormal (e.dJiddleton 1970).
The probability density function of a variablé with a lognormal distribution is defined as

2

pdf(X) = m exp [—%} (2.26)
where the median value of, X5, is exp”* and the parametery controls the shape of the
distribution. Senguptg1979) found that suspended sediment tended towards arloghgrain
size distribution for a particular combination of bed metkeflow velocity and height above the
bed. He found that the higher the flow velocity, the more likisle particles were to have a
lognormal distribution. In our observations of grain siZeieh will be presented in Section 3.1.3
of Chapter 3, we found that the volume size distributions Wwebbserved were reasonably well
modelled by a lognormal distribution witlay = In d5o andoy = 1, when plotted with diameter.
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As such, we compute the theoretical attenuation as a funofia;, smoothing over the number
size distributiom(a) that corresponds to a lognormal volume size distributioth wiy = In as
andox = 1. The resulting theoretical attenuation constants ave/sltin Figure 2.5. The validity
of these theoretical values rests on the assumption thabthme size distributions of the grains
continue to be lognormal across a range of grain sizes froh/0m to 1 mm.

04 T T T T
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0.35F — 1228.8 kHz R
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Figure 2.4:The attenuation coefficient due to viscous absorption (solid curvesjaattering (dashed-
dotted curves) as a function of particle radius for sound waves havingphrating frequencies of the
H-ADCPs.
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Figure 2.5: The attenuation coefficient due to viscous absorption (thin solid curvesb)seattering
(dashed-dotted curves) calculated for lognormal volume size distributitng: x = Inasg andoy = 1

as a function of median radiuss for the operating frequencies of the H-ADCPs. The thick solid lines
are the total attenuation constant.

It can be seen that incorporating size distributions ineodalculation of the sediment attenu-
ation constants flattens both the viscous absorption aritesog peaks compared to the single
size case (notice the different y scales). It also shiftp#aks in the viscous absorption constants
to much higher grain sizes and there is overlap of the twogs®es for a givets.

2.3 Principles of laser grain sizing

The method of grain size analysis used in this study was th@lwgle laser light scattering tech-
nique. The decision to use this sizing method was primardyivated by instrument availability,
however, it is also one of the few sizing methods capable efipely measuring micron and
sub-micron particles. Although the suspended particutzéter of the Isere, Sabne and lower
Rhone can contain sand-sized particles during floBdavard (1987) for upper-Rhénéystrade
(2005) for SadbneQ. Radakovitch, personal comm., May 2G4 lower-Rhéne), the suspended
matter tends to be primarily composed of sittsZ m) with some clays.
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When light is scattered from a suspension of particles, tfieadiion pattern that is created
depends on the size of the scatterers. If particle condenisaare sufficiently low that multiple
scattering does not occur, i.e., the scattered light froeparticle does not influence the incident
light on any other particles, then the scattering pattesmfa suspension of particles is equal to
the sum of their individual scattering patterns. Laserrgsazers calculate the size distribution
of the illuminated particles by matching the diffractiortgean that is measured to the diffraction
pattern that would be created by a certain size distribuifqrarticles.

The laser grain sizer used in this work was a Mastersizer 2080ufactured by Malvern
instruments. This instrument has the advantage that eitherof two optical models can be
applied in the interpretation of the scattering pattertheziFraunhofer or MieMlalvern 2005).
Historically, Fraunhofer theory was preferred due to thetrietive computation time of the full
Mie theory, but at present computation time is no longer adieg factor and one must carefully
weigh one’s choice of model based on the available knowledgarticle size and composition.
The basis of the two theories and the assumptions made imgjy@ication are outlined below.

The Fraunhofer method is distinctive in its simplicity, asldées not require any knowledge
of the optical properties of the particles. However, it dogguire that the particles be spheri-
cal and that they be much larger than the wavelength of thdentlight. If this is the case,
then the extent to which the particle attenuates light thhoacattering and absorption (its extinc-
tion efficiency), is equal to twice its geometrical crosstgm. According to the 1ISO standard
for particle size analysis by laser diffraction methods (IS© 13320-1, 2000), the Fraunhofer
method can be used when the particle diameter is at leastn&3 tihe wavelength of the inci-
dent light. The wavelength of the He-Ne laser used by the &falWastersizer 2000 is 632 nm.
This implies that the Fraunhofer model should be suitablerwparticles exceed 26m in di-
ameter. If the particles are opaque compared to the solutiarhich they are suspended, the
Fraunhofer theory can be used without error for particleallenthan this limit; if however, the
sample contains small, optically transparent particles,af the Fraunhofer model may predict
a substantially larger amount of small particles than whaictually present (NF 1ISO 13320-1).
Mie theory, on the other hand, is suitable for all sizes ofiples. However, the assumptions of
particle sphericity and homogeneity still apply and the ptax refractive index of the particles
is required as input for the model. Any error in the assunmptibthis value will introduce error
into the measured grain size distributions.

The refractive index of a medium is a measure of the speedffiin that medium. The real
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refractive indexy, quantifies the ratio of the phase spéeaacuq ¢y, to that in the mediun;,
as (e.gMorel and Bricaud 1986):

n = cy/c. (2.27)

The imaginary part of the refractive index, quantifies the absorption, or reduction of intensity
of the incident light by the medium. Since it is the differena refractive index from one
medium to another which induces scattering and/or absorpthe parameter of interest is the
relative refractive index of the particles to that of the myead The relative refractive indexn,

of a particle in water is expressed as:

mo " (2.28)

where the subscriptsandm refer to particle and medium, respectively, and in watgrequals
1.33 andn/, = 0. Typically the refractive index of natural sedimentsaiken to be that of quartz,
with n,, =1.544, andh;, = 0.008 Campbel] 2003). The relative refractive index of the quartz is
therefore 1.16, since the imaginary part of the refractiaiek is negligible compared to the real
part.

While the optical properties of quartz are well understoodtewsamples collected in rivers
often contain some organic particles. There were probleitisalgae colonising the area around
the suction tube of the automatic sampler at the Romansssue-ktudy site, especially during
periods of low flow. As such, most samples collected with thi®matic sampler during quies-
cent periods contained some algae. Samples collected loychaimg the summer months also
contained algae, likely because the samples were colleedthe wall of the right bank, which
tends to be colonised by algae. On the Sadne river, algaewgabserved in samples that were
collected during periods of high flow.

We do not have a measure of the proportions of organic to amecgmaterial in our samples,
nor do we know the origins of the algae, but we can assumehbgttere freshwater cyanobac-
teria. According to a study bilorel and Bricaud(1986), the relative refractive index of algal
cells ranges from 1.02 to 1.08 and, due to the high water nbofealgal material, the relative
refractive index of algal strands is closer to 1.0 than thHeevdor the individual cells. If the
samples are not treated prior to grain size analysis tohelldrganic particles, as was the case in
our study, then there is ambiguity in the value of the retatafractive index. The ISO guidelines
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suggest using the Fraunhofer method for all particles greain 50:m, no matter their refrac-
tive index, and for medium sized particlesy i - 50 xm) with n,/n,, > 1.1. The majority of
particles encountered in this study fall within the latteesange. Although the relative propor-
tion of organic to inorganic material in each sample was omkn we expect that, /n,, likely
exceeded 1.1. Thus, we applied the Fraunhofer method tamables, keeping in mind that the
fraction of finer particles may be overestimated as a result.

The laser grain sizer provides a measure of the projected adrthe particles. By making
the assumption of particle sphericity and homogeneity,léiser grain sizer outputs the size
distributions as volume size distributions, giving thecfran of the total volume of particles
occupied by particles of each size class. We refer to thdidraof particles in size classas
volFrag. Since the scattering power of particles that are much tafgn the wavelength of
incident light is proportional to two times their geometcdmss section, the representation in
terms of volume is logicalM/edd 2003). Nevertheless, number size distributions are requi
for the acoustic calculations. For a given size claghe volume fraction is converted to number
fraction, numFrag as follows:

volFrag /vol;

>~ (volFrag /vol;)

(2

numFrag =

(2.29)

where vo) is the volume of a spherical particle with radius 4ra;3/3. In Figure 2.6, grain
size distributions are represented as both volume and nufrdogtions in order to highlight
the differences in these two representations of the datas i$han interesting exercise as it
demonstrates how a few large particles can completely shewdlume size distributions.

In order to explore the difference between the applicaticih® two optical theories, roughly
10% of the samples were processed using both Fraunhofer anth&bry. The default settings
for glass beads (a real refractive index of 1.52 and an inaagirefractive index of zero) were
used for the optical parameters, since they are very clodetproperties of quartz. The volume
size distributions obtained using the two theories fordghidferent samples are shown in Figure
2.6(a). The Fraunhofer results are shown as circles, andithessults are shown as triangles. It
can be seen that the Fraunhofer theory predicts a signifaeaatint of particles with a diameter
less than 2:m, while the Mie theory does not. In the conversion from vodusize distributions
to number size distributions, this leads to differenceg/ben the results of the two methods that
are much larger than the observed variability between sasnpl
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Figure 2.6:Grain size distributions measured using the low-angle laser light scattermgjdae for wa-
ter samples collected at Romans-sur-Isére interpreted using eithehBfau(circles) or Mie (triangles)
theory.

Few studies have been done investigating the accuracy @f &&ng of natural sediments,
but it appears that the method may overestimate the amouatgsr particles due to the non-
sphericity of natural sediment€é&mpbel] 2003). The work oXu and Di Guida(2003) showed
that as the shape of the particles was less and less sphereagurements with a laser diffraction
system yielded progressively larger mean sizes and bradigigibutions compared to results
from electrical sensing zone and dynamic image analysis.



CHAPTER 3

STUDY SITES AND INSTRUMENTATION

In the following chapter we provide pertinent informatiomthe various study sites from which
data will be presented in this thesis, including detailshef instrumentation, the hydrological
conditions and the concentration and grain sizes of theesusggl sediment, when available. The
three rivers which are studied in this thesis, the SabneRb@e and the Isére, are indicated on
the map of France presented in Figure 3.1. A depiction of th@Rmiver catchment is shown in
Figure 3.2, with the study sites listed. The four study sitesSaint-Georges (Sabne), Romans-
sur-Isére (Isére), Montélimar (Rhone canal) and Tricag@ihohe canal). The Saint-Georges
study site, which is located in Lyon on the right bank of thé@ariver, is 2 km upstream
of the confluence with the Rhéne river. The Romans-sur-Isémdyssite is 20 km upstream
of the confluence of the Isere and Rhone rivers. The MontélamdrTricastin study sites are
on different parts of the Rhéne canal. The Isere and Rhénesraver used for hydroelectric
production and therefore have dams which regulate thethdige and flow rates. The Sabne
and Rhodne rivers are used for navigation, meaning that thhereavigation canals on certain
parts of the rivers.

Since Romans-sur-Isere was the primary site of investigatfdhis thesis, the details of this
site shall be presented first and then the other sites shalbimpared and contrasted with it.
There are a number of reasons for which Romans-sur-Isere waain study site. To be-
gin with, the ranges of concentration and velocity obseraethis site are much larger than
what is observed at the other sites. As an example, betweeanNmer 2009 and July 2010 the
cross-sectional averaged velocity at Romans-sur-Isegedafiom 0.25 m/s to 3.5 m/s and the
concentration ranged from 5 mg/L to 8.5 g/L. In contrast,dfess-sectional averaged velocity
at Saint-Georges ranges from0.1 m/s to 2.3 m/sl(e Coz et al.2008) and the concentration
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of suspended sediment ranges from 5 mg/L to 150 mg/L duriragifio The maximum concen-
tration observed at Saint-Georges is an order of magniteskethan the values that have been
observed at Romans.
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Figure 3.1:Map of France indicating the three rivers that are studied in this thesis.
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The Montélimar study site is on a canal of the Rhéne river, 12dawnstream of the dif-
fluence between the Rhone canal and the old Rhéne, and 500 rearpstf the Chateauneuf
dam. Due to the H-ADCP'’s proximity to the dam and the diversibwater the old Rhéne at the
upstream diffluence, the flow speeds at Montélimar are fedy even during floods: the maxi-
mum section-averaged velocity observed in 2010 was 1.2as/spposed to 3.5 m/s at Romans.
The concentrations are also less than at Romans-sur-Id@iseis because the Rhone river is less
concentrated than the Isére river and their confluence 60gdstrteam of Montélimar dilutes the
water. Based on acoustic attenuation data from the H-ADCP attdlimar (cf. Section 6.2.3),
the maximum concentration observed in 2010 was 1 g/L. Thgeaf velocity values observed
at Tricastin was also less than at Romans-sur-Isere and tieeation did not exceed 2 g/L
during floods. Daily concentration data collected on the Rh@inArles ¢ 90 km downstream
of Tricastin) confirm that the Rhoéne is less concentrated thamsére.

The second reason for which Romans-sur-Isere was the priimeug of this thesis is related
to the difficulties that were faced making accurate measengsnof velocity across the entire
profile. These problems shall be detailed in Chapter 5, betngisdly the Compagnie Nationale
du Rhéne (CNR) purchased and installed two 300 kHz H-ADCPs indgpesof profiling across
the whole width of the river. The aspect ratio limitation 08@0 kHz Workhorse H-ADCP is
19:1, range to total deptfi¢ledyne RD Instrument8007). This means that at Romans-sur-Isére,
where the depth is 4 m, these instruments should provida@ecmeasurements of velocity up
to 76 m from the instrument. Instead, the instruments urstienated velocities at distances
much closer to the instrument than what was expected. It wpsthesized that this was due
to the difficulty with properly positioning the instrumenissuch a shallow site. Thus, in order
to have a better understanding of the possibilities andatmins of using side-looking ADCPs
to make discharge measurements at shallow sites, RD Ingstiar&erope lent CNR a 600 kHz
Workhorse H-ADCP prototype and a 1200 kHz ChannelMaster H-AC&ddition, this thesis
was launched around the same time. Since few side-lookingRP€&had been employed in rivers
prior to this study, we decided to use Romans-sur-Isére agst-wase scenario to explore the
conditions under which measurements are accurate, andtiggions under which they are not.
An additional and major reason to focus on this site is thagthasi simultaneous measurements
at three frequencies provide data that can be used to deethe grain size of the sediment in
suspension. For all of these reasons, Romans-sur-Isermbexna principle study site.
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3.1 Romans-sur-Isere

3.1.1 Instrumentation
Acoustic Instruments

The study site is equipped with three RD Instruments H-ADCPghvbperate at 307.2 kHz,
614.4 kHz and 1228.8 kHz, they shall be referred to as the 34 800 kHz, and 1200 kHz
instruments in the remainder of the thesis. The 300 kHzuns#nt is a Workhorse model, the
600 kHz instrument is a Workhorse prototype and the 1200 kidtzument is a Channel Master
model. The depth, pitch and roll of each instrument aredigtelable 3.1 and depicted in Figure
3.3 (NB. Only the pitch can be discerned from the figure). Angmaf the right bank of the
study site is provided in Figure 3.4. For instruments ihsthbn the right bank, beam 1 faces
downstream, beam 2, upstream, and beam 3 across streanmgigexeZ1).
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Figure 3.3: Upstream view of the Romans-sur-Isére study site. The solid horizoneahtif).16 m
indicates the mean water level and the dashed-dotted line is the river bathyitetrhorizontal ADCPs
are indicated as squares. The solid lines represent the projections'oéittieal” beam of each instrument
and dashed lines represent their beam widths (-3dB level of the transputes).
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Table 3.1:A summary of the positioning and specifications of the horizontal ADCPsmigRe-sur-lsere.
Depth is given with respect to the zero on the staff gauge, positive pitetaied upward inclination,
positive roll means the downstream beam faces the surface and theampdieam faces the bottom.
The beam width £,) and nominal maximum profiling range are based on information providededy th
manufacturer. Beam width corresponds to the full width half maximum of thesitnéted power (-3dB
level of the directivity squared). The distance to the far field of eachumsnt,r,, is also listed.

Instrument depth pitch roll maxranges, r,
m © O (m) ) (m)
300 kHz -216 18 0.1 250 1 1238
600 kHz -0.36 -0.1 -04 85 12 45
1200kHz -0.76 0.1 -0.7 15 15 22

= Automatic
. sampler

Pressure
gauge

I Staff gauge W A =

- 600 kHz Optical 1200 kHz

300 kHz HaDcp turbidity  HADCP
HADCP meter

Figure 3.4:The Romans-sur-Isére study site. All instruments are installed along thefitak right
bank except the 300 kHz H-ADCP which is attached to a 6-m long arm. Eoagivdea of scale, the thick
vertical bars of the railing are separated by 2 m.

Each instrument is composed of either two or three monogpégzoelectric transducers. Im-
ages of the three different H-ADCPs are shown in Figure 2.2 &tis of each transducer and
the sound that they emit are often referred to as “beamsé&ference to the main beam of their
lobed radiation pattern. The term “beam width” is also comipaised, this is the full width at
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half maximum of the directivityD?, of the transducer in degrees. If both the beam width and
the radius of the active area of a circular piston transdaoeknown, then Equation 2.11 can
be used to calculate the directivity of the transducer. Téenbwidths provided by the manufac-
turer for the 300, 600, and 1200 kHz instruments at Romans are 2 and 1.5, respectively.
The theoretical directional response of the 300 kHz H-ADC&Uwet Romans is shown in Figure
3.5 as an example. Directivity is plotted as a functionjpthe angle between the axis of the
transducer and a field point (recall Figure 2.3).
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Figure 3.5: The theoretical directional response of the 300 kHz H-ADCP at Rorsantsére. The
directivity, D, is calculated for a 307.2 kHz transducer with a 14 cm radius and a beamaofitP using
Equation 2.11.

The 300 kHz and 600 kHz instruments each have three transdumee points downstream
(beam 1), one points upstream (beam 2), and one points atreas (beam 3). For the 600 kHz
instrument, all three transducers are in the same planeraep by 30.2and the axis of the
instrument is the axis of beam 3. For the 300 kHz instrumesdnb3 is parallel to, but slightly
raised from the plane of beams 1 and 2 (see Figure 2.2), wihecb@&h at an angle of 2Go
the instrument axis. The 1200 kHz instrument has two beamambl faces Z0downstream
and beam 2 faces 2Qipstream. The horizontal ADCPs are equipped with tempera@msors
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in order to calculate the sound celerity. Their sampling rattypically 2 Hz RD Instruments
2008).

In order to avoid interference between the various H-ADCRay fare programmed to ping
in turn, with each instrument transmitting 15 pings and thygmg dormant until a total of 75
seconds has passed. The profiles of velocity and intensigsuned by each transducer are
internally averaged and the final result is one profile ofneiyy and one of velocity for each
beam every 75 seconds. The transmit pulse length and sizee shhge gates that were used
corresponded to the manufacturer’'s recommendations faprcific site. The cell size was 2 m
for the 300 kHz H-ADCP, 1 m for the 600 kHz H-ADCP and 0.5 m for t20Q kHz instrument,
and the blank distance was 1.75 m, 1.00 m, and 0.50 m, regglgcthll instruments at Romans-
sur-Isere were operated in narrow bandwidth mode. In thidenwd operation a bandwidth filter
of 6.25% of the central frequency of the transducer is aggiethe signal on receptiolRD
Instruments2008, p. 162).

Turbidity Meter

A SOLITAX sc optical turbidity meter constructed by Hach Iganprovides a continuous mea-
sure of suspended sediment concentration at Romans-sar-Isés installed at a depth of 0.5
m on the right bank of the river as shown in Figure 3.4. For athdoresented in this thesis, the
turbidity meter was operated in Total Suspended Solids ] T&&le. This mode of operation
is to be used when particle concentrations are high, althdg manufacturer does not spec-
ify a concentration. While concentrations at this site apdsily on the order of 0.01 kg/n
(10 mg/L), the high concentration mode of operation wascsetebecause concentrations may
exceed 1 kg/m (1 g/L) during floods. The turbidity meter functions by ennigf light with a
light-emitting diode and detecting the scattered lightwétphotoreceptor. In Total Suspended
Solids mode it detects the light that is scattered af 1d@he incident direction and the optical
turbidity is recorded in units of mg/L TSS (pt®ach Lange 2006). Water samples are required
in order to relate this unit to mass concentration.

An ISCO 6712 peristaltic pump automatic sampler is also ilestalong the right river bank
(see Figure 3.4). The water intake of the sampler is at the skapth as the optical sensor, 0.5 m,
and at the same along-stream position as the 300 kHz H-ADGPalitomatic sampler is linked
to the turbidity meter and can be programmed to sample wiggeted by events, sampling say
once an hour when the turbidity exceeds a certain value.ritavely, it can be programmed
to sample regularly over a fixed time period. When triggereskimple, a plastic bottle is filled
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with 700 mL of water.

In order to calibrate the turbidity meter, water samplesenadso collected by hand by sub-
merging 1-l plastic bottles just below the surface. In {0128 samples were collected between
April 2009 and January 2011 for the calibration of the tumlyisneter. Figure 3.6 is a plot of
the concentration of suspended particles versus turbaditiie time of sampling. The concen-
trations that were measured ranged from 0.0047 kgm8.3 kg/n¥ while the turbidity values
encountered ranged from 8.8 mg/l TSS to 8.3 g/l TSS. It carebe Fom Figure 3.6 that a clear
linear relationship exists between concentration anccapturbidity over a range of concentra-
tion values that spans three orders of magnitude. A majogrehson is that there appeared to
be no grouping of the points by events. In addition, the tlithimeter appeared to be relatively
insensitive to the differences in the size distributionghef primary particles that were observed
at this study site, at least relative to the other sourcesattey on a log-log plotMioore et al,
2011). (These grain size distributions shall be preserttt In this chapter.) Thus, in the re-
mainder of our analysis we calculate the concentration gpended sediment from the turbidity
data using the linear relationship that is provided in Feg8u6. Nevertheless, we can see that use
of this linear relationship will have a tendency to ovemastie the concentration when it exceeds
200 mg/L (see points below the line).
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Figure 3.6:Relationship between suspended sediment concentration measured isangiéas and opti-

cal turbidity at Romans-sur-Isére. Units of turbidity are g/l Total SudpdrSolids. The linear regression
between concentration and turbidity was forced through the zero cgossboth variables. The number
of data points used for the fit and the coefficient of determinatidrarg given.

3.1.2 Hydrological conditions

The Romans-sur-Isére study site is 6 km upstream of the Lalléadteem (EDF) and 2 km down-
stream of the Pizangcon dam (EDF). At this location, the rniseoughly 90 m wide and the max-
imum depth is about 4 m. A pressure gauge that is independantthe acoustic instruments
is used to measure the water level. The average bathymeaguredl during river gauging Jan-
uary 9, 2009 is shown in Figure 3.7, using the actual aspéct o&the site in the top panel
and a more legible aspect ratio in the bottom panel. The itgloagnitude normal to the axis
of the 300 kHz instrument, as measured with ADCP gauging islayed on the bathymetry.
These measurements were made with a 600 kHz RD Instrumenth@ee RioGrande ADCP.
These values have been averaged over six transects angbiated onto a grid with regular
spacing. Since the ADCP cannot measure velocity withth® cm of the surface and bottom due
to ringing and side lobe effects, respectively, the veloiéld presented in Figure 3.7 has been
extrapolated to fill the water column. The values near theobohave been extrapolated using a
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linear regression to zero at the bottom. Although it may Haeen better to use a log law, these
figures are purely for illustrative purposes. From Figuié\8e see that the velocity field has the
form that we would expect considering the site is along aixelly straight reach of the river, far
from any confluences and is not too near a dam. That is, themnuaxivelocity occurs towards
the centre of the river and the flow field is nearly symmetrigudtihe centre.
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Figure 3.7:The average velocity magnitude [m/s] measured on January 9, 2009 bygvimaét gauging
using a 600 kHz Workhorse RioGrande ADCP at Romans-sur-Isémaged on the average bathymetry

from its bottom-tracking function. The velocity data are the average of sisécts with velocities extrap-
olated to fill the water column.

During most of the year, the cross-sectional averaged fl@esdpt Romans-sur-Isere typically
ranges from 0.25 m/s to 1.5 m/s. The concentration of suggksediment ranges from 10 mg/L
to 30 mg/L. Floods tend to occur during the spring snowmelteithere are a number of moun-
tains in the catchment basin of the Isere river, but they ¢sma@ccur due to rain storms. During
these events, the mean discharge and particle concentcaticexceed 1000%s and 1 g/L. Nev-
ertheless, the conditions at this site depend heavily oopleeations of the neighbouring dams.
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There can be high concentrations of suspended sedimengdiosods when the dam gates can
be opened wider than usual. This permits the sediment frothduupstream to continue down-
stream and it often results in a sort of dam flushing of the feginsents that can be retained
behind the dam. The downstream dam controls the mean wagdrded hence the mean flow
velocity. During floods or dam opening events upstream, tvengtream dam is opened wider
than usual which results in a decrease in water level. Thenséhat velocity values at this site
are more telling of hydrological conditions than are wagel or discharge values alone.

In this study the output discharge from the Pizancon dam ésl iis combination with the
water level measured by the pneumatic water level sensorraaR®-sur-Isére to determine the
cross-sectional averaged velocity. The cross-sectimeabged velocity is also referred to as the
discharge velocityy/,, since it is calculated as

V= (3.1)

where( is the discharge and is the wetted area at the site. The latter is calculated ubmg
water level and bathymetry data. The range of dischargecitglgalues measured at this site
between November 2009 and July 2010 was between 0.25 m/sand <

3.1.3 Concentration and grain size of the suspended sediment
Measurement procedure

In terms of the suspended sediment at Romans-sur-Isérepogdrundred water samples have
been analysed for concentration following the ISO 119237} 8tandard. To begin with, 47 mm
diameter glass fiber filters were washed. They were then fsie@0 - 120 minutes in an oven
at 105°C and weighed with a scale that has a precision of’ 1) A volume of 500 mL of
the sample was filtered through the clean filter and the sediaden filter was then dried and
weighed. The difference between the weight of the filter end after filtration divided by
the sample volume gives the concentration of suspendethsatiwhich is typically quoted in
kg/m? or equivalently g/L.

Grain size analysis was performed using a Malvern Masensas indicated in Section 6.1.3,
following the procedure outlined by the manufacturer foo phase samples. To begin with the
system was flushed with distilled water twice. The sample®ween added to the recirculation
tank and, if needed, water was added (1) to increase voluraever the recirculation valves
and permit recirculation or (2) to dilute the suspensioneiVily concentrated. The amount of
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water to be added was determined using the obscuration gatpet by the instrument. This is
a measure of the light that is diverted or absorbed by thecpest Although it is recommended
that this value be kept between 5 and 20% of the incident,ligig was not always possible
since many of the samples were not sufficiently concentraiéeés means that the obscuration
was often less than the recommended 5%.

In between sample collection and size analysis, the samy®es stored in a refrigerator at
14°C. Before commencing the grain size measurements, ultras@wies were typically applied
to the solution in order to break up any flocs that may havetexis the river or that may
have formed since the time of collection. As such, our graa analysis was performed on the
primary particles in suspension in the river, and we havenfarination of the presence or lack
thereof of flocs. During the measurements, the solution veas i motion by a stirrer which
maintained homogeneity in the recirculation tank and a ppermitted the solution to circulate
through the measurement volume. The stirrer speed was 50@&umnp the pump speed was 20
000 rpm. A measurement run lasted 15 seconds, and threecotirsauns were performed on
each sample. In between the analysis of each sample, omerngezycle was run. For samples
which were analysed using both Fraunhofer and Mie theoeynthasurements were performed
consecutively without any alterations to the sample.

Assessing the quality of the measurements

A large number of water samples have been analysed by ayafidifferent users on a number
of different days. Only a selection of the data shall be shiovthe main text, but a list of all the
samples and the corresponding figures can be found in Appé@ndihe tables that summarize
the laser grain sizer results (Tables 3.2 and 3.4) includdatation and date of sampling, the
concentration measured by filtration and the optical theegd in the interpretation of the results.
The percentage optical obscuration recorded by the graém & also listed. If this value is less
than 5% there may be insufficient sediment to have accurassunements, and if the value is
greater than 20 %, multiple scattering may occur, therebgite to error in the results.

The grain sizer essentially measure the cross-sectiondleoparticles. Using the obscura-
tion value plus a number of other values (p\®Bdd 2003), the instrument calculates a volume
concentration of particles assuming spherical particldss value is converted to a mass con-
centration by assuming that all particles have the dendityuartz, 2650 kg/m The volume
and mass concentration from the laser grain sizer are atsoded in Tables 3.2 and 3.4. The
agreement, or lack thereof, between the actual concemtratithe sample and the concentration
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from the laser grain sizer provides a measure of whethertdheselected model does a suitable
job of representing the data (NF ISO 13320-1). Since we ditchote when the samples were
diluted, we cannot compare absolute values of concentrabiat when the concentration from
the laser grain sizer is greater than the actual concemtratiere is likely a problem with the
grain size measurements.

We found that for samples analysed with both Mie and Frawttbeory, analysis using Mie
theory provided slightly higher values of concentratioarttirraunhofer theory for the same sam-
ple (see Section 6.1.3 for a description of the two theomekthe tables in Appendix A for a
summary of the measurements). However, the agreement éxetéve actual concentration and
the concentration from the laser grain sizer did not diffgngicantly for the two methods. This
suggests that neither theory is better suited to our samyleen the samples appeared to contain
only inorganic particles, the agreement between the actuatentration and the concentration
from the laser grain sizer was good. However, when the sawpletained algae there were sub-
stantial differences between the actual concentratiortl@dptical concentration regardless of
the method that was used (see Table A.3). This points to Hi®lity of both models to represent
the optical scattering from the organic that can be preseotir water samples. The final value
given in Tables 3.2 and 3.4 is the residual error. This is asunesof the difference between the
modelled and the measured diffraction patterns; the higgithe worse the agreement between
the observations and the theoretical optical diffractmrthe size distribution that is determined.
Ideally this value should be less than 1%. Although a smalidteal value indicates that the
modelled diffraction pattern closely resembles the ole@ms, it should not be used as the sole
criterion of good measurements, since the modelled dtftvagattern for the wrong distribution
could closely resemble the data.

Spatial homogeneity of grain size and concentration

In order to verify that the concentration and grain size ofiples were homogeneous throughout
the measurement volume of the side-looking ADCPs, an exeatinvas performed March 31,
2010 during which water samples were collected throughmutiter cross-section. Water sam-
ples were collected with a 1-L Niskin bottle at depths of 0 m,12 m, 3 m and ranges of 10 m,
30 m, 50 m, 70 m, and 90 m from the right bank at the along-stqeasition of the staff gauge,
for a total of 20 samples. The mean velocity during the expent was 0.8 m/s. No noticeable
trend in concentration or grain size was seen with eithetildepdistance across the river. The
mean concentration for all samples was 0.031 Kgdmd the standard deviation from the mean
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was 0.002 kg/y which is the typical uncertainty for the filtration methok.should be noted
that no samples were collected near the bed and the detdlis grain size of the bed material
are unknown.

Since the homogeneity experiment was performed beforertdnenRofer theory was selected
as the method of choice, Mie theory was applied. The resuitsshown in Figures 3.8 and
3.9 as probability density distributions of volume and nembize (Equation 2.29 is used to
go from volume size distributions to number size distribag) and the relevant information is
summarized in Table 3.2. From these figures we see that thmlpitity density functions of
the volume size are either unimodal or slightly bimodalrésitions that are positively skewed.
The particles are mainly silts with some clays. The mediamaiter,ds,, of the volume size
distributions ranges from 5 to @m, while the median diameter of the number size distribgtion
ranges from 2 to 4um. There is good agreement between the actual concentratidrthe
concentration measured by the laser grain sizer. Nevediglhe laser obscuration values were
below the recommended 5% level and the residual errors a@tg high (see Table 3.2). This
implies that caution must be used when interpreting the. data

Using the Equations laid out in Chapter 2 we calculate thesalevalues of the ensemble
average of the scattering attenuation consfasjtand of the viscous attenuation constagp
for the various grain size distributions that were observEdese values are calculated for the
three operating frequencies of the horizontal ADCPs at Roraanssere. They are summarized
in Table 3.3. The first thing to notice from Table 3.3 is that tiscous attenuation constant is
always orders of magnitude larger than the scattering @témn constant, as we would expect
for these fine particles (recall Figure 2.4). It can be seantte viscous attenuation constant
varies negligibly with the slight changes in the grain siributions that are observed from one
sample to the next. The scattering attenuation constarthenther hand, varies substantially:
the presence of slightly larger particles in samples V1 lnch @4 2-m (see Figures 3.8(c) and
3.9(a)) leads to a substantial increase in the scatteriaguation constant, since larger particles
dominate the scattering losses.
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Table 3.2: Relevant information for the samples collected at Romans-sur-Isereh\8drc2010 and
analysed using the laser grain sizer. This includes the sizing method (fefauor Mie theory), the laser
obscuration, the concentration measured by filtration, the sizer conti@mirapercent volume and mass
and the residual error. The across-stream positions relative to thideghk are abbreviated as V4 (L0
m), V2(~ 30 m), V3 (~ 50 m), V4 (~ 70 m) or V5 (~ 90 m).

Sample Method | Sample Conc| Obscuration| Sizer Conc | Sizer Conc| Residual Error| Notes
(mg/L) (%) (% volume) (mglL) (%)

31/03/2010 R bank surface  Mie 31 24 0.0016 42 4.8 -
31/03/2010 V1 surface Mie 31 31 0.0022 58 6.2 -
31/03/2010 V2 surface Mie 30 3.2 0.0025 66 5.5 -
31/03/2010 V3 surface Mie 30 2.0 0.0014 37 6.1 -
31/03/2010 V4 surface Mie 30 2.1 0.0014 37 4.8 -
31/03/2010 V5 surface Mie 31 1.9 0.0011 29 4.7 -
31/03/2010 V1 1-m Mie 31 3.0 0.0026 69 4.1 -
31/03/2010 V2 1-m Mie 32 1.8 0.0014 37 43 -
31/03/2010 V3 1-m Mie 33 2.7 0.0018 48 11.0 -
31/03/2010 V4 1-m Mie 30 2.6 0.0018 48 2.3 -
31/03/2010 V5 1-m Mie 30 2.2 0.0015 40 5.7 -
31/03/2010 V1 2-m Mie 32 1.7 0.001 27 5.5 -
31/03/2010 V2 2-m Mie 30 1.3 0.0007 19 7.9 -
31/03/2010 V3 2-m Mie 32 15 0.0009 24 9.8 -
31/03/2010 V4 2-m Mie 30 3.0 0.0029 77 1.8 -
31/03/2010 V5 2-m Mie 29 1.9 0.0012 32 4.0 -
31/03/2010 V1 3-m Mie 30 1.6 0.001 27 7.0 -
31/03/2010 V2 3-m Mie 37 1.3 0.0008 21 4.9 -
31/03/2010 V3 3-m Mie 31 2.4 0.0016 42 10.6 -
31/03/2010 V4 3-m Mie 31 22 0.0015 40 3.0 -
31/03/2010 V5 3-m Mie 31 2.0 0.0015 40 4.9 -

Table 3.3:The theoretical attenuation parameters for the grain size distributions meastiie samples
collected at Romans-sur-Isére March 31, 2010. The viscous attdriing attenuation parameters,,)
and((,), are calculated for the three operating frequencies of the ADCPs atritesoaIsére.

307.2 kHz 614.4 kHz 1228.8 kHz
Sample (Gula)) | (Cs(a)) | (Cula)) | (Cs(a)) | (Cu(a)) | (Cs(a))
(m2/kg) | (m2/kg) | (m2/kg) | (m2/kg) | (m2/kg) | (m3/kg)
31/03/2010 R bank surface 0.059 2.53e-008| 0.111 4.05e-007| 0.190 6.47e-006
31/03/2010 V1 surface 0.058 3.20e-008| 0.110 5.12e-007| 0.189 8.18e-006
31/03/2010 V2 surface 0.058 4.44e-008| 0.108 7.09e-007| 0.183 1.13e-005
31/03/2010 V3 surface 0.056 1.01e-008| 0.095 1.62e-007| 0.151 2.59e-006
31/03/2010 V4 surface 0.057 1.11e-008| 0.101 1.77e-007| 0.165 2.84e-006
31/03/2010 V5 surface 0.059 1.82e-008| 0.111 2.91e-007| 0.189 4.66e-006

31/03/2010 V1 1-m 0.058 | 4.67e-006| 0.109 | 7.00e-005| 0.186 | 9.14e-004
31/03/2010 V2 1-m 0.057 | 2.92e-008| 0.104 | 4.66e-007| 0.173 | 7.45e-006
31/03/2010 V3 1-m 0.058 | 2.82e-008| 0.112 | 4.51e-007| 0.194 | 7.21e-006
31/03/2010 V4 1-m 0.058 | 2.97e-008| 0.109 | 4.74e-007| 0.185 | 7.58e-006
31/03/2010 V5 1-m 0.058 | 2.82e-008| 0.110 | 4.52e-007| 0.189 | 7.22e-006
31/03/2010 V1 2-m 0.058 | 1.28e-008| 0.107 | 2.05e-007| 0.180 | 3.27e-006
31/03/2010 V2 2-m 0.059 | 1.18e-008| 0.113 | 1.88e-007| 0.195 | 3.01e-006
31/03/2010 V3 2-m 0.059 | 1.60e-008| 0.113 | 2.57e-007| 0.197 | 4.10e-006
31/03/2010 V4 2-m 0.058 | 1.22e-005| 0.108 | 1.77e-004| 0.184 0.0021

31/03/2010 V5 2-m 0.059 | 2.65e-008| 0.112 | 4.24e-007| 0.192 | 6.77e-006
31/03/2010 V1 3-m 0.059 | 2.25e-008| 0.111 | 3.60e-007| 0.190 | 5.75e-006
31/03/2010 V2 3-m 0.058 | 9.56e-009| 0.103 | 1.53e-007| 0.170 | 2.45e-006
31/03/2010 V3 3-m 0.058 | 2.86e-008| 0.112 | 4.58e-007| 0.194 | 7.32e-006
31/03/2010 V4 3-m 0.058 | 1.67e-008| 0.105 | 2.67e-007| 0.174 | 4.27e-006

31/03/2010 V5 3-m 0.058 | 3.74e-008| 0.109 | 5.99e-007| 0.186 | 9.56e-006
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Figure 3.8:Grain size distributions measured using the laser grain sizer for water saogtlected at
Romans-sur-Isére March 31, 2010 represented as probability démsityons of (a,c) volume and (b,d)
number size. Samples were collectdther just below the surface, or at a depth of 1 mas indicated.
The across-stream positions relative to the right bank are~v1Q m), V2(~ 30 m), V3 (~ 50 m), V4
(~ 70 m) or V5 (~ 90 m). Concentrations were 30 mg/L
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Figure 3.9:Grain size distributions measured using the laser grain sizer for water saogtlected at
Romans-sur-Isére March 31, 2010 represented as probability démsityons of (a,c) volume and (b,d)
number fractions. Samples were collectther at 2 or 3 m depth, as indicated. The across-stream
position relative to the right bank are V4 (10 m), V2 (~ 30 m), V3 (~ 50 m), V4 (~ 70 m) or V5 (~ 90
m). Concentrations were 30 mg/L
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The results of our test of the spatial distribution of wasidi@at Romans-sur-Isere imply that
the grain size and concentration of suspended sedimentweregeneous across the river cross-
section. While these results may only be representative efvétocities and concentrations
encountered March 31 2010, in the acoustical analysis shateisented in Chapters 6 and 7, it
will be assumed that the grain size distributions and camagon are homogeneous throughout
the ensonified volume. We believe this to be a fair assumpgtimisidering the study site is along
a relatively straight and uniform reach of the river and isffam any confluences.

Variability with hydraulic conditions

The grain size distributions measured in five surface waterpdes collected during various flow
conditions at various times in the year are shown in Figut® and the relevant information is
summarized in Table 3.4. These samples, which were all sedlyn Fraunhofer mode illustrate
the variety of grain size distributions that were observeRa@nans-sur-Isere. They include both
samples collected by hand (open circles) and by the autorsatnpler (filled circles) and cover
a range of concentration values from 8 mg/L to almost 5 g/L.dganic particles were seen
by the naked eye in these samples, but organic content waassessed quantitatively. The
sample from January 9, 2009 corresponds to a period of low fomg/L, V, < 1 m/s). The
sample collected May 11, 2010 corresponds to two days dfivela high concentrations and
flow rates (100 mg/L, 1.5 m/s). The sample from June 1 wasaelienear the peak of a large
spring flood (5 g/L, 2.5 m/s), while the sample from June 3 wakected on the falling limb of
this flood (200 mg/L~ 1.5 m/s) and the sample collected in December 2010 was tedlen
the descent of a small winter flood (velocity unknown, coricdion 62 mg/L). We believe that
the differences in the grain size distributions that arecole=d between these five samples are
representative of the differences that can be observed aaR®sur-Isére at different times in
the year'.

1The grain size distributions of the samples collected May2D1.0 and June 1, 2010 were presenteMaore
et al. (2011). Instead of plotting the data in terms of the prolighilensity functions, as was done here, the data
were plotted in terms of the fraction of the total sample @ied by grains of a given size class. This resulted in
more noticeable differences between the different samatesit appeared that the size distributions were unimodal,
bimodal and trimodal. With the current representation &f data, the differences in the grain size distributions
between the various samples are less noticeable.
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Table 3.4:Relevant information from the grain size analysis of samples collected atitfaes near the
right bank of the Romans-sur-Isére study site. This includes the sizingoth@Ehaunhofer or Mie theory),
the laser obscuration, the concentration measured by filtration, the ¢oat@anfrom the laser sizer in
percent volume and mass and the residual error.

Sample Method | Measured Conc| Obscuration| Sizer Conc | Sizer Conc| Residual Error
(mg/L) (%) (% volume) (mg/L) (%)
2009-01-09 10:20 Fr 8 0.9 0.0014 37 0.4
2010-05-11 04:31 Fr 104 4.9 0.0042 111 4.0
2010-06-01 12:04, Fr 4937 15.2 0.0158 419 2.0
2010-06-03 15:02 Fr 200 8.2 0.008 212 2.7
2010-12-11 05:10 Fr 62 7.1 0.0043 114 1.8
(@) Volume size (b) Number size
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Figure 3.10:Grain size distributions measured using the Fraunhofer method for watetesacollected
at Romans-sur-Isére throughout 2009 and 2010. Samples colledbeatyare represented as open circles
while those collected by the automatic sampler are represented as closesl circle

From Table 3.4, we see that the laser obscuration value ésdmple collected in January
2009 was very low € 1%), as we would expect for such a dilute sample. In additiba,
sizer concentration was 4.5 times the actual concentraiienare therefore skeptical of the low
residual error that was output by the laser grain sizer artlefjrain size distribution that was
measured (see data in magenta in Figure 3.10). Apart fragsémple, the form of the grain size
distributions of the other samples are all very similar:ytaé appear to be lognormal, and the
main mode in the volume size distributions and the only modiaé number size distributions
change little from sample to sample. The volume size digtidins from Figure 3.10(a) are repro-
duced in Figure 3.11 on both a linear and logarithmic scateder to better visualize the form
of the profiles at micron and submicron diameters. For allgambut the one collected Jan-
uary 9, peaks in the size distributions are seen around 1¢ 3 amcrons. We suspect that these
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modes are an artifact of the use of the Fraunhofer method~jgeee 2.6 and the corresponding
discussion in Chapter 2).

Recalling the discussion from Chapter 2, Section 2.2.6, the fsequency distributions of
natural sediments are commonly interpreted as lognormagri@yed on the data in Figure 3.11
are lognormal distributions computed using = In dso andox = 1 for each sample (N.B.
These curves are not fitted to the data). It can be seen that itheelatively good agreement
between the data and the theoretical curves, except at thesriess than a few microns. We
conjecture that the discrepancy between theory and olismrsat low diameters is an artifact
of the Fraunhofer method overpredicting the fine partic@snsequently, lognormal grain size
distributions shall be used in the theoretical calculaiofthe acoustic scattering and attenuation
later on in this thesis.

As with the data collected during the homogeneity test, teeous and scattering attenuation
constants are calculated for the grain size distributidrsve in Figures 3.10 and 3.11 for in-
cident frequencies of 307.2, 614.4 and 1228.8 kHz. Theseegadre summarized in Table 3.5.
Apart from the values for the sample collected January 99260which we are skeptical, the
values of the viscous attenuation constant for all samgledi &equencies are very similar. In
contrast, the scattering attenuation constant changesisantly with the different size distribu-
tions due to the different amounts of larger particles. A®xample, the scattering attenuation
constants for the sample collected in December, 2010 arg abmrder of magnitude lower than
the values for the other samples due to the lack of largegiestin this sample.

Table 3.5:The theoretical attenuation parameters for the grain size distributions me:&stite samples

collected at Romans-sur-Isére and shown in Figures 3.10 and 3.1¥isthes and scattering attenuation
parameters((,) and((), are calculated for the operating frequencies of the H-ADCPs used isttluiyg.

307.2 kHz 614.4 kHz 1228.8 kHz
Sample (Cua@) | Csla) | (Gul@) | (Cs(a) | (Gula) | (Cs(a))
(m?/kg) | (m*kg) | (m*/kg) (m?/kg) (m?kg) | (m*/kg)

2009-01-09 10:20| 0.0181 | 9.7x10~° | 0.0540 | 1.10x10~2 | 0.1514 | 8.7x10°3
2010-05-11 04:31| 0.0358 | 3.4x10~6 | 0.0937 | 5.3x10°° 0.2208 | 7.5x10~%
2010-06-01 12:04| 0.0347 | 2.0x10~6 | 0.0902 | 3.1x10~° 0.2135 | 4.6 x10~4
2010-06-03 15:02| 0.0340 | 1.0x10~6 | 0.0893 | 1.6x10°5 0.2130 | 2.5x10~4
2010-12-11 05:10| 0.0266 | 4.4x10~7 | 0.0753 | 7.0x10~% | 0.1953 | 1.1x10~%
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Figure 3.11:Probability density distributions of the volume size for the samples previousgepted in
Figure 3.10. The distributions are shown on both linear and logarithmic sdadgaormal distributions

with ux = Indsg andoxy = 1 are plotted as dashed lines for each sample. Samples collected by hand
are represented as open circles while those collected by the automatic saraplepresented as closed
circles.

3.1.3.1 \ariability of the results depending on the thebat is used

In terms of the implications of the grain size analysis resstdr our acoustic study, we have
previously seen and discussed the fact that the viscousuatien parameter is controlled by
the fine particles. This implies that the overprediction lafyesized particles when using the
Fraunhofer method may impact the theoretical values ofthttering and attenuation parameters
that are calculated. This would in turn affect the conceiuneestimates that are calculated with
these values. In order to quantify these differences, we balculated the viscous and scattering
attenuation constants for all samples that have been athlysing the two different theories.
These values are summarized in Table 3.6. It can be seerfah#éite most part, there is little
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difference between the values calculated from the gramdigtributions from the two methods.

Table 3.6:The theoretical attenuation parameters for the grain size distributions measthie samples
collected at Romans-sur-Isére using both Fraunhofer and Mie th€beyiscous and scattering attenua-
tion parameters((,) and((,), are calculated for the operating frequencies of the H-ADCPs used in this
study.

307.2 kHz 614.4 kHz 1228.8 kHz

Sample Method | (Cv(a)) (¢s(a)) (Cuv(a)) (Cs(a)) (Co(a)) (¢s(a))

(m?/kg) (m?/kg) (m?/kg) (m?/kg) (m?/kg) (m?/kg)
01/06/2010 11:34]  Fr 0.033 | 1.6x10°% | 0.088 | 2.6x10°° 0.212 | 4.0x10° %
01/06/2010 11:34| Mie 0.058 | 2.4x10-% | 0.107 | 3.9x10°° 0.182 | 5.8x10~*
02/06/2010 06:02|  Fr 0.033 | 7.5%x10~7 | 0.088 | 1.2x10°° 0.212 | 1.9x10°4
02/06/2010 06:02| Mie 0.057 | 56x10~7 | 0.103 | 8.9x10°6 0.170 | 1.4x10%
08/06/2010 20:00  Fr 0.032 | 2.1x107% | 0.086 | 3.2x10°° 0.211 | 4.9x10~4
08/06/2010 20:00, Mie 0.056 | 2.0x10-6 | 0.102 | 3.2x10°? 0.170 | 4.9x10~%
09/06/2010 20:00|  Fr 0.033 | 1.4x107% | 0.088 | 2.1x10°° 0.213 | 3.3x10°*
09/06/2010 20:00| Mie 0.058 | 1.4x10-¢ 0.109 | 2.27x10°° 0.185 3.5x10"4
11/06/2010 02:00|  Fr 0.032 | 29x10-6 | 0.086 | 4.5x10°° 0.211 | 6.9x10°*
11/06/2010 02:00, Mie 0.057 | 3.2x10=¢ 0.107 5.1x107° 0.182 7.6x10~4
10/10/2010 04:00]  Fr 0.054 | 2.0x10"2 0.115 | 1.02x101! 0.220 | 2.69x101!
10/10/2010 04:00,  Mie 0.057 | 1.6x102 0.103 | 9.4x102 0.169 | 2.74x10°1
11/12/201001:10|  Fr 0.006 | 1.2x10°7 0.019 1.9x10-6 0.058 3.0x10°°
11/12/2010 01:10, Mie 0.058 | 1.2x10~7 | 0.109 | 2.0x10°6 0.186 | 3.1x10°°

3.2 Saint-Georges

3.2.1 Study site and instrumentation

The Saint-Georges study site, which is shown in Figure 31@dated on the right bank of the
Saolne river in Lyon, France, along a relatively straightheaf the river. Itis 3.5 km upstream of
the confluence of the Sadne and Rhoéne rivers and about 20 nreaipstif a footbridge. The river
is trained at this location and there are vertical walls othlimnks. The width and maximum
depth during normal conditions at this site are 95 m and 10espectively. The study site is
15 km downstream of the Couzon dam and 8 km upstream of theeMBémniite dams (CNR); the
latter controls the water level and flow rate at the SaintfGe®site. A measure of discharge is
available at the Couzon station, these values are calcutateda rating-curve that is a function
of the water level at Couzon and at Pierre-Bénite. The disehdaga from the Couzon dam can
be combined with the water level from Saint-Georges to eggnthe mean flow rate at Saint-

Georges.



47

Figure 3.12:Aerial photograph of the Saint-Georges study site taken from Google Mépe location
of the side-looking ADCP is marked by an x and the direction of flow is indicadédan arrow.

The bathymetry and average flow field measured with a 600 kHzriRBuments Workhorse
RioGrande ADCP during six transects performed on Februara®; are shown in Figure 3.13.
These data correspond to relatively high flow conditionsnirthis figure, it can be seen that the
flow is a maximum towards the centre of the river, and the flold fenearly symmetrical about
the centre. Based on our observations, the flow field is coaedeat/this site regardless of the
mean flow speed.

A 300-kHz narrow beam Teledyne RD Instruments Workhorse HEROhas been installed
on the right bank of this study site since February, 2006. Adrezontal separation of the three
transducers is 20 as it is for all 300 kHz Workhorse H-ADCPs and the beam widtleath
transducer is?l The H-ADCP was positioned on the wall of the right river bahkm@elevation
of 160.00 m NGF (Nivellement Général de la France) systers.\ildter level at this site typically
fluctuates between 162 and 163 m NGF, meaning that the instrusitypically 2 or 3 m below
the surface. The pitch of the instrument is <0(#t is angled downwards) and the roll is -0,1
meaning that the downstream beam is angled slightly towtasdsottom and the upstream beam
is angled slightly towards the surface. The instrument agg@mmed to have a blank distance
of 2 m and a bin size of 4 m. The ping repetition rate is set tarth&mum possible ping rate,
which is slightly greater than 2 Hz, and 180 pings are avetgge ensemble. This results in one
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profile of velocity and intensity for each beam every 80 selson
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Figure 3.13:Upstream view of the Saint-Georges study site with velocity data obtainedydudring-
boat gauging with a 600 kHz ADCP attached to a motor boat. The dashedtdiokeis the river
bathymetry. The H-ADCP is indicated as a square, the solid line represerasithof the central trans-
ducer, the small xs represent the centre of each measurement cekgmetidines represent the instru-
ment’s beam width (-3dB transmitted power).

A pneumatic water level sensor is installed next to the H-ADC&rder to provide an indepen-
dent measure of water level. A SOLITAX sc optical turbiditetar constructed by Hach Lange
is used to measure concentrations of suspended sedimbistsite; it has been in place since Oc-
tober 14, 2009. This is the same turbidity meter as the one @iaRs-sur-Isére, only it operates
in “turbidity” mode as opposed to “total suspended solidgid®. It measures light scattering at
90° and records values in Nephelometric Turbidity Units (NTUhe turbidity meter has been
calibrated with nine water samples that were collected betwrebruary and June, 2010. The re-
lationship between the concentration of sediment measargse samples and the turbidity at
the time of sampling is shown in Figure 3.14. The least-segianear regression forced through
the origin is also shown. The equation of the line yields emiation/turbidity = 0.85. Although
more data points at concentrations less than 40 mg/L aréreekthe high end of the concentra-
tion values have been fairly well sampled since most wateipses were collected during small
floods. In terms of extreme values at this site, the conctorsat this site can exceed 100 mg/L
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a couple of times per year during the floods which can occunerfall and winter months. The
maximum observed concentration at this site of which we aee@awas 146 mg/LL(e Coz et al.
2007). As mentioned in the introduction to this chapter,camtrations are less than 10 mg/L
the majority of the time. Therefore, if the turbidity meterto be used as an accurate proxy for
concentration, more low concentration samples should bected in order to complete the data
set shown in Figure 3.14.
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Figure 3.14:Calibration curve for the turbidity meter at Saint-Georges. The linear refdtipribetween
concentration and turbidity is forced through the origin.

3.2.2 Grain size distributions of the suspended sediment

The homogeneity of the concentration of suspended sedem&aiint-Georges was tested prior to
the start of this thesid € Coz et al.2007). It was found that concentrations of the wash loagwer
homogeneous throughout the cross section. The grain sagbdtions of these samples were
not measured. However, during this thesis, grain size aiglyas performed on ten samples
that were collected on the Sabne river on various days. Téesples were collected either at
the Saint-Georges study site, or 2 km upstream at the Koerdgdy which is~200 m from our
laboratory. The data set includes two samples collecte@®® ZMarch 26, 2009 and December
8, 2009), six samples collected during small floods on then€a2010, and two samples from
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floods in January, 2011. All samples had concentrationsasshiog 20 mg/L and should therefore
be sufficiently concentrated for reliable laser grain sine@asurements. (N.B. We do not have
concentration data for the sample collected March 26 20@9yb think that it was fairly dilute.)
The probability density distributions of volume and numbiee measured for these samples are
shown in Figure 3.15. They are plotted on a logarithmic sobdgain size due to the multi modal
and irregular grain size distributions.

Table 3.7 is a summary of the relevant information outputnftbe laser grain sizer for each
sample. It can be seen that the concentration detected lgyrdiesizer for all samples except
that of December 2009 are orders of magnitude higher thaadhel concentrations. This is
a result of the high algal content of the samples. Much to agorsse, algae were even seen
in the samples that were collected during the winter flood®af@}, the samples should have
been pre-treated to eliminate the organic matter, but shreewere not, the resulting grain size
measurements are unreliable. This is reassuring in a wagubedhe results that are shown in
Figure 3.15 suggest that the laser grain sizer “measuretities with grain sizes greater than
1 mm. Since ultrasonic waves were used to break up flocs mrigrain size analysis, these
results are clearly not representative of the sedimentspesusion, but represent scattering from
the organic matter.

We turn our attenuation to the results for the samples whielb&lieve did not contain algae,
those of March and December, 2009. The volume size disioibbdior the March 2009 sample,
which was analysed in Fraunhofer mode, is bimodal with a peakay sized particles, and one
at silt-sized particles. The median diameter is 10m7. The volume size distribution for the
December 2009 sample, which was analysed in Mie mode, wgtlglbimodal and the median
diameter was 2@m. The difference in the values d{, for these two samples may be due to the
differences in the two theories. From these two samples wéhed the suspended sediments at
the Saint-Georges study site were mainly silts. In additicom visual analysis of the samples
we know that there were sand size particles in some of thelsamapd thus the small peaks in
the volume size distributions around 10 seem realistic.
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Figure 3.15:Grain size distributions measured for water samples collected from the SatieSaint-
Georges study site (SG) and at the Koenig bridge (K) using the theorlemohhofer (circles) and Mie
(triangles). Unless otherwise indicated, samples collected at Saint-Geeegetaken from the right bank,
and those collected at Pont Koenig were taken in the centre of the river.



Table 3.7:Relevant information for the samples collected on the Sadne river andsadalging the laser grain sizer. This includes the sizing
method (Fraunhofer or Mie), the concentration measured by filtrationtrendizer concentration (percent total volume and mass, assuming a
particle density of 2650 kg/. The residual error, or percent difference between the modeligdlaserved light scattering, is also listed.

Sample Method | Sample Conc| Laser Obscuration Sizer Conc | Sizer Conc| Residual Error| Notes
(mg/L) (%) (% volume) (mg/L) (%)
SG 26/03/2009 10:48 Fr - - - - - -
SG R bank 08/12/2009 14:10 Mie - 2.8 0.0030 80 1.6 -
Pont K. 16/11/2010 10:30 Fr 145 16.4 0.0663 1757 2.1 lots of algae
Pont K. 22/11/2010 10:30 Fr 33 8.0 0.0724 1919 3.3 a bit of algae, visible sand
SG ctr 23/11/2010 14:50 Fr 43 9.2 0.0686 1818 2.7 -
SG ctr 23/11/2010 14:50 Mie 43 8.6 0.0853 2260 35 -
Pont K. 07/12/2010 16:30 Fr 85 13.5 0.0646 1712 2.6 few floaters/algae, some clumping, some sand
Pont K. 08/12/2010 10:15 Fr - 14.8 0.0595 1577 2.6 some algae
Pont K. 09/12/2010 11:08 Fr 96 18.3 0.0609 1614 1.7 lots of floaters and algae
Pont K. 13/01/2011 16:15 Fr - 10.8 0.0742 1966 3.7 -
Pont K. 13/01/2011 16:15 Mie - 10.0 0.0572 1516 1.7 -
Pont K. 14/01/2011 16:00 Fr - 9.2 0.0568 1505 2.9 some floaters

[Ac]
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3.2.3 Complementary data

Although the turbidity meter at Saint-Georges was insthiteOctober 2009, we have little si-
multaneous optical and acoustical data. The computer negide for data acquisition crashed
regularly and there was a problem with corrosion of the @ mtansducer of the H-ADCP. This
influenced its measurements of both velocity and intengitjhough the central transducer is not
imperative for streamflow measurements, the instrumentrerasved for repair on September
23, 2010.

In terms of validation of the velocity measurements at thislg site, about twenty gauging
campaigns have been performed during various flow conditidhe majority of these measure-
ments were made in 2006; they are summarizdi€oz et al(2008). The procedure of ADCP
gauging will be detailed in Section 5.1. Theoretically, veelldl also use the discharge data from
Couzon (upstream of Saint-Georges) and the wetted areardt@abrges to obtain values of the
cross-sectional averaged flow speed.

3.3 Montélimar

Moving downstream along the Rhéne valley we come to the Monéglstudy site. The site is
on the left bank of the Rhéne canal, 500 m before the Chateaulaeuisee Figure 3.16). For
a variety of reasons we believe this to be the ideal site fcabie H-ADCP measurements. To
begin with, there should be no passage of either motor bodaarges in front of the instrument
since the canal to the lock system diverge$0 m upstream of the site. The geometry of the
section is also ideal(see bathymetry data collected dukib@P gauging in Figure 3.17), the
canal is about 13 m deep and 170 m wide.

The site is equipped with a 300 kHz H-ADCP which was installedrctober, 2007 at an
elevation of 71.55 m NGF; this typically corresponds to arsatgence of 5 m. The pitch of
the instrument is -0:3(it is angled downwards) and its roll is 0.2For the data presented in
this thesis, the instrument was programmed with a blankdcs of 1.00 m, a bin size of 4.00
m, 33 bins, and 4 pings averaged per ensemble. Each ensestadd Approximately 1 minute.
Unlike all other H-ADCPs used in this thesis, this instrumeas operated in wide bandwidth
mode. In this mode, the instrument applies a frequency Bift&5% of its central frequency to
the return signal, as opposed to the 6.25% filter in narrovelwédth mode. Operation in wide
bandwidth mode results in (1) lower signal to noise ratiothef backscattered intensitZlay
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and Medwin 1977), (2) lower velocity variance and (3) lower profilirange RD Instruments
2008, p. 162) compared to operation in narrow bandwidth mdde explanation for the first
point is that the Dopppler-shifted signal that we are tryimgletect should be centered around
the central frequency of the transducer, while the backgtowise has a broad spectrum. Thus,
using a broader bandwidth filter results in a smaller toal-to-noise ratio than with a narrow
bandwidth filter Clay and Medwin1977, p.123). The lower signal-to-noise ratio means that
for a given concentration, an instrument operating in broaddwidth mode cannot profile as
far as one operating in narrow bandwidth mode. As for the toveocity variance, the broader
bandwidth permits higher temporal resolution and thusérnglhmpling rates since the ambiguity
velocity is lower. The decreased time between two conseesignals improves their correlation,
resulting in lower variance in the measured velocity vali@ay and Medwin1977). This means
that less pings need to be averaged to reduce the noise ieltiety data.
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Figure 3.16:Aerial photograph of the Montélimar study site on the Rhéne canal. The imdgkes
from Géoportail.

In terms of other instrumentation at Montélimar, a pneumgsiuge provides the water level
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Figure 3.17:Upstream view of the velocity field at the Montélimar study site. The velocity date w
obtained during moving-boat gauging with a 600 kHz ADCP and the magnitite welocity perpen-
dicular to the ADCP crossing is shown. The dashed-dotted line is the @tbydetry. The horizontal
ADCP is indicated as a square, the solid line represents the axis of thel temsducer and dashed lines
represent its beam width (-3dB transmitted power).

near the H-ADCP. These results are believed to be unrelixblértin, CNR, Personal commu-
nication, August, 200)land therefore the water level from the upstream end of thee@haeuf
dam is used in its place. It should essentially be equal tavter level at the H-ADCP. Dis-
charge data from the Chateauneuf dam are available. A haofifyhuging campaigns have
been performed by CNR at Montélimar, but due to the proximftthe site to the dam, safety
regulations prohibit frequent measurements.

Unfortunately we have no measurements of suspended sedatntims study site. However,
we know that the suspended sediment should be predomiraorityolled by the load brought
downstream by the Isére river. Another controlling factbthe suspended sediment at Montéli-
mar is the Chateauneuf dam which will have a tendency to rétersediments (dam in-filling).
We have acoustic evidence that there may be regular ressispesf sediment from the bottom
during dam operations, however we lack ground truth measemés to confirm this hypothesis.
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3.4 Tricastin

Fifteen kilometers downstream of Montélimar is the Trigastudy site. This site, which belongs
to EDF, is on the Donzere-Mondragon canal. It has been eqdipfith a 300 kHz Workhorse H-
ADCP since June, 2006. The instrument is installed on the kghk at an elevation of 55.6 m
NGF (IGN69). The water level at this site typically fluctuateetween 57.9 and 58.6 m NGF
(IGN69), meaning that the instrument is between 2 and 3 m.ddeppitch and roll are non-
negligible. The pitch is -1°7(instrument faces downwards) and the roll is°O(@ownstream
beam faces the surface, upstream beam faces the bottom)H-RIECP settings are a blank
distance of 2.5 m and a bin size of 2.0 m. The number of pingeageel per ensemble is 50
and the time between ensembles is 2 minutes. An externaégaagsures the water level at this
study site.

Only one velocity gauging campaign has been performed by Gesfidbut EDF has done a
few dozen since the instrument’s installation. The H-ADCRe#y data can also be compared
to values calculated using the discharge from the Bolléne(@iR) which is on the same canal,
8 km downstream. We do not have any concentration or gragisfarmation at this study site,
but daily measurements of concentration are available lasAwhich is 90 km downstream on
the Rhéne. The measurement station at Arles is the Statioer@isire du Rhéne en Arles
(SORA). Itis run by Institut de Radioprotection et de SaretélRaire (IRSN), COM, CEFREM
and CEREGE. The water samples collected at this location meweighted averaged: small
amounts of water are collected in the same bottle througtheutay, so that the final sample
represents the average concentration that day. Duringalqgremiods, there is one sample per
day, but during floods, there are often hourly samples.
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Figure 3.18:Aerial photograph of the Tricastin study site on the Donzere-Mondragoal. The image
is taken from Géoportail.

Right bank Left bank

a
&)
T

o0
N
:

[y
O]
p
E
= 52
o
<
>
o
-
w

N
3

4.40 5‘0 160 150
DISTANCE (m)

Figure 3.19:Upstream view of the velocity field at the Tricastin study site. The velocity date \wb-
tained during moving-boat gauging with a 600 kHz ADCP, the values arediioeity magnitude perpen-
dicular to the transect. The dashed-dotted line is the river bathymetry. driewhtal ADCP is indicated
as a square, the solid line represents the axis of the central transddadashed lines represent its beam
width (-3dB transmitted power).
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3.5 Conclusion

The Romans-sur-Isére study site was presented in the fitsbised this chapter. Details of the
hydrological conditions were provided, as were the corredinns and grain size distributions of
the suspended sediment. The next three sections presart&aint-Georges, Montélimar and
Tricastin study sites in less detail. Table 3.8 summarikespbsitioning and general specifica-
tions of the H-ADCPs used at these sites.

Table 3.8:A summary of the positioning and instrument specifications for the H-ADCPd asSaint-
Georges, Montélimar and Tricastin. The position is given in meters Nivelle@énéral de la France, and
the average depth is given in meters. Positive pitch indicates upward inatinptsitive roll indicates
beam 1 facing upwards and beam 2 facing downwards. The beam vdgtlarfd nominal maximum

profiling range of each instrument are based on information from the mestruspecification sheets. The
distance to the far field of each instrument,is also listed.

Site Frequency Position depth pitch roll maxrangg r,
(kHz) (MNGF) (m) (¢ () (m) ) (m)
Saint-Georges 300 160 25 -04 -01 250 1 128
Montélimar 300 71.55 5 -0.3 0.2 250 1 128
Tricastin 300 55.6 26 -1.7 0.7 250 1 128

Of the four sites, the highest concentration values wererksd at Romans-sur-Isére (>
10 g/L). This is because it is on the Isére river and is closthéomountains that supply the
sediment. Concentrations on the order of 1 g/L occur duringdoon the Rhdne river down-
stream of the confluence with the Isére, while concentratimm the Sadne at Saint-Georges
rarely exceed 100 mg/L. The flow forcing conditions differtla¢ various study sites, but they
are all controlled to some extent by dam operations. Theybalry of the various study sites
also differs noticeably. Romans-sur-Isére is a shallowystit® compared to the other three
and Montélimar and Tricastin are trapezoidal. The rangeowf forcing conditions, boat traffic,
geometry, instrument positioning and configuration obsegm this study provide the grounds
for a thorough investigation of the applicability of horital ADCPs to quantitatively measure
sediment transport in medium-sized rivers.



CHAPTERA4

INFLUENCE OF THE H-ADCP
POSITIONING ON THE PROFILES OF
VELOCITY AND INTENSITY

This chapter focuses on an investigation of the properiposgitg of horizontal acoustic Doppler
current profilers in medium-sized rivers where depth canrbédd. In order to have accurate
measurements of flow velocity and suspended sediment cwatiens, the instrument should be
positioned horizontally (zero pitch and roll) so that alle@ transducers measure intensity and
velocity at the same height above the bottom. The line oftsdkach transducer must also be
clear of obstructions which can bias the data. In terms aguies for the ideal deployment
depth of the instruments, on page 12 of WerkHorse H-ADCP Operation Manu@RD Instru-
ments 2008) it is stated that the ideal deployment depth is apprately 10 m submergence.
Due to the limited depth of our river sites, we have sites wlibe submergence can be as little
as one meter that were approved by the manufacturer. Refernoe again to page 12 of the
WorkHorse H-ADCP Operation Manuahere is a very misleading sentence about the deploy-
ment of H-ADCPs. The manual states that “The system is rasilgestriking thesurface at a
grazing angle” (the word surface is in bold font in the mahu#h our experience and in the
experience of otherdA( E. Hay, personal communication, April, 2Q1¢his statement is false:
striking the surface at a grazing angle can have an impadtemeasurements of both velocity
and intensity.

The goal of this chapter is to discuss the negative impactattering from obstructions on
the measurements made using H-ADCPs. The majority of thetehBgruses on the impact of
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scattering from the water-air interface. Results are predantly presented from the Romans-
sur-Isere study site, but measurements are also preseotadtie Montélimar study site for
contrast since the geometry at this site is ideal. We fett¢hah an investigation was necessary
since the literature and instrument manufacturer are straevague on the subject, providing
only suggestions for limiting aspect ratios. The first scof this chapter deals with scattering
from obstacles such as boats and bridge pillars. The se@mtidis presents the measurements
made at Romans-sur-Isére that lead to this study. The modsté&ttering from the surface is
introduced in Section 4.3 and the results of the modellirggaven in Section 4.4. Observa-
tions and model results from Montélimar and Saint-Georgepeesented in Section 4.5 and the
conclusions are presented in Section 4.6.

4.1 The impact of scattering from obstacles

Obstacles such as bridge pillars or large rocks in shallgersican block the line of sight of
the a horizontal ADCP, often leading to misinterpretatiortr@ data. In this study, obstacles
on the river bottom limited the maximum profiling range of theADCP at the St. Alban study
site (Rhone river, EDF) and a pillar of a pedestrian bridgerfeted with the measurements of
the downstream beam of the H-ADCP at the Saint-Georges sitedySince the measurements
at Saint Alban were of such poor quality, the site is no longsxd and therefore it was not
introduced in Chapter 3. An example of fifteen minutes of dedenfthe downstream beam of
the 300 kHz H-ADCP at Saint-Alban is shown in Figure 4.1. Thaksan the intensity profiles
at distances greater than 50 m correspond to scatteringsamps of old bridge pillars. Figure
4.2 is 15 minutes of data from the downstream beam of the H-ABXC3int-Georges. The large
peak that is centred around 90 m in Figure 4.2 correspondsattesing from the left bank of
the river. The smaller peak that is centred around 70 m qooress to scattering from the bridge
pillar just downstream of the instrument.

We refer to unmoving obstacles such as bridge pillars andvbebed as fixed targets. Fixed
targets are easy to identify in the backscattered intepsdiiles since they correspond to a peak
in intensity at a set distance. If the fixed target occupiesrdite measurement cell, then the
range-corrected intensity of that celli§ + 20log,, r + 2ar) should always be the same. If the
obstacle does not occupy the entire volume of the measuterekrthen the scattering from the
water will also have an influence on the backscattered iityeatthe problematic cell, but the
target itself should always scatter with the same interadithe same distance.
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Figure 4.1:Fifteen minutes of intensity data from the downstream beam of the 300 kHREPRat the
Saint-Alban study site. The peaks in intensity beyond 10 m are due to saogfremnm old bridge pillars.

Moving obstacles such as boats or the bubbles created invila&e can also interfere with
our ability to accurately measure suspended sediment ntnatiens and velocity. During the
hours of navigation on the Sadne river, there can be upwdrtisee or four boats passing the
St. Georges study site per hour in the summer months. Thagass boats is noticeable in the
intensity data from each beam. If the ensemble times are shough, one can see the passage
of the boat from upstream to downstream by looking at the @tleasity data of the appropriate
transducers. A trained user of horizontal ADCP data shoulalbe to recognize the passage of

boats in the echo intensity data.
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Figure 4.2:Example of fifteen minutes of data from the downstream beam of the 300 kNREP at
Saint-Georges. The peaks in intensity beyond 10 m are due to scattemnmg foridge pillar and from the
wall of the left bank of the river.

As an example of intensity data detected during a periodgif hoat traffic, Figure 4.3(a) is a
time series of approximately 2.5 hours of backscatterezhsity data collected with the central
transducer of the H-ADCP at Saint-Georges on June 11, 200@ z®hes of high intensity
(red splotches) in Figure 4.3(a) correspond to the pasdageats. Figure 4.3(b) is the average
intensity profile for fifteen minutes of data that appear taibeffected by the passage of boats
and Figure 4.3(c) is the equivalent plot for fifteen minutéslata that were affected by boat

traffic.
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Figure 4.3: Echo intensity in counts measured with the central transducer of the H-ADR Rint-
Georges on June 11, 2006 during a period of heavy boat traffith€apw intensity data; (b) the average
profile in time periodA - this corresponds to data seemingly unaffected by boat traffic; (c)vérage
profile in time periodB - this corresponds to the passage of a boat.

4.2 Observations at Romans-sur-lIsere

At the Romans-sur-Isére study site, there should be neitkext fargets nor frequent passage of
boats in the line of sight of the instruments. Nonetheldgsiritensity profiles that were recorded
by the 300 and 600 kHz H-ADCPs were frequently inexplicabkselbleon the concentrations of
suspended sediment that were measured in water samplemté&hsity profiles were irregular
and the possibility of inhomogeneity of concentration aaigrsize across the river could not
account for the magnitude of the fluctuations along the @rofil

From the instrument configuration that was shown in FiguBg iBcan be seen that the main
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beam of both the 300 kHz and 600 kHz instruments intercepstin@ce 50 m and 60 m from
the right bank, respectively. As a result, we did not expediave valid measurements across
the entire profile, but the data were perturbed at distanaeimearer to the instruments than
expected when concentrations were low@.03 kg/ni or equivalently, 30 mg/L). The velocity
profiles were also perturbed at the same distances.

In order to test the validity of the H-ADCP velocity measurertse they were compared to
velocities measured by vertically-oriented ADCPs deplogiedng repeated moving-boat tran-
sects under a variety of flow conditions. The ADCP data are asdte reference values since
they provide an unbiased measure of veloctypérg and Mueller2007). An RD Instruments
Workhorse RioGrande ADCP was secured to a bow swing mounthatiaio a motorboat. It
was operated in RDI broadband mode 1. The frequency of the AD&Feither 600 kHz or 1.2
MHz, depending on the day. The acquisition bin size rangaa 80 cm to 40 cm and the results
were 5-ping averaged. All data were referenced to ADCP bottaoking. For each series of
measurements, a minimum of six transects were performamseécts typically began and ended
two meters from each bank, and every effort was made to naiateonstant speed and straight
path.

A vertical profile of the water column was obtained every 2 sciwhdepending on the boat
speed, corresponded to profile widths of 5 - 30 cm. The strdiigh distance from the departure
point was recorded for each measured vertical profile. Adtesuring that the flow conditions
remained stable during the six transects, they were avérageeraging of ADCP data is re-
quired to yield accurate measurements of flow speed. Thevdtam each (irregularly spaced)
measurement cell of each transect were transposed ontaiaregid using inverse distance
weighting and the transposed transects were averaged. D Alata from one transect per-
formed on January 1, 2009 are shown in Figure 4.4a and thageef six transects is shown
in Figure 4.4b. The cross-sectional averaged velocity oreasby the ADCP was 0.66 m/s.
The black dot-dashed lines in both subplots of Figure 4.4&atd the river bottom according to
ADCP bottom tracking.

In order to compare H-ADCP and ADCP measurements, H-ADCP datanelol during the
time period corresponding to the ADCP transects (typicayrinutes) were first isolated. The
ADCP data were then projected onto the vertical plane thansed on the axis of the H-ADCP.
This was done using the heading of the H-ADCP and the diregititata for each vertical velocity
profile from the ADCP. The x and y coordinates of the centre chdd-ADCP measurement
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Figure 4.4: Velocity magnitude measured during ADCP gaudiamguary 9, 2009 at Romans.
Data obtained during one transect are shown on the leftewh# average of six transects is
shown on the right with velocities extrapolated to fill thet@racolumn.

cell were determined. In the same manner that the grid-gedrarofiles of Figures 4.4b were
obtained, the comparison ADCP data were determined usiegsevistance weighted averaging
at the positions of the H-ADCP cell centres. The end produahésADCP value for comparison
to the value in each H-ADCP measurement cell.

During this thesis, three gauging campaigns were performé&bmans-sur-Isére, but over a
dozen gauging campaigns were performed prior to the thBstsréfey 2008) (see Appendix
B for relevant figure). Figure 4.5 is a comparison of the vi&yoprofile measured by ADCP
gauging on March 5, 2009 to the velocity profiles measurel thi 300 and 600 kHz H-ADCPs
at Romans-sur-Isére. It can be seen from this figure that therdstantial discrepancy between
the ADCP and H-ADCP measurements.

In general, it was found that during periods of low velocitydaconcentration (mean veloci-
ties < 1 m/s and concentrations on the order of 0.01 Kg/rthe 300 and 600 kHz H-ADCPs
underestimated velocity compared to measurements from AgECBing. The 300 kHz instru-
ment underestimated the downstream veloeityjn the far half of the river, while the 600 kHz
instrument underestimated across most of the river. To illustrate this, fifteen minutéslata
collected by the two instruments during extended period4 ofelatively low velocity and con-
centration (maximum velocity of 0.3 m/s and concentrati60.012 kg/ni) and (2) relatively
high velocity and concentration (maximum velocity of 1.3mhd concentration of 0.045 kgim
are shown side by side in Figure 4.6. The water level for theMelocity and low concentration
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Figure 4.5: Comparaison between ADCP (red) and H-ADCP veladtg measured by the 300
kHz (black) and 600 kHz (gray) H-ADCPs at Romans-sur-Isére anchl5, 2009. The data are
averaged over 15 minutes.

data was 0.09 m on the staff gauge, while it was 0.20 m for thle toncentration and high veloc-

ity data. Velocity measurements are shown in the top two Isar&l intensity measurements are
shown in the bottom two panels. The echo intensities have beeverted from counts to deci-

bels using Equation 6.1 and they have been corrected fardakse to spreading and attenuation
by pure water in order to highlight their irregularities. thre remainder of this chapter, unless
otherwise specified, “range-corrected intensity” willeeto the intensity in decibels corrected

for spherical spreading and attenuation due to water.

If the instrument’s line of sight was unobstructed and ifigrsize and concentration were
homogeneous throughout the measurement volume, then wd @quect to see velocity profiles
having only positive values (i.e. downstream flow) with miai towards the edges and maxima
towards the middle. We would also expect to see constanésafithe range corrected intensity
for all ranges less than 90 m, which is the distance at whielvédams intercept the opposing river
bank. This is more or less the case for the data collected Wieenoncentration of suspended
sediment was 0.045 kg/fsee Figure 4.6(b,d)). However, when the concentratiomspended
sediment was 0.012 kg/nthe velocity and intensity profiles were irregular for bstbtruments
(see Figure 4.6(a,c)).

The low concentration data shown in Figure 4.6(a,c) areesspntative of a large portion of
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Figure 4.6:[(a,b)] Average streamwise velocity,, measured by the 300 kHz (black) and 600 kHz (gray)
H-ADCPs (a) November 25, 2009 between 18:15 and 18:30 (UTC+1jaiday 4, 2010 between 23:15
and 23:30 (UTC+1); [(c,d)] the corresponding range-correctechgities measured by the central beam

of each H-ADCP. Concentrations from the optical turbidity meter were (k@42 for the data shown in
panels (a,c) and 0.045 kgrfor the data shown in panels (b,d) and the water levels were 0.09 m and 0.20
m, respectively. The distance from the right bank is plotted on the x axis.

the data collected when the concentration of suspendecheatlivas less than 0.020 kg/rand
the discharge was less than 100 - 200sxfmean velocities between 0.30 m/s and 1 m/s). This
phenomenon of near-zero velocities and high intensitiesecand went in a continuous manner,
despite constant values of discharge and concentration.

We suspect that when suspended sediment concentratioltsvatbe response of scattering
from the air-water interface may over-power that from thepsinded sediment and subsequently
bias the results. Although the water at the air-water iatfshould move at the same speed
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as the sub-surface water, capillary waves created by madvalénce or wind-generated waves
reflected from the river banks move in a variety of directioffsscattering from the air-water
interface were to be detected by the transducers, we wouyldcéxo see high intensities and
very low and irregular velocities. This is essentially what observe. Consequently, in the
remainder of this chapter we explore the influence of seagdrom the air-water interface on
the intensity profiles that are recorded by the 300 and 600H#ADCPs at Romans-sur-Isere
through modelling. We also present observations and medeillts for the 300 kHz H-ADCP
at the Montélimar study site for contrast, since this insteat is sufficiently deep (5 m), that
scattering from the air-water interface should not poseoalpm.

4.3 Modelling scattering from the air-water interface

In order to model the effect of scattering from the air-watéerface on the backscattered inten-
sity profiles, we model the surface as a Lambertian scatter&he intensity that is observed
for scattering from a Lambertian surface is proportionah®cosine of the anglkebetween the
observer’s line of sight and the surface normal. The indigenver intercepted by the surface
dA is i cos 0; dA, wherel; is the incident intensity and] is the incident angle of the sound (see
Figure 4.7 for geometry). The intensity that is scatterethfa Lambertian surface is expressed

as

I, = p I; cos 0 cos 6; dA (4.1)

wherey is a proportionality constant known as the Lambert paramete

air

water

Figure 4.7:The relevant geometry for scattering from the air-water interface.

IN.B. We have simplified the analysis by using a continuousenapproach. This means that we have not
accounted for the pulsed nature of the acoustic signal.
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In oceanographic studies the seafloor is commonly treateal lammbertian scatterer (see
Ainslie et al.(2011), Ellis (2011), LePage(2011) orOlson et al.(2011) for a number of re-
cent examples). The air-sea interface can also be treated @asbertian scatterer if the length
scale of the surface roughness is on the same order as tdenhgvavelength (e.davis et al,
2002). Such is the case for our study if we consider the saenfagcghness to be created by cap-
illary waves: the wavelength of the central frequencieshef 300 and 600 kHz H-ADCPs are
4.9 mm and 2.4 mm, respectively, while the root-mean-sqaamgitude of capillary waves will
likely range from O(0.1 mm) - O(1 cm). Thus, there will likdbe capillary waves from which
the sound can be scattered.

Since the H-ADCPs are monostatic, we are only concerned hétltase of backscatter, this
is the special case for whi¢h= 6;. The backscattered intensitl,, can be expressed as

Iys = prcos® (0) I; dA. (4.2)

The intensity that is incident on the surface is calculatadaf given water level and angle
of inclination of the instruments using Equation 2.11 tccaddte the directivity patterns of the
transducers for the beam widths listed in Tables 3.1 and Bh& geometry of the situation is
shown in Figure 4.8, which is a side view of the central trarcgd of an H-ADCP tilted upwards
and fixed at a depth af, below the surface. For the ideal case where the instrumees fdirectly
across-stream, this is an upstream view. The posttideection is towards the surface, the x-
axis extends outwards from the face of the transducer (iilshme parallel to the cross-channel
direction), and the y-axis is parallel to the face of the $chucer and points upstream. The vector
R, is coincident with the axis of the transducer aRds the vector between the origin of the
transducer and a point on the surface. The angle betweewdhesttors is5. Since we are only
considering the case of backscattkis the incident angle on the surface and its complemast
the grazing angle. The vectgiis the x and y component dt, so thatR = 7 + z,k. The vector
7’ just happens to be parallel to the x-axis in this figure, bistignot always the case.
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Figure 4.8:The relevant geometry in the vertical plane for a transducer installed eypth €, angled
upwards. The vectoR, is co-incident with the axis of the transducer. The vedtois between the
transducer and the point of insonification of the surface; it is not isacdsin line with the x axis.

Figure 4.9 is a top view of the same system. The black dot tefhe point at which the
axis of the transducer intercepts the surface, this cooredptoy = 0 andz = z,, so that
ro = xo?. The black square depicts the point of interception of thetore? with the surfacey is
the distance along the surface between the location of thieecef the transducer and the point
of insonification and the angle between this point and thgis-a ¢. For the geometry depicted
in Figures 4.8 and 4.9 we have:

R(] — Ioi-i- ZOI% (4.3)
T = 2i+y) = rjcosdpt+r;singr) = Tkl + Yird

R = zi+yj+zk = zi+yj+ zk.

wherej is the index of the radial coordinate, ahds the index of the angular coordinate, not to
be confused with the unit vectojandk. In order to calculate the anglebetween the axis of the
transducer and the point of insonification on the surfacefegctoris, we use the trigonometric
identity

R- Ry = ||R||||Ro]| cos 8 (4.4)
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which yields the following for the cosine of the angle betwéiee two vectors at distanee and
azimuthey:

Txy + z02

(6% + yja® + 20%) (w02 + 20%)]'"2

(4.5)

cos B, =

where

Tj, = TjCOSQy

Yj = 1SNy,

o

—_—

Iy

Figure 4.9:Top view of the geometry of Figure 4.8. The black dotratis the point of interception of
the axis of the transducer with the surface and the square is the pointrokjptien of the vectoR with
the surface.

Using Equation 2.8, we define the intensity that is incidentiee surface/;, as

12
il (4.6)
pPC
wherep; is the incident pressure andandc are the density and sound speed of water. In the

same way, we define the intensity of the wave at distanees

2
o L 4.7)

pC
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In order to obtain an expression for the intensity incidemtlee surface at a distance within the
far field of the instrument, we combine Equations 4.6, 4.7240 (N.B. The distance from the
transducer to the point of insonification was representedim&quation 2.10 whereas it is now
represented a~||). This yields

I*r*zDQe_M”ﬁH

BT 9

with

1/2

IR = (r* + 2°) (4.9)

Taking the reference distanegto be 1 m, the intensity that is incident on the surface nedat
the intensity/, can be written as:
Iil _ D 2|T;|;”R. (4.10)

In Figure 4.10 we have plottekl/ I, as a function of- and¢ for the central transducer of the
300 kHz instrument at Romans-sur-Isére. These values wenpuwted using the mean water
level recorded throughout our study period: 0.16 m on th# gtage; this corresponds to an
instrument depth of 2.32 m below the surface. The pitch ofitk&ument is 1.8towards the
surface and the value afused in this calculation was 0.0033 i This is the standard value for
pure water at 10C; it is calculated as = 3.52 x 10~8F? whereF is the frequency in kilohertz
(e.g.Hay, 1983, Equation 9). The instrument is plotted as a blackreguaFigure 4.10 and the
point of interception of the axis of the transducer with th&face is shown with an x. It can be
seen that the distance from the instrument at which thesaiffas the greatest influence is about
10 m before this point. This is primarily due to intensityddsom spherical spreading.

Lambert’s law is used to calculate the intensity of the scgoattered from the air-water inter-
face by combining Equations 4.2 and 4.10. Spherical spngaalnd attenuation are accounted
for on both the outgoing and return paths. Since the badesedtsound that is interpreted as
coming from the distancéR,|| along the instrument’s axis actually corresponds to thexdou
coming from all points that are a distantg, || away, there will be some contribution from scat-
tering from the surface to the intensity values recordedl ahages greater than or equal to the
depth of the instrument. Therefore, in order to determirgeitmpact of the surface at a given
range|| Ry||, we must sum the contributions from all points having the essgath length. The
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Figure 4.10:The theoretical intensity incident on the air-water interface for the cemnamagducer of the
300 kHz H-ADCP at Romans-sur-Isére, relative/fo The location of the H-ADCP is shown as a black
square and the point of interception of the axis of the transducer with tfeceus shown as a black x.
The attenuatiom is 0.0033 n! in this calculation.

intensity that would be detected for scattering from thenaiter interface at the radial distance

r; can be expressed as

peos® (0;) I, e~ 4ot
R;*

é
> Dyt ridrds, (4.11)
k=—¢

I detecteg —

whereD), . is the directivity calculated at range and anglep,. Note that the angle of incidence
on the surfaced, is only a function ofr;. Also, due to the small angle of inclination of the
instruments, the rangealong the surface is essentially equal to the range alongxiseof the
transducer which was also represented msChapter 2.

Figure 4.11 is a plot of the intensity that would be detectedhe central transducer of the
300 kHz H-ADCP at Romans-sur-Isere for scattering from thevaier interface at all ranges
in its far field. These values are computed using the incidegansity pattern shown in Figure
4.10 combined with Equation 4.11, usipg= 1, as an example. The dependencd @t /-
on ranger is plotted on both a linear and logarithmic scale. The wigdhat are seen at ranges
less than 50 m correspond to the interception of the varimlgsisbes with the surface.
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Figure 4.11:The theoretical intensity detected by the 300 kHz H-ADCP for scatterimg fhe air-water
interface, normalized by.. The point of interception of the axis of the transducer with the surface is
shown as a dashed line. The Lambert parameter for this calculatios i$ anda = 0.0033n7?.

4.4 Comparison of model results to data at Romans-sur-Isére

Using the procedure outlined in Section 4.3, we calculagetiieoretical intensity profiles that
would be measured by the central transducer of the 300 andHDihstruments at Romans-sur-
Isére for scattering from the air-water interface. Values@mputed for a water level of 0.09
and 0.21 m on the staff gauge in order to show the effect ofangkvater level. The theoretical
intensity profiles are corrected for spreading and attemiaue to water so that the expression
for the range-corrected theoretical intensity detectethbytransducer (in decibels) at rangis
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whereSL is the source level. The sediment attenuation is negleateduse it is an order of
magnitude less than the attenuation due to water for botruments when the temperature is
10°C and the particle concentration is 0.010 ké/m

The source levels for both instruments were taken to be 218 0dB.is the value given for a
RD Instruments 300 kHz Workhorse Navigator DVL on their fregtly asked questions website
(http: //www. rdi nstrunment s. conml nav_f aq. aspx#t wo, October, 2011). We were
unable to find values for the Lambert parameiefior the water-air interface in the literature.
Since the objective of this modelling was to understand o fof the intensity profiles and not
the absolute values, the Lambert parameter was taken toebeothmonly used value for the
ocean floor, 0.002 (e.d\inslie et al, 2011;Ellis, 2011).

The theoretical profiles of range-corrected intensity @attering from the surface for the two
water levels (0.09 m and 0.21 m) are depicted as solid lin€gguare 4.12(a) for the 300 kHz H-
ADCP and Figure 4.12(b) for the 600 kHz instrument. The wigdihat are seen in the theoretical
profiles at ranges less than 50 m for the 300 kHz instrumentamges less than 20 m for the
600 kHz instrument correspond to the interception of theousr side lobes with the surface.
These theoretical profiles are compared to two examplestaffdathe same water levels. The
concentration from turbidity was 12 mg/L when the water levees 0.09 m and 22 mg/L when the
water level was 0.21 m. To contrast the theoretical scatierom the surface, horizontal lines
are depicted to represent what would be expected for siceftieom a homogeneous suspension

of particles.
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Figure 4.12:Theoretical profiles of the range-corrected intensity for scattering fhe air-water inter-

face in the far field of the transducers (solid lines) compared to measut€(detted solid lines) for (a)

the 300 and (b) the 600 kHz H-ADCPs for water levels of 0.09 m (blac&)®B1 m (gray) on the staff

gauge. The concentrations from turbidity for the two data sets were 12 mg/R2amg/L, respectively.

Data are averaged over 15 minutes and the same time periods are usetth iostsaments. The dashed
lines depict what would be expected for scattering from a homogenespsission of particles.

Comparison of the theoretical and experimental intensidfiles in Figure 4.12 reveals that
the intensity profiles that were observed during periodswfflow and low suspended sediment
concentration have a similar form to the theoretical prefiler scattering for the air-water in-
terface. Even though a continuous wave approach was takisianalysis, these results are
sufficient to demonstrate that scattering from the surfaas thie reason for the velocity under-
estimation by the H-ADCPs when suspended sediment contiensavere low. In an attempt
to avoid scattering from the surface, the positionings ef300 and 600 kHz H-ADCPs were
altered in December, 2010. The old and new positioning df bwtruments are shown in Figure
4.13, which is an upstream view of the geometry of the cemtsmlsducer of the 300 and 600
kHz H-ADCPs. The depth, pitch and roll before and after repmsng are summarized in Table
4.1.
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Table 4.1:The positioning of the 300 and 600 kHz horizontal ADCPs at Romansssue-before and
after December 14, 2010. Depth is given with respect to the zero on thgatae, positive values of
pitch indicate upward inclination and positive roll indicates beam 1 facingausvand beam 2 facing
downwards.

Before After

Instrument| depth pitch roll| depth pitch roll
m ¢ O] m ) (M
300kHz |-2.16 18 0.1|-216 0.7 -0.1
600kHz | -0.36 0.1 -04 -15 -05 -25

1 —= 1
-g- OiGOOkHz »////////ﬁ 0 -
I_lh-‘ _1.-‘600kHz//////// :
h 2 | Yesme
N | A /| _nl v /|
A -3 ‘,\ PN ’ 3 ‘,\ PN ‘
_4 lxa"‘_ "\__" _4 ‘\a_‘_ "\__"
0O 20 40 60 80 0O 20 40 60 80
DISTANCE [m] DISTANCE [m]

Figure 4.13:Positioning of the 300 and 600 kHz H-ADCPs at the Romans-sur-Isedy stte before
and after their repositioning on December 14, 2010. The zero levelsmonds to the surface of the water.
The dashed lines show the half-power angle of the main beam.

Figure 4.14 is a plot of the theoretical predictions of rangeected intensity for scattering
from the air-water interface for the two instruments befanel after repositioning. The calcu-
lation is done for the mean water level, 0.16 m on the staffjgaurhe theoretical decrease in
the overall level of scattering shows that the impact of tvéege on the backscattered intensity
profiles should be less for the new position of both instrutsieithe range-dependence of the
scattering from the surface for the 300 kHz instrument gthaldo be less pronounced. As for our
observations, improvement in the intensity data from th@ 88z instrument was seen, though
there now appears to be a problem with scattering from themot The re-positioning of the
600 kHz instrument did not improve the velocity measuremsintce it now has a non-negligible
roll. The roll of the instrument went from being -0.tb -2.5'.
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Figure 4.14:Theoretical profiles of the range-corrected intensity for scattering ftee air-water inter-
face in the far field of the central transducer of (a) the 300 kHz H-ARG# (b) the 600 kHz H-ADCP at
Romans in the old (solid line) and new (dashed-dotted line) positioning. Maéses were computed for
a water level of 0.16 m, SL of 216 dB andof 0.002.

The accuracy of the velocity measurements made with haat&DCPs relies on the as-
sumption that each transducer sees the same streamlinese t8e downstream beam of the
600 kHz transducer is currently angled downwards and th&egs beam is angled upwards,
this assumption is no longer valid. Furthermore, the upstreeam intercepts the surface and
the downstream beam intercepts the bottom at distancesr ¢tmthe instrument than the range
at which the surface was previously intercepted. As a carssme, measurements of velocity
from the 600 kHz H-ADCP cannot be used, even when concemeatioe high. The velocity
profiles from the 600 kHz instrument tend to always have tineeseaved-in form that is seen in
Figure 4.15(b), even during high flow conditions. Nevertiss| the intensity data make for an
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interesting case study since we have simultaneous measotewf scattering from the bottom,
water column and surface with the same instrument.

The low flow data that were previously presented in Figurgd,6) are reproduced in Figure
4.15(a,c) and further low-flow data collected mid-Janudtgrahe repositioning of the instru-
ments are shown in Figure 4.15(b,d). The intensity data fatithree beams of the 600 kHz
instrument are shown in order to illustrate the effect ofchange in the roll. In Figure 4.15(c,d),
it can be seen that when the roll is -0.4ll three transducers detect very similar signals, while
their measurements are noticeably different when the $0lRi5. In the instrument’s current
position, the data from the upstream beam are very noisy ladorm of the profile evolves
with time as it would for scattering from the air-water iritere. (Please note that the time evolu-
tion of the signal is not discernible from Figure 4.15.) Tbenfis of the range-corrected profiles
from the central and downstream beams now change negligibitime. A second observation
is that the range-corrected intensity for the central andndtream beams appear to decrease
with range. We suspect that this is the result of scatterog fthe bottom which may be more
pronounced closer to the instrument.

The only improvement in the low flow measurements appeare tihé intensity profiles of
the 300 kHz H-ADCP, which are now independent of time. Howeixr two contiguous bumps
that can be seen between 30 and 45 m from the right bank ind-#gib(d) are now a permanent
feature of the range-corrected intensity profiles. We kelidis to be the result of scattering
from the bottom which would explain the underestimation eloeity in the centre of the river
that can be seen in Figure 4.15(b).
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Figure 4.15:Along-stream velocity profiles (top panels) and range-corrected itygm®files (bottom
panels) measured with the 300 kHz (black) and 600 kHz (gray) instruraéfemans-sur-Isere. The
data in panels (a) and (c) were collected before the instrument repoditimnénthe data in panels (b) and
(d) were collected afterwards. Data are averaged over 15 minutesenrdrite time periods are used for
both instruments. Solid lines indicate data from the central beam, dotted froopgiieeam beam, and
dashed-dotted from the downstream beam.

4.5 Comparison to data from Montélimar and Saint-Georges

In order to contrast the data from Romans-sur-Isére, whidtesrly a problematic study site,
we present data from Montélimar. This study site is ideahfi@asurements since the H-ADCP
is more than 6 m from the bottom and it is typically submerged In. The minimum submer-
gence observed throughout the study period was 4.5 meigrger.16 shows three examples of
range-corrected intensity profiles measured at Montélimhoaing periods of high, medium and
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low flow speeds. As in the rest of this chapter, our use of thession “range corrected” im-
plies that20 log,, r and2«,, g  have been added to the intensity in decibels at each rangee
mean velocities across the corresponding H-ADCP velocitfilps for the data shown in Figure
4.16 were 1.11 m/s, 0.55 m/s, and 0.22 m/s. We do not have saten measurements at
this site, but the observations are consistent with what wealdvexpect for concentrations suffi-
ciently low that there is no attenuation: the higher the flpeesd, the higher the range-corrected
backscattered intensities, which implies either highercentrations and/or larger particles in
suspension.

The same y-axis as in Figures 4.15(c,d) has been used tadcitomparison between the
Romans-sur-Isere and Montélimar data. It can be seen th& thiei range-corrected intensity
profiles observed at Romans-sur-Isere could fluctuate byofatecibels before interception with
the opposing river bank, the fluctuations across more th@miat Montélimar are between one
and two decibels. Apart from the two points in the near fielthefinstrument, and the last one
to three points of the profile, which are presumably affedtgdcattering from the right bank,
the profiles are essentially horizontal lines. This is whatwould expect for scattering from a
suspension of particles with homogeneous concentratidmeain size.
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Figure 4.16:Three 15-minute averaged profiles of range-corrected intensity nezhsith the 300 kHz
H-ADCP at Montélimar. The mean water velocity measured by the H-ADCP wiis rh/s (circles),
0.55 m/s (triangles) and 0.22 m/s (squares). The y-axis scale is the sameq@s@v-15(c,d) to facilitate
comparison.
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Figure 4.17:Two 15-minute averaged profiles of range-corrected intensity meabytbe central trans-
ducer of the H-ADCP at Saint-Georges. The mean velocity for the twolgsofiere~1.3 m/s (circles)
and~0.3 m/s (triangles).

As a second example, Figure 4.17 depicts two examples ohtaesity data measured by the
central transducer of the H-ADCP at Saint-Georges, for wthiehmean flow speeds were 1 m/s
and 0.2 m/s. Within the region of the far field of the H-ADCP amddoe interception with the
left bank, i.e. between 15 and 80 m from the instrument, thgeeacorrected intensity at Saint-
Georges appears to be more or less a slowly increasing &umefirange. When the velocity
(and presumably suspended sediment concentration) ar@sémtriangles), the range-corrected
intensity increases by 10 dB within the first 80 m from thenmstent, whereas it increases by
only 5 dB for the high velocity data. These range correctéehisity profiles are less horizontal
than what was seen at Montélimar, but more so than what wasatd@omans-sur-Isere. Also,
unlike at Romans-sur-Iséere the form of the profile at SainttGes is fairly constant, only the
amplitude of the curve seems to change. Based on the posgiofthis instrument, we believe
there to be scattering from the river bed. This seems a flleuskplanation since the distance
between the H-ADCP and the bottom decreases with increaaimger which would explain
why the effect is more pronounced on the far side of the rivég.have not attempted to model
scattering from the bottom since it was not one of the goathisfthesis.
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4.6 Conclusions

This chapter presented observations of the different fafriee range-corrected intensity pro-
files that were recorded at the different study sites. At thentdlimar study site, where the
instrument is installed 5 m from the surface and bottom, #mge-corrected intensity appeared
to be independent of range for a variety of flow speeds. Thidat we would expect for a cross
section having a homogeneous distribution of suspendeddeat The properties of the sus-
pended sediment at the Saint-Georges study site shoulbalsaonstant throughout the measure-
ment volume of the H-ADCP. The form of the range-correcteerisity profiles at Saint-Georges
remained the same despite changes in the scattering letrethanging flow speed. Nonethe-
less, the range-corrected intensity increased slighttly veinge. This trend was strongest when
the flow speeds were the lowest. Since the distance betweeaxih of the transducer and the
bottom decreases with distance from the instrument, weestiigat there is increased scattering
from the bottom at distances approaching the left bank.

In studying the velocity and backscattered intensity pesfihat were recorded by the 300
and 600 kHz H-ADCPs at Romans-sur-Isere, we found that theureragnts were perturbed at
distances closer to the instrument than what was antiddadeed on simple geometry. These
perturbations came and went in a continuous manner when ¢la@ flow speed was less than
~1 m/s. Since the 300 kHz H-ADCP was angled towards the surfatéw@ 600 kHz instrument
was not very deep, this led to a study of the effect of scaigeiiom the air-water interface on
the backscattered intensity profiles. By simply treatingsiinace as a Lambertian scatterer, we
were able to reasonably model the form of the range-comldzaekscattered intensity profiles
that were observed during periods of low flow (low veloci@es! low concentrations) by the two
instruments.

The positioning of both instruments was modified in Decen®@l0. The 300 kHz instrument
was tilted away from the surface and the 600 kHz instrumerst wstalled deeper, but with a
non-negligible roll. The 300 kHz intensity profiles are nader influenced by the surface, but
scattering from the bottom now poses a problem and the tedsciontinue to be underestimated
when concentrations are weak. The measurements made wi@®thkHz H-ADCP at Romans-
sur-Isere were altered with its repositioning, but theyeaveot improved. The instrument is
now positioned with one beam facing downwards, one moressrherizontal and one upwards.
This means that each beam measures the velocity at a diffeegght above the bottom. The
velocity measurements are therefore invalid, no mattectimeentration of suspended sediment.
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Nevertheless, the intensity data from this instrument nfaken interesting case study. We
conclude that the Romans-sur-Isere study site is too shatosxpect reliable measurements
across the entire cross section during all flow conditions.

Our ability to reasonably model the effect of scatteringrfrthe air-water interface suggests
that this technique could be used to determine the ideahdamt inclination for future H-ADCP
installations when limited depth is expected to cause prabl Also, we suggest a criterion
for data invalidation: if the concentration and size of ®rgped sediment are expected to be
homogeneous across the insonified area, yet the acouditsities increase with range, these
data should be discarded. In future applications at sitesrevidepth is limited to less than
10 m, the modelling of scattering from the bottom and surfaméd cut down on costs of hiring
divers to test different positions. This is especially resting if the instrument is installed on a
day when concentrations are sufficiently high that scaiteiriom the bottom or surface are not
noticeable, since simple in-situ positioning tests wilt detect this problem. Such was the case
at Romans-sur-Isere.



CHAPTERD

VELOCITY DATA ANALYSIS

A number of researchers in fluvial hydraulics have publiskerk on the use of horizontal acous-
tic Doppler current profilers for velocity measurementg.(éluang 2006;Nihei and Kimizy
2008;Hoitink et al, 2009;Buschman et al2009;Sassi et a].2011) and sediment load measure-
ments (e.gNood 2010). Nonetheless, few published works include an etialuaf the validity

of the velocity measurements, and those that do (dilgei and Kimizy 2008; Hoitink et al,
2009;Sassi et al.2011) often neglect to mention pertinent information om ¢cbncentration of
suspended sediment and/or the backscattered intensitg &trte of measurement. This gap in
the research was one of the main motivations for this thesis.

Prior to the start of this thesis, J. Le Coz and G. Pierrefeupawad the velocity profiles
obtained with the horizontal ADCPs used in this study to mesaments made with a vertically-
oriented ADCP attached to a moving boat, as mentioned in Chdpteection 4.2. IrLe Coz
et al. (2008), results were presented from the Saint-Georgey sitel measurements of along-
stream velocity made with the 300 kHz H-ADCP at Saint-Geongess compared to results
from 17 ADCP gauging campaigns. They found that the velocigasurements obtained with
the H-ADCP were acceptable (within 5% of the reference valud®n the cross sectional av-
eraged velocity exceeded 0.4 m/s (equivalent to dischar@®0 n¥/s), but below this value
the H-ADCP significantly underestimated velocity. They fduhat the measurement campaign
with the lowest discharge, for which the concentration cjpnded sediment was only 10 mg/L,
corresponded to the worst underestimation of velocity ByHRADCP (50%). In their perspec-
tives for future workLe Coz et al(2008) mention the need for an investigation of the conoacti
between backscattered intensity and velocity underestmasince the backscattered intensity

1t should be noted that, due to the various dam operationgrievels at all study sites tend to be the most
variable when discharge is high. High discharge valueshaeefore not necessariggo-incident with high water
levels, and vice versa.
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is typically weak when the concentration of suspended sextins low.

Pierrefeu(2008) also found that velocity underestimation by the H@¥3 correlated with
flow rate: the slower the flow, the more the velocity was unstereated. He found that the
velocity at which measurements switched from being actépta being unacceptable was site-
specific. FurthermoreRierrefeu(2008) showed that there was a trend between velocity under-
estimation by the H-ADCPs at Romans-sur-Isére and the inyeokthe backscattered signal.
When the velocities measured by the ADCP were low and the iityeosthe backscattered
signal was low (presumably due to low concentrations), theDCPs tended to underestimate
velocity. However, when the flow speed was high, the H-ADCRsgee to output the correct
velocity regardless of whether the backscattered signalligh or low. Pierrefeu conjectured
that it may be necessary to establish a specific index vglogiationship for each measurement
cell as a function of backscattered intensity, but conalutiat further investigation was required.
As such, the goal of this chapter is to assess the validit§)ahe form of the across-stream pro-
files of velocity measured with the H-ADCPs and (2) their absolalues, exploring the role
played by the concentration of suspended sediment, thesityeof the backscattered signal and
the distance from the instrument on these results.

In terms of the layout of this chapter, the first section deathk the validity of the form of
the horizontal velocity profiles. Velocity data from ADCP géng are used for the comparison.
Using the average velocity field obtained from multiple sacts during ADCP gauging, we
extract the horizontal profile of along-stream velocitytit@responds to the depths and distances
of the measurement cells of the horizontal-ADCP in questiden simultaneous ADCP and
H-ADCP measurements exist, we can compare the form and vafubke two profiles directly.
When simultaneous or quasi-simultaneous ADCP and H-ADCP datatexist, we can evaluate
the accuracy of the form of the H-ADCP profiles by examiningmmalized profiles. Recalling
Chapter 4, Section 4.2, it is the examination of the form ofuvthlecity profiles at Romans that
tipped us off to the positioning problem of the 300 and 600 KHADCPs. As such, we shall
not focus on the results of Romans, but present results frens#int-Georges and Montélimar
study sites.

The second section focuses on the applicability of an inadaeity method in order to obtain
discharge from H-ADCP velocity measurements. Using dataiesd)in measurement cells that
are unaffected by boats, the river bed, bridge piers or thiase, we investigate whether it is
possible to establish a relationship between the H-ADCPcitgl@and the discharge velocity.



87

Recalling Equation 3.1, the discharge velocity, is simply the discharge divided by the wetted
area; it is equivalent to the cross-sectional averagecitgl®Ve examine the difference between
the velocity measured by the horizontal ADCP at a given degdnom the H-ADCP and the

discharge velocity as a function of discharge velocityKsaattered intensity, and concentration

of suspended sediment.

5.1 Validation of the form of the velocity profiles

In order to test the validity of the H-ADCP results, they weoenpared to results from ADCP
gauging. In a laboratory setting, ADCPs have been found 1d yelocity measurements within
0.3 cm/s of the actual value (see tow-tank testSloérg 2002). River discharge values calculated
using ADCP data have been found to be withiid 6f values from current meterdprlock,
1996), while the mean deviation from reference values has bbeown to be 4-5% during ADCP
intercomparison tests in large river sections such as the studied in this thesit ¢ Coz et al.
2009).

The gauguing procedure was outlined in Chapter 4, Section Ba2 each ADCP gauging
campaign, six consecutive transects were averaged. Itngased that flow conditions remained
stable during this period. This typically corresponded @otd 20 minutes of acquisition and
processing time, which is sufficient to average out the &ffet random instrument noise and
turbulent fluctuations of the flonQberg and Mueller2007). The H-ADCP data were averaged
over fifteen minutes.

Comparisons between the velocities measured during rivegigg and those measured by the
horizontal ADCP at Saint-Georges have been presentkd oz et al(2008) andVioore et al.
(2009). In both articles, the data were presented in termmaifles of the relative difference
between the two measures of velocity. In this chapter the @& presented in a slightly different
manner. The profiles of velocity from the ADCP and H-ADCP aremaized by the maximum
value observed in each of their profiles and the comparisalomne between the normalized
velocity profiles. This normalization is done so that we campare the form of the H-ADCP
velocity profiles to the expected form of the profile on daysviich there are no gauging data.
At a given site, the form of the velocity profiles should be itam in the geometric sense of the
word, with changing velocity and discharge if the site is flfam any hydroelectric plants or
confluences that might alter the flow field. A second assumpsithat the fluctuations in water
level remain small enough that the velocity at the heightamheH-ADCP measurement cell is
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always the same proportion of the mean velocity. Since ADGBsgige an unbiased measure
of velocity (Oberg and Mueller 2007), any discrepancy between the normalized ADCP and
H-ADCP velocity profiles should indicate a problem with theAlBCP measurements.

Gauging campaigns at Saint-Georges have been performiad dwariety of flow conditions.
We have measurements made when the discharge velocity Wtkeas 16 cm/s and as high as
2.1 m/s. Only the results from five gauging campaigns are sanzed here, but further results
can be found irLe Coz et al(2008) andVioore et al.(2009). A summary of the relevant infor-
mation from the five campaigns, including measurement datdsmean velocities, is provided
in Table 5.1 and the data are shown as solid lines in Figure-iofizontal ADCP data collected
on the same day as the ADCP measurements are shown for coomparisigure 5.1. Simulta-
neous data from the two instruments are not shown since #sepce of the motor boat used for
gauging can affect the H-ADCP results. The H-ADCP data thaslaog/n in Figure 5.1 are the
average of fifteen minutes of data.

Table 5.1:Summary of the ADCP gauging campaigns at the Saint-Georges study siteetlaaiadyzed

in this chapter. The mean velocity values correspond to the mean velocity rédsuthe ADCP along
the axis of the H-ADCP.

Date ADCP Mean velocity Discharge Colour
(yyyy-mm-dd)  (kHz) (n/s) (m?/s)

2006-02-15 1200 0.18 115 magenta
2006-02-16 1200 0.33 246 cyan
2006-05-03 600 0.40 262 green
2006-02-18 600 1.35 902 blue

2006-03-17 600 2.27 1787 black
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Figure 5.1: Saint-Georges: horizontal profiles of along-stream velocity normalizeth® maximum
value of each profile. The H-ADCP data (dashed-dotted lines) aragegrover 15 min and the ADCP
data (solid lines) are averaged over six transecfid(min). Each color corresponds to a different day. The
dates and discharges from the ADCP data are: magenta for 2006{Q28.87/s), cyan for 2006-02-16
(246 n?/s), blue for 2006-02-18 (902 tts), green for 2006-05-03 (2623fs) and black for 2006-03-17
(1787 ni/s).

From Figure 5.1 we see that the form of the velocity profilesasueed with the ADCP is
conserved for the range of discharge values observed (345-787 nmi/s). We also see that
there is nearly perfect agreement between the ADCP and H-AD(E& fdr the measurement
campaign that corresponded to the highest velocities (seeédta in black) and there is good
agreement when the mean velocity from the ADCP was 1.35 mia (ddlue). However, the
normalized H-ADCP profiles shown in magenta, green and cyféer diotably from the ADCP
data. For these three profiles, the maximum velocities nmedswith the H-ADCP were less
than 0.70 m/s (N.B. The velocity values are not discernibbenfthe figure). Based on these
data and the data that were presentetlanCoz et al(2008) andMoore et al.(2009), we find
that whenever the cross-sectional averaged velocity measvith ADCP gauging was less than
0.40 m/s, the H-ADCP measurements were biased to lower valiles negative velocity bias
increased with increasing distance from the instrumentis €an be seen from the apparent
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positive bias in the velocity values measured by H-ADCP infits¢ part of the section and the
negative bias in the far half of the section, as seen in Fi§ute These results clearly indicate
that even the measurements in the cell corresponding to #xemam H-ADCP velocity were
underestimated.

Considering the apparent flow structure similarity in the ADd2#®a, we interpret the discrep-
ancy between the ADCP and H-ADCP normalized velocity profitesralerestimation of veloc-
ity by the H-ADCP. The H-ADCP increasingly underestimate®wuity as the mean velocity of
the flow decreases. Velocity underestimation is first seémarells furthest from the instrument.
As the flow speed decreases it occurs at cells nearer to ttrariment. Since the backscattered
intensity from the water is typically weak when the flow is I@w concentrations) and since
the echo intensity decreases with range from the instrumvemtsuspect that the cause of the
velocity underestimation is a combination of an insuffitisignal-to-noise ratio and increased
scattering from the river bottom with increased range (sseudsion in Chapter 4 surrounding
Figure 4.17). Since the river bottom should be stationatigiatsite, the signal scattered from the
bottom would have a Doppler shift of zero which would bias tiean velocity measurements
towards lower values.

To test the conjecture that ambient scattering from theaserbr bottom may bias velocity
measurements when concentrations of suspended sedineelioirarwe examine velocity data
collected at Montélimar. In Chapter 4 we concluded that eeithe surface nor the bottom posed
a visible problem for the backscattered intensity measargsmat Montélimar. We therefore use
it as our reference site, but remind the reader that the H-ABQWontélimar operates in broad
bandwidth mode, while all the other instruments operatamaw bandwidth mode (see Section
3.3). Since Montélimar was not a major focus of this studyl latie in the thesis, there are no
days for which there are both ADCP and H-ADCP data. Howeves higihlights the interest of
normalizing the velocity profiles by their maximum velocitye can investigate the role of flow
speed on the form of the velocity profiles without requiringeltaneous ADCP and H-ADCP
measurements.

In Figure 5.2 we present ADCP data from five gauging campaigh®atélimar for which the
mean velocity measured by the ADCP ranged from 0.2 m/s to 1s2 Tile date of the various
measurement campaigns, the discharge and the mean veteaigured by the ADCP along the
H-ADCP profile are summarized in Table 5.2. Four examples aohittutes of H-ADCP data are
shown as dashed-dotted lines in Figure 5.2. The gray scaleesé lines gets lighter as velocity
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increases: going from black to light gray the maximum velesiof the H-ADCP profiles are
0.19 m/s, 0.31 m/s, 0.70 m/s and 1.36 m/s, respectively.
Table 5.2: Summary of the ADCP gauging campaigns at the Montélimar study site analyzeis in th

chapter. The mean velocity values correspond to the mean velocity meagulredADCP along the axis
of the H-ADCP.

Date ADCP Mean velocity Discharge Colour
(yyyy-mm-dd)  (kHz) n/s) (m?/s)

2007-11-06 1200 0.19 332 cyan
2009-09-30 1200 0.20 354 green
2009-09-07 1200 0.42 746 blue
2007-10-04 600 0.49 847 yellow
2007-12-11 600 1.22 1961 magenta
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Figure 5.2:Montélimar: examples of the horizontal profiles of along-stream velocityagesl over 15
minutes and normalized by the maximum velocity of each profile. The H-ADCPRagathown as dashed-
dotted lines and the ADCP data are shown as solid lines. The ADCP datanangasized in Table 5.2,
the maximum value of each H-ADCP velocity profile is 0.19 m/s, 0.31 m/s, 0.70 m/s.@hans, going
from black to light gray. There are no co-incident ADCP and H-ADCR @ this site.

In Figure 5.2 it can be seen that all ADCP profiles have the sameéxcept the data collected
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on November 6, 2007, for which the velocities appear to bativelly weak in the centre of the
river. This may indicate that there are multiple flow struetiat Montélimar due to differing
dam operations. This point could be elucidated with furtber velocity data or by obtaining
the possible operational configurations of the Chateaunauf cHowever, we will assume for
the meantime that the data shown in cyan in Figure 5.2 are alooish Looking at the other
four ADCP profiles we see that, unlike at Saint-Georges, thacitg profile is not symmetrical
about the centre of the river. This is no doubt the resultaridard dam operations downstream,
which clearly lead to higher velocity on the left bank of tier than on the right bank. From
Figure 5.2 we see that the H-ADCP profiles have the same forrheadDCP profiles when
velocities are high, but when velocities are low, the norpeal profiles fall off beyond 22 m
from the instrument. We interpret this as underestimatiovetocity by the H-ADCP. Velocity
underestimation at ranges greater tha?0 m is observed whenever the maximum H-ADCP
velocity is less than 40 cm/s.

Although the onset of velocity underestimation at Saintfges occurred at higher velocity
values (the velocity was underestimated whetx(V},) < 0.7 m/s), the velocity underestimation
at Montélimar appears to be much more pronounced, with itededalling off at distances much
closer to the instrument for similar flow speeds. This mayibkeld to the decreased signal-
to-noise ratio at Montélimar compared to Saint-Georgestduts different mode of operation.
Since scattering from either the surface or the bottom doeappear to have a noticeable impact
on the measurements at Montélimar, we suspect that themefit validates measurements with
too low a signal-to-noise ratio and, to put it simply, ampkfinoise when concentrations of
suspended sediment are weak. This points to the need fovestigation of the dependence of
the velocity underestimation on the intensity of the baaksted signal and concentration during

periods of low flow.

5.2 Validation of the velocity measurements

The index velocity method is a way of determining the meaawciel velocity from the water
velocity measured in only a portion of the rivdRgntz 1982, Ch. 12). In our case the “index
velocity”, V;, is the velocity measured in one H-ADCP cell. In order to dshban index-
velocity relationship one needs a reference value of thenrsbannel velocity. This can be
obtained by performing transects with a vertically-oreshADCP attached to a motor boat (e.g.
Ruhl and Simpsqr2005). Alternatively, if one has a record of the water lesethe site of
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interest and the relationship between water level and dettea is known, then the discharge
at a nearby gauging station can be used to calculate theadggekelocity,V, at the site using
Equation 3.1, since the discharge is conserved. A reldtipns established between the index
velocity and discharge velocity using all available daththé velocity at height, above the
bottom,V; (%), is always the same proportion of the cross-sectional geergelocity, theri/, /V;
should be a constant. In this work, we refer to this constartha index. Since it is imperative
to ensure that a maximum number of flow conditions are indudethe data from which the
index velocity relationship is established, we use disphaneasurements from nearby gauging
stations to calculate the discharge velocity.

Results are presented from the Montélimar and Romans-su@r-$sedy sites, since the dis-
tances between these sites and their nearest measurelwdrdisés much smaller than it is for
Saint-Georges or Tricastin. This eliminates the compbeetof propagation delay. For Romans
we use the measure of the total discharge that is output fnenPizancon dam 2 km upstream,
and for Montélimar we use the measure of discharge that pubfitom the Chateauneuf dam,
500 m downstream of the instrument. In both cases we nediegpropagation delay. Since
there are no confluences between the locations of the dgemaeasurements and those of the
H-ADCPs, these data are representative of the dischargengaszch site. The relationship be-
tween water level and wetted area at a given study site israataising the bathymetry data
from one ADCP boat crossing plus the corresponding recordabémievel. The water level at
Romans-sur-Isére is measured directly at the study sitépbMtontélimar we use the water level
from the power plant 500 m downstream, since the pressurgegaiLthe H-ADCP is unreliable
(Personal com., X. Martin, August 20111

For the two study sites, we examine the relative differeretevben the velocity measured by
the H-ADCP,V},, and the discharge velocity,, as a function of discharge velocity, backscattered
intensity and concentration of suspended sediment. Thisng for a number of different mea-
surement cells for each instrument. If the measurementg mvil the H-ADCP were unbiased,
we would expectV;, — V,)/V, to be independent of all of these factors. That is to say, \pee&x
to find a unique index velocity relationship for each measuet cell. One might argue the
precarious nature of an index velocity relationship at Méintar since variable dam operations
at the Chateauneuf generation station might alter the flod, fr@wever, if this were the case we
should see periods with coherent biases in the H-ADCP dadiayardid not.
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5.2.1 300 kHz H-ADCP data at Romans-sur-Iséere

In Figures 5.3 to 5.7 we present data collected with the 300 HFADCP at Romans-sur-Isére
between November, 2009 and July, 2010 for measurement3;efis9, 12 and 15, which cor-
respond to distances of 8 m, 14 m, 20 m, 26 m, and 32 m from thieument. All of these
measurement cells should be unaffected by scattering fn@nait-water interface (cf. Section
4.2). The data are averaged over 15 minutes and data cdllebten the turbidity meter indicated
concentrations greater than 200 mg/L are shown as green hatswas done in order to high-
light the difference between the measurements made duengds of low and high suspended
sediment concentrations, since it will be seen that theeaatnation of suspended sediment plays
an important role in the validity of the velocity measuretsenThe variable that is plotted on
the y-axis of Figures 5.3 to 5.7 is the difference betweentwhabserved and what would be
predicted by a simple index velocity relationship estdd@dswith the high intensity data, we call
this the index-velocity error. The index-velocity errodisfined as

Vi = Vi Vhlnighintensiy— Vg

5.1
v, v, (1)

It is given as percentage of the actual discharge veloclig vRlue at whiciV,—V,)/V, plateaus
as a function of echo intensity}}|nigh intensity — V5)/V; is traced as a solid line in each subplot
at y equals zero. As such, a positive index-velocity errdidates that the discharge would be
overestimated with the use of a simple index-velocity refeghip, and a negative value indicates
that the discharge would be underestimated. This manndotting the data was decided upon
since the value of the indeX},/V}, should evolve with distance from the instrument: it should
be highest in the centre of the river where velocity valuesaamaximum, and lowest on the
edges, where velocity values are lowest. Overlayed on tteeptants are box plots of the same
data grouped into slightly arbitrary classes of velocityensity, or concentration, respectively.
Unlike a standard box plot, the whiskers indicate the 2.5%h8 percentile values for each class
so that 95% of the data lie within the whiskers.
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Figure 5.3:The percent error in the discharge velocity that would be calculated asimgque index-
velocity relationship for the 300 kHz H-ADCP at Romans-sur-Isére ugirig collected between Novem-
ber, 2009 and July, 2010 in measuremeell 3 (8 m from the H-ADCP). The data are plotted as a
function of (a) actual discharge velocity; (b) echo intensity; (c) catre¢éion from the optical turbidity
meter.

In Figure 5.3, the high intensity index-velocity relatibnsis V;, = 1.11V},. Starting with Fig-
ure 5.3(a) we see that when the concentration of suspendedesd is greater than 200 mg/L
(green dots), the discharge velocity is high, as expected.aldb see that when the discharge
velocity is high, there is good agreement between the H-AD€lcity and the discharge veloc-
ity, i.e. the index-velocity error is near zero. In contraghen the concentration is less than 200
mg/L (gray dots), the H-ADCP increasingly underestimatdseciy with decreasing values of
V, whenV is less than 1 m/s. The underestimation by the H-ADCP alse#s&s with decreas-
ing echo intensity (see Figure 5.3(b)) and decreasing curaten (see Figure 5.3(c)). Velocity
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values are increasingly underestimated as the echo ittatessreases below about 210 counts,
but above this valued/,/V}, tends towards 1.11 and the spread of the data is minimal.eSinc
the dispersion in the data is less in Figure 5.3(b) than imuféid.3(a,c) (look at height of the
whiskers), we can see that the velocity underestimatioemid@pmore strongly on echo intensity
than on concentration or discharge velocity.

Looking at the data collected 14 m from the H-ADCP at Romansufi€i®.4), we see similar
results: the H-ADCP underestimates velocities whgn< 1 m/s and the velocity underestima-
tion and spread in the data worsen as the velocity decred@se$or the relationship between
index velocity error and intensity, the value W6f/V}, is stable at 1.02 when the echo intensity
exceeds 205 counts, but when concentrations are low (grayspothere is velocity underesti-
mation for echo intensities below this value, and the biassesas with decreasing intensity. In
contrast, when the concentration is high but the echo iitteisdow, there is no velocity under-
estimation, even for much lower intensities than thosedahabbserved when concentrations are
low. We were expecting to see a dependence on echo intehsitg, ssince the signal-to-noise
ratio should typically give an indication of the quality tietdata. However, the problem appears
to be a question of the provenance of the signal that is amglifWhen concentrations are low,
the signal is dominated by scattering from the surface armitiom, whereas when concentra-
tions are high, although the signal may be weak due to attemjdt is dominated by scattering
from the sediment. Therefore, the signal that is amplifiednduperiods of high concentration
is representative of the motion of the suspended sedimerthanwater, while it is mainly noise
when the concentration is low.

Figures 5.5, 5.6, and 5.7 reveal similar trends for cell29ahd 15, which are 20 m, 26 m, and
32 m from the instrument, respectively. The velocity is @asingly underestimated with decreas-
ing echo intensity when both the flow speed and the concemirat suspended sediment are low,
but when echo intensities are low but velocities and comagahs are high, there appears to be
a unique index velocity relationship for each measuremelht The high echo intensity values
of V,/V}, for the three distances are 0.98, 0.88, and 0.85. Thesesvataeconsistent with what
we would expect: as we approach the centre of the river, tloeitye measured at that distance
is a larger proportion of the mean velocity.
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Figure 5.4:The percent error in the discharge velocity that would be calculated asimgque index-
velocity relationship for the 300 kHz H-ADCP at Romans-sur-Isere ugatg collected between Novem-
ber, 2009 and July, 2010 in measuremeell 6 (14 m from the H-ADCP). The data are plotted as a
function of (a) actual discharge velocity; (b) echo intensity; (c) catregion from the optical turbidity
meter.
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Figure 5.5:The percent error in the discharge velocity that would be calculated asimggque index-
velocity relationship for the 300 kHz H-ADCP at Romans-sur-Isere ugatg collected between Novem-
ber, 2009 and July, 2010 in measuremeeall 9 (20 m from the H-ADCP). The data are plotted as a
function of (a) actual discharge velocity; (b) echo intensity; (c) catregion from the optical turbidity
meter.
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Figure 5.6:The percent error in the discharge velocity that would be calculated asimgque index-
velocity relationship for the 300 kHz H-ADCP at Romans-sur-Isére usitig collected between Novem-
ber, 2009 and July, 2010 in measuremeell 12 (26 m from the H-ADCP). The data are plotted as a
function of (a) actual discharge velocity; (b) echo intensity; (c) catre¢gion from the optical turbidity
meter.
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Figure 5.7:The percent error in the discharge velocity that would be calculated asimgque index-
velocity relationship for the 300 kHz H-ADCP at Romans-sur-Isére usitig collected between Novem-
ber, 2009 and July, 2010 in measuremeell 15 (34 m from the H-ADCP). The data are plotted as a
function of (a) actual discharge velocity; (b) echo intensity; (c) catre¢gion from the optical turbidity
meter.
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5.2.2 600 and 1200 kHz H-ADCP data at Romans-sur-Isére

We have seen that the validity of the velocity measuremeiatdenwith the 300 kHz H-ADCP

at Romans-sur-Isere is not only controlled by the value ofetigo intensity, but also by the
concentration of suspended sediment. Since we have neullpADCPs at this site, we can
compare the ability of the three H-ADCPs to measure accuedteiies. In Figures 5.8 and 5.9
we have plotted the data collected in the cell located 14 mm filee right bank for the 600 and
1200 kHz instruments, respectively, for comparison withure 5.3. It should be kept in mind
that this is more or less equivalent to 14 m from the 600 an® k2{x instruments, whereas it is
only 8 m from the 300 kHz H-ADCP. Also, the scale on the y-axistie 1200 kHz plot differs

from the others.

It can be seen that the high intensity valuépfV/}, is slightly different for the various instru-
ments, though the measurements are made at approximagedanie along-stream distance. It
is 1.11 for the 300 kHz instrument, 1.05 for the 600 kHz instemt and 1.09 for the 1200 kHz in-
strument. These values, which were estimated by eye, asubetantially different considering
that the cell size and measurement depth of the variousimsints are not the same.

Looking first at the 600 kHz data, it can be seen that the 600 RHDCP predicts biased
velocities when concentrations are low and the echo intersbelow~170 counts. However,
above this value, the unique index-velocity relationshgrks quite well and the spread in the
data is only+ 10%. The range of intensity values over which the simple xaddocity rela-
tionship can be applied is much greater than it is for the 389 ikstrument (170 counts - 220
counts as opposed to 210 - 225 counts). As far as the 1200 kitdzada concerned, there is
much less velocity underestimation, even at echo intessitear the instrument’s noise level (40
counts). Nonetheless, the spread in the data does incratisdegreasing echo intensity and
there is a slight tendency to underestimate velocity whernritensity is around 40 - 55 counts
and the concentration is low. Based on these results, we wbmthat the 1200 kHz H-ADCP
makes much more accurate velocity measurements than thar@D600 kHz H-ADCPs. The
velocity underestimation by the 600 kHz H-ADCP could be ampumced as that of the 300 kHz
instrument; however, the range of intensity values ovectvitiprovides reasonable estimates of
velocity is much larger.
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Figure 5.8:The percent error in the discharge velocity that would be calculated asimgque index-
velocity relationship for thé00 kHz H-ADCP at Romans-sur-Isére using data collected between Novem-
ber, 2009 and July, 2010 measurement cell 13 (14 m from the wall) The data are plotted as a function

of (a) actual discharge velocity; (b) echo intensity; (c) concentratimm the optical turbidity meter.



103

— 0.5 1 1.5 2 25 3 3.5

>, Vq [m/s]

é(b) 50 T T T T T T T T T T

o Vq = 1.09Vh at plateau

2 .

k3]

9 i

o

>

>I< _100 | | | | | | | | | |

% 40 60 80 100 120 140 160 180 200 220
Echo Intensity [cts]

SC) 50 T L T T T T

10 10 10° 10

Conc from turbidity [g/L]

Figure 5.9:The percent error in the discharge velocity that would be calculated asimgque index-
velocity relationship for thel200 kHz H-ADCP at Romans-sur-Isére using data collected between
November, 2009 and July, 2010 in measurenaait 27 (14 m from the right bank). The data are
plotted as a function of (a) actual discharge velocity; (b) echo intensitgoncentration from the optical
turbidity meter.



104

5.2.3 Results at Montélimar

Before presenting the velocity data from Montélimar, we renihe reader that the bin size
used at this site is 4 m, while it is 2 m for the 300 kHz H-ADCP at Ros1 This difference,
combined with its operation in broad bandwidth mode meattkiese should be reduced random
noise at Montélimar compared to Romans-sur-Isbte @: / / ww. r di nst rument s. com
tips/tips\_archive/optimzesetup\_1203. aspx). This means that the spread in
the value of(V}, — V;)/V, should be reduced, which would result in smaller whiskerghen
box plots. Since the H-ADCP at Montélimar appears to be urdradl by either the surface or
the bottom across most of the profile (recall discussionosunding Figure 4.16), we present
measurements at much larger ranges than at Romans-sur-lsere

In Figures 5.10 - 5.13, we present data from measuremestell0, 18, and 24, which are
13.2m,41.2m, 73.2 m and 101.2 m from the instrument, resedct These data were collected
between January, 2010 and December, 2010. As with the dataRomans, the relationships
between the index velocity error and (a) discharge velpgyintensity and (c) concentration are
shown in individual subplots with all data correspondingémcentrations exceeding 200 mg/L
shown as green dots. Since we do not have a turbidity metaedfiontélimar study site, the
concentration of suspended sediment can only be estimdted there is attenuation due to the
sediment using the inversion method that will be descrilme8ection 6.1.2. When this is the
case, the difference between the observed attenuatiorharattenuation due to pure water is
divided by an attenuation factor of 0.03#kg in order to get an estimate of concentratioithe
concentration estimates in the following section give treeder an idea of the concentrations that
were observed. However, since the attenuation method ppljes to concentration on the order
of 100 mg/L and higher, the reader may be under the false ssfme that low concentrations
are much rarer at Montélimar than at Romans-sur-Isere, dimstithe case.

Comparing Figures 5.10 - 5.13 to the corresponding Figure®R@mans-sur-Isére, we no-
tice that the range of velocity values observed at Montélimdess than what was observed at
Romans-sur-Isére: the maximum velocity~4.2 m/s at Montélimar as opposed 6.3 m/s
at Romans. This is partly because the hydroelectric-genaratation just downstream of the
H-ADCP regulates the flow at Montélimar, limiting high velties during floods, but it is mainly
due to the diversion of a minimum discharge to the Old Rhénekvbccurs upstream of Mon-
télimar. During floods excess water is also diverted. A sdamajor difference between the

1This value corresponds to the experimental attenuaticorfaicat was observed in the data from the 300 kHz
H-ADCP at Romans-sur-Isere during the flood of May 31 - Jurz010 (Table 4 oMoore et al, 2011).
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Romans-sur-Isére and Montélimar data is the range of intemalues that are detected, the
backscattered intensity ranges from 40 counts to 215 cairintélimar as opposed to 120 -
225 counts at Romans. The major contributing factor to tHfemince is the fact that the Mon-
télimar instrument operates in broad bandwidth mode, assgipto narrow bandwidth mode
and the noise levels for the two modes of operation differ.

Looking at the data measured in the cell that is 13.2 m fromrisgeument (Figure 5.10), the
high echo intensity value df;,/V}, is 0.85 and there appears to be little velocity underesiamat
at this distance. However, as both the discharge velocitytla@ echo intensity decrease, there
is greater spread in the value of the index-velocity errecdddly, a number of green points in
Figure 5.10(a) at discharge velocities between 0.5 m/s anésIdemonstrate that high concen-
trations are less well correlated with high discharge vigscat Montélimar than at Romans-
sur-Isere. This is likely due to the fact that flow speeds agrilated by the downstream dam,
whereas the sediment load is primarily controlled by thdarsedt brought to the Rhéne river
by the Isere river. This means that velocities and conctotrmare not always well correlated.
Lastly, it can be seen that the spread in the Montélimar datgance) at high echo intensities is
less than it is at Romans-sur-Isere. The 95% confidence aitisr 5% about the mean value
at Montélimar, as opposed 1610 - 15% at Romans.

The data from the cell centred 41.2 m from the H-ADCP at Montéti are shown in Fig-
ure 5.11. They have similar tendencies to the data at Romarsére. As the discharge ve-
locity decreases below 1 m/s, the spread in the index-uglecior increases and the H-ADCP
increasingly underestimates velocity. When the conceatratf suspended sediment is low (i.e.
no significant attenuation is observed), the H-ADCP increggiunderestimates velocity as the
echo intensity decreases. The intensity value below wiielH-ADCP underestimates velocity
is much lower at Montélimar than at Romans-sur-Iser&20 counts, as opposed+@00 counts.
Similar results of velocity underestimation when concatitns and echo intensities are low are
seen in the data collected at 73.2 m (Figure 5.12) and 101r@mmthe instrument (Figure 5.13).
The trend in the high-intensity value &f/V}, with range from the instrument is consistent with
what we would expect. The values are 0.85, 0.80, 0.82, 0.88, imcreasing range from the
instrument; this is consistent with the along-stream vigldmeing highest towards the centre of
the river, and lowest on the edges.
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Figure 5.10:The percent error in the discharge velocity that would be calculated asimigue index-
velocity relationship for the 300 kHz H-ADCP at Montélimar using data colleb&tdieen January, 2010
and December, 2010 kell 3 (3.2 m from the H-ADCP). The data are plotted as a function of (a) actual
discharge velocity; (b) echo intensity; (c) concentration from the optichldity meter.
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Figure 5.11:The percent error in the discharge velocity that would be calculated asimigue index-
velocity relationship for the 300 kHz H-ADCP at Montélimar using data colleb&tdieen January, 2010
and December, 2010 icell 10 (41.2 m from the H-ADCP) The data are plotted as a function of (a)
actual discharge velocity; (b) echo intensity; (c) concentration fronophieal turbidity meter.
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Figure 5.12:The percent error in the discharge velocity that would be calculated asimigue index-
velocity relationship for the 300 kHz H-ADCP at Montélimar using data colleb&tdieen January, 2010
and December, 2010 icell 18 (73.2 m from the H-ADCP) The data are plotted as a function of (a)
actual discharge velocity; (b) echo intensity; (c) concentration fronophieal turbidity meter.
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Figure 5.13:The percent error in the discharge velocity that would be calculated asimigue index-
velocity relationship for the 300 kHz H-ADCP at Montélimar using data colleb&tdieen January, 2010
and December, 2010 icell 24 (101.2 mfrom the H-ADCP). The data are plotted as a function of (a)
actual discharge velocity; (b) echo intensity; (c) concentration fronophieal turbidity meter.
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In order to compare the data obtained at Montélimar to thekB@0data obtained at Romans-
sur-Isere, Figure 5.14 is a plot of the fitted curves of theexadelocity error as a function of
echo intensity for the low concentration data of all measwmet cells previously presented in
this section. The distance at which the measurements wete ara listed in the legend and the
different colours represent the different sites. Negatalees of the index-velocity error indicate
underestimation of velocity by the H-ADCP.
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Figure 5.14:Index velocity error measured at Montélimar (blue) and Romans-ste-(éack) as a
function of the backscattered intensity. These curves are only repagise of the low concentration data.

Looking at Figure 5.14, it could be argued that the interistipw which the horizontal ADCPs
underestimate velocity is a function of range from the nsients. Since the intensity data were
not corrected for range, this is to be expected because tiesdattered intensity detected for
scattering from a given concentration of particles de@eagith range. Therefore, since the
underestimation is related to the amount of sediment in tervthe onset of underestimation
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occurs at lower intensity values further from the instrutnen

The velocity underestimation that is observed at both skiths when concentrations and
backscattered intensities are low suggests that thesenmesiits accept data with too low a signal-
to-noise ratio during low flow conditions. Neverthelessheaf the curves shown in Figure 5.14
is a distinct, intensity-dependent index velocity relagbip for that measurement cell that can
be used to obtain a measure of discharge from the H-ADCP data.c@uld apply these rela-
tionships to the data from each cell to obtain a presumalayrate discharge velocity, assuming
that we have encountered all possible situations.

In order to obtain the discharge velocity from the velocitgasured in any one of these cells,

the steps to follow are the following:

1. Look at the intensity profile to determine if there is attetion caused by suspended sedi-

ment.

2. Ifthere is sediment attenuation, multiply by the index (the plateau value from previously
presented figures), to get the discharge velocity. Evereifittensity values are low, the

velocity measurements are likely accurate.

3. If there is no sediment attenuation, this means that Idengity values are due to a lack
of suspended sediment. In this case, use the curves shovigurefs.14 to determine the
discharge velocity, i.e. use an intensity-dependent invaéocity relationship.

5.3 Conclusions

In the first section of this chapter we presented comparisetvgeen horizontal profiles of along-
stream velocity measured during ADCP gauging to the measnenobtained with the hori-
zontal ADCPs at the Saint-Georges and Montélimar study.sitée profiles of along-stream
velocity were normalized by the maximum value of each prafilerder to highlight differences
in the forms of the expected and observed profiles. It wasddhat velocities measured with
the H-ADCP at Saint-Georges were typically accurate whemi@wamum velocity of the profile
was greater thar'70 cm/s, but below this value velocities were underestithalénis underes-
timation worsened with range from the instrument and witbrelasing flow speeds. Similarly,
when the maximum velocity measured by the H-ADCP at Montélwes less than 40 cm/s, the
velocity was underestimated. The underestimation was ara&ic than at Romans.
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In the second section of this chapter we used discharge degéasured 2 km upstream of
Romans-sur-Isére and 500 m downstream of Montélimar to lestabdex velocity relationships
for measurements made in a number of different measurerabstising six full months of data
at Romans-sur-Isere and nearly a year of data at Montélimae. rélative difference between
the velocity measured by the horizontal ADCPs and the digeheelocity was examined as a
function of discharge velocity, echo intensity, and conicion. It was seen that when concen-
trations and echo intensities were low, the H-ADCP underegtd velocity. This was true of the
instruments at the two sites, which operated in narrow badttivand broad bandwidth modes,
respectively. This velocity underestimation worsenedwliécreasing echo intensity. However,
when concentrations (and typically velocities) were hidje, H-ADCPs measured what we be-
lieve to be the correct velocity, even when the echo intersswere near the instrument’s noise
level. The echo intensity at which H-ADCP velocities wentnfrbeing acceptable to unaccept-
able was a function of range.

Since Montélimar has an ideal geometry for horizontal ADCRisneements, the observation
of underestimation at this site demonstrates that velooggasurements are not accurate when
concentrations and backscattered intensities are low. Wieesignal is low due to insufficient
suspended sediment, velocities are underestimated, asee®city values are correct when the
signal is low due to attenuation. This is not a surprise,esime know that velocity measurements
based on backscattering do not work in clear-water conditidlevertheless, the velocity under-
estimation needs to be addressed by the manufacturer, keenl it#o account by the user. As
was shown in this chapter, this can be done by establishingemsity-dependent index-velocity
relationship when concentrations are less than 100 mg/L.



CHAPTER®G

INVERSION METHODS AND THEIR
APPLICATION TO SUSPENDED SEDIMENT
SURVEYS

6.1 Theory

Acoustic Doppler current profilers are composed of pieztgtetransducers which measure
the backscattered signal as a voltage. The intensity isniallg converted to the logarithmic
unit of Received Signal Strength Indicator (RSSI) couRRP (nstruments2008), which is the
information available to the user. The intensity in couiiscan be converted to the intensity in
decibels,/4g, if the noise level in countdyise IS known. Values off,,.ise can be obtained from
the low-intensity floor when the signal is sufficiently atti@ted either due to (1) a long profiling
range or (2) significant sediment attenuation. Herein, theversion from counts to decibels is
done using the following equation fro@ostiaux and van Hare(2010):

Igg = 10logy, (10710 — 1(FeFnase/10) (6.1)

wherelgs = 101og;, ((ps2) /pref?) andk, is the conversion factor to go from counts to decibels.
For RD Instruments ADCPs, the reference pressute,is 1 yPa. According to the WinRiver
Il User's Guide, the counts to decibels conversion factqgretiels on the temperature of the

electronics, (°C) as

127.3
k. = ————— dB/count 6.2
Te+ 273 (6.2)

(RD Instruments2009, p. 57), but the value @f. is typically taken to be the value at 2D,

113
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0.43 dB/count, since it changes little with temperature@6.4t 0 versus 0.420 at 3). Nonethe-
less, in our calculations it is calculated at each time ss#pguthe temperature data.

Equation 6.1 is a correction to the commonly used formutatibDeines(1999). It is impor-
tant to use this formulation when the signal to noise rakpl(— k.Fnoise) iS less than 10. Oth-
erwiselygg = k.F. The latter is the formulation most typically used (see farapleLohrmann
(2001)).

Returning now to Equation 2.15, it can be rearranged as fell@lvorne and Hane<2002):

3r¢\ (0.96\° (fxla?) e~dor
2y =p2r? (2 M 6.3
wh=r () (5) e ©9

wherer is the acoustic pulse durationis the speed of sound in water and we recall that angular

brackets represent the average over the number size digintof the particles. Dividing Equa-
tion 6.3 by the square of the reference pressugg,and taking ten times the common logarithm
of both sides, we get

2,. 2 2 2 92 —4
pr, 3rc (0.96\7 (fx'a®) Me 4or
Igg = 101 =) +101 — : 6.4
@ o810 ( Dref? ) - o810 ( 16 ( kay Ps <&3> r? 6.4)

The first term on the right hand side of Equation 6.4 is the teommonly referred to as the
source levelClay and Medwin1977) when, =1 m.

6.1.1 Inversion of the backscattered intensity to concentration

If the composition, density, and size distributions of ttetigles are uniform throughout the
measurement volume and if there is no multiple scatterhmgy) Equation 6.4 can be written as

Isg = C'+10log,, (M) — 201log,o(r) — 2agp T (6.5)

whereC' is a constant andgg is the total attenuation in decibels. If the sediment ati¢ion

is negligible or if it can be calculated from intensity prefl(the technique to do so will be dis-
cussed in the following section), then Equation 6.5 can leel tis establish a direct relationship
between the backscattered intensity and the suspendedesgdtoncentration. This is often
done by end-users of ADCPs. The first example of such an afgiphcaas that ofThevenot
et al. (1992). Using water samples collected at a known distarma & 2.4 MHz broadband
ADCP, they established a linear relationship between lo@ bas of the suspended sediment
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concentration and the relative backscattering strengtheparticles for both field and labora-
tory measurements. The relative backscattering strerfgtiegarticles, whichrhevenot et al.
(1992) refer to a3 L for backscattering level, is simply the intensity detedtgdhe transducer
corrected for losses due to spherical spreading and attenua

BL = Igg + 201logo(7) + 2cvgpr- (6.6)

It is expressed in units of decibels. Combining Equationsadb6.6, we see that
BL = C +10log,, (M) (6.7)

or equivalently

M = 10BE=C)/10, (6.8)

Thevenot et al(1992) found that the relationship between concentratiuh lzackscattered
intensity that was observed in the field differed slightlyrr that observed in the laboratory and
both relationships differed from the theoretical relasioip presented above. They found

M — 10(0-97+0.077 BL) (6.9)

for the laboratory experiments and

M = 10(1.43+0.042 BL) (610)

for the field experiments. The data on which these calibmatiwere based are depicted in Figure
6.1, which is a reproduction of Figure 37 dhevenot et al(1992). We note that neither the
distance at which the acoustic measurements were madehaalistance at which the water
samples were collected appear to be reportéchievenot et al(1992).

Once alog-linear relationship has been established bategeentration and range-corrected
backscattered intensity for a given suspension of pastithes relationship can be used to invert
the acoustic data to suspended sediment concentratiordpdbthat the size and physical prop-
erties of the particles remain unchanged in time and aloagtbfile. This method has been
applied in a number of studies, including thoseG#rtner (2004), Topping et al.(2007) and
Wood (2010). The disadvantage of this method is that the caloulaif B depends on the
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Figure 6.1: Reproduction of figure 37 ofhevenot et al(1992). Calibration curves for a 2.4 MHz
broadband ADCP for measurements made in the laboratory (circles) and frelth (triangles). (We
do not know the distances at which the acoustic measurements were malde vwater samples were
collected.)

attenuatiomgg, which depends on the concentratidf, our unknown, when the sediment at-
tenuation is non-negligible. This poses a problem if thecemtration varies with distance from
the transducer. However, we remind the reader that withexlsioking ADCP in a well-mixed
river, the concentration should be homogeneous througheumeasurement volume since all
measurement cells are at essentially the same height db®bed. This means that the attenua-

tion can be calculated from the intensity profiles. The ste® so are outlined in the following
section.

6.1.2 A novel inversion of the acoustic attenuation to concentration

If the concentration of suspended sediment varies withedrgn the instrument, then the at-
tenuation must be calculated between neighbouring measumtecells. When the concentration
of suspended sediment does not vary with range from theuimstnt, the average attenuation is
calculated using the full intensity profile (Note, only me@smnent cells within the river are used).
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The method that is presented below is for the case where otyatien is constant throughout
the measurement volume.

The first step in calculating the sediment attenuation isda #e correction for spherical
spreading20 log,,(r), and the correction for absorption by the watgr,,r, to the intensity in
decibels at each range The attenuation due to water is calculated using Equati®®. ZThis
results in whawright et al.(2010) refer to as the “fluid-corrected backscattéil; B where

FCB = Igg + 201og,(r) + 2a,1- (6.11)

If the attenuation due to the sediment is negligible andef ¢bncentration of scatterefd is
independent of range then in the absence of obstacles thecthaiected intensity profile should
be a horizontal line. On the other hand, if there is sufficeediment to cause attenuation of
the intensity, either due to viscous absorption or scatieby the sediments, theRC'B will
decrease linearly with range. The sediment attenuatiomeaalculated as -1/2 the slope of the
fluid corrected intensity profile:

1d(FCB)

Gl = "0

(6.12)
For demonstration purposes, Figure 6.2 is an example of neertected and fluid corrected
intensity profiles for data measured with the downstreammbefithe 1200 kHz H-ADCP at
Romans-sur-Isere for a concentration of 2.3 g/L. Notes orfihee show how the sediment
attenuation is calculated from the slope i6€ B versus range. The sediment attenuation in
linear units is equal to the attenuation in decibels divided20/ In 10).

Next, in order to convert the acoustic attenuation to cotraéion of suspended sediment,
we can do one of two things. The first possibility is to estdbk linear relationship between
concentration and attenuation using filtration data forewsamples or concentration values from
a calibrated turbidity meter, as was done in the backseattertensity inversion. The slope of
the linear fit gives the experimental value of the ensembégemed attenuation consta(f exp),
so that

s

The second method consists in assuming a particular graendsstribution and calculating the
concentration by rearranging Equation 2.21 as
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M= (6.14)
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Figure 6.2: An example of the raw and range-corrected intensity profiles for datactedlevith the
downstream beam of the 1200 kHz H-ADCP at Romans-sur-Isgggislthe intensity in decibels and
FCB is the intensity corrected for attenuation due to the water. The contentiieom optical turbidity
was 2.3 g/L.

As an example of method (1), data from a high concentratiemtewhich occurred June 30,
2010 at Romans-sur-Isére are shown in Figure 6.3 for the thtABCPs. The data that were
used for this calibration were collected between 8:00 ardhight and the concentration data
are from the calibrated optical turbidity meter. The timeéeseof concentration of suspended
sediment at the right bank is shown in the small subplot thatver-layed on the calibration
curves. It can be seen from Figure 6.3 that there are very tifesar relationships between
sediment attenuation and suspended sediment concentfatiall three instruments. A second
observation is that the attenuation increases more orifesarly with increasing frequency. This
implies that the attenuation is due primarily to viscousoapson, since it would increase as
frequency to the power of four if the attenuation were duectitsring.
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Figure 6.3:The relationship between sediment attenuation and concentration of daspsadiment for
the three H-ADCPs at Romans-sur-Isére on June 30, 2010 (ciraled0@kHz, squares for 600 kHz
and triangles for 1200 kHz data). Concentration values are from thera@iboptical turbidity meter.
The least-squares linear regressions for each instrument are gé/arg their equations, and correlation
coefficients.

Linear regressions are fit to the data in Figure 6.3, usindehst-squares method; the slope
of these lines gives the experimental value of the ense#eaged attenuation constafiteyp) -
An advantage to this method of establishing a relationskiwéen sediment attenuation and
concentration is that it requires no assumptions aboutitapesof the particles, since it is based
purely on experimental observations. The disadvantadetsttrequires simultaneous measure-
ments from either an optical turbidity meter or water sarmled the resulting calibration curve
may be event-specific. If one does not have concentratiantdah method (2) can be used to
invert the attenuation data to concentration by assumihgarétical value of the attenuation con-
stant. The disadvantage to this method is that the inveisibased on theoretical calculations
and the theory for viscous absorption was developed forrggigarticles. Also, the empiri-
cal formula used to calculate the scattering attenuatibased on measurements of attenuation
from suspensions of sand-sized particles, which likely oiohave the same shape as silts. Both
inversion methods will be tested in Section 6.3.
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6.1.3 Measuring grain size with multi-frequency attenuation data

For suspensions of particles that have size distributionis & single dominant mode, multi-
frequency acoustic backscatter data can be used to detetih@rmean acoustic size of particles
in suspension. This was first done Byeng(1991) in his PhD thesis. His method was later
adapted byCrawford and Hay(1993) and modified versions of their formulation have bessdu
since then. Using multi-frequency da@rawford and Hay(1993) take the effective acoustic
size to be the particle radius that minimizes the differebewveen the ratios of the detected
voltage to the theoretical scattering at two frequenctes; is they find the radius that minimizes
Obs/Th;, — Obs;/Th; whereObs refers to observationgh refers to theory and andj are
different frequencies. They used measurements at thrg@edneies and the mean size was taken
to be the particle radius that minimized the difference leetwthe ratios for two of the three
frequency pairs. As demonstrated in Figure Thbrne and Hardcastl§€1997), three frequencies
are typically required when inverting backscattered isitgrmeasurements at MHz frequencies
because there are inflection points in the ratios of the fartofr at sizes typical of sand grains
for the frequencies commonly used in oceanography (1 - 5 MHz)

Herein, we take a similar approach to that@fawford and Hay(1993), but use attenuation
data instead of backscattered intensity. Grain size ismddaby minimizing the difference be-
tween concentration estimates from data at two frequenidi€éga) is the theoretical attenuation
constant for particles of radiusat frequencyi, thena,,/(;(a) is the concentration of particles
of radiusa that would produce the observed attenuation. Since the-fmedfuency measure-
ments are quasi-simultaneous, the concentrations oltsbyvihe two instruments are the same.
Therefore, the effective particle size should be the ratiasminimizes

A Ay j

L) Glay 19

whereay; is the measured sediment attenuation at frequeacygl(; = ¢, + (, is the theoretical
total sediment attenuation constant at frequency

In practice, minimizing; ; is similar to finding the size that minimizes,/o,; — (;/(;. The
ratios of the theoretical attenuation constants can belledéd from the curves shown in Figures
2.4 or 2.5, depending on whether or not one has prior knoveatgut the grain size distributions.
Plots of the theoretical ratios for the three frequency dotipns are shown in Figure 6.4. The
values shown in Figure 6.4(a) are computed for the single sase (Figure 2.4) while those
shown in Figure 6.4(b) are computed for the case of lognosmal distributions.
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It can be seen that in both casgs will be a multivalued function of grain size. This means
that with only one frequency pair there can be multiple estés of size for a given data set,
as was the case with the backscatter methoQrafvford and Hay(1993). Consequently, three
combinations of frequency are required in order to dedueegize without ambiguity. The
particle radius is taken to be the size that minimizes the stithe absolute value of all three

values ofe, ;.
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Figure 6.4:The ratios of the theoretical attenuation constants at two frequenciesuastah of grain
size: 300 kHz to 600 kHz (solid line), 600 kHz to 1200 kHz (dotted line), BAA to 1200 kHz (dash-
dotted line). Subplot (a) is for the single size case (see Figure 2.4) bptbs(b) uses the values presented
in Figure 2.5, which are smoothed over lognormal grain size distributions.

Figure 6.5 is an example of the application of the size ingarssing data collected at Romans-
sur-Isére using the two methods: (1) assumption of a singgeasd (2) assumption of a lognor-
mal volume size distribution with = In a5y ando = 1. In both cases, the three values ofare
plotted versus particle radius. The data were collected atdRg-sur-Isére on June 30, 2010 be-
tween 13:45 and 14:00 during the rise of a high concentrat@mt which lasted over 12 hours.
The concentration from the turbidity meter at the time of su@ament was 2.09 g/L. Figure
6.5(a) is a plot of the values ef ; as a function of grain radius for the single size case. The sum
of the absolute values ef ; is depicted in red. Figure 6.5(b) is a plot of the values;ofas a
function of median radius, considering lognormal disttitms; the sum of the absolute values of
€;; Is depicted in red. It can be seen that the particle radiusshmedicted using the single size
scenario is 0.9:m, whereas the estimated median radius ig:48 when accounting for grain
size distributions. The twenty-fold difference betweeesth values highlights the important role
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of the assumed grain size distribution in the determinatiiosize. The median radius measured
by laser grain sizer in water samples collected at othersimehe year is typically Zxm. This
value lies somewhere between the two theoretical estimétesse are multiple explanations for
this discrepancy. Firstly, the theory used for the inversgbased on the assumption of spher-
ical particles. Secondly, the form of the grain size disttidn is only roughly modelled by a
lognormal distribution and any discrepancy between theadshape of the distribution and our
assumption will induce error. It is clear from this exampiattif the size distribution of the
particles in suspension is unknown or poorly quantifiedy tie grain size results obtained from
the attenuation data may be vastly different from reality.

@) Using single size (b) Using size distributions
10 ; ; - 10 T - -
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. ‘ + 300 vs 1200
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Figure 6.5:The values of; ; (black) andX ¢; ; (red) versus grain size calculated for data collected at
Romans between 13:45 and 14:00 June 30, 2010: (a) using theoreliezd ased on a single grain size,
plotted against grain radius; (b) using theoretical values for lognorimaldistributions, plotted against
the median radius. The comparisons are between the 300 and 600 kHZi(s®)lidb00 and 1200 kHz
(dotted line) and 300 and 1200 kHz (dot-dashed line) data. The coatientaccording to the turbidity
meter was 2 g/L.

This technique for determining grain size from multi-freqay attenuation data is innovative
and unique to this thesis. Althoudiopping et al(2007) presented multi-frequency attenuation
measurements, they only provided one estimate of size &r éimtire data set, using multiple
months of concentration and attenuation data to deterrangraain size that best corresponded to
Urick’s theory for a single grain size at a single frequeriegation 2.25). Our approach differs
notably from their's because we focus on quasi-instantasi@easurements and combine the
data from the three frequencies to get a better estimatezef $hdeed, we admit that caution
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must be used when quoting specific grain sizes due to thdismmtirole played by the grain size
distributions, but the advantage of our method is that bgguguasi instantaneous data at three
frequencies we can study the time variation of grain sizendunigh concentration events such
as floods or dam flushing. This method should also be sufflgieobust to monitor changes
in grain size from event to event. Examples of applicatiorthis method will be shown in
Chapter 7.

6.2 Application of the backscattered intensity inversion

In order to establish the calibration curve for the backscatl intensity method, water samples
are typically collected at a known distance from the aceusstrument. Data from a calibrated
turbidity meter can also be used. The intensity data mustobected for losses due to both
spherical spreading and total attenuation. The atteruali@ to water¢,,, is calculated with
the use of Equation 2.20 and the record of temperature frarh BBADCP. When applicable,
the sediment attenuations, is calculated from the slope of the fluid-corrected intgngrofile

as explained in Section 6.1.2. These data are then usecctdateltheB [ values (see Equation
6.6) at all distances from the transducer. If there are ntacles blocking the line of sight of the
ADCP and if concentration, size, and physical propertieb®suspended sediment are homoge-
neous throughout the measurement volume, then the redatbetweerB L. and concentration
should be independent of range.

In the following subsections we examine the relationshipveen the backscattering levét L,
and the concentration of suspended sediment at the Saorg&e Romans-sur-Isere, Montéli-
mar and Tricastin study sites. The results are presented ¢gam North to South. As presented
in Section 3.2, approximately six months of concurrent atioal and optical data are available
at Saint-Georges. For Romans-sur-Isére, only the data theni200 kHz instrument shall be
presented in order to avoid the questions that plague th&B@Gand 600 kHz data, regarding
their proper positioning. Unfortunately, very few or no reegements of concentration are avalil-
able at the Montélimar and Tricastin study sites but we havecard of the daily-integrated
values of concentration collected approximately 100 kmrmkiveam on the Rhéne river at Arles.
Due to the temporal averaging of these concentration meamnts and the propagation time
between study sites(30 hours at 1 m/s), they cannot be used to explain fluctuatibimsensity
on hourly time-scales, but they are useful for multi-dayreése



124
6.2.1 Saodne river at Saint-Georges

Figure 6.6 is a plot of six months of acoustical and opticahdibserved at the Saint-Georges
study site. Periods with missing data in Figure 6.6 are duedbnical problems with either the
optical or the acoustical instruments. This is a typicabrdmf the events that are observed at
this site, where concentrations are always less than 20D, regén during floods. The intensity
values that are depicted are the three-beam average igtemsorded in bin 3 by the 300 kHz
H-ADCP. This corresponds to the first cell in the far field of thetrument which is 14 m from
the central transducer. From Figure 6.6 it can be seen thahwbncentrations are low, the
acoustic data are noisy. We also see that for periods forhwiee have simultaneous acoustic
and optical data, relatively high turbidity values cormsg to high backscattered intensities. It
can also be seen that the intensity is saturated when thewrtraton exceeds 40 mg/L, as
the intensity plateaus at 218 counts. These observatioply itthat the range of concentration
values over which we will be able to establish a working reteghip between concentration and

intensity is limited.
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Figure 6.6:Time series of (a) concentration data from the optical turbidity meter at S&iotg@s and
(b) the backscattered intensity recorded at the cell located 14 m frond¢hiet®& H-ADCP. The intensity
data (in counts) are the average intensity recorded by the three beams.

Figure 6.7 is a log-linear plot of concentration verseis for the data depicted in Figure 6.6.
The thick gray line represents the least-squares fit liridationship to the data and the thin gray
lines represent- 50% of the concentration values predicted by this line. Thpesof the log-
linear regression is 0.049; this is very close to 0.042, @#daes/found byThevenot et al(1992)
for field measurements with a 2.4 MHz broadband ADCP. For coispa the data recorded
in the sixth measurement cell of the same instrument are showigure 6.8. These data are
collected 26 m from the H-ADCP. The slope and y-intercept efi¢fast-squares linear regression
for the data collected at 26 m from the instrument are the sasrtbose for the data collected
at 14 m. A larger range of concentration values are obsex\aidihis distance (see difference
in maximum y values) because the signal decreases with femmgehe instrument, pushing the
concentration at which the signal saturates to higher galt®netheless, the manner in which
the range-corrected intensity values plateau around 6Q tegds to suggest signal saturation.
In both Figures 6.7 and 6.8, one’s eye may be drawn to the ladita for concentration values
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between 6 mg/L and 8 mg/L. Concentration values in this raraye been observed, but there
are no simultaneous measurements of acoustic scatterentpdechnical problems.
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Figure 6.7:Concentration of suspended sediment versus the backscattering?levakasured at 14 m
from the H-ADCP at Saint-Georges. The thick gray line is the least-sgliagar regression to the data,
the thin gray lines represest 50% of the concentration values predicted by the linear regresstois, R
the correlation coefficient and n is the number of data points used for the fit.
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Figure 6.8:Concentration of suspended sediment versus the backscattering?levakasured at 26 m
from the H-ADCP at Saint-Georges. The thick gray line is the least-sgliagar regression to the data,
the thin gray lines represest 50% of the concentration values predicted by the linear regressfois, R
the correlation coefficient and n is the number of data points used for the fit.

Since it is hard to discern trends from the scatter plots glifds 6.7 and 6.8, these data
are also plotted as box and whisker plots in Figures 6.9 ah@. 6This is done by grouping
the data into bins ofog,,(concentration that are 0.1 units wide. The lower quartile, median
and upper quartile of the sample are calculated for eachabimg with the 2.5% and 97.5%
guantiles. As with a typical box and whisker plot, the boxdach concentration class represents
the zone in which 50% of the data are confined, but unlike aclfox and whisker plot, the
extremes represent the 2.5 and 97.5 % quantiles. The box g@idtigures 6.9 and 6.10 show
that at least half of the data lie withii 50 % of the linear fit when concentrations are low (
35 mg/L at 14 m aneék 50 mg/L at 26 m), but as concentrations increase, the dagagdivfrom
this linear relationship and the range-corrected integssjplateau, suggesting signal saturation.
Use of the regression model for concentrations greater $8amg/L would therefore result in
underestimation of the suspended sediment concentratiameyage. A similar result was found
by Wood(2010) for the calibration of a 3 MHz side-looking Sontek astic Doppler velocity
meter in the Clearwater River. She found that when the actumesdration exceeded 100 mg/L,
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the concentration obtained from the acoustic backscadtarubing a single calibration curve was
less than the actual value that was measured in water sangilese the Workhorse H-ADCP
that is used at Saint-Georges was operated in high-gain rfwadieh is the default setting),
the configuration could be switched to low-gain mode if theppse of the installation was to

monitor suspended sediment concentrations. The reductithe gain would prevent the signal
from saturating at such low concentrations.
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Figure 6.9: Box and whisker plots of the data presented in Figure 6.7: concentratisospended
sediment versus the backscattering lekdl measured 14 m from the H-ADCP at Saint-Georges. The
thick gray line is the least-squares linear regression to the data, the thitirgayepresent- 50% of

the concentration values predicted by the linear regressibig Re correlation coefficient and n is the
number of data points used for the fit.
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Figure 6.10:Box and whisker plots of the data presented in Figure 6.7: concentratisnspended
sediment versus the backscattering ledl measured 26 m from the H-ADCP at Saint-Georges. The
thick gray line is the least-squares linear regression to the data, the thitirgayepresent- 50% of

the concentration values predicted by the linear regressibig Re correlation coefficient and n is the
number of data points used for the fit.

The intensity data that were presented in this section arewerage intensity recorded by
all three beams, since this was the data that we had avail&bledays on which we have the
raw data, we observe that the intensity profiles that arerdecbby the downstream and across-
stream beams of the H-ADCP at Saint-Georges are very noisthartshckscattering level does
not appear to be range independent, as it should be. Condbguke three-beam averaged
intensity profiles are also noisy and we were not able to 8sked satisfactory calibration curve
between concentration and backscattering level at rangeseg than 30 m from the instrument.

In summary, we were able to establish a log-linear relahgnbetween concentration and
range-corrected intensity for the data collected withim30f the 300-kHz H-ADCP at Saint-
Georges. The data are highly scattered, but acceptablysedbiwhen concentrations are below
about 30 - 50 mg/L, depending on the distance at which theuneaents are made. The measur-
able range of concentration is very limited, but it could hereéased if the gain of the instrument
was reduced in order to avoid saturation.
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6.2.2 Isere river at Romans-sur-lsere

In this section we establish a linear relationship betwéeridgarithm of the concentration and
the backscattering level that is measured in the far fieldhefli200 kHz H-ADCP at Romans-
sur-Isere. Concentrations are calculated from the tusbiiiite series at Romans-sur-Isére using
only periods during which the measurements are reliablste&u of trying to find one unique
relationship for months worth of data, data are presented & number of different events. This
includes ten days of low concentrations (10 - 25 mg/L) obsgtvetween Nov. 20 and Nov. 30,
2009, a spring flood which occurred between May 30 and Jun@1®), @naximum concentration
of ~ 8 g/L) and a man-made event caused by dam operatid®@0 km upstream which occurred
June 30 2010 (maximum concentration~of.5 g/L). Apart from the November 2009 data, all
of the turbidity data used in this comparison are plottedigufe 6.11a.

The different colours used in Figure 6.11 represent datacted during November (blue), on
the rise of the spring flood (magenta), the fall of the floodagy the start of the increase in
concentration June 16 (green) and the dam-driven event 3irfgellow). Everything else is
shown in black. Figure 6.11b is the log-linear plot of cortcation versus the backscattering
level, BL. The thick gray line is the least-squares linear regressiaill the data and the thin
gray lines represent 50% of the concentration values predicted by the linearession.

The slope of the least-squares linear regression fit to &lidd®.059. This is within the range
of values seen byhevenot et al(1992). Although we have fit one line to all the data, it is clea
from this plot that the data are grouped in terms of event® group of points corresponding
to concentrations of 10 - 25 mg/L corresponds to the dataecit during November. Like
at the Saint-Georges study site, intensities fluctuatefggntly when concentrations are low.
The green dots which are seen at concentrations betweenndlO808 mg/L and intensities of
95 - 110 dB correspond to a peak in backscattered intensatyvihs observed between 04:00
and 06:00 (UTC+1) June 17 when the turbidity began to incrabsaptly. We suspect that the
divergence of these points from the main trend indicategptearily coarser grain sizes, since
larger particles have a tendency to be resuspended on ¢éhef fisods. The 1200 kHz H-ADCP
may be more sensitive than the turbidity meter to the paéwdiriation in grain size.

The data collected on the rise and fall of the spring flood ieopposite sides of the overall
linear regression to the Romans-sur-Isere data. By fittirealimegressions to these two subsets,
we see that the y value at x = O for the data on the rise of the f®eH0 while that on the fall of
the flood is -2.2. From Equations 6.4 and 6.5, we know that tiselate value of the y-intercept
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is the constant’ and, for a given instrument, the only term which can vary mekpression for
C'is { fx?a®) /ps (a®). This term is often referred to as the scattering function.etu < 1,

as is the case for our measuremerfts,is proportional tor?. This means that for spheres of a
unigue size, the absolute value of the y-intercept shoulbase as®. As such, the observation
of a larger absolute value @f on the rise of the flood than on the fall of the flood supports the
hypothesis that larger grains are in suspension on thefribe dlood.
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Figure 6.11:Romans-sur-Isére: (a) Concentration from turbidity and (b) acoustileration data for the
1200 kHz H-ADCP using intensities recorded 3 m from the instrument. Tteedkpicted in panel (b)
include all the data shown in panel (a) plus data from ten days of low otrati®n data from November
2009. The thick gray line is the least-squares linear regression to theltathin gray lines arg- 50 %
these y values, Ris the correlation coefficient and n is the number of data points used fot.the fi

The purpose of grouping the data in terms of events was to shaivthe relationship be-
tween concentration and backscattering level changedisagrtly from one event to another.
This is due to the slight changes in grain size that may bereédédetween and within events.
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In Table 3 ofMoore et al.(2011), we presented theoretical values of the scatteringtion,
(f?a®) /ps (a®), for three distinct grain size distributions that were olsed at Romans-sur-
Isére. Although the differences between the probabilitysitg distributions of grain size ap-
peared negligible, the presence of larger particles in sofrthe samples led to substantial
differences in the theoretical scattering functfonFor an acoustic wave with a frequency of
1228.8 kHz, the three values ¢f..*a®) /p, (a®) were9.4 x 10~* m?/kg, 4.4 x 10~* m?/kg
and6.1 x 1073 m?/kg. The first two values were computed for samples collectedhe fall
of the spring flood, while the third value corresponded torafda collected mid-May during a
small high concentration event (max concentratior-df20 mg/L). We see that the theoretical
scattering function can change by almost an order of magmiais a result of the slight differ-
ences in grain size that occur at Romans-sur-Isere. Both éoeytland our observations suggest
that using the calibration model fit with data from one evertwert the backscattered intensity
to concentration during another event with different grsiges, can lead to an over or under
prediction of concentrations by almost an order of magm@itud

Since the calibration curve is so sensitive to slight chamgegrain size, caution must be taken
when using this method to predict sediment transport. Nlegksss, single calibration curves
can and have been used by other researchers to estimatesasiignded sediment loads (e.qg.
Wood 2010) from side-looking ADCP intensity data. Using caltima curves based on less
than twenty samples collected at different times througlotear, Wood used the backscattered
intensity of a 3.0 MHz and 1.5 MHz H-ADCP to obtain time seriéthe daily load of suspended
sediment at two study sites. These results were found to tEagonable agreement with trans-
port curves. Therefore, depending on the desired accuratyhe time scale on which one is
interested in studying sediment transport, the backseattatensity inversion method may be
acceptable. However, if an order of magnitude error is noeptable, then an event-specific
intensity inversion method must be used.

6.2.3 Rho6ne Canal at Montélimar

As stated earlier in this chapter, we have insufficient mesamsants of concentration at the Mon-
télimar study site in order to perform the acoustic calibraproperly, however we can use the
daily-averaged values of concentration downstream asAiée have measurements of backscat-
tered intensity at Montélimar and concentration at Arlesafgood part of 2010. As with Saint-
Georges, the intensity values are the three-beam averagetity. Figure 6.12 is a plot of the

IN.B. The distributions that are plotted Moore et al.(2011) are not probability distributions.
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concentration at Arles versus the daily-averaged badiesoag level, BL, recorded 14 m from
the 300 kHz H-ADCP at Montélimar. We have not accounted fopagation time between the

two sites since the purpose of this subsection is merely teraéne whether or not such an
inversion method is feasible.

y=0.034x-1.8
R%=0.52, n = 237
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Figure 6.12: Daily-averaged values of suspended sediment concentration at Amtsgsvthe daily-
averaged backscattering levBll. measured at 14 m from the H-ADCP at Montélimar for all available
data in 2010. The thick gray line is the least-squares linear regressiondatthehe thin gray lines are

50% the y-values predicted by this line? R the correlation coefficient and n is the number of data points
used for the fit.

Although the maximum concentration in 2010 for which we hageustic measurements is
only 200 mg/L, it can be seen from Figure 6.12 that the badiextag level is a continuously
increasing function of concentration. Signal saturat®nat a problem at Montélimar as it is
for the 300 and 600 kHz H-ADCPs at Romans and the 300 kHz H-ADCRGeSrges. This is
likely because the H-ADCP at Montélimar operates in wide badth mode, unlike the 300 kHz
instruments elsewhere, as was previously discussed ilo8&c8. When an instrument operates
in wide bandwidth mode, the signal to noise ratio (backscett intensity) is less than when it
operates in narrow bandwidth modeldy and Medwinl1977, p. 122).

The results at Montélimar are very promising. Since the beattering level is independent
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of range at this study site (see Figure 4.16), as it shouldba homogeneous distribution of
sediment and an unobstructed line of sight, the data fromedisurement cells resemble the data
that were presented in Figure 6.12. The range-independs#rtibe relationship combined with
the large range of detectable concentrations implies tlembackscattered intensity inversion
method could be applied to data at this site. However, itdaardhat a proper calibration can only
be obtained using water samples collected at Montélimar.

6.2.4 Rhone Canal at Tricastin

In this section we present a comparison between the datctead by the 300 kHz H-ADCP at
Tricastin and the concentration at Arles in order to exartieefeasibility of using the backscat-
tered intensity inversion method at this study site. As witbntélimar, the intensities are the
three-beam average. Figure 6.13 is a plot of the daily-gesfaoncentration at Arles versus

the daily-averaged backscattering level using data recbid m from the H-ADCP for all data
recorded in 2008.
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Figure 6.13:Daily-averaged values of suspended sediment concentration at Arassithe backscatter-
ing level measured at 14 m from the H-ADCP at Tricastin for 2008. Thé& tirigy line is the least-squares
linear regression to the data, the thin gray lines-ar80% the y-values predicted by this line? B the
correlation coefficient and n is the number of data points used for the fit.
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As with Montélimar, we find that the concentration is a comtinsly increasing function of
BL, although the maximum concentration at which we have amustasurements is only
40 mg/L. Since this H-ADCP operates in narrow bandwidth maede expect that at concen-
trations higher than 40 mg/L, the signal will saturate, ado#s for the 300 kHz instruments at
Saint-Georges and Romans. By further examination of datahwtrs here, we saw that the
backscattering level at Tricastin was independent of rdogall distances within 50 m of the H-
ADCP. This implies that the data from any of the cells withie tinst 50 m could possibly be used
to do an inversion based on the backscattering level. AsMidhtélimar, in-situ measurements
with a higher temporal resolution are required in order tdgren a proper calibration.

6.3 Application of the attenuation inversion

6.3.1 Saodne River at Saint-Georges

As can be seen from the turbidity data that were presenteiduré-6.6, the maximum concentra-
tion that was observed at Saint-Georges during the studggeias 120 mg/L. Since this value
is fairly low, we did not expect to see attenuation due to tispsnded sediment, and nor did we.
Historical records at this site show that concentratiomsrarely much higher: records from a
flood that occurred in February 2006 show that the maximunceeination was 146 mg/LLé
Coz et al, 2007), while the maximum concentration of 1995 recordedstation 28 km upstream
was 124 mg/L Astrade 2005). As a consequence, the high concentration methoonwecting
sediment attenuation to suspended sediment concentcatiomot be used at this study site.

6.3.2 Isere river at Romans-sur-lsere

Concentrations at the Romans-sur-Isére study site are onrdee af 10 mg/L most of the year,
but during the spring snow melt they are on the order of 1 gheyrare also high during the
annual dam maneuvers which occur during the summer montks Upstream at the St Egréve
dam and on the Longefan retention basin on the Arc river wisch tributary to the Isére,
~ 130 km upstream. During the spring and summer of 2010 we =gt number of natu-
ral and man-made events with the three H-ADCPs and therefmeegignificant attenuation data
at this site.

To begin with, results are presented from the spring floocchioiccurred between May 31
and June 2, 2010. Figure 6.14 is a plot of the concentraticasored by the optical turbidity
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meter versus the sediment attenuation observed at theftiecpeencies for this event. Linear

regressions are fit to the data using the least-squares dhdti®inverse of the slope of these

lines is the experimental value of the attenuation constagt). Water samples were collected

every four hours on the fall of the flood. The concentratioluga measured in these samples
were about 20% less than the actual concentration. This & wh would expect from the data

presented in Figure 3.6 which show that use of the lineatiosiship between concentration and
turbidity will have a tendency to over-estimate the actualaentration at values greater than
~200 mg/L.

Another thing to note about Figure 6.14 is that the value efytintercept of the linear regres-
sions increases with increasing frequency. Theoretidalihould be zero, since zero suspended
sediment should lead to zero sediment attenuation. Theamny-intercepts may indicate that
either the attenuation due to pure water was underestimateédere was some other source of
attenuation that was unrelated to the suspended sedinuehtas bubbles. However, they more
likely represent normal experimental error.

Since we have grain size measurements for samples collentdite fall of this flood (one
every 4 hours starting at noon June 1), we can compare theetiead values of the attenuation
constants computed for the measured grain size distrimitio the experimental results. From
the inverse of the slope of the linear regressions in Figutd,&he experimental attenuation
constant is 0.032 kg for the 300 kHz instrument, 0.059%fkg for the 600 kHz instrument
and 0.115 rivkg for the 1200 kHz instrument. The 300 kHz value is in goodkament with the
theoretical values for this event (0.032 - 0.035Ykg. The 600 value is about two thirds what is
predicted by theory: 0.087 - 0.09CPfkg, while the 1200 kHz value is about half the theoretical
values, 0.211 - 0.214 1kg.
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Figure 6.14:Relationship between concentration from optical turbidity and sediment attenumea-
sured with the 300 kHz (blue), 600 kHz (magenta) and 1200 kHz (redpid@Ps between May 31 and
June 3, 2010 at Romans-sur-Isére. The least-squares lineasssiegeto the data are showr? R the
correlation coefficient and n is the number of data points used for the fit.

Four days of data from what appears to be a second natural di@shown in Figure 6.15.
This event occurred between June 16 and June 20, 2010 andathemam concentration was
2 g/L. In Figure 6.15, one’s eye may be drawn to the handfulutfiers in the 1200 kHz data.
These points correspond to a peak in attenuation that amtatrthe start of the flood. Since
sediment deposits are often eroded on the leading edge d&fleloen velocities increase quickly,
we speculate that the 1200 kHz instrument is detecting agehangrain size to which the other
instruments are less sensitive. Unfortunately we did nbecbany water samples during this
event, but we know from Figure 2.4 that the 1200 kHz instrursbould detect attenuation due to
scattering from particles with radii between 30 and /1®Q(large silts and fine sands), while the
300 and 600 kHz instruments should not. Thus, itis likelyt tha peak in 1200 kHz attenuation
data on the rise of the flood indicates the presence of lamyéc|es.

As for the 300 kHz instrument, considerable differencesenssen between the attenuation
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data that were calculated from the three beams. There wsvdaabe fluctuations in the atten-
uation value when the concentration was less than 500 mg/taa be seen in Figure 6.15. As
such, we have limited confidence in the 300 kHz attenuatida dalow concentrations. The
slope of the linear regression to the 300 kHz data is twice ftirathe May 31 event, though

it yields an experimental attenuation constant of 0.0%#&g) which is within the limits of the
theoretical values computed for all grain size distribogioneasured at Romans throughout the
year. The slopes of the linear regressions in Figure 6.1Bedse with increasing frequency, as
in Figure 6.14, but there is more scatter in the data at cdratens less than 500 mg/L. The
slopes of the 600 and 1200 kHz data are similar to those fquréngous flood. They are half the
theoretical values computed for the grain size distrimgithat were presented in Table 3.5.
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Figure 6.15:Relationship between concentration from optical turbidity and sediment attenumea-
sured with the 300 kHz (blue), 600 kHz (magenta) and 1200 kHz (redlDigPs between June 16 and 20,
2010 at Romans-sur-Isére. The least-squares linear regressthasiata are shown,’Rs the correlation
coefficient and n is the number of data points used for the fit.

Lastly, results are presented from a man-made event whlried June 30 2010. This event
was characterised by a quick rise in concentration from 60Lnm 2.5 g/L over a period of
3 hours, followed by a descent that lasted 8 hours. The seaudt shown in Figure 6.16. As
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with the second flood, we have no water samples for this evEm. experimental attenuation
constants for the data presented in Figure 6.16 are 0.G2@Qn0.040 m/kg and 0.077 rikg
for the 300, 600, and 1200 kHz data, respectively. Againy#iee for the 300 kHz attenuation
data is in agreement with the theoretical values for sphkparticles, while the values for the
600 and 1200 kHz data are smaller than the theoretical valpabout a factor of two.
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Figure 6.16:Relationship between concentration from optical turbidity and sediment attenumea-
sured with the 300 kHz (blue), 600 kHz (magenta) and 1200 kHz (redpid+Ps between June 30 and
July 1, 2010 at Romans-sur-Isére. The least-squares linear siegreso the data are shown? B the
correlation coefficient and n is the number of data points used for the fit.

The discrepancy between theoretical and experiment vaduédsely because the theoretical
values assume two things: (1) all particles are spherich2nthe results from laser grain size
analysis are correct. The particles are clearly not spaleaind, as has been previously discussed,
there is uncertainty in the grain size measurements. P#énealiscrepancy between theoretical
and experimental values could also be explained by the mbisof flocculated particles at the
study site. Although the scattering and attenuation cheriatics of flocculated particles are not
known, the presence of flocs in rivers has been confirmeBroppo and Ongley1994). The
possibility of flocs could be explored in future studies wiltle use of an in-situ laser grain sizer
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such as the LISST.

The results of Figures 6.14 - 6.16 show that the calibrationefor the attenuation method
can change from event to event by up to 60% for the 300 kHz dathby 20 - 30% for the 600
kHz and 1200 kHz data. Since the differences between then@iband theoretical values at
600 kHz and 1200 kHz are upwards of 100%, this supports thefussingle calibration curve
based on observations at this study site. However, in thenaglesof turbidity measurements or
water samples to fit an experimental relationship, we shbeléble to predict concentration
from the attenuation data within a factor of two using thamgsaze distributions of the primary
particles that were measured in the laboratory.

6.3.3 Rhone Canal at Montélimar and Tricastin

As previously mentioned, the nearest station at which we lsancentration data for both Mon-
télimar and Tricastin is Arles. Since attenuation valuesa@ange significantly in the course of
a day, it is not prudent to use this information to calibratelationship between attenuation at
Montélimar and Tricastin and concentration. We therefaeinversion method (2), by comput-
ing concentration values using Equation 6.14, wWith = (¢,) + (¢,) = 0.03 nt/kg and with
(¢) =0.064 ni/kg. The first value is a typical value for the grain sizes obse upstream at
Romans-sur-Isere, while the second value is the maximumedhtoretical viscous attenuation
at 300 kHz for spheres of a single size (see Figure 2.4). Suecexpect the grain sizes at Mon-
télimar to be similar to those at Romans, the first value givieatwe expect to be reasonable
results. The latter provides the minimum possible conediotn for the event. Time series of
the two concentration estimates from the Montélimar ati¢ion data are compared to the daily
averaged concentration at Arles in Figure 6.17.

It can be seen from Figure 6.17 that the acoustic attenudata at Montélimar can be used
to capture high concentration events both in form and magdait As for the measurements at
Tricastin, the concentration from the attenuation datdatgx against the concentration data at
Arles in Figures 6.18 and 6.19. Figure 6.18 is a plot of alilatde data in 2008 and Figure 6.19
is a plot of the 2010 data.
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Figure 6.17:Time series of concentration measured by filtration at Arles (black) comparealues
from the attenuation of the 300 kHz H-ADCP intensityMontélimar for 2010. Data from Arles are
daily averages, while the data from Montélimar are calculated from fifteentmiaveraged intensity

profiles usingM = a,/(¢) with (¢) = 0.03 nt/kg (blue) and 0.064 Aikg (cyan), which is the maximum
value for grains of a single size at 300 kHz.
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Figure 6.18:Time series of concentration measured by filtration at Arles and by the aitemoé the
300 kHz acoustic data dtricastin for 2008. Data from Arles are daily averages, while the data from
Tricastin are calculated from fifteen-minute averaged intensity profileg usin= «/(¢) with (¢) =

0.03 nt/kg (blue) and 0.064 Aikg (cyan), which is the maximum value for grains of a single size at
300 kHz.
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Figure 6.19:Time series of concentration measured by filtration at Arles and by the ditamaé the
300 kHz acoustic data dtricastin for 2010. Data from Arles are daily averages, while the data from
Tricastin are calculated from fifteen-minute averaged intensity profileg udin= «a,/(¢) with (¢) =

0.03 nt/kg (blue) and 0.064 Aikg (cyan), which is the maximum value for grains of a single size at
300 kHz.
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Next we compare the concentration time series obtained fhenattenuation data at Montéli-
mar to the values obtained at Tricastin. Although the sitesaly separated by 15 km, it must
be kept in mind that between the two sites there is the Chagedildam, the confluence with the
old Rhéne, the branching of the river into the old Rhéne and thiezBre canal and the Donzére-
Mondragon Dam. A comparison of the two concentration tinreeses shown in Figure 6.20 for
all concurrent data recorded in 2010, along with a zoom onmagor events in the bottom two
panels of the plot. It can be seen that there is very good agmeebetween the concentration
data at the two study sites. Nevertheless, the Tricastaatat much noisier. This may be due to
a variety of reasons including the relative shallownessefihstrument, its non-negligible roll
(-1.7), and the fact that it is in a navigation canal.

As for the downstream propagation of the suspended seditheribservations are consistent
with what we would expect. Firstly, the concentration valaee less at Tricastin than at Montéli-
mar. This is expected because the sediment will have a tepdersettle to the bottom and get
trapped behind the various dams as it propagates downs(Braward, 1987). In addition, there
are no other sources of suspended sediment between thetéso Secondly, the propagation
time of the peaks in concentration is between 2 and 4 houiis.iJ konsistent with a mean flow
speed of 1 - 2 m/s to cover the 15 km that separates them. Thisfleed is consistent with the

velocities that were observed at the Chateauneuf dam.
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Figure 6.20:Time series of concentration measured by filtration at Arles (black) andebgttenuation

of the 300 kHz acoustic data at Montélimar (blue) and Tricastin (magentaPid). Data from Arles are
daily averages, while the data from Montélimar and Tricastin are calculatedffiteen-minute averaged
intensity profiles using/ = a,/(¢) with (¢) = 0.03 nt/kg.

6.4 Conclusion

In this chapter we presented the two methods that can be ag®ektt the backscattered intensity
profiles from the H-ADCPs to suspended sediment concentisatibhe first method is the inver-
sion of the backscattered intensity. We presented calliloraurves between the backscattering
level and the concentration of suspended sediment at thiedffiarent study sites. The appli-
cation of this method is limited to relatively low concentoas of suspended sediment. This
is because the intensity values obtained when using theltiskttings of RD Instruments 300
and 600 kHz Workhorse H-ADCPs are saturated at relativelydomcentrations< 60 mg/L)
within the first 30 m from the instruments. We concluded tha method was very sensitive to
the changes in grain size that can be observed between nitomalonditions (mainly silts) and
floods (mainly silts with some sands).

The second method that was presented in this Chapter is émation method. This method
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is what we call the high-concentration inversion methodg¢siit requires relatively high con-
centrations of suspended sediment in order to induce sediatenuation. The hypothesis un-
derlying this method is that the concentration and graie sie2 homogeneous across the pro-
file, though the attenuation can also be calculated betwemghibouring cells. The attenuation
method could not be used with the data collected on the Sad@resmce the concentrations that
were observed<100 mg/L) were not high enough to induce attenuation of tf@K38z signal.
In contrast, the method was applied with outstanding sgcaethe Romans-sur-Isere study site.
Co-incident measurements with the calibrated optical tlipimeter at Romans were used
to establish experimental relationships between sedimdenuation and concentration of sus-
pended sediment for a number of different events. We foustthdt linear relationships between
the two parameters, which is consistent with theory. Thegrpental values of the sediment at-
tenuation constant were within a factor of two of the valuesdicted by theory for attenuation
from spherical particles. The experimental values of thenaation constant varied by 20 - 60%
from event to event. This is greater than the typical intesré¢ variation of the calibration curve
of a turbidity meter, but it is much better than the variatminthe calibration curve for the
backscattered intensity method. It was concluded thattteawation inversion method is ideal
for measuring suspended sediment concentrations wherwewatons at our study sites are on
the order of 100 mg/L or higher.



CHAPTER Y/

APPLICATION OF THE ATTENUATION
INVERSION METHOD TO SPECIFIC
HYDROLOGICAL EVENTS

In this chapter we combine the measurements at the variodg sites to analyse the data from
a natural flood. In terms of the propagation of discharge, axehmeasurements at the various
dams and hydrometric stations as well as the measuremefitsvospeed from the horizontal
ADCPs. The index-velocity relationships that were presgme&hapter 5 are used to convert the
H-ADCP velocity to the discharge velocity, which is then nplied by the wetted area to get the
discharge. As for measurements of the suspended sedinehgwe data from a turbidity meter
on the Isére at Beaumont-Monteux, the concentration measumts on the Rhone at Arles, and
the acoustic data from the various H-ADCPs. The locations@f/arious sites were previously
presented in Figure 3.2.

We use the attenuation inversion method that was presemteelition 6.1.2 to determine con-
centrations of suspended sediment, and the method prdser8ection 6.1.3 to determine grain
size from the attenuation measurements. The event thaaigsad is the flood which occurred
on the Isere river between May and June 2010. This event extase for two reasons, the first
being that it was the largest flood that occurred on the Ideee during this thesis. Secondly,
the turbidity meter did not function during twelve hours e tise of the flood; thus, the objec-
tive was to determine whether the acoustic data could filggqein the optical measurements of

concentration.
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7.1 Studying the Propagation of a Spring Flood

A spring flood on the Isére river was first detected at Romangssue on May 31, 2010. In
order to collect water samples throughout the event, we weetite study site to program the
automatic sampler. We arrived at the site on the morning néJy 2010 and found that the
turbidity meter had stopped working due to a programmingreit was restarted around noon.
The automatic sampler was used to collect water sampleg earhours on the fall of the flood.
These samples were analysed for both concentration and gje and the concentration data
were found to be in satisfactory agreement with the turpidifita, as can be seen from Figure 7.1.
Data were collected with the three H-ADCPs and the water kese$or throughout the flood.

9
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Figure 7.1:A time series of the concentration data at Romans-sur-Isére measurealthyttidity meter
(black line) and by in-situ sampling (red triangles).

In the following analysis, we average the raw H-ADCP data dweren minutes in order to
smooth fluctuations. In order to obtain the discharge veldmm the velocities measured by the
H-ADCPs, we use the data collected in the cell that is centdeah from the right bank for each
instrument since this is one of the few distances at whicborsl measurements could be made
by all three instruments. The velocity at 14 m is converteth®discharge velocity using the
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index velocity relationships that were presented in Figir8, 5.8 and 5.9. Since concentrations
were high throughout the entire event, a unique relatignsin be used to convert the velocity
measured by the H-ADCPs to the discharge velocityi,¢V}, is a constant. The index-velocity
values for each H-ADCP arg,/V},, = 1.11, 1.05 and 1.09 for the 300, 600 and 1200 kHz H-
ADCPs, respectively. As previously discussed in Sectior?5tBe difference between the ratios
for the different instruments is not significant since thenstard deviation about this value at
high intensities is 5-6 % (Note: the spread between the whssk the box and whisker plots of
Chapter 5 is four standard deviations).

To get the discharge, we multiply the discharge velocityrfreach H-ADCP by the average
wetted area for the fifteen minutes corresponding to the HERDlata. We determine the wetted
area from the water level and bathymetry data, as was pralyidiscussed in Section 5.2. Based
on the temporal fluctuations in the water level and the portibthe river near the edges for
which we do not have bathymetry data, we estimate the unesria our values of the wetted
area to be about 4%. The concentration of suspended sedsratermined from the sediment
attenuation that is detected by each H-ADCP. We use the methitided in Section 6.1.2 to
get the sediment attenuation from the fifteen-minute aestagtensity profiles. The calibration
curve for this particular event (Figure 6.14) is used to ihegtenuation to concentration. Based
on the difference between the concentration values froropkieal turbidity meter and the water
samples that were depicted in Figure 7.1, we estimate thertamcty in the concentration values
from the attenuation inversion method to be about 10% farphrticular event.

Figure 7.2(a) is a plot of the concentration values from #&aireent attenuation at the three
frequencies overlayed on the data from the optical tunpidieter. Figure 7.2(b) is the time series
of the velocity measured by each H-ADCP at 14 m from the rigmkbaPeriods of missing
velocity data in subplot (b) indicate that the velocity abulot be measured at that distance
due to too high a sediment attenuation. Figure 7.2(c) is a 8aries of the sediment transport
rate, or suspended sediment discharge, in kg/s assumihghth@aoncentration of suspended
sediment was vertically uniform. These values are caledlatly multiplying the concentration
in kg/m® by the discharge, which is the product of the wetted arealendischarge velocity. As
previously mentioned, the discharge velocity is obtaimedhfthe previously established index-
velocity relationships.

The turbidity data and the 600 kHz acoustic data are not digade in Figure 7.2(a) because
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they are nearly identical to the 1200 kHz data, which wereldseto be plotted. It is not sur-
prising that the concentration values from the three H-AD@&fesin good agreement with one
another. This is because the co-incident optical and aicaligtata for this event are the calibra-
tion data that were used to determine the experimental sgdiattenuation constant. There are,
however, slight differences between the values predicyatidn 300 kHz instrument and the 600
and 1200 kHz instruments: the 300 kHz instrument prediggdr concentration values prior
to the rise of the flood and slightly different values durihg flood. The high concentration
values that it predicts prior to the start of the flood are ealistic. The instrument’s difficulty
in measuring concentration when the sediment attenuagitmwi is not surprising given its poor
positioning and the relatively low attenuation at this fregcy. Regardless of this disadvantage,
from Figure 7.2(b) it can be seen that the 300 kHz instrumex#t &ble to measure velocities at
distances further across the river than its higher fregesnmounterparts. This is partly due to
its positioning 6 m from the wall, but also because the siggabt as strongly attenuated.
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Figure 7.2:(a) Concentration of suspended sediment at Romans-sur-Isérersttasth the turbidity
meter (black) and the 300 kHz (blue), 600 kHz (magenta) and 1200 ldd) Gi-ADCPs. (b) Along-
stream velocity measured at 14 m from the right bank with the three H-ADXDBS(c) the resulting
sediment transport rates in tonnes per second.

In order to study the propagation of this event, we have lyodaka from a turbidity meter
belonging to EDF on the Isére river at the Beaumont-Monteaticst, 15 km downstream of
Romans. These values, which are averaged over one hour, #ipliedi by the discharge at
Beaumont-Monteux in order to get the sediment transport fatether downstream is the 300
kHz H-ADCP at Montélimar. We calculate the concentratiomfrihe sediment attenuation us-
ing the experimental attenuation constant at Romans foettist,(¢...,)=0.03 nt/kg. To get the
transport rate of suspended sediment we multiply the cdretén by the discharge data from
the Chateauneuf dam 500 m downstream. (Note: we could havaisés] the velocity values
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from the H-ADCP itself). Lastly, we have measurements of eotr@tion and discharge at Ar-
les. The concentration values are integrated over one dtyilve automatic sampler collecting
small amounts of water every hour. The discharge valuesabdtave are the daily maximum
discharge. The multiplication of the daily integrated cemication and the daily maximum dis-
charge gives an upper estimate of the average daily sedinagsport rate, though it gives no
information on the details of the sediment transport evenall cases it has been assumed that
the concentration was vertically uniform.

Figure 7.3 is a plot of the rate of suspended sediment trahgp&g/s measured with the
various techniques at the various sites for this event.reigu! is the same data with the sediment
transport rates plotted on a logarithmic scale. Error beeshat depicted in this plot since it is
already busy enough, however, we estimate the standardtaimty on the sediment transport
rate that was determined with the H-ADCP data tatb&2 % for this event. The details of this
calculation are given below.

The sediment transport rate from the H-ADCP datga,is the product of the index-velocity
constant, i, the index velocityV},, the wetted aread, and the mass concentration from the
H-ADCP, M,:

U, = KV, AM,. (7.1)

The standard uncertaintyy, in the sediment transport rate can be calculated usingtlosving
formula if we assume that the errors on the different paramsetre mutually independent:

Uy 2 UK 2 uy;, 2 U\ 2 Ung, 2
(%) = (%) + ( v ) () (v) (7:2)
From the error bars in Figures 5.3, 5.8 and 5.9 we seeithak’ is ~5%. For the three H-ADCPs,
the statistical uncertainty for velocity measurements enaih one ping is 66 mm/s. Since we

average over 15 pings, the standard error is/86/ which is 17 mm/s. For a flow speed of 2 m/s,
this corresponds to an uncertainty of 1%. We already meedidiat the uncertainty in the wetted
area is 4% and the uncertainty in the concentration valudgki®event is 10%. Combining these
values we obtain a standard uncertainty of 12% for the sadime&nsport rate.



153

12000 ‘ ‘
—— Rom 300 kHz
—— Rom 600 kHz
— Rom 1200 kHz
_ 10000} — BM turbi (+ 15 km) 7
R Mont 300 kHz (+ 85 km)
g == Arles
@ 8000F R
©
o)
& 6000} 1
C
©
% 4000
£
S
5]
(0)]
2000+ R
Ay L o I Ml s

0
05/30 05/31 06/01 06/02 06/03 06/04 06/05

Figure 7.3:Sediment transport rates calculated using data from the various H-ABORSmMans-sur-
Isére, the turbidity meter at Beaumont-Monteux combined with the dischatbe Beaumont-Monteux
dam, the H-ADCP at Montélimar combined with the discharge at the Montélimar ddwater samples
at Arles combined with values of the maximum daily discharge.
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Figure 7.4: Sediment transport rates plotted on a logarithmic scale. Values are calcutatgddata

from the H-ADCPs at Romans-sur-Isere, the turbidity meter at Beaumontévix combined with the
discharge at the Beaumont-Monteux dam, the H-ADCP at Montélimar combinetheitiischarge at the
Montélimar dam and water samples at Arles combined with values of the maximundiaiharge.



155

It can be seen that the sediment transport rate that is meshgauBeaumont-Monteux is slightly
higher than that at Romans-sur-Isére, though it is not sagnifly different, given the uncertainty
of the data. Nonetheless, multiple explanations exist taemptially higher sediment transport
rates at Beaumont-Monteux than at Romans-sur-Isére. To betfinfurther sediment may be
eroded into suspension with propagation downstream. $#cdhe La Vanelle dam, which isin
between Romans and Beaumont-Monteux, could have been opéahedian usual during this
natural flood, which would likely result in erosion of the sadnt that was previously deposited
upstream of the La Vanelle dam.

It can be seen that the rate of sediment transport at Mordaél{on the Rhéne canal) is sig-
nificantly less than it is on the Isére river. This is what weuldoexpect since the flood only
occurred on the Isere river and not on the Rhéne. As such, ther wauld have been heavily
diluted at the confluence of the two rivers. There would alaeehbeen sedimentation behind
the Beaumont-Monteux dam. The estimate of the sedimentpoaingate at Arles is an order
of magnitude less than at Montélimar. We expected a decieasespended sediment since the
sediment should have a tendency to deposit with propagdtamstream, both along the river
and behind the numerous dams.

7.2 Variations in suspended sediment grain size throughout the flood

In this section we use the theory that was outlined in Se@i@r8 to compute the grain size of
the suspended sediment for the flood that was presented meti@us section. For this analysis
it is assumed that the particles had lognormal size digtabs. By comparing the attenuation
that is observed at the different frequencies to the thealetttenuation constants for a range of
median grain sizes, we obtain an estimate of the size ofgestin suspension throughout the
event. The median radius of the particles is taken to be t#teetBat minimizes the sum of the
absolute values af ; for all three frequency combinations (see Section 6.1.3udher details).
Figure 7.5(a) is a plot of the attenuation data at the thregukencies for the flood, and Fig-
ure 7.5(b) is a plot of the median grain radiug determined from the acoustic measurements. It
can be seen that apart from the apparent decrease in themmnadias from 35um to 20um at
the start of June 2, 2010, the median grain size changes aiigithroughout the event. The time
at which the observed change in grain size occurred comeispio the time at which there was
a peak in attenuation (see Figure 7.5(a)). Since the pedieiBQ@0 and 600 kHz data occurred
slightly earlier than the peak in the 1200 kHz data, the satibthe attenuation at the different



156

frequencies are altered, which leads to the different ediom of ax.
(a)

1 :

osf | W

T 06}
£
o)

» 0.4} |
L™

LT N

O s s
05/31 06/01 06/02 06/03

(b)
50

Ok Ly, Avp\m‘

=
g 30
3 20t
@

10}

0 s s
05/31 06/01 06/02 06/03

Figure 7.5:(a) Attenuation data measured with the 300 kHz (blue), 600 kHz (magerda)200 kHz

(red) H-ADCPs at Romans-sur-Isere. (b) The median grain raditasnatd using the multi-frequency
attenuation inversion method.

The vertical lines in Figure 7.5 represent the time for whdekailed grain size determination
plots are presented in Figure 7.6. This Figure depicts theevaf ¢; ; as a function of median
grain radius for the three frequency combinations for eddhe four time steps. The sum of
their absolute values is shown in red. The data in subplotdajespond to the very start of
the flood, the data in subplot (b) and (c) correspond to highegof attenuation towards the
middle of the flood, and the data in subplot (d) correspontiémiarrow peak in attenuation that
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was just discussed. We see that at 12:15 May 31, a partictdar gize is hard to discern since
the minimum value ob¢; ; is not very pronounced. This is likely due to the small amaafnt
attenuation at the start of the flood. At 00:45 June 1, thena#tion is high at all frequencies,
and the sum of; ; has a fairly distinct minimum. The same is true of the datenftid:15 June 1.

At 01:45 June 2 we see that there are two possible grain siimeagss, either 2(um or 66 m,
but the minimum is at 2@m.
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Figure 7.6:Four examples of the multi-frequency size estimation method based on théiaattienua-

tion data. The parametey; is the relative difference between the estimations of concentration with the
data from two frequencies, assuming a particular median radius.. The soliglfireesize from the 300 to
600 kHz comparison, the dotted line is from 600/1200, the dash-dotted lires300/1200 and the red
line is the sum of the absolute value of the three curves.

Grain size analysis was performed on all of the samples atelteon the fall of the flood
(see Figure 7.1). The size distributions measured for teasgles are shown in Appendix A.
The median radius from the laser grain sizer was aboum6for all samples. This value is
substantially different from the estimation from the mdfitequency attenuation data, 3&n.
As was seen in Chapter 2, Section 6.1.3, the size estimategrelependent on the assumed
form of the grain size distribution. Nevertheless, the ltisguresented in this section show that
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even with a good assumption of the form of the grain sizeibigion, it is not always easy to
discern a particular grain size from the multi-frequendgmbation data. Therefore, we conclude
that at this stage of the research multi-frequency attéouaata are not sufficient to provide
guantitative estimates of grain size.

On the other hand, multi-frequency attenuation data appgaiovide qualitative information
of the variation in size of the suspended sediment throughants. Take for example the multi-
frequency data shown in Figure 6.15. These data were ocetletiring a flood which occurred
in June 2010. Although there is a fairly distinct linear tiglaship between sediment attenuation
and concentration for the 300 and 600 kHz H-ADCPs, the sametisrme of the 1200 kHz
data. There are a handful of points that correspond to velgthigh attenuation at 1200 kHz
for relatively low concentrations. These values, whichedie from the otherwise straight line,
occurred on the rise of the flood.

The observation of attenuation at 1200 kHz but not 300 andkB@0ndicates that the 1200 kHz
instrument detected attenuation from a size of particleghich the other two instruments were
less sensitive. From Figure 2.4, it can be seen that the 1H@0rstrument should be more sen-
sitive to fine sand patrticles (radii ranging from 30-108) than the other two instruments. Thus
our observation suggest that larger particles were eraottedsuspension on the leading edge of
the flood. This is very plausible. However, when applying tigti-frequency size inversion
method, we could not get a satisfactory estimate of gram Sihe value tended towards infinity
for this temporary peak in 1200 kHz attenuation.

Our results demonstrate that at the present time multis#aqy attenuation data can be used
to monitor changes in grain size of suspended sedimenttgtingi but not quantitatively. Labora-
tory experiments with controlled grain size distributi@me required in order to better understand
how sound is attenuated by suspension of silts and clayserBgttin size analysis of the sed-
iments is also required. For one, the samples should bergaeet to assure that no organic
matter is present. Also, complementary size analysis witklactro-resistance sizer, such as a
Coulter Counter should also be performed.



CHAPTER 8

CONCLUSIONS

The aim of this thesis was to determine the capacities anthlions of using commercial hori-
zontal ADCPs to measure sediment fluxes in rivers by propcsilegjuate inversion approaches
and methods. Over the last five years these instruments f@@vedypopularity for continuous
measurements of flow speed in rivers. Their use for measadngentrations of suspended sed-
iment has also been explored. Despite this, the literategens to lack sufficient information on
the capacities and limitations of these instruments. Simekminary studies showed that veloc-
ity measurements made using H-ADCPs were not accurate dokinfiow conditions, one aim
of this study was to identify the source of measurement emod quantify their accuracy as a
function of hydrological and suspended sediment condstidrhe second aim was to develop a
method for determining fluxes of suspended sediment at theugastudy sites.

In this thesis we presented measurements made using RDnesits horizontal-ADCPs at
five different study sites in the Rhéne river basin. These site run by Compagnie Nationale du
Rhéne (CNR), Electricité de France (EDF) and Cemagref Lyon, lamtHtADCPs from which
the measurements were presented belong to either CNR, EDEJextyfie RDI. The areas of
focus of this dissertation were four-fold. To begin withe timportance of proper positioning of
the instruments was explored. Next we focused on the acgwfathe velocity measurements
and the factors controlling this accuracy. Thirdly, we preged two methods for determining con-
centration of the suspended sediment, but concentratedply on a novel attenuation method.
A novel method for monitoring changes in grain size of thesusled sediment throughout high
concentration events was also developed. Finally, we egplie attenuation inversion method
to determine sediment transport rates and variations in gize for a particular event.
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8.1 Positioning

In Chapter 4 we demonstrated that despite what is stated gahefacturer, horizontal ADCPs
are not resilient to scattering from the surface at a graaimgje. By applying oceanographic
concepts to hydrological studies we modelled the air-wiatierface as a Lambertian scatterer.
We showed that the irregularities that were observed in@eBd 600 kHz velocity and intensity
profiles at Romans-sur-Isere during periods of low concéatravere likely due to scattering
from the surface. This can overpower the scattering fronpérécles in the water column when
the water is dilute. The H-ADCPs at Romans were repositionetdwe found that due to the
limited depth and the problems with precisely positioning instruments, it was not possible to
profile across the 85-m width of the river. The simple modeglldone in this thesis can be used
as a tool in the future, sinda situtests to verify proper positioning are not sufficient if dare

a day when concentrations are relatively high.

8.2 Measuring velocity

Data from three study sites were used to investigate thdisabf the H-ADCP velocity profiles.
The H-ADCP data from Saint-Georges and Montélimar were coetp# results from moving-
boat gauging with an ADCP. It was seen that the H-ADCPs underatgd velocity when the
flow speeds were low and the underestimation worsened wstartte from the instrument. We
used discharge data from nearby gauging stations and tlee ¢! at the H-ADCPs to calculate
the mean cross-sectional velocity (the discharge velpeityRomans and Montélimar. Seven
months of discharge velocity data were compared to the igloeasured by the three H-ADCPs
at Romans-sur-Isére at a range of distances from the insttsmé was found that when the
backscattered intensity was low due to insufficient sedirtegnconcentrations; 70 mg/L), the
300 kHz H-ADCP underestimated the velocity. The velocity enedtimation and spread in
the data worsened with decreasing intensity. Alternativ@hen the intensity was low due to
sediment attenuation resulting from high concentrati@isconcentrationg> 100 mg/L), the
velocities measured by the 300 kHz H-ADCP were generally iwifto% of the values from
ADCP gauging.

We concluded that one could apply an intensity-dependeat@xirvelocity type relationship
to obtain the discharge velocity from the 300 kHz H-ADCP déathé signal was low due to
low sediment concentrations. To decide whether the signiaw due to low or high sediment
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concentrations, one must look at the intensity profiles. iba-negligible sediment attenuation
is calculated from the intensity profile, then use of a uniogex-velocity relationship is more

appropriate. The 600 and 1200 kHz instruments at Romans atserestimated velocity when

concentrations were low, though to a lesser extent. The kRP@lnstrument provided the most
accurate velocity measurements of the three instrumentse Siigher frequency signals are
more significantly attenuated, the maximum range at whiell200 kHz instrument can profile
concentration and velocity is much less than that of the 380 ikstrument. Thus, a decision
must be made. If one is interested is accurate velocity nmeasnts up to ranges of only 20 m,
then a 1200 kHz instrument should be used. If, on the othed,ithie goal is to profile further,

but accuracy is less important, then a 300 kHz or 600 kHz H-ABK®uId be used.

8.3 Measuring suspended sediment concentrations and grain size

Two methods were presented for determining the conceotrati suspended sediment from
the backscattered intensity data: direct use of the intedsita or use of the attenuation data.
At the range of frequencies of the instruments used in thidystclay and silt-sized patrticles
lead to significant attenuation of the acoustic signal whamcentrations exceed 100 mg/L.
The attenuation is linearly proportional to the concemrabf suspended sediment. Since the
sediment attenuation was less sensitive than the backss@intensity to the changes in grain
size that were observed, the majority of our study focusetti@mversion of the attenuation data.
Considering that the majority of sediment transport in svsrdone by extreme events such as
floods and dam flushing, this method is particularly adapidtlivial sediment transport studies.
Relationships between sediment attenuation and condentfedm optical turbidity were es-
tablished for the three instruments at Romans-sur-Isera furmber of different events. The
experimental values of the sediment attenuation constédmésned from these calibrations were
compared to theoretical values calculated for the sizeilligions of the primary particles that
were measured in water samples at Romans-sur-Isere. Theneewagood agreement between
theory and observations for the 300 kHz signal. For the 608 ikidtrument the experimental
value was about two-thirds the theoretical value and forith@0 kHz instrument it was half.
Since the attenuation due to viscous absorption is not alsifopction of grain size (see Fig-
ure 2.4), over or underestimation of particles of a giver sian have different effects on the
theoretical attenuation calculated for different frequies. This may explain why the agreement
between the data and the theoretical values calculatedtfrerabserved grain size distributions
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is not the same at all frequencies. In addition, part of tlsaglieement between theory and ob-
servations may be related to the fact that what we measutéeé iaboratory were the grain size
distributions of the primary patrticles in suspension, wliibcs may be present in the river. In a
future study the possibility of flocculation could be inugated with use of an in-situ laser grain
sizer such as a LISST. Lastly, the theory is based on the gggumof spherical grains.

Although we had no physical measurements of concentratigmain size at Montélimar or
Tricastin, attenuation data from these two sites were dividy the experimental sediment at-
tenuation constant observed during a flood at Romans in oodesttimate concentrations of
suspended sediment during a series of small floods. The taigeparation of the peaks in
concentration was consistent with the flow speeds that weserged, and the concentration of
suspended sediment decreased with downstream propagediase would expect.

We presented a method for determining grain size from nfidjuency attenuation data and
discussed the importance of haviagriori knowledge of the form of the grain size distributions.
The difference between the size of the particles obtaindd tive multi-frequency inversion can
differ by a factor of 20 depending on whether one makes thplgtic assumption of single-sized
particles, or the more realistic assumption of a lognorntridution. The actual median grain
size measured by laser grain sizing in water samples cetletiiring the same event was some-
where between the two values. We presented attenuatiorfrdaiea natural flood at Romans-
sur-Isére during which only the 1200 kHz instrument measar¢arge peak in attenuation on
the leading edge of the flood. Since this peak in attenuatias wot detected by the other two
instruments, we suspect that this was due to the presenagea$dnds. We make this assertion
because sands with radii 100 zm have been observed during floods at Romans-sur-Isére, and
we know that the attenuation at 300 and 600 kHz is negligiblepfirticles with radii ranging
from 30-100zm. Multi-frequency attenuation data can therefore be usqudvide qualitative
information on variations in the size of suspended sedismbughout an event.

8.4 Application of the method

In the last section of this thesis we combined the measurenudrvelocity and concentration
(from attenuation) to determine the rate of suspended ssditnransport for a large flood that
occurred in the spring of 2010. Since concentrations wegke, ihe velocity measurements were
assumed to be accurate. For each instrument we used a undgievielocity relationship to de-
termine the mean cross-sectional velocity; that, combimigll the wetted area from bathymetry



163

and water level data gave the discharge. This was multifoiiethe concentration from the at-
tenuation to determine the rate of suspended sedimenptensrhe downstream propagation
of the event was studied with the use of turbidity data 15 kwrdkiream, the H-ADCP data
from Montélimar and daily-averaged values of concentraiad discharge from Arles. With
the use of the size inversion method we determined a valuthéomedian particle radius of
the suspended sediment at Romans-sur-Isere throughoutedhte &Ve saw that size variation
throughout this particular event was minimal.

8.5 Perspectives

In terms of perspectives for this work, the primary objeetis the validation of the intensity-
dependent index-velocity method at Romans and Montélimar.wauld like to see if the dis-
charge velocity can be calculated from the H-ADCP data wighrtrethod with acceptable accu-
racy. This will be done by examining data not used for thebcation of the relationship. If the
method is successful, the next step will be to program thaiaitgpn systems for the instruments
such that these relationships are taken into account astheace acquired. This would provide
the hydropower producers to whom these instruments belatigagcurate measurements of
velocity in real-time.

Secondly, we would like to further investigate the suspdrskrliiment conditions at Montéli-
mar. We have acoustic data that suggests that there is persien of the sediment behind the
dam during dam maneuvers. We also have data that sugge#ig¢haincentrations and/or grain
size are not homogeneous across the profile during theseunesebut lack the data to confirm
this hypothesis. We would like to measure both the spatiditamporal variability of the grain
size and concentration at Montélimar through water sargpmmpaigns. This would enable
us to decide whether these instruments and the methodsogedein this thesis can be used to
detect changes in concentration or grain size across agrofil

Other perspectives include a comparison of RDI horizontalCRB to Sontek instruments,
since the latter are used by a number of researchers at th& Y&G. Topping et al. 2007,
Wright et al, 2010;Wood 2010). In the publications that we have cited in this thebes problem
of signal saturation is not addressed, nor is there any ot inaccuracies in the velocity
measurements. This could be because there are no problams,liBely because the studies
have not yet been undertaken.

The last immediate perspective of this work is the applcatf the attenuation inversion
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method to data collected on the Isére and Rhoéne rivers durnggring of 2008. A large flood
occurred between May and June, 2008 with concentrationsratiR®-sur-Iséere reaching 20 g/L.
This event was of particular interest to the French hydréemmlogical community and our new
method will provide those interested in studying this ewsith data at sites where none were
previously available.

Further horizons for studies include an investigation &f itifluence of flocculated particles
on acoustic scattering and attenuation. This calls for kdibratory and field studies. In future
river studies it would be important to quantify whether ot thacs are present in the measurement
volume. This could be done with the use of an in-situ laseingg&er, such as a LISST.

The methods presented in this thesis for determining fluxesuspended sediment from
horizontal-ADCP data are very promising for the continued ofthese instruments to survey
rivers. We think that the attenuation inversion method ddaé used to detect large scale vari-
ations in suspended sediment across the measurement vofuaneH-ADCP, since a change
in concentration or grain size should induce a change inltpef the intensity profile. This
would be of particular interest for the study of confluencesidbidity currents in reservoirs.

This study also highlights the possibilities that existttoe use of instruments that operate at
multiple frequencies. River surveying ADCPs that can opesaitevo different frequencies are
now commercially available. This study suggests that théifftaquency measurements that
they provide could potentially be used to determine botlteatration and variation in the grain
size of suspended sediment, even during extreme flow conditi



APPENDIXA

L ASER GRAIN SIZER RESULTS FOR

ROMANS-SUR-I SERE SUSPENDED
MATTER

The complete results of grain size analysis done with therlgein sizer are presented in this
section. The relevant information is listed in the tablew] the size distributions are shown as
both volume and number size distributions. In all figuresyrnee fractions are shown on the left
hand side, and number size distributions are shown on thelrand side. The samples analysed
using the Fraunhofer method are depicted as circles, arse @woalysed using the Mie method

are depicted as triangles. If the samples were collectechbg the symbols are open and if they
were collected by the automatic sampler, they are filled.
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Table A.1:Relevant information for the samples collected at Romans-sur-Iseredrefl@auary, 2009 and June, 2010 and analysed using the laser
grain sizer. This includes the sizing method (Fraunhofer or Mie theoryggheentration measured by filtration, the sizer concentration in percent

volume and mass and the residual error. A star in the concentration coluroategithat the sample may have been diluted for grain size analysis

and the daggers in the sample column indicate that the sample from 01/06/29 Adalgsed on three different days.

Sample Method Measured Conc Laser Obscuration Sizer Conc | Sizer Conc| Residual Error| Notes
(mg/L) (%) (% volume) (mg/L) (%)

09/01/2009 10:20 Fr 8* 0.9 0.0014 37 0.4 -
09/01/2009 12:00 Fr 2% 0.9 0.0012 32 0.7 -
09/01/2009 14:25 Fr 4* 11 0.0018 48 0.4 -
16/01/2009 11:00 Fr 3* 0.6 0.0008 21 0.6 -
21/01/2009 13:41 Fr 5* 1.1 0.0017 45 0.5 -
21/01/2009 13:41 Fr 5* 1.2 0.0019 50 0.7 -
26/01/2009 11:30 Fr 15* 3.3 0.0028 74 0.5 -
30/01/2009 11:00 Fr 8* 1.7 0.0020 53 0.5 -
05/02/2009 13:15 (R1 Fr 6* 1.0 0.0014 37 0.7 -
05/02/2009 13:15 (R2 Fr 6* 1.0 0.0012 32 0.6 -
05/03/09 13:00 Fr * - - - - -
05/03/09 15:00 Fr 4% - - - - -
05/03/09 16:15 Fr 5* - - - - -
11/05/2010 04:31 Fr 104* 4.9 0.0042 111 4.0 -
11/05/2010 08:31 Fr 91* 5.8 0.0052 138 3.9 -
11/05/2010 08:31 Fr 91* 5.3 0.0063 167 3.3 -
11/05/2010 12:31 Fr 54* 3.3 0.0034 90 4.8 -
01/06/2010 11:34 Fr 6407* 13.7 0.0142 376 0.3 -
01/06/2010 11:34 Mie 6407* 14.2 0.0193 511 11 -
01/06/2010 11:34 Fr 5838 (then diluted) 26.7 0.0283 750 0.6 -
01/06/2010 11:3# Fr 5838 (then diluted) 20.5 0.0225 596 0.6 -
01/06/2010 12:02 Fr 8337* 28.3 0.0313 829 0.9 -
01/06/2010 12:04 Fr 3823 (6051.4 mg/L 2nd time)*| 15.2 0.0158 419 2.0 -
01/06/2010 18:02 Fr 4664* 28.7 0.0288 763 1.1 -
01/06/2010 21:02 Fr 2516* 154 0.0147 390 2.2 -
02/06/2010 00:02 Fr 2433* 14.6 0.0147 390 2.2 -
02/06/2010 03:02 Fr 1665* 17.1 0.0172 456 2.0 -
02/06/2010 06:02 Fr 1191* 12.2 0.0119 315 2.3 -
02/06/2010 06:02 Mie 1191* 12.1 0.0161 427 2.4 -
02/06/2010 09:02 Fr 958* 15.6 0.0161 427 2.0 -
02/06/2010 12:02 Fr 804* 111 0.0114 302 2.4 -
02/06/2010 15:02 Fr 518* 8.8 0.0092 244 2.8 -
02/06/2010 18:02 Fr 466* 9.9 0.0106 281 2.8 -
02/06/2010 21:02 Fr 306* 8.7 0.0085 225 2.7 -
03/06/2010 00:02 Fr 423* 10.8 0.0112 297 2.9 -
03/06/2010 03:02 Fr 460* 11.2 0.0107 284 2.3 -
03/06/2010 06:02 Fr 3945* 9.9 0.0095 252 2.4 -
03/06/2010 09:02 Fr 318* 10.3 0.0105 278 2.7 -
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Table A.2:Relevant information for the grain size analysis results of samples collecRahaans-sur-Isére in June, 2010 and analysed using the

laser grain sizer. This includes the sizing method (Fraunhofer or Mieythaad the measured concentration. The sizer concentration in percent
volume and mass are given along with the residual error. A star in the mwatten column indicates that the sample may have been diluted for

grain size analysis.

Sample Method | Measured Concentration Laser Obscuration Sizer Concentration Sizer Concentrationf Residual Error| Notes
(mg/L) (%) (% volume) (mg/L) (%)
03/06/2010 12:02 Fr 289* 10.3 0.0098 260 2.3 -
03/06/2010 15:02 Fr 200* 8.2 0.008 212 2.7 -
03/06/2010 18:02 Fr 201* 8.7 0.0081 215 2.6 -
03/06/2010 21:02 Fr 192* 8.2 0.0078 207 2.9 -
04/06/2010 00:02 Fr 173* 7.0 0.0066 175 3.3 -
04/06/2010 03:02 Fr 244* 7.2 0.0069 183 3.3 -
04/06/2010 06:02 Fr 198* 7.0 0.0068 180 3.3 -
04/06:2010 09:02 Fr 191* 7.2 0.0077 204 3.5 -
04/06/2010 09:59 Fr 167* 8.1 0.0097 257 34 -
04/06/2010 11:01 Fr 145* 8.0 0.0083 220 3.3 -
08/06/2010 11:00 Fr 330* 7.5 0.0075 199 0.4 -
08/06/2010 14:00 Fr 270* 6.7 0.0065 172 0.4 -
08/06/2010 17:00 Fr 251* 6.6 0.0067 178 0.4 -
08/06/2010 20:00 Fr 232* 5.5 0.0058 154 0.4 -
08/06/2010 20:00 Mie 232* 5.5 0.0081 215 0.9 -
08/06/2010 23:00 Fr 218* 7.4 0.007 186 0.7 -
09/06/2010 02:00 (R1) Fr 236* 6.4 0.0078 207 0.4 -
09/06/2010 02:00 (R2) Fr 236* 10.9 0.0128 339 0.3 -
09/06/2010 05:00 Fr 312* 10.2 0.0101 268 0.4 -
09/06/2010 08:00 Fr 269* 7.5 0.007 186 0.4 -
09/06/2010 11:00 Fr 242* 8.0 0.0074 196 0.6 -
09/06/2010 14:00 Fr 239* 7.0 0.006 159 0.8 -
09/06/2010 17:00 Fr 247* 7.3 0.0069 183 0.5 -
09/06/2010 20:00 Fr 450* 9.8 0.0089 236 0.4 -
09/06/2010 20:00 Mie 450* 9.8 0.011 292 1.1 -
09/06/2010 23:00 Fr 728* 13.6 0.0127 337 0.5 -
10/06/2010 02:00 Fr 588 13.3 0.0132 350 0.4 -
10/06/2010 05:00 Fr 460 8.4 0.0077 204 0.3 -
10/06/2010 08:00 Fr 266 6.8 0.007 186 0.6 -
10/06/2010 11:00 Fr 254 6.4 0.0067 178 0.4 -
10/06/2010 14:00 Fr 239 5.7 0.006 159 0.5 -
10/06/2010 17:00 Fr 238 6.2 0.0068 180 0.4 -
10/06/2010 20:00 Fr 199 53 0.0058 154 0.4 -
10/06/2010 23:00 Fr 226 6.8 0.0076 201 0.7 -
11/06/2010 02:00 (Part 1 Fr 323 6.8 0.0079 209 0.4 -
11/06/2010 02:00 (Part1) Mie 323 6.9 0.0099 262 0.9 -
11/06/2010 02:00 (Part 2 Fr 323 6.6 0.0077 204 0.4 -
11/06/2010 05:00 Fr 479 9.1 0.0104 276 0.4 - =
11/06/2010 08:00 Fr 364 8.5 0.0095 252 0.4 - 9‘




Table A.3:Relevant information for the grain size analysis results of samples collecRah@ans-sur-Isére between June and October, 2010 and
analysed using the laser grain sizer. This includes the sizing method (lefaunr Mie theory), the measured concentration, the sizer concentratio
in percent volume and mass and the residual error. A star in the cortg@mtralumn indicates that the sample may have been diluted for grain size
analysis.

Sample Method | Measured Concentration Laser Obscuration Sizer Concentration Sizer Concentrationj Residual Error| Notes
(mg/L) (%) (% volume) (mg/L) (%)

23/06/2010 10:49 Fr 64 6.4 0.0362 959 2.7 -

24/06/2010 04:00 Fr 160 3.6 0.0046 122 0.5 -

25/06/2010 04:00 Fr 87 1.0 0.0014 37 0.7 contains one big particle

26/06/2010 04:00 Fr 80 1.4 0.002 53 0.5 -

27/06/2010 04:00 Fr 93* 5.8 0.007 186 1.3 -

28/06/2010 04:00 Fr 85* 59 .008 212 1.6 -

29/06/2010 04:00 Fr 82* 55 .0081 215 1.7 -

30/06/2010 04:00 Fr 79* 6.6 .0084 223 1.6 -

01/07/2010 04:00 Fr 146* 10.1 0.011 292 1.6 -

02/07/2010 04:00 Fr 98* 6.9 0.007 186 1.2 -

03/07/2010 04:00 Fr 194* 13.7 0.0124 329 0.7 -

04/07/2010 04:00 Fr 195* 10.6 0.0178 472 0.9 -

05/07/2010 04:00 Fr 206* 13.3 0.0143 379 1.2 -

06/07/2010 04:00 Fr 168* 11.7 0.014 371 11 -

07/07/2010 04:00 Fr 141* 9.9 0.0099 262 1.3 -

08/07/2010 04:00 Fr 126* 10.8 0.0109 289 1.1 -

09/07/2010 04:00 Fr 94* 8.7 0.0094 249 1.5 -

10/07/2010 04:00 Fr 77* 7.2 0.0075 199 11 -

11/07/2010 04:00 Fr 73* 6.9 0.0069 183 1.4 -

12/07/2010 04:00 Fr doute 8.5 0.0085 225 1.4 -

13/07/2010 04:00 Fr doute 125 0.0107 284 0.8 -

14/07/2010 04:00 Fr 84* 12.77 0.0647 1714.55 3.271 -

15/07/2010 04:00 Fr 118* 9.64 0.0095 251.75 0.853 -

16/07/2010 04:00 Fr 59* 6.01 0.0062 164.3 1.17 -

17/07/2010 04:00 Fr 57* 5.35 0.0057 151.05 1.195 -

22/07/2010 04:00 Fr XXX 3.42 0.0053 140.45 1.533 -

27/07/2010 04:00 Fr XXX 4.3 0.0091 241.15 1.605 -

04/08/2010 04:00 Fr XXX 3.8 0.0061 161.65 1.222 -

13/08/2010 04:00 Fr XXX 6.59 0.0214 567.1 0.771 -
28/09/10 04:00 Fr 21 4.06 0.0159 421.35 0.679 contains algae
02/10/10 04:00 Fr 13 4.08 0.0946 2506.9 3.815 contains algae
10/10/10 04:00 Fr 25 7.22 0.0847 2244.55 2.544 contains algae
10/10/10 04:00 Mie 25 6.5 0.0891 2361.15 3.341 contains algae
12/10/10 04:00 Fr 22 6.59 0.0823 2180.95 3.154 contains algae
24/10/10 04:00 Fr 12 4.28 0.0706 18709 8.039 a bit of algae
30/10/10 04:00 Fr 18 2.28 0.0023 60.95 5.24 algae and clumping
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Table A.4:Relevant information for the grain size analysis results of samples collecRohaans-sur-Isére between October, 2010 and January,
2011 and analysed using the laser grain sizer. This includes the sizingch{€tlaainhofer or Mie theory), the measured concentration, the sizer
concentration in percent volume and mass and the residual error. A gtaréoncentration column indicates that the sample may have been diluted

for grain size analysis.

Sample Method | Measured Concentration Laser Obscuration Sizer Concentration Sizer Concentration Residual Error| Notes
(mg/L) (%) (% volume) (mg/L) (%)

10/12/2010 12:15 Fr 64 6.58 0.0054 143.1 2.904 many biological floating particles

10/12/2010 13:10 Fr 85 10.34 0.0124 328.6 0.479 some big floaters

10/12/2010 17:10 Fr 63 7.99 0.0069 182.85 2.262 no observable floaters
11/12/2010 01:10 (Part 1 Fr 57 9.66 0.0435 1152.75 2.891 appears to contain only sedimer)
11/12/2010 01:10 (Part 2 Fr 57 4.59 0.003 79.5 2.554 appears to contain only sedimer)
11/12/2010 01:10 (Part2) Mie 57 4.6 0.0041 108.65 2.494 appears to contain only sedimer)

11/12/2010 05:10 Fr 62.4 7.11 0.0043 113.95 1.77 only sediment

11/12/2010 17:10 Fr 57.9 6.71 0.012 318.0 0.532 only sediment
12/12/2010 05:10 (Part 1 Fr - 7.85 0.0562 1489.3 2.987 -
12/12/2010 05:10 (Part 2 Fr - 2.89 0.003 79.5 3.535 -
12/12/2010 05:10 (Part 2 Fr - 2.9 0.004 106.0 4.108 -

12/12/2010 21:10 Fr - 3.37 0.0029 76.85 3.938 -

13/12/2010 05:10 Fr - 4.39 0.2751 7290.15 4.922 -

13/12/2010 13:10 Fr - 2.99 0.1159 3071.35 3.864 -

15/12/2010 04:00 Fr - 4.18 0.1113 2949.45 3.817 lots of algae, used ultrasound

25/12/2010 04:00 Fr - 451 0.0845 2239.25 3.524 -

17/01/2011 15:00 Fr 4.8 1.09 0.0007 18.55 15.411 -

— o+
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Figure A.1: Grain size distributions measured using a lag®r for water samples collected at
Romans-sur-Isére between January and March, 2009.
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Figure A.2: Grain size distributions measured using a lager for water samples collected at
Romans-sur-Isere during May and June, 2010. Samples adalgssg the Fraunhofer theory

are shown as circles, while those analysed using the Miettee shown as triangles. Empty

symbols represent samples collected by hand, and filled sigmépresented samples collected
by the automatic sampler.
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Figure A.3: Grain size distributions measured using a lager for water samples collected at
Romans-sur-Isére during June, 2010. Samples analysedthsitgaunhofer theory are shown
as circles, while those analysed using the Mie theory aresshas triangles. Empty symbols

represent samples collected by hand, and filled symbolesepted samples collected by the
automatic sampler.
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Romans-sur-Isére during June, 2010. Samples analysedthsitgaunhofer theory are shown
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represent samples collected by hand, and filled symbolesepted samples collected by the
automatic sampler.
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Figure A.5: Grain size distributions measured using a lager for water samples collected at
Romans-sur-Isére during June, 2010. Samples analysedthsitgaunhofer theory are shown
as circles, while those analysed using the Mie theory aresshas triangles. Empty symbols

represent samples collected by hand, and filled symbolesepted samples collected by the
automatic sampler.
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Figure A.7: Grain size distributions measured using a lager for water samples collected at
Romans-sur-Isére during June, 2010. Samples analysedthsitgaunhofer theory are shown
as circles, while those analysed using the Mie theory aresshas triangles. Empty symbols

represent samples collected by hand, and filled symbolesepted samples collected by the
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Figure A.9: Grain size distributions measured using a lager for water samples collected at
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hofer theory are shown as circles, while those analysedjubkm Mie theory are shown as tri-

angles. Empty symbols represent samples collected by leanttfilled symbols represented
samples collected by the automatic sampler.
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Figure A.11: Grain size distributions measured using arlager for water samples collected
at Romans-sur-Isére during December, 2010 and January, ZBdrhples analysed using the
Fraunhofer theory are shown as circles, while those andlysimg the Mie theory are shown as
triangles. Empty symbols represent samples collected hyg,hend filled symbols represented
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APPENDIXB

ADCP VELOCITY DATA COLLECTED AT
ROMANS-SUR-ISERE PRIOR TO THE
THESIS

The following figure is taken fronfPierrefeu(2008)’s presentation at th#ournée utilisateurs
Technitrade It summarizes the results from ADCP gauging at Romans-sue Isy grouping the
velocity profiles by discharge. It can be seen from this fighes all velocity profiles have essen-
tially the same form, regardless of the range of dischargesgawithin which the measurements

were made.
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Figure B.1: Across-stream velocity profiles measured duARDCP gauging at Romans-sur-
Isére for a range of discharge values. Figure is taken fPa@refeu(2008).
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SUIVI DES FLUX D’EAU ET DE MATIERES EN SUSPENSION DANS LES COURS' BAU PAR
PROFILEURS ACOUSTIQUEDDOPPLER HORIZONTAUX
Stephanie A. MORE

Résumé :

Cette thése est une étude de l'applicabilité des profileurs acoustiqueseDbppzontaux (H-ADCP)
pour le suivi des flux d’eau et de matieres en suspension (MES) dansiéres. Plus d'un an de don-
nées acquises avec des H-ADCP de 300, 600 et 1200 kHz sur qitesiessr le Rhéne, I'lsére et la
Sabne, avec des géométries et des conditions de for¢cage contrasitasaysees. Les résultats mon-
trent qu’une profondeur de section limitée peut poser probléme en @éslandiffusion d’une partie de
I'énergie acoustique par la surface libre. De plus, quand l'intensitédiéitreée par les particules est trop
faible, les mesures de vitesse sont sous-estimées ou plus dispers@gpperaux mesures de référence.
Des relations de vitesse indice sont toutefois établies en fonction de I'intehdigda concentration afin
de corriger les vitesses. La concentration en MES est déterminée a pdidittéhuation acoustique qui
est importante pour des suspensions concentrées de lirgal830(mg/L). Les constantes d’atténuation
sont obtenues par calage sur des mesures de turbidité ; elles somtgpdestvaleurs théoriques calculées
pour les distributions granulométriques des particules primaires. Les rmesurastiques de concentra-
tion sont en bon accord avec les mesures de référence et repradunisment la dynamique temporelle.
En outre, I'évolution de la granulométrie est étudiée a partir des mesures ragliehces d’atténuation
sous I'hypothése que les distributions granulométriques sont lognorn@dégte étude montre qu’une
fois que les conditions limites pour des mesures fiables sont bien établie#\DECIR-est un outil per-
formant pour le suivi des flux d’eau et de MES dans les rivierespgtupendant des périodes de fortes
concentrations telles que des crues.

Mots-clés :Mesures acoustiques multi-fréquences, flux de sédimerdasggension, H-ADCP,
atténuation acoustique.

MONITORING FLUXES OF WATER AND SUSPENDED SEDIMENT
IN RIVERS USING SIDELOOKING ACOUSTIC DOPPLER CURRENT PROFILERS

Abstract:

The work investigates the feasibility of using horizontal acoustic Doppleentiprofilers (H-ADCPSs) to
monitor fluxes of water and suspended sediment in rivers. Year-lalagseéts acquired with H-ADCPs
operating at 300, 600 and 1200 kHz at four sites with varying geometrgi@v forcing conditions on
the Rhéne, Sadne and Isére rivers are analyzed. Findings shdisnited depth can pose a problem due
to scattering of a fraction of the acoustic energy from the air-water imterfA second problem arises
when the backscattered intensity from the suspended sediment is toothisdéads to underestimation
or higher variability of the velocity estimates compared to reference valumgritieless, index-velocity
relationships are established as a function of concentration and intensiyeinto correct the velocity
measurements. Concentrations of suspended sediment can be deterormétefacoustic attenuation,
which is substantial for silt-sized particles at concentratipri$)0 mg/L. Attenuation constants obtained
by comparison with turbidity data are in good agreement with the theoreticas/ahlculated for the
measured grain size distributions of the primary particles. The acoustic re@nts of concentration
are in good agreement with reference methods in terms of both amplitude armanegolution. Grain
size is determined from multi-frequency attenuation data, accounting foolog grain size distribu-
tions. Our findings show that once the limits of accurate velocity measurenrenisebh established for
a given site and instrument, the side-looking ADCP can be a valuable towmldoitoring concentration
and changes in grain size throughout high concentration events stiobds
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