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## Chapter 1

## Motivations

During decades, physicist have studied only the stable or nearly stable nuclei available on earth. That fruitful study gave us models that describe well the three hundred and some nuclei that form the so-called valley of stability. The last 30 years, new techniques offered us the opportunity to study new nuclei and enlighten new phenomena, as the number of accessible nuclei grew from 300 to 3000 . The short life times of these nuclei make impossible the realization of target. For this reason, physicists use the inverse kinematics, where the heavier and unstable beam is impinging onto a lighter stable target. The development of radioactive beams allows the test of our models on new degrees of freedom, such as isospin, representation of the asymmetry between protons and neutrons. In order to study these new nuclei with our range of well-known reactions, new detectors and new methodologies have been developed. If radioactive beams allow the study of very short lived nuclei, their intensity, many orders of magnitude lower than stable beams, is challenging our experimental methods. The direct reactions are one of this experimental method, where the nucleus of interest is formed in its ground state or an excited state, through a one step process. New detectors, such as MUST [BAS ${ }^{+99}$ ] and MUST2 [ $\left.\mathrm{PBRC}^{+} 05\right]$, dedicated to the study of direct reactions on light targets have been designed and used successfully during the last decade. Direct reactions give us information on various aspect of the studied nuclei, such as the matter density, through the proton scattering, and the energy and spin of excited state through inelastic scattering and transfer reactions. The experimental study of light nucleus is a key stone to test microscopic models. It is the part of the nuclear chart where the nucleus can be theoretically described using our very fundamental knowledge of the nucleon-nucleon interactions. Moreover, the drip-line, where nuclear binding energy vanishes, is accessible experimentally.

### 1.1 Physics of light neutron-rich nuclei near the drip-line

Physics at the drip-line offers the opportunity to study nuclei at the limits of the nuclear landscape, where additional protons or neutrons can no longer be kept in the nucleus. In the vicinity of the drip-lines, the structural features of the nuclei change with respect to the more stable nuclei, the normal shell closure of particles disappears and new phenomena appear, such as particle radioactivity and betadelayed particle emission. Threshold effects such as the halo structures, discovered 20 years ago is a very interesting feature because of its consequences on the interplay between theory and experimental work during the last decades.


Figure 1.1: Close-up view of the nuclei chart in the light nuclei region. This area of the nuclear chart exhibit various phenomena such as clustering and halo. Dark grey nuclei are stable nuclei, light grey and green ones are respectively $\beta^{-}$and $\beta^{+}$ unstable nuclei, while the blue one are neutron-rich resonances.

### 1.1.1 Shell closure breakdown

One of the main features of the nuclei along the stability line is the nuclear shell structure and the associated magic numbers. This structure was successfully described after the work of by Maria Goeppert-Mayer, Haxel, Mayer, Suess and Jensen [May48, May49, HJS49] using a mean-field approach, the shell model, where non-interacting nucleons occupy eigenstates up to the Fermi surface of an Harmonic oscillator plus spin-orbit potential. A noticeable effect of the shell structure is how
full occupancy of the major shells afford extra stability to nuclei having the corresponding number of valences nucleons, referred as magic numbers $(2,8,20,28, \ldots)$.

This description of the nuclei became a de facto dogma as it successfully predicted the nuclear binding energy and explains spin and parity of states of particle stable nuclei. Since nearly two decades, the development of facilities capable of producing nuclei away from the stability line provided the opportunity to investigate nuclei with a very unbalanced proton-neutron ratio, for which isospin induced noticeable effects on the mean-field description. Strong modifications in the shell structure with appearance of new magic numbers and new regions of deformation induced by large changes of the gaps have been observed. An emblematic case of strong shell structure evolution is the reduction of the $\mathrm{N}=20$ gap in neutron-rich isotopes, giving rise to $e . g$ particle instability of the double closed shell ${ }_{8}^{28} \mathrm{O}_{20}$ and region of deformed $\mathrm{N}=20$ nuclei. Within the shell model, Otsuka et al have proposed an interpretation in terms of evolution of shell-model effective single-particle energies due to the properties of the nucleon-nucleon interactions [OA07, $\left.\mathrm{OSF}^{+} 05, \mathrm{OFU}^{+} 01\right]$.

In light nuclei, a strong evolution of the $\mathrm{N}=8$ and $\mathrm{Z}=8$ shell closures is also observed despite the relative "rigidity "of the magic number 8. Indeed, as stressed in [SP08] the magic number 8 appears in any phenomenological mean-field description using Hamiltonians based on central potentials of various forms (square well, harmonic oscillator, Wood-Saxon,...). However, for $\mathrm{Z} \leq 6$, a strong reduction of the $\mathrm{N}=8$ shell gap occurs when removing protons from the $0_{p 3 / 2}$ shell. Schematically this behaviour can be explained by the fact that the $\left[\pi_{p_{3 / 2}}-\nu_{p_{1 / 2}}\right]$ proton-neutron interaction is strongly attractive so that the neutron shell $0_{p 3 / 2}$ becomes much less bound when the $\pi_{p 3 / 2}$ shell empties, reducing the $\nu 0_{p_{3 / 2}}-\nu 0_{d_{5 / 2}}$ and $\nu 0_{p_{1 / 2}}-\nu 1_{s_{1 / 2}}$ gap. This reduction of the $\mathrm{N}=8$ gap has been evidenced experimentally by the abnormally low excitation energies of the $2^{+}$[ $\mathrm{NAA}^{+} 00$ ], $1^{-}$[IMA ${ }^{+} 00$ ] and $0^{+}\left[\mathrm{SSM}^{+} 03\right.$ ] states measured in the ${ }^{12} \mathrm{Be}$ as well as p and sd neutron configurations mixing [ $\mathrm{NAA}^{+} 00, \mathrm{PCO}^{+} 06$. More recently, the same effect has been observed for $\mathrm{Z}=8$ in the mirror nucleus ${ }^{12} \mathrm{O}\left[\mathrm{SIB}^{+} 09\right]$.

All the above description in terms of single-particle energy evolution is essentially qualitative since it does not take into account correlations that play an important role as we shall see in the following.

### 1.1.2 Clusters

In the regions of light nuclei, correlations produces specific effects such as strong clusterization. The emergence of compact subsystem of nucleons, clusters, from the mean-field give rise to peculiar spatial configuration [Fre07]. Also some light systems can be described in terms of the covalent exchange of neutrons between $\alpha$-clusters, resulting in so-called nuclear molecules, an example of which is the ${ }^{9} \mathrm{Be}$ nucleus, which has a $\alpha-n-\alpha$ structure.

While clusterization is manifested essentially in excited states at an energy close to the cluster emission threshold in ${ }^{8} \mathrm{Be},{ }^{12} \mathrm{C}$ and ${ }^{16} \mathrm{O}$ among other $\alpha$-conjugate nuclei [ITH68, the situations might well be different near the drip-line. Figure 1.2
show calculations performed in the framework of the Anti-symmetrized Molecular Dynamics (AMD) performed for the Boron isotopes [KH01].


Figure 1.2: Ground-state matter density distribution in Boron isotopes from [KH01]. The proton $\rho_{p}$ and neutron $\rho_{n}$ matter distribution are extracted from the AMD wave functions.

AMD models are sophisticated tools to investigate the formation of cluster since it does not require the pre-existence of clusters, so that cluster and shell-model type systems are treated in a single framework. In Fig 1.2 we see the evolution from a stable ${ }^{11} \mathrm{~B}$ up to the neutron drip line where the ${ }^{19} \mathrm{~B}$ appear highly clustered. One can note the large changes in the spatial configuration after addition of two neutrons.

### 1.1.3 Halos

Approaching the drip-line, the separation energy of valence nucleons decreases gradually. Considerable tunnelling into the classically forbidden region occurs as combination of the short range nuclear force and low separation energy of these nucleons. This tunnelling is traduced by a large spatial extension of one or more nucleons, forming a more or less pronounced halo. Of course all nucleons have a
non-zero probability to be located at distance of the core, and arise the difficulty to define properly a halo nucleus. Bjön Jonson proposed to defined halo nuclei as one where the probability for a valence nucleon to be located outside of the potential well is over $50 \%$ [BJ04]. From the point of view of quantum physics, the valence nucleons can be described as trapped within the short range potential well formed by the core. In the case of halo nuclei, the valence nucleons binding energy is so low that they have a very extended wave function outside of the core, the evanescent wave function vanishing slowly. This spectacular effect, which gives a ${ }^{11}$ Li the same root mean square radius as ${ }^{48} \mathrm{Ca}$, as illustrated in Fig 1.3 , requires the angular momentum of the valence nucleons to be small, otherwise the centrifugal barrier would not allow the extension. Similarly, the protons, because of the Coulomb barrier, are kept closer to the core, explaining why a pronounced halo structures is not yet observed in proton rich nuclei. More complicated structures exist, such as the five-body system ${ }^{8} \mathrm{He}$ described as a tightly bound ${ }^{4} \mathrm{He}$ core surrounded by four neutrons forming a neutron skin.

The neutron halo has been discovered by Tanihata et al. at the Laurence Berkeley National Laboratory $T \mathrm{TH}^{+} 85$ d during systematic study of interaction cross sections and deduced root mean squared radius $R_{r m s}$ along the Helium, Lithium and Beryllium isotopic chains.


Figure 1.3: The size of ${ }^{11}$ Li and its two neutrons halo compared to the size of stable nuclei. Value of the halo radius and rms came from BJ04].

Among halo nuclei, ${ }^{11} \mathrm{Li}$ occupies a special place as the first two-neutron halo nucleus discovered. It is described as a so-called borromean nucleus which corresponds to a three-body system ${ }^{9} \mathrm{Li}+\mathrm{n}+\mathrm{n}$ where none of the binary subsystems are bound. ${ }^{11} \mathrm{Li}$ has been the subject of many experimental and theoretical works. As a neutron closed-shell nucleus $\mathrm{N}=8$ being at the drip-line, ${ }^{11} \mathrm{Li}$ is expected to present strong correlations in its ground state due to the closeness of the $p$ and $s d$ neutron shells, as discussed above. An early attempt to describe the neutron halo was performed by Sagawa, Takigawa and van Giai using the Random Phase Approximation (RPA) and describing the oscillation of the halo's nucleons around a nearly inert core STvG92. This study lead to the prediction of soft dipole resonances in ${ }^{11} \mathrm{Li}$ and ${ }^{10} \mathrm{He}$ around 1 Mev above the two neutron separation energy $\mathrm{S}_{2 n}$.

A recent calculation [SJZ09] predicts the ${ }^{11} \mathrm{Li}$ ground state to be dominated by $\left(\nu_{s_{1 / 2}}\right)^{2}$ and $\left(\nu_{p_{1 / 2}}\right)^{2}$ components. A theoretical analysis of data from the ${ }^{11} \mathrm{Li}(\mathrm{p}, \mathrm{t})$ reaction [PBVB09] evidences components involving the quadrupole vibration of the ${ }^{9} \mathrm{Li}$ core as well as the dipole vibration associated with the neutron halo. Such new modes called soft dipole states are often considered as dynamical modes associated with excess neutrons in neutron-rich nuclei. In the case of ${ }^{11} \mathrm{Li}$, strong low-lying E1 excitations have been observed at low energy in a Coulomb dissociation experiment [ $\mathrm{NVS}^{+} 06$ ].

The structure of the ${ }^{11} \mathrm{Li}$ nucleus is of importance for the present work since it will constitute our initial state to investigate ${ }^{10} \mathrm{He}$.

### 1.1.4 Neutron-rich Helium isotopes

The case of the neutron-rich Helium isotopes represents an illustration of the above mentioned phenomena. ${ }^{4} \mathrm{He}$ is well known for being one of the most bound of all nuclei, with nearly 20 MeV separation energy of its nucleon. Therefore the Helium isotopic chain offer the opportunity to understand how neutrons behave in the field of a tightly bound core. Extensive study of the Helium isotopes has been carried shading light on the neutron interaction in nuclear matter. A first feature of the Helium isotopic chain is the so-called Helium anomaly, demonstrating how the correlations between valence neutrons play an important role in the binding mechanism of neutron-rich nuclei. Adding more neutrons increase the neutron binding energy by 800 keV when going from ${ }^{6} \mathrm{He}\left(S_{n}=1.7 \mathrm{MeV}\right)$ to ${ }^{8} \mathrm{He}\left(S_{n}=2.5 \mathrm{MeV}\right)$ as can be seen in Fig.1.4.


Figure 1.4: The one neutron separation energy of $\mathrm{He}, \mathrm{Li}$ and Be isotopes from [AWT03]. The red (He), green (Li) and blue (Be) arrows show off the abnormal trend for He isotopes.

Another interesting feature is the unbound nature of ${ }^{5} \mathrm{He},{ }^{7} \mathrm{He},{ }^{9} \mathrm{He}$, and ${ }^{10} \mathrm{He}$, accessible experimentally and allowing a systematic study. The study of ${ }^{5} \mathrm{He}$ has
been carried out in the 80 's and lead to the conclusion of a pure $0_{p_{3 / 2}}$ neutron configuration. The ${ }^{6} \mathrm{He}$ case shows different features. While a pure ${ }^{4} \mathrm{He}$ is expected to be surrounded by two $0_{p_{3 / 2}}$ neutrons, the calculation reproduce the experimental data only by taking into account a coupling to the $0_{p_{1 / 2}}$ and $s d$-shell up to $20 \%$ of the ground state component. The unbound ${ }^{7} \mathrm{He}$ and its small neutrons spectroscopic factor is an ${ }^{4} \mathrm{He}$ core surrounded by valence neutrons in mixed state in the $p_{3 / 2}$ and $p_{1 / 2}$ configuration. The neutron skin of ${ }^{8} \mathrm{He}$ also shows significant mixing of $\left(p_{3 / 2}\right)^{2}\left(p_{1 / 2}\right)^{2}$ configuration in the $\left(p_{3 / 2}\right)^{4}$ one. Mean-field calculations within the Hartree-Foch-Bogoliubov model also indicate sizeable contributions of the $\left(p_{3 / 2}\right)^{2}\left(s_{1 / 2}\right)^{2}$ and $\left(p_{3 / 2}\right)^{2}\left(d_{1 / 2}\right)^{2}$ configurations (see JAA 10 b and reference therein for more details).

Concerning clustering in the neutron-rich Helium a theoretical study in the AMD framework AIO06] of the role of the $\mathrm{t}+\mathrm{t}$ clustering on the binding energy of the Helium isotopes has pointed out the important role of this component. Experimentally, the weight of the $t+t$ configuration in the GS of ${ }^{6} \mathrm{He}$ was found much smaller than theoretical predictions in [GRCD ${ }^{+} 05$ a study of the ${ }^{6} \mathrm{He}(\mathrm{p}, \mathrm{t})$ transfer reaction.

Beyond the dripline, the case of ${ }^{9} \mathrm{He}$ remains unresolved experimentally. As explained above, the $\mathrm{N}=8$ shell gap vanishes far from stability, leading to the inversion of the $\frac{1}{2}^{-}$and $\frac{1}{2}^{+}$states (so-called parity inversion) in the neutrons-rich $\mathrm{N}=7$ isotones ${ }^{11} \mathrm{Be}$ and ${ }^{10} \mathrm{Li}$. Despite quite a few experimental works, the spectroscopy of resonances in ${ }^{9} \mathrm{He}$ is not firmly established yet. A recent compilation of the last experimental results can be found in Kal10.

### 1.2 Theoretical approaches

### 1.2.1 Three-body models

Light neutron-rich nuclei show off spectacular effects such as halo states and strong clusterization. These effects come from the complex interplay between an important coupling, responsible for cluster formation, and a weak-coupling, responsible for loosely-bound valence nucleon to go far from the classically allowed range of the nuclei. Three-body models have been developed in order to describe and understand the interplay of these two couplings and how they affect the bound mechanisms leading in loosely-bound nuclei, like ${ }^{6} \mathrm{He}$ and ${ }^{11} \mathrm{Li}$, or resonant system like ${ }^{10} \mathrm{He}$. For that purpose, an assumption on the clusterization is the beginning of the study, here a strongly bound core plus two valence nucleons weakly interacting.

In the three body model calculations for such nuclei, the knowledge of the resonances of the unbound core+neutron system is a key ingredient. As we pointed out above, this is the case for the barely known ${ }^{9} \mathrm{He}$, which limits the predictive power of such calculations

In a calculation using the method of analytic continuation in the coupling constant allowing to solve the unbound three-body model of ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$, Aoyama predicted the level scheme of the ${ }^{10} \mathrm{He}$ resonances Aoy03, Aoy02, based on the
work by Chen et al $\left[\mathrm{CBB}^{+} 01\right]$. The latter claimed the observation of a s-wave ground state, observed as a virtual state in ${ }^{9} \mathrm{He}$. Results of the calculation are shown in Fig.1.5. A never observed ground-state located a few keV above the twoneutron threshold with a $\left[s_{1 / 2} s_{1 / 2}\right]^{0+}$ configuration and a narrow width of 210 keV . The first exited state is a resonance located at $\mathrm{E}=1.68 \mathrm{MeV}$ with a decay width $\Gamma=1.12 \mathrm{MeV}$ and a main component $\left[p_{1 / 2} p_{1 / 2}\right]^{0+}$.

We note that in the framework of this model, ${ }^{11} \mathrm{Li}$ represents a favourable initial state to populate the predicted ground-state because of their similar structure.


Figure 1.5: Level predicted by Aoyama in Aoy033 for ${ }^{10} \mathrm{He}$ and ${ }^{11} \mathrm{Li}$.

### 1.2.2 Ab initio approaches

Ab initio calculations constitute an attempt to describe the nuclear structure of all nuclei using consistent n-body bare interactions between nucleons. If the nuclear forces are not completely known, nucleon-nucleon scattering experiments, as well as structure of two- and three-body system, such as di-neutron, ${ }^{2} \mathrm{H}$ and ${ }^{3} \mathrm{H}$, are sources of informations to obtain realistic two- and three-body interactions.

Solving the many-body problem analytically is possible up to four-body system, but not for more bodies. However, the last decade showed a great improvement in the numerical techniques, such as the Quantum Monte Carlo (QMC), combination of the Variational Monte Carlo (VMC) and Green Function Monte Carlo (GFMC) methods, which managed to calculate nuclei as heavy as ${ }^{12} \mathrm{C}$. The method also demonstrates the decisive effect of the three-nucleons forces in nuclei structure as shown in Fig.1.6, allowing to evaluate the masses of light nuclei with $1-2 \%$ accuracy. Model like the No Core Shell Model (NCSM) NQSB09 gave result for heavier nuclei such as ${ }^{16} \mathrm{O}$.

The method tries to find a solution of the Schrödinger equation using the


Figure 1.6: GFMC result from [Pie05] are compared to experimental spectroscopy (green) of light nuclei using two-body av18 interaction only (blue) and using additional Illinois-2 three-body interaction.
non-relativistic Hamiltonian :

$$
\begin{equation*}
H=\sum_{i}\left(-\frac{\hbar^{2}}{2 m} \nabla_{i}^{2}\right)+\sum_{i<j} \nu_{i j}+\sum_{i<j<k} V_{i j k} \tag{1.1}
\end{equation*}
$$

The Quantum Chromodynamics (QCD), is the fundamental theory describing the strong interaction, responsible for the nucleon-nucleon interaction. In the case of nuclear physics, the low energy does not allow a perturbation treatment and the nucleon-nucleon interaction can not be deduced directly from this theory. $A b$ initio approaches rely on Yukawa-like model [Yuk35] where the nucleon-nucleon interaction is described in terms of meson exchanges.

Unfortunately no $a b$ initio calculations are available now for the studied nuclei ${ }^{10} \mathrm{He}$ nucleus of interest. However, great progress in this kind of large-scale calculations gives hope that predictions might be soon available. In the following, we shall see that other predictions from these models that the states energies, namely
overlap functions, constitute extremely relevant quantities to interpret the results from our experimental approach based on direct reactions.

### 1.3 The ${ }^{10} \mathrm{He}$ spectroscopy

During many years experimentalists tried to find evidence of a bound ${ }^{10} \mathrm{He}$. The doubly-magic shell structure, systematics on the Helium isotopic chain as well as model predictions let think of a bound nuclei, would it be the highest neutronproton ratio observed. Experiments on the spontaneous fission of ${ }^{252} \mathrm{Cf}$ as early as 1967 WT67] CCG67, were unable to give these evidences. During the same period, spallation of Uranium using high energy protons beam showed again no indication of a measurable bound ${ }^{10} \mathrm{He}$. Nearly twenty years later an ${ }^{18} \mathrm{O}$ fragmentation experiment at $30 \mathrm{MeV} / \mathrm{A}$, lead to a general agreement on the particle unstable nature of the ${ }^{10} \mathrm{He}$ nucleus.

Studying an unbound nuclei is particularly challenging. Many experimental ways are naturally closed, keeping the structure observables, such as radius or matter density, away from us. Therefore, many experiments and approaches are required until a general agreement on the understanding of the nuclei structure will be obtained.

There are two ways to study an unbound nuclei, either product through fragmentation into ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}+\mathrm{X}$, where X is the rest of the projectile, and measured the momentum of the three particles ${ }^{8} \mathrm{He}, \mathrm{n}, \mathrm{n}$ reconstructing the invariant-mass spectrum of ${ }^{10} \mathrm{He}$. This method limits to only one decay channel since the detection in coincidence of ${ }^{6} \mathrm{He}+\mathrm{n}+\mathrm{n}+\mathrm{n}+\mathrm{n}$ is limited by the efficiency of neutron detectors. The second technique consist in populating ${ }^{10} \mathrm{He}$ through a two body reaction where ${ }^{10} \mathrm{He}$ is the recoiling system, all the information about ${ }^{10} \mathrm{He}$ is therefore carried way by the quasi-target particle. This method has no limitations in term of decay channels, but is strongly limited in statistics both due to low cross section and the necessity of thin targets. The two methods have been used to study ${ }^{10} \mathrm{He}$, and gives complementary, sometimes contradictory, results on its spectroscopy.

The following section will detail the different experiments performed previously to study the ${ }^{10} \mathrm{He}$ resonances. A summary of the observed resonant state is presented in Table 1.1 at the end of the section.

### 1.3.1 $\quad{ }^{11} \mathrm{Li}+\mathrm{CD} 2 \rightarrow{ }^{10} \mathrm{He}+\mathrm{X}$

The first experimental evidence of the ${ }^{10} \mathrm{He}$ system forming a resonant state was obtained from the study of the ${ }^{11} \mathrm{Li}+\mathrm{CD} 2 \rightarrow{ }^{10} \mathrm{He}+\mathrm{X}$ reactions at 61 AMeV performed at RIKEN, on the RIPS line $\mathrm{KYA}^{+94}$. The experiment $\left[\mathrm{KYA}^{+} 94\right.$ was carried out using the invariant mass method in the ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ channel. Through this technique, the decay fragments of the resonant ${ }^{10} \mathrm{He}$ are detected and the invariant mass formula allow the reconstruction of its initial energy. The resonances appears in the spectra as a narrow increase of cross section at specific energies.

The ${ }^{11} \mathrm{Li}+\mathrm{CD} 2$ system can produce ${ }^{10} \mathrm{He}$ through different processes, such as the ${ }^{11} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ proton transfer reaction, or the ${ }^{11} \mathrm{Li}$ break-up on deuterons and carbon nuclei of the target. In the later case, the ${ }^{10} \mathrm{He}$ resonances are manifested as final state interaction of the ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ system. The two reaction mechanisms could not be separated in this experiment because of the thick target used, forbidding the detection of the recoil ${ }^{3} \mathrm{He}$ produced in the transfer reaction.

A dipole magnet was setup after the reaction target to detect the fragment with bending a drift chamber followed by a scintillator hodoscope. Neutrons were detected in coincidence by means of a wall of scintillator placed in the beam direction a few meters downstream the target.


Figure 1.7: Result of the ${ }^{11}$ Li break-up experiment. The spectra is obtained as the excess energy of the ${ }^{8} \mathrm{He}+n+n$ system detected in coincidence. Line I show the resonance position, while line II show the expected background if no resonance is present. The other line represent various physical background as explained in KYA+94.

The invariant mass spectrum of ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ is presented in Fig.1.7. A strong peak located at $\mathrm{E}_{\mathrm{s}_{H e+n+n}}=1.2$ (3) MeV above threshold is observed and attribute to the resonance of ${ }^{10} \mathrm{He}$. An upper limit of the width is deduced as $\Gamma \leq 1.2 \mathrm{MeV}$.

### 1.3.2 Double charge exchange reaction

Shortly after the ${ }^{11} \mathrm{Li}+\mathrm{CD} 2$ were published, Ostrowski et al presented their result of a study using the double charge exchange reaction ${ }^{10} \mathrm{Be}\left({ }^{14} \mathrm{C},{ }^{14} \mathrm{O}\right)$ at $\mathrm{E}_{\text {Lab }}$ $=334.4 \mathrm{MeV}$ using a radioactive ${ }^{10} \mathrm{BeO}$ target $\mathrm{OBG}^{+} 94$. In this missing mass measurement, the ${ }^{14} \mathrm{O}$ residues are detected with the help of a magnetic spectrograph

At the incident energy the reaction corresponds essentially to a four-nucleons transfer (a two-protons pick-up and a two-neutrons stripping). If the very low cross section of such a process is compensate by the use of a stable beam, this approach suffers of the presence of several contaminants in the reaction target.

Fig 1.8 show the obtained spectrum after subtraction of the contributions from other target constituents. A first peak located at 1.07 (7) MeV above the ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ threshold is observed in agreement with the result of [KYA ${ }^{+} 94$ ]. A relatively narrow width of $\Gamma=0.3(2) \mathrm{MeV}$ is reported. Two other resonances are found at $\mathrm{E}=4.31$
(20) MeV and $\mathrm{E}=7.87$ (7) MeV . Tentative spin assignments were made from the comparison of the measured width to R-matrix calculation.

Figure 1.8: Excitation spectra of ${ }^{10} \mathrm{He}$ from double charge exchange reaction (OBG ${ }^{+} 94$ obtain after subtraction of all the physical background. The first resonant state, located 1.07 MeV above the ${ }^{8} \mathrm{He}+n+n$ threshold, is taken as reference for the other states.


### 1.3.3 (p,2p) reactions

An early attempt to study ${ }^{10} \mathrm{He}$ using a ( $\mathrm{p}, 2 \mathrm{p}$ ) process on a ${ }^{11} \mathrm{Li}$ beam was conducted by Kobayashi et al in 1997 at RIKEN [KYO ${ }^{+} 97$ ]. The separation energy spectrum of protons in ${ }^{11} \mathrm{Li}$ deduced from the measurement of the 4 -momenta of two protons from the ( $\mathrm{p}, 2 \mathrm{p}$ ) process is shown in Fig 1.9 (right panels). When gating the single spectrum by the detection of a forward ${ }^{8} \mathrm{He}$ fragment in coincidence, a broad peak appears at an energy corresponding to $\mathrm{E}=1.7$ (3) MeV above the ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ threshold, close to the result of $\left[\mathrm{KYA}^{+} 94\right]$. Nevertheless, the quasi free conditions for the knock-out of a 20 MeV -bound proton at the low energy of 83 AMeV is questionable.


Figure 1.9: Proton seration energy spectra leading to resonant structure of ${ }^{10} \mathrm{He}$ from ( $p, 2 p$ ) experiment (top and bottom right quadrant) and other light nuclei from [KYO+ 97] . The solid histograms are Carbon background.

More accomplished results for the same reactions have been published very recently $\left[\mathrm{JAA}^{+} 10 \mathrm{~b}, \mathrm{JAA}^{+} 10 \mathrm{a}\right]$. The experiment was performed at GSI using a relativistic ${ }^{11} \mathrm{Li}$ beam at 280 AMeV impinging a CD2 liquid hydrogen target. The ALADIN magnet was used to bed the charged residues and the LAND setup fro the detections of neutrons.

Figure 1.10 and Fig 1.11 present the results of this invariant mass measurement. Within experimental uncertainties, the shape of the obtained relative energy spectrum of the ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ system from the ${ }^{1} \mathrm{H}\left({ }^{11} \mathrm{Li},{ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}\right)$ is identical to the one of $\left[\mathrm{KYA}^{+94}\right]$. Initially, two decompositions of the spectrum were proposed, providing fits to the data of equivalent quality:

- Sum of Breit-Wigner shaped resonance located at 1.42 (10) MeV above the ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ threshold (with a width $\Gamma=1.04(16) \mathrm{MeV}$ ) and a so-called correlated background determined by the structure of the ${ }^{11} \mathrm{Li}$ ground-state (see Fig 1.10).
- Sum of two resonances at 1.54 (11) $\mathrm{MeV}(\Gamma=1.91$ (41) MeV) and 3.99 (26) $\mathrm{MeV}(\Gamma=1.64(59) \mathrm{MeV})$ above the ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ threshold (see Fig 1.11 ).


Figure 1.10: Excitation spectra of ${ }^{10} \mathrm{He}$ , from $\left[J A A^{+} 10 b\right]$, interpreted as a narrow resonance at 1.42 MeV (dashed line) and a correlated background (dotted line).

In a forthcoming paper $\mathrm{JAA}^{+} 10 \mathrm{a}$, Johanson et al have shown by exploiting the experimental energy and angular correlations between the decay products ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ that the data can be interpreted with the second decompositions only. Proposed spin-parity is $\mathrm{I}^{\pi}=0^{+}$for the first resonance and $\mathrm{I}^{\pi}=2^{+}$for the second one.

### 1.3.4 ${ }^{8} \mathrm{He}(\mathrm{t}, \mathrm{p})$ transfer reaction

The only attempt to study ${ }^{10} \mathrm{He}$ by mean of transfer reactions was held on the ACCULINNA separator where ${ }^{8} \mathrm{He}(\mathrm{t}, \mathrm{p})$ reaction at 27.4 AMeV was investigated in inverse kinematic using a cryogenic gaseous tritium target. The recoil protons were detected by a silicon annular telescope placed in the backward hemisphere, and the heavy residues by a silicon telescope integrating strip detectors. The ${ }^{6} \mathrm{He}(\mathrm{t}, \mathrm{p})$ reaction was used as reference.

The low statistics accumulated during the experiment makes difficult the interpretation of the obtained missing-mass spectrum of ${ }^{10} \mathrm{He}$ shown in fig 1.13. The noticeable absence of count below 3 MeV rises questions about the selectivity of the $(\mathrm{t}, \mathrm{p})$ mechanism to populate the ${ }^{10} \mathrm{He}$ first resonance. A theoretical interpretation [GZ08] has proposed the 3 MeV peak observed in the presently discussed work as corresponding to the 1.2 MeV state of [ $\left.\mathrm{KYA}^{+} 94\right]$ "if one takes into account the peculiar reaction mechanism for the ${ }^{11} \mathrm{Li}$ beam used in $\left[\mathrm{KYA}^{+} 94\right]$ ".


Figure 1.12: Result from ( $t, p$ ) reaction presented in [GGTA+09]. The (a) panel show off the correlation between the ${ }^{8} \mathrm{He}$ laboratory energy and the ${ }^{10}$ He excitation energy. The shaded area represent the kinematically allowed area. The (b) panel show the associate ${ }^{10} \mathrm{He}$ excitation spectra, with no count below 3MeV.

A second experiment has been performed recently using the same setup [Sid11]. A preliminary spectrum exhibits sizable number of counts in the $0-3 \mathrm{MeV}$ region of the missing mass spectrum.


Figure 1.13: Result from ( $t, p$ ) reaction presented in SSid11]. The ${ }^{10}$ He new excitation spectra is interpreted by a resonant state located at 2.1 MeV above the two neutrons emission threshold.

|  | ${ }^{11} \mathrm{Li}(\mathrm{p}, 2 \mathrm{p})$ | ${ }^{11} \operatorname{Li}(\mathrm{p}, 2 \mathrm{p})$ | ${ }^{8} \mathrm{He}(\mathrm{t}, \mathrm{p})$ | $\begin{gathered} { }^{11} \mathrm{Li}+\mathrm{C} \\ { }^{11} \mathrm{Li}+\mathrm{CD}_{2} \end{gathered}$ | ${ }^{10} \mathrm{Be}\left({ }^{14} \mathrm{C},{ }^{14} \mathrm{O}\right)$ | ${ }^{11} \mathrm{Li}(\mathrm{p}, 2 \mathrm{p})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [JAA ${ }^{+} 10 \mathrm{a}$ | [ $\mathrm{JAA}^{+} 10 \mathrm{a}$ | [GGTA ${ }^{+09}$ | $\mathrm{KYA}^{+94}$ | $\mathrm{vBG}^{+95}$ | [ $\mathrm{KYO}^{+97}$ |
| $\mathrm{E}_{r}$ | $1.42(10) \mathrm{MeV}$ | $1.54(11) \mathrm{MeV}$ | No state | $1.2(0.3) \mathrm{MeV}$ | 1.07 (7) MeV | $1.7(3)(3) \mathrm{MeV}$ |
| $\Gamma$ | $1.11(76) \mathrm{MeV}$ | 1.91 (41) MeV | - | $\leq 1.2 \mathrm{MeV}$ | $0.3(2) \mathrm{MeV}$ | - |
| $\mathrm{E}_{r}$ | - | 3.99 (26) MeV | $\geq 3 \mathrm{MeV}$ | - | 4.3(2) MeV | - |
| $\Gamma$ | - | $1.64(89) \mathrm{MeV}$ | - | - | $1.0(3) \mathrm{MeV}$ | - |
| $\mathrm{E}_{r}$ | - | - | - | - | 7.87(6) MeV | - |
| $\Gamma$ | - | - | - | - | 0.6(3) MeV | - |

Table 1.1: Summary of observed states in ${ }^{10} \mathrm{He}$.

### 1.4 Proposed approach

We proposed to investigate the ${ }^{10} \mathrm{He}$ resonances throughout the proton transfer reaction ${ }^{11} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ at 50 AMeV , taking advantage of the relatively high intensity of the ${ }^{11} \mathrm{Li}$ beam at intermediate energies available at the RIPS line at RIKEN, as compared for instance to the LISE line at GANIL. Using the same setup we have also studied the same reaction induced by a ${ }^{9} \mathrm{Li}$ beam at 50 AMeV in view of providing complementary results as well as a reference reaction in order to check the calibration and detectors positioning. As we will see in the following, this later point is crucial when spectroscopy of the nucleus of interest is not well-established.

As compared to previous invariant mass studies in proton knock-out experiments using ${ }^{11} \mathrm{Li}$, one can expect a spectrum with different physical background and not dependent on the decay channel. Above all, the ( $\left.\mathrm{d},{ }^{3} \mathrm{He}\right)$ transfer reaction gives access to important spectroscopic informations, namely the nuclear overlaps $\left\langle{ }^{A} X \mid{ }^{A-1} Y\right\rangle$.

The cross section for a one-step transfer reaction $a+A \rightarrow b+B$ is usually calculated using the Distorted Wave Born approximation (DWBA). As we will see in the following, the nuclear overlap $\langle B \mid A\rangle$ is an important ingredient of the DWBA transition amplitude since it carries most of the nuclear structure information ${ }^{1}$. In that sense, overlap functions provide the interface between nuclear structure and direct reaction theories.

Spectroscopic factors are defined as the norm of the radial part of the nuclear overlap $\langle A \mid B\rangle$ :

$$
\begin{equation*}
S_{l j}=\int_{0}^{\infty} r^{2} I_{l j}^{2}(r) d r \tag{1.2}
\end{equation*}
$$

Spectroscopic factors factorizes in the DWBA cross section so that they can be extracted from the transfer data through a normalization procedure:

$$
\begin{equation*}
S_{A B}=\frac{d \sigma_{e x p}}{d \Omega}\left(\theta_{C M}\right)\left(\frac{d \sigma_{D W B A}}{d \Omega}\left(\theta_{C M}\right)\right)^{-1} \tag{1.3}
\end{equation*}
$$

In standard DWBA calculations the radial overlap function is often approximated by:

$$
\begin{equation*}
I_{i j}(r) \approx S_{i j} \cdot \frac{u_{n l j}(r)}{r} \tag{1.4}
\end{equation*}
$$

Where $u_{n l j}(r)$ is obtained by solving the Schrödinger equation with a WoodSaxon potential whose depth is adjusted to reproduce the binding energy of the transferred particle. Recently, overlap functions deduced from ab initio calculations of nuclear wave-functions of light nuclei become available BPW11]. In the latter reference overlap functions from state of the art GFMC wave functions are calculated for $\mathrm{A} \leq 7$. Similar calculations for nuclei up to $\mathrm{A}=10$ are expected in the near future.

[^0]From a general point of view, the comparison of DWBA cross section calculation using ab initio overlap functions with experimental data of transfer reactions with light nuclei represents a priori a stringent test for these models. In a recent study of knock-out reactions from p-shell nuclei, the neutron spectroscopic factors for $\left\langle{ }^{10} \mathrm{Be} \mid{ }^{9} \mathrm{Be}\right\rangle$ and $\left\langle{ }^{10} \mathrm{C} \mid{ }^{9} \mathrm{C}\right\rangle$ overlaps have been compared to values calculated in Variational Monter Carlo (VMC) with inclusion of three body forces and N Core Shell Model (NCSM) [GBG+11]. VMC overlaps have been used in the analysis of recently performed transfer reaction studies on ${ }^{7} \mathrm{Li}$ and ${ }^{8} \mathrm{Li}$ [WSR ${ }^{+} 08$ ] that will be discussed in the following. These results illustrate the relevance of experimental studied of reaction giving access to nuclear overlap functions to discriminate between ab initio models. The present work aims to provide differential cross sections from proton pick-up reaction $\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ on ${ }^{9} \mathrm{Li}$ and the halo nuclei ${ }^{11} \mathrm{Li}$ from which the above nuclear structure information can be deduced.

## Chapter 2

## Experimental Set-up

The RRC66 experiment was held in July 2010 at the RIKEN Nishina Center accelerator facility, in the framework of a campaign of experiments using the MUST2 detector at RIKEN. The chief goal was the production and study of the ${ }^{10} \mathrm{He}$ resonances through the ${ }^{11} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ transfer reaction.

The RIKEN facility is a unique place to produce high intensity ${ }^{11} \mathrm{Li}$ beam at low and intermediate energy. The ${ }^{11} \mathrm{Li}$ beam used in this experiment was produced by fragmentation in the RIPS (RIKEN Projectile-fragment Separator) line at the RIKEN Nishina Center and sent on a CD2 target at 50 AMeV . In addition a ${ }^{9} \mathrm{Li}$ beam was produced in the same way, to provide a reference reaction as well as complementary data. The low quality of the fragmentation beams requires the use of beam tracking detectors in order to track the beam position on target as well as its incident angle. For this task, a set of four Parallel Plate Avalanche Counter (PPAC) developed at RIKEN was used (see Sect 2.2).

Fig 2.1 presents the setup installed around the reaction target. It was designed to study three different kinds of reactions in parallel, using all presently available (eight) MUST2 telescopes. Four telescopes were placed at forward angles in walltype configuration to study pick-up reactions, complemented by four thin silicon detectors. Two more telescopes were placed at backward angles to investigate (d,p) reactions. One telescope around ninety degrees allowed the study of elastic and inelastic scattering. Plastic detectors and one MUST2 telescope were added around zero degrees for the detection of heavy products of reactions. A detailed description of the setup will be given in Sec 2.5 .


Figure 2.1: A picture of the setup around the reaction target in E6 experimental hall. The upper right corner show a top view scheme of the complete setup.

### 2.1 Beam production

The RIKEN Accelerator Research Facility Facility (RARF, see Fig.2.2) delivers secondary beams of unstable isotopes of intermediate energy at the RIPS line using the fragmentation method. In our case a ${ }^{18} \mathrm{O}$ beam was fragmented at 100 AMeV on a ${ }^{9} \mathrm{Be}$ production target mounted on a water-cooled holder. The ${ }^{18} \mathrm{O}$ was extracted from an ECR ion source and then accelerated in the AVF cyclotron, transported to the RIKEN Ring Cyclotron (RRC) where it was accelerated up to 100 AMeV . The fragmentation produced a cocktail beam of many stable and unstable nuclei, the purification of the beam was performed by the RIPS fragment separator.

A schematic layout of the RIPS is presented in Fig 2.3. The line can be split into three independent segments [KII+92]. The first QQQ-SX-D-SX-Q segment, placed at zero degrees after the production target, provides a dispersive focal plane F1 and analyses the magnetic rigidity of the fragments. This focal plane offers a separation of the fragment following their $A / Z$ ratio. The second QQ-SX-D-SXQQQ segment, compensates the first section's dispersion and provides a doubly
achromatic focus at the F2 focal plane. A wedge-shaped degrader placed at F1 allows the separation of ions according to their $A^{2.5} / Z^{1.5}$ ratio.

The last QQQ section, provides a third achromatic focus at the F3 focal plane where the detection will lay. This last section gives a better flexibility on the beam focusing, independently of the former first two segments that select the beam particles, and provide a time of flight measurement using plastic scintillator at F2 and F3 to determine the beam energy on a $\sim 7 \mathrm{~m}$ long path.

The RIPS line offers a large maximum rigidity, up to 5.76 T.m. At F1 and F2 a set of adjustable slits allows to perform a selection of the nuclei. When the slits are fully opened, the maximum angular acceptance of 80 mrad and a $6 \%$ momentum acceptance are reached.

The parameters used for the beams production in the present experiment are summarized in Table 2.1.


Figure 2.2: An overview of the RIKEN Nishina Center facility. On the right, the newly constructed RIBF, and on the left, the RARF facility where the experiment was conducted.

| Beam | ${ }^{11} \mathrm{Li}$ | ${ }^{9} \mathrm{Li}$ |
| :---: | :---: | :---: |
| Wedge Number | 6 |  |
| Wedge Material | Aluminium |  |
| Wedge thickness $\left(\mathrm{mg} / \mathrm{cm}^{2}\right)$ | 816 |  |
| Wedge angle $(\mathrm{mrad})$ | 4.46 |  |
| $\mathrm{~B} \rho_{1}(\mathrm{Tm})$ | 4.14153 | 3.4008 |
| $\mathrm{~B} \rho_{2}(\mathrm{Tm})$ | 3.905 | 3.1829 |
| Total Rate F3 | $1.74 .10^{4}$ | $1.0 .10^{5}$ |
| main contaminant | ${ }^{15} \mathrm{~B}$ | ${ }^{3} \mathrm{H}$ |

Table 2.1: Production parameters for the two beams used during this experiment.


Figure 2.3: Schematic view of the RIPS Line. The beam coming at the bottom left hit the primary target. The experimental setup is placed at the right side, after the F3 PPAC chamber.

### 2.2 Beam tracking Device

The Parallel Plate Avalanche Counter (PPAC) is a Beam Tracking Device (BTD) that collects the charge produced by ions from the beam when crossing a volume of gas [KOF $\left.{ }^{+} 01\right]$. The PPAC device used at RIPS is schematically shown in Fig.2.4. The charges are collected by two layers of aluminized stripped Mylar, one for X and one for Y direction placed in front and at the back of an anode plate. The PPAC specificity over other BTD is the fact that it relies on a timebased measurement instead of a charge-based one. All the strips are bound together through delay lines and only one signal, sum of all the delayed contributions, is available at each end. A good adjustment between the signal rise time, electrode spacing and delay line is mandatory to achieve a continuous reading of the position. The early version of the detector only allowed a discrete reading. Each PPAC needs only five electronic channels, two for X or Y and one fast anode signal used for timing measurement. The PPAC simplicity is a sake for data analysis. However this device offers a limited efficiency for very light particles at high energy, for example, during the experiment, only $56 \%$, for ${ }^{9} \mathrm{Li}$ and $71 \%$, for ${ }^{11} \mathrm{Li}$, at $50 \mathrm{~A} / \mathrm{MeV}$, of events were reconstructed on target despite the use of four detectors.


Figure 2.4: PPAC detection layout as illustrated in $\left[\mathrm{KOF}^{+} 01\right]$.

### 2.3 Reaction targets

The Lithium beam was impinging a deuterated polypropylene $\left(\mathrm{CD}_{2}\right)$ target. We chose a thickness of $1.5 \mathrm{mg} / \mathrm{cm}^{2}$, as a good compromise between resolution and statistics. A more detailed study about the target choice can be found in the next chapter on simulations performed during the preparatory phase of the experiment. The main issue about these targets is that one third of their matter is made of ${ }^{12} \mathrm{C}$, producing an important background from e.g. break-up reactions on Carbon. The latter's structure favored the $\alpha$-particles production during such reactions that need to be separated from the ${ }^{3} \mathrm{He}$ coming from the $\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ reaction of interest. The background contributions of the reactions on Carbon was evaluated using a pure Carbon target of $1.0 \mathrm{mg} / \mathrm{cm}^{2}$.

### 2.4 Reaction chamber

In order to host the MUST2 telescopes which were developed with different standards of mechanics and connectics than those available on site at RIKEN, an hybrid solution has been implemented. It consisted in the coupling of different parts of the M2C chamber, commonly used in MUST2 experiments, and of a chamber available at RIKEN. The base plate of M2C has been shipped with the MUST2 detectors and electronics, offering four DN-160 (European standard) flanges for the detectors signals and cooling. The top of the RIKEN chamber, offered three VG-250 (Japanese standard) ports for the vacuum system and probes, as well as a central port for cryogenic target. The cylinder was mechanically coupled to the bottom flange using additional mechanical clamps to properly compress the O-ring seal. All the signal were output from the chamber through the bottom plate equipped with the standard MUST2 electronics and cooling flanges, allowing easy opening of the chamber during the preparation phase. A new support for the chamber was designed and built, allowing pre-alignment of the mechanical ensemble.


Figure 2.5: CAD view of the reaction chamber and the detection layout. The RIKEN top of the chamber is here represented in transparent gray allowing to see the M2C chamber plate and detection base plate where all the detectors stand. The adjusting tool, allowing to move the chamber in any direction is also visible at the interface between chamber and frame.

### 2.5 The detection

This work focuses on the $\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ reaction as well as on the elastic and inelastic scattering. The detection setup was optimized for the specific kinematics of the reactions studied. The simulation study which lead to the present setup is detailed in the next chapter (see chap.3).

Most of the ${ }^{3} \mathrm{He}$ of interest are produced at low energies, from around 7 MeV and up to 30 MeV , inside the production target as shown in Fig. 2.6 which presents the reaction kinematics from the ${ }^{11} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right){ }^{10} \mathrm{He}$ reactions 1 MeV above the ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ threshold. These low energy ${ }^{3} \mathrm{He}$ particles will undergo energy loss, straggling and multiple scattering in the reaction target. They need to be separated from the $\alpha$-particles background expected to be large.

As detailed in the next chapter, the yield of the particles according to a $\mathrm{L}=1$ transfer cross section show off the region of interest, in the $7-15 \mathrm{MeV}$ region, corresponding to $10-40^{\circ}$ in the laboratory. All the particles are kinematically confined in the $0-47^{\circ}$ degrees region. A close-up view of the region interest is visible in Fig 2.6.

In this experiment, we used 5 telescopes at forward angles, with DSSD and CsI stages only. T1-4 insured detection of ${ }^{3} \mathrm{He}$ particles between $10^{\circ}$ and $50^{\circ}$ at

17 cm from the CD2 target, whereas T 7 was placed around $80^{\circ}$ in order to detect the deuterons from elastic and inelastic scattering. A 6th telescope, T6, was placed at $0^{\circ}$ for detection and identification of the heavy residues of reaction. A set of two plastic detectors was installed at zero degrees to prevent most of the beam particles from hitting T6.


Figure 2.6: Kinematical line of the reaction at 50 AMeV in the region of interest. Dots on the line indicate an increment of $10^{\circ}$ center of mass.

### 2.5.1 The MUST2 detector

The MUST2 array is made of several (up to eight) telescopes and designed for the study of direct reactions of exotic nuclei on light targets using inverse kinematics [PBRC ${ }^{+} 05$ ]. Each telescope is made of three detection stages listed below and represented in Fig. 2.8 .
$\mathbf{3 0 0} \mu \mathbf{m}$ Silicon The first layer is a Double Sided Stripped Detector (DSSD) of 300 $\mu \mathrm{m}$ thickness and $100 \times 100 \mathrm{~mm}^{2}$ area. Each side of the detector features 128 strips, with a 0.76 mm strip pitch. The nominal metallization of the strips is $0.4 \mu \mathrm{~m}$ of Aluminum, separated from each other by an inter-strip of $\mathrm{SiO}_{2}$. A schematic view of the DSSD structure is presented on Fig 2.7. The typical strip resolution in energy is around 40 keV and time resolution 500 ps . At this distance of 17 cm the angular resolution is about $0.1^{\circ}$.
$\mathrm{Si}(\mathbf{L i})$ The second stage is a Lithium-doped $\operatorname{Silicon}(\mathrm{Si}(\mathrm{Li}))$ of 4.5 mm thickness, composed of two detectors themselves divided in 8 pads each. These detectors offer a resolution of 130 keV , allowing a good energy measurement of particle crossing the first stage and an $\mathrm{E}-\Delta \mathrm{E}$ identification using both first and second stages. Their geometrical coverage correspond to about $65 \%$ of the surface


Figure 2.7: A schematic view of the layout of the DSSD p-n junction detector and its different dead layers.
of the DSSD. Because the DSSD provides a sufficient resolution and energy range in our case, we did not use the $\mathrm{Si}(\mathrm{Li})$ stage for telescopes placed at forward angles. We used them for the telescopes placed are the backward angles, dedicated to (d,p) study.

CsI The third stage of detection is made of 16 CsI crystal scintillator modules, read by 16 photo-diodes. Each crystal is 40 mm thick, able 115 MeV proton. Their energy resolution is rather low with respect to $\mathrm{Si}(\mathrm{Li})$ detectors, and moreover, the signal amplitude depends on the type of particles, making the detectors harder to calibrate. The typical CsI resolution depends on the energy deposit and is given by the formula $\sigma_{\text {CsI Energy }}=0.08 \sqrt{ }$ CsI Energy $(\mathrm{MeV})$.

The above-mentioned three stages are held together by an Aluminum frame which presents a complex shape. At the rear of each telescope a massive copper block, coupled to a cooling circuit, cools down the two MUST2 Front End Electronic (MUFEE) boards. The MUFEE card host nine Application-specific Integrated Circuit (ASIC), designed to provide all the necessary analog electronics from pre-amplification to amplification, as well as a time measurement using an external stop. Eight ASIC are dedicated to the strip signals of one side of the DSSD and one ASIC is used for either the CsI or $\mathrm{Si}(\mathrm{Li})$ stage. The ASIC has been designed specifically for the MUST2 detection system. It provides energy and time measurement for the three different types of detectors. The multiplexing capabilities of the MUFEE boards, allow a strong reduction of the analog and logic lines.

The analog and logic signals are sent via serial cables to the MUst in VxI (MUVI) digital mother board, installed in a VXI crate outside the chamber. The


Figure 2.8: Top: Scattered view of the different stage of a MUST2 telescope. Bottom left: the three stage assembled without frame. Bottom right: a complete telescope.

MUVI board can digitalize the signals from 4 telescopes and perform low level filtering such as pedestal subtraction. 4 DNL cables are needed per telescope (High Voltage, Low Voltage, Digital Signals Out, Analogue Signals Out) for the 576 channels of one telescope.

All the electronics is parametrized through the standard DAS interface of the GANIL acquisition system. A scheme of the logic electronic associate to the MUST2 detection can be found in App.C.

### 2.5.2 $20 \mu \mathrm{~m}$ Silicon detector

Figure 2.6 shows that most of the ${ }^{3} \mathrm{He}$ projectiles of interest are stopped in the first stage of MUST2. Therefore, with MUST2 alone they can be identified only by time of flight (TOF). The later identification separates only in mass, so ${ }^{3} \mathrm{H}$ and ${ }^{3} \mathrm{He}$ are mixed together, whereas the higher energy ${ }^{3} \mathrm{He}$ will mix with the ${ }^{4}$ He particles. In order to perform an E- $\Delta \mathrm{E}$ identification of low energy particles $\left({ }^{3} \mathrm{He}\right.$ below 22 MeV$)$ we added a $20 \mu \mathrm{~m}$ thick Silicon stripped detector in front of
each T1-4 MUST2 telescope. These detectors were Single Sided Striped Detector (SSSD), presenting 16 strips on the front side. Each detector has a 50 mm by 50 mm active area, surrounded by a 9 mm wide frame. Energy resolution was around 100 keV . Those detectors were mounted on an aluminum frame screwed on the MUST2 frame. Because the detector offer half the detection surface of the MUST2 DSSD, they were deported by 65 mm toward the target as shown in Fig.2.9. Therefore, almost all the surface of the MUST2 DSSD could be used in conjunction with the SSSD.


Figure 2.9: A silicon Single Sided Strip Detector (SSSD) shown in front of the dedicated mechanical design for assembly with a MUST2 Telescope. The aluminium frame was held in front of the DSSD using screws directly on the telescope frame.

### 2.5.3 Plastic detectors

To prevent damages to the $0^{\circ}$ MUST2 telescope (T6) we used a two stages plastic telescope placed upstream the T6 telescope. The two stages were made of BC450 scintillator, coupled with two Hamamatsu photo-multipliers (PM) through light guides. The detectors were wrapped in aluminised Mylar and opaque material to avoid light leaks and cross-talk. An additional 2 mm layer of lead was used at
the back to prevent the numerous low-energy beta decay electrons to trigger the MUST2 zero degrees telescope. The design of the mechanics holding the two plastic detectors was slightly complicated by the high density of detectors around zero degrees as illustrated in Fig.2.10. The detector thickness was 20 mm for the first stage and 30 mm for the second stage and covered an active surface of 70 mm by 40 mm in front of the zero degrees telescope.


Figure 2.10: The left half of the detection setup is seen in this CAD view, allowing to see the zero degrees plastic (light and dark blue) and telescope on the right. Each plastic is read by a PM (brown) connected through a light guide (same color as the scintillator).

### 2.6 Electronics and data acquisition

The MUST2 array relies on the GANIL data acquisition (GANIL DAQ) system for the control of its electronics and data acquisition. Therefore it was decided for this experiment to couple the GANIL DAQ and the RIKEN DAQ systems. The GANIL DAQ was handling the MUST2 block of data and trigger, while the RIKEN DAQ had in charge data from the SSSD, beam line and plastic detectors. The GANIL Master Trigger (GMT) module, was collecting the trigger signals from all the detectors (MUST2, PPAC, plastic,..), and generating a common trigger signal
for both GANIL and RIKEN acquisitions. When this signal was received by the RIKEN acquisition, a read-out of all detectors parameters was performed. During the read out process, the RIKEN acquisition was sending a busy signal to the inhibit input of the GMT, preventing the GANIL acquisition to run while the RIKEN one was busy. This way, the two acquisitions could run along and collect data separately but synchronously with common dead time.

The merging of data flow coming from both acquisitions was performed with the help of the NARVAL system, which allows data flux management. It was setup in a way where the GANIL data (MUST2 and GMT data) were send to the RIKEN DAQ at each event, and merged with the other detectors data within the RIKEN data file.


Figure 2.11: Overview of the coupled acquisition and common trigger system. The user control allow the visualization of spectra during the experiment, VisuGan is the standard on-line user control software for GANIL experiment and AnaPaw its RIKEN counter part. NPTool was used as an offline analysis programs.

The coupled-acquisition running scheme is presented in Fig 2.11, showing how the trigger signals are managed by the GMT that lead the two acquisitions to run along. The electronics layout of the experiment is shown in App.C.

### 2.7 Detectors position measurement

To reach the angular resolutions that can be obtained by combining the PPAC and MUST2 position information, an accurate knowledge of the detectors position is required. A private company, PASCO, was asked to perform the measurement using a laser-based technique. A laser tracker, in this case a LTD800 from Leica Geosystem, follows the position of a cube corner mirror and stores its relative position at any time. Using this device and selecting some reference points in the room,
the surveyor was able to define a referential in the laboratory. Point on the last three quadrupoles were used in conjunction with reference mark on the ground and wall as exposed in Fig.2.12.

Once the referential was defined, the detectors positions were measured. Because the cube corner was too big to fit the printed circuit board (PCB) hole of MUST2 DSSD, a special tool was produced at RIKEN. Three points were measured on each PCB with an accuracy of $0.5 \mu \mathrm{~m}$. The PPAC positions were also measured as well as the target position.


Figure 2.12: The different points used to build a referential using the laser tracker.
The use of a low tolerance pinning system designed at IPN Orsay for the MUST2 mechanics, visible on Fig. 2.13, allows a precise positioning of the detectors. Set of holes has been drilled in the plate supporting the whole detection inside the chamber. Every assembled pieces has at least two pins to reach a high level of reproducibility when mounting the detection setup. The pins themselves has only $20 \mu \mathrm{~m}$ allowance, however the whole assembled pieces have around $200 \mu \mathrm{~m}$ reproducibility. Deformation of the base plate because of the uneven mass repartition, deformation of the chamber plate and mounting allowance of the DSSD themselves, conduct to up to 2 mm discrepancies between the PASCO measurement and the CAD provided value.


Figure 2.13: One of the MUST2 telescope is removed from this CAD view to reveal the pinning system used to obtain a low tolerance mechanics. The zero degrees plastic and telescope are shown as well in the background.

## Chapter 3

## Simulations

The Monte Carlo method to evaluate integral, invented in 1949 by Nicholas Metropolis [MU49, gave birth in the following years to a brand new approach for the resolution of problem involving a large number of parameters. The simulation of an experimental setup is one of such problem, where the statistical behavior of the initial conditions is known and interfere with all the parameters that define the setup. In 1974, a first version of GEometry And Tracking (GEANT) was released within the CERNLIB. Since the code evolved and the state of the art Monte Carlo simulations for particles interaction is the GEANT4 package.

In this thesis, two kinds of simulations have been performed. Firstly the priorexperiment simulations, aimed at defining the feasibility and performances of the experimental setup. This part of the study is about optimization, we will try to emphasize how the simulations lead to the actual setup and how the simulations played a decisive role in the experimental decisions. The second one are the postexperiment simulations, used to understand the experimental observations and to obtain the real performances of the experimental setup.

### 3.1 Previous and present simulation tool

Monte Carlo simulations have been handled in the past by simple programs, taking into account the geometry in a very crude form. A couple of programs of that kind exist in the different laboratories working on MUST2 and allow to obtain indications on the setup performances. However, the geometry of the detection is rather complicated, while experiment tend to add more and more ancillary detectors. A complete GEANT4 simulations was needed for the MUST2-TIARA-EXOGAMVAMOS experiment in GANIL. A GEANT4 based simulation of the MUST2 array, as well as the other $\gamma$ and particles detectors was used for the first time Ram09 and was useful for post-experiment studies of a MUST2 experiment. However the very rigid form of the code does not allow any flexibility on the detector positions or number.

Because the setup needed to be defined completely from scratch, a new tool has
been designed, that fulfills the needs of flexibility and effectiveness of an exploratory prior-experiment work. The project, named NPTool (Nuclear Physics Tool), was designed to be as universal as possible for the common work of simulation and analysis of nuclear physics experiments. An overview of the structure of this project is given in App,A, while the simulation results obtained from this package are presented in the present chapter.

### 3.2 Prior-experiment simulations

The starting point is the will to study the ${ }^{11} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right)^{10} \mathrm{He}$ reaction at 50 AMeV by missing mass method, namely detection the remaining ${ }^{3} \mathrm{He}$ to reconstruct the ${ }^{10} \mathrm{He}$ excitation energy spectra. However inclusive spectra, requiring only the detection of a light ${ }^{3} \mathrm{He}$, are hard to interpret because of the contamination of other processes, like break-up. Hence, we need also to detect the heavy particles of the reaction around zero degrees. The unbound nature of the ${ }^{10} \mathrm{He}$ also plays a decisive role here, as it decays into $8 \mathrm{He}+\mathrm{n}+\mathrm{n}$ or $6 \mathrm{He}+\mathrm{n}+\mathrm{n}+\mathrm{n}+\mathrm{n}$. Other direct reactions can occur during the experiment, providing additional data, and we also designed a setup allowing the detection of light particle related to the ( $\mathrm{d}, \mathrm{d}$ ) and ( $\mathrm{d}, \mathrm{p}$ ) reactions. The detectors choice and their positioning are, as it will be explained in the following sections, dependent of the reactions studied. We will focus on the design of the (d, ${ }^{3} \mathrm{He}$ ) related detection for clarity.

### 3.2.1 Building the setup

Optimizing the setup means taking into account all the aspect of the experiment to obtain the best compromise on resolution and statistics. We rely on three important criteria to choose the best experimental setup:

- Energy resolution: which is given by the width of the peaks in of the obtain excitation spectra.
- Efficiency: which is given by the percentage of the emitted particles detected.
- Particles identification: Which characterizes how the particles of interest can be distinguished from the background.

To start with the simulation the energy of the beam as well as the cross section of the transfer reaction have to be determined.

## Beam Energy

The energy of the beam is a decisive parameter in the experiment. It governs both the statistics, favoring a transfer reaction at low energy and break-up at high energy, and the kinematics with all the implication on the resolution and detection efficiency. Taking into account all those parameters, as well as availability of beam at the RIKEN Nishina Center, we choose as a good compromise an energy of 50 AMeV . This energy was used for all the prior-experiment simulations.

## Cross section

The differential reaction cross section has been calculated (see Fig.3.1) using DWBA, for a state at 1 MeV above the two neutrons emission threshold, assuming a $\mathrm{L}=1$ transfer of a $p$ shell proton of ${ }^{11} \mathrm{Li}$. For the purpose of the setup definition, the relevant information is given by the yield of the ${ }^{3} \mathrm{He}$ in the center of mass (see Fig (3.2) and given by:

$$
\begin{equation*}
N\left(\theta_{C M}\right) \propto \frac{d \sigma}{d \Omega_{C M}} \cdot 2 \pi \sin \left(\theta_{C M}\right) \tag{3.1}
\end{equation*}
$$

The $\sin \left(\theta_{C M}\right)$ term coming from the solid angle formulation has strong effect. Hence, the counting rate is expected to be null around zero degrees CM because of the small solid angle. The noticeable facts are the concentration of the yield in the $5^{\circ}-60^{\circ}$ region because the solid angle is favoring the second maximum at larger angle.


Figure 3.1: The reaction differential cross section in the center of mass.


Figure 3.2: Yield of the ${ }^{3} \mathrm{He}$ in the center of mass.

DWBA calculations are known to be correct at small angles in the center mass, while at higher angle, other non-direct processes like formation of a compound nucleus, are influencing the cross section shape and intensity. Therefore, for extraction of the relevant information on the structure of ${ }^{10} \mathrm{He}$, we focus on the small angles in the center of mass frame. The region $5^{\circ}-20^{\circ}$ is therefore considered more important than the one from $20^{\circ}$ to $40^{\circ}$.

## Kinematics

By applying momentum and energy conservation rules, we can associate the energy and angle in the laboratory with the unique angle in the center of mass of
the outgoing particle. The position along the curves described by the $\left(\mathrm{E}_{\text {Lab }}, \theta_{\text {Lab }}\right)$ is called the kinematic line, the one associated to the ${ }^{3} \mathrm{He}$, is represented in Fig.3.3.


Figure 3.3: Kinematic line of the ${ }^{3}$ He from the reaction of interest (black line) in the laboratory, extracted from a relativistic calculation. The black dots are placed every 10 degrees in the center of mass frame. Note the low energy at small CM angle, where the cross section is higher. Other reactions ( (d,d) in red and (d,p) in green) are also plotted, showing the regions of interest of these reactions.)

We can see in Fig. 3.3 a folding point around $47^{\circ}$, characteristic of this kind of reaction in inverse kinematics. The black dots on the figure are placed every $10^{\circ}$ in the center of mass. The high energy branch is associated with large center of mass angle, where the yield is lower (see Fig 3.2), while the low energy branch, is associate to an important yield.

## Conclusions

All this information come as an input of an event generator that takes into account the specificity of the reaction at this energy. The Fig 3.4 allow to pin point the relevant region in the laboratory frame. The setup has to fulfill the following requirements for the ${ }^{3} \mathrm{He}$ detection:

1 It should focus in the region between $5^{\circ}$ and $20^{\circ}$.
2 It should deal with ${ }^{3} \mathrm{He}$ with an energy ranging from 6 to 40 MeV .
Most of the statistics is below 22 MeV , meaning the ${ }^{3} \mathrm{He}$ stop in the first stage of MUST2. To get an accurate identification of these particles, additional thin silicon detectors were used in front of the MUST2 DSSD, to act as $\Delta$-E detectors. This is the basis of the setup design, while other aspects, such as the target thickness and zero degrees detection need to be defined with accurate simulations.


Figure 3.4: Kinematic line (left) obtain after a Monte Carlo simulation of the reaction (no detection effect are here taken into account). The area of interest with great yield at small angle is clearly visible. The width of the line is here due to the beam energy spread. The angular distribution (bottom right) and energy distribution (top right) are visible.


Figure 3.5: A three dimensional view of the different volume designed within the simulation. Some of the volume are passive material while others act like detection device.

In addition, to detect ${ }^{2} \mathrm{H}$ from elastic scattering an additional detector was placed around ninety degrees (see kinematics line for ( $\mathrm{d}, \mathrm{d}$ ) reaction in Fig 3.3), while another one was setup at backward angle for stripping reaction(see green line in Fig (3.3). Similar study lead to definitive positioning of these detectors. The final setup is presented in fig3.5 as it is modeled in the simulation.

The GEANT4 part of the simulation does not take into account the PPAC, however the initial X and Y positions of the generated event in the target are stored in the output file. During the analysis of the simulations, these values are used to perform a Gaussian random shoot using a sigma of 1 mm , simulating the precision
of the reconstruction on target.

### 3.2.2 Angular coverage

The setup was designed to detect the maximum of ${ }^{3} \mathrm{He}$ coming from the reaction. Indeed, the detection efficiency in Fig 3.6 is maximum in the region of interest. To achieve this goal we put the MUST2 wall T1-4 17 cm from the target, instead of the standard 15 cm .

The obtention of exclusive spectra being mandatory, the efficiency need to take care of the coincidence with the heavy residues of reaction. The coincidence around zero degrees of ${ }^{8} \mathrm{He}$ from the ${ }^{10} \mathrm{He}$ decay reduce by $20 \%$ the efficiency at its maximum as presented in Fig 3.7 .


Figure 3.6: Efficiency of the detection setup in the laboratory frame (black line) for T1-4 and the yield of ${ }^{3} \mathrm{He}$ produced in the ( $\left(,{ }^{3} \mathrm{He}\right.$ ) reaction (red line, arbitrary unit).


Figure 3.7: Efficiency of the detection setup in the laboratory frame (black line) for T1-4 after coincidence with the decayed ${ }^{8} \mathrm{He}$ and the yield of ${ }^{3} \mathrm{He}$ produced in the $\left(d,{ }^{3} \mathrm{He}\right)$ reaction (red line, arbitrary unit).

The peak visible around $47^{\circ}$ in the particle angular distribution in Fig 3.6 and Fig 3.7 correspond to the turning back of the kinematic line. In this region, a large area of the center of mass coverage, the $30^{\circ}-50^{\circ}$ region, is concentrated in a small portion of the laboratory angle, between $38^{\circ}$ and $47^{\circ}$. This region is of limited interest for the DWBA analysis of the reaction. Moreover, this part of the distribution correspond also to very large angle ${ }^{8} \mathrm{He}$, making the coincidence difficult. Hence even if the region represents same yield as in the $5^{\circ}-38^{\circ}$ region, it is not the region to be covered.

### 3.2.3 Study around the target

A deuterium target is needed for our experiment, several methods exist to produce such target. The conventional way is to produce a thin film of deuterated polyethylene $\left(\mathrm{CD}_{2}\right)$, but other more sophisticated methods exist, like cryogenic target, which hold a volume of gaseous, liquid or solid deuterium at low temperature increasing its density. The later targets offer larger number of deuterium atoms by unit of surface but they required important machinery to run.

The possibility to use a cryogenic gaseous target for this experiment has been investigated and was a central part in the simulations work, comparing the situation with $\mathrm{CD}_{2}$ counter part. A cryogenic target cell can be simulated as a very simple object, two thin windows of light but strong material, keeping a volume of underpressure D2 gas at low temperature. In order to obtain a gain in statistics with respect to $\mathrm{CD}_{2}$ target, this volume has to be kept around $25-30 \mathrm{~K}$ and $0.5-1$ bar. Under such pressure, the windows will change shape and the volume of the target will increase, leading to a bigger error on the position of interaction inside the target, and therefore a poorer angular resolution.

The main problem is to find a good compromise between the running pressure and temperature (i.e. statistics), angular resolution, and energy loss in the windows. Those parameters are all influencing each other. For instance if you put higher pressure, you increase statistics but need stronger windows to keep the angular resolution at the same level so you increase the energy loss in the target, and so on. Taking into account all those effect accurately required a Monte Carlo simulation.

A cryogenic target requires windows to conceal the gas volume, in our case, the large beam size required very large windows, and therefore a large deformation of the windows is expected. The windows material need to be strong enough not to deform too much, but made of light compounds to avoid important energy straggling of the particle going out of the target. The possibility to use Havar windows for the cryogenic cell was quickly dropped because of its dramatic effect on low energy ${ }^{3} \mathrm{He}$, the presence of tungsten and other large Z compounds strongly increasing the energy loss and energy straggling in the material. Instead, we chose to use Mylar foil and pickup the $12 \mu \mathrm{~m}$ thick one as a good compromise between energy loss and strength.

Calculation using the finite element numerical method performed at IPN predicted a 1 mm deformation at 1 bar leading to a 4 mm ( 2 mm of nominal thickness plus two 1 mm of deformation per windows) total thickness in the central part of the target. After the first test with the cryogenic target this value was found to be underestimated by a factor of three, leading to a total thickness around 10 mm in the central part. The target was also expected to run at a temperature of 26 K , however the tests showed that only 30 K could be reached at 0.7 bar instead of the expected 1 bar. During the preparation phase many combination of temperature and pressure have been explored, only the relevant results for the expected and real cryogenic target are presented in Table 3.1.

Simulations were run for different targets assuming the following conditions:
$-{ }^{11} \mathrm{Li}$ beam at $50 \mathrm{AMeV} \pm 20 \mathrm{MeV}(\Delta \mathrm{p} / \mathrm{p}=6 \%$, see Sect.2.1)

- $\mathrm{L}=1$ transfer reaction
- PPAC reconstruction on target of $\pm 1 \mathrm{~mm}$
- Coincidence with zero degrees detectors

The results given in Table 3.1 are obtained with a target simulated as a cylindrical object. In reality, the windows gets deformed and take a hyperbolic cosine shape $^{1}$ that can be measured using a laser. Any mismatch in the target alignment or the beam position on target will influence strongly the energy loss correction leading to additional systematic errors that are not here taken into account. In the same way, the problem of the fluctuating pressure and temperature and therefore density inside the target lead to bigger statistical error. One can hence conclude that the values of the resolution given here are underestimate.

| Thickness $\left(\mathrm{mg} / \mathrm{cm}^{2}\right)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{e}(\mathrm{mm})$ | $\mathrm{P}($ bar $)$ | $\mathrm{T}(\mathrm{K})$ | ${ }^{2} \mathrm{H}$ | ${ }^{12} \mathrm{C}$ | Total | $\sigma(\mathrm{keV})$ |  |
| 4 | 1 | 26 | 0.75 | 1.54 | 2.29 | 850 |  |
| 10 | 0.7 | 30 | 1.13 | 1.54 | 2.67 | 1170 |  |

Table 3.1: Summary of the study for the cryogenic target. The first case is the expected running conditions, the second case is the effective conditions.

The standard solution for deuterium target is the use of $\mathrm{CD}_{2}$ target. Those solid target are made of polypropylene where the proton of the hydrogen atoms has been substitute by a deuterium nuclei. The evaluation of the thickness of these targets is a difficult task, where the total mass need to be estimated accurately. We intended to use a $1.5 \mathrm{mg} / \mathrm{cm}^{2}$ target, but in order to check the target thickness, we use the test experiment, ${ }^{9} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right.$ ), and found a larger value of $1.9 \mathrm{mg} / \mathrm{cm}^{2}$ (see Sect 4.7.1).

|  | Thickness $\left(\mathrm{mg} / \mathrm{cm}^{2}\right)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{e}(\mu \mathrm{m})$ | ${ }^{2} \mathrm{H}$ | ${ }^{12} \mathrm{C}$ | Total | $\sigma(\mathrm{keV})$ |
| 14.2 | 0.38 | 1.13 | 1.5 | 932 |
| 18.0 | 0.48 | 1.43 | 1.9 | 1050 |

Table 3.2: Summary of the study for solid $C D_{2}$ target. The first case is the expected target thickness, the second case is the actual deduced target thickness from the data analysis.

The benefits of the cryogenic target at 30 K and 0.7 bar were too small, only a factor of three in the statistics, compared to the difficulty to run the target in

[^1]

Figure 3.8: Drawing of the cryogenic target cell designed for this experiment. The cell is the last stage of the cryogenic target, where the gaz is kept at constant pressure and temperature. The effective thickness of the target (denote as " $e$ " on the drawing) is a decisive parameter for the experimental resolution.
nominal condition during the whole experiment and the loss of beam time due to the necessity of opening the chamber during the experiment to switch targets. The solution of the solid $\mathrm{CD}_{2}$ target was finally kept.

### 3.2.4 Particles identification

Time of Flight - Energy (TOF-E) identification method allow to determine the mass of the detected particle. The time of flight $t$ of a particle of kinematic energy $E$ and mass A along a path of length $d$ is given by the following formula:

$$
\begin{equation*}
t=d \sqrt{1-\frac{A^{2}}{E^{2}}} \tag{3.2}
\end{equation*}
$$

Energy Loss - E ( $\Delta \mathrm{E}-\mathrm{E}$ ) identification method allow to determine the mass and charge of the detected particle. The Bethe-Block formula giving the following relation between the energy loss $\Delta E$ of a particle of mass $A$ and kinematic energy $E$ crossing a layer of material of thickness $x_{m}$.

$$
\begin{equation*}
\Delta E \approx x_{m} \frac{2 \pi n}{m_{e}}\left(\frac{e^{2}}{4 \pi \epsilon_{0}}\right)^{2} A Z^{2} \frac{1}{E} \ln \left(\frac{4 m_{e}}{A I} E\right) \tag{3.3}
\end{equation*}
$$

## Choice of thin silicon detectors

The identification of ${ }^{3} \mathrm{He}$ with low energy coming from the reaction requires discrimination from the other light particles, especially ${ }^{4} \mathrm{He}$ and ${ }^{3} \mathrm{H}$. The Time of Flight identification method can not be used to achieve this goal, ${ }^{3} \mathrm{He}$ and
${ }^{3} \mathrm{H}$ having the same mass. The simulation tested different thickness for the thin silicon detector in front of the MUST2 DSSD. Finally the choice of very thin $20 \mu \mathrm{~m}$ thick detector was made because of its low threshold for ${ }^{3} \mathrm{He}$ detection. The SSSD detectors were expected to show off a resolution of 150 keV (FWHM), and this value was used for the simulation. However the alpha calibration of the real detectors showed a better resolution of 112 keV (FWHM) (see Sect.4.5.1). The time of flight resolution is assumed to be 500 ps (FWHM) taking into account the MUST2 time resolutions and the PPAC time resolutions.

Particles are generated with a Gaussian energy distribution centered at 15 MeV $\pm 15 \mathrm{MeV}$ for He isotopes and $4 \mathrm{MeV} \pm 5 \mathrm{MeV}$ for H isotopes to produce identification plots.


Figure 3.9: $E-\Delta E$ identification of the light particle using the SSSD and MUST2 $D S S D$.


Figure 3.10: E-TOF identification of the light particle using the time of flight between the target and the MUST2 DSSD.

The plot presented in Fig. 3.9 shows how the separation of ${ }^{3} \mathrm{He}$ from other light particles is possible using the SSSD and a $\Delta \mathrm{E}-\mathrm{E}$ identifications plot, while MUST2 alone offer only the TOF-E identification plot visible in Fig 3.10. The latter identification does not help to distinguished ${ }^{3} \mathrm{He}$ from ${ }^{3} \mathrm{He}$, resulting in a lower identifications limits around 10 MeV . At higher energy, the $\alpha$-particles are mixing with the ${ }^{3} \mathrm{He}$ and the separation is not effective.

The identification plots shown here demonstrate how the light particle can be separated, the chap. 4 explained in details the many refined treatment such as the correction of the SSSD thickness and multiple variable selections of the event used to achieve a very good particles separation.

## Residues

${ }^{10} \mathrm{He}$ is known to be an unbound nucleus and therefore can not be detected directly, instead it will decay into lighter and bound Helium isotopes ${ }^{4,6,8} \mathrm{He}$. Previous measurement has been channel dependent, therefore we aimed to make a channel free measurement, by detecting both ${ }^{3} \mathrm{He}$ ejectile and the ${ }^{4,6,8} \mathrm{He}$ from decay. Without indication on correlation in the decay of ${ }^{10} \mathrm{He}$ we use a phase space generator to cover the possible configurations. The event generator first compute the four momentum of the ${ }^{10} \mathrm{He}$ using the two body kinematic associate with the reaction. Then the phase space generator is used to compute the four momentum of the neutrons and remaining He isotope. The weight of each configuration is compute and stored in the output data in order to renormalized the spectra. The following decay channels have been explored :

$$
\begin{aligned}
& -{ }^{10} \mathrm{He} \rightarrow{ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n} \\
& -{ }^{10} \mathrm{He} \rightarrow{ }^{6} \mathrm{He}+\mathrm{n}+\mathrm{n}+\mathrm{n}+\mathrm{n}
\end{aligned}
$$



Figure 3.11: The kinematics line of the heavy residues in three cases: (left) assuming a bound ${ }^{10} \mathrm{He}$, (center) assuming $a{ }^{8} \mathrm{He}+n+n$ decay, (right) assuming a ${ }^{6} \mathrm{He}+n+n+n+n$ decay (from a 3 MeV state)

The Fig 3.11 shows off the effect of the decay on the energy of the heavy particles while the angular distribution is not changed much. We can use this information as a starting point to design the zero degrees detections.

In order to identify heavy residues, as well as separate them from the beam particles, we used one MUST2 telescope. The later was protected from the beam using a two-stages plastic scintillator. The size of the plastic detector was decided after simulations exploring the following points:

- The plastic should allow the identification He and Li isotopes
- The plastic can sit in between the T1-4 mechanics
- The plastic stop most of the beam particles

A good compromise was found with a first stage of 20 mm and a second stage of 30 mm , allowing a rather good identification of particle stopping the plastic. The simulation stated a standard BC400 scintillator and a energy resolution of $5 \%$ based a previous experiment using such PM and scintillator. To check the identification of particles around zero degrees we used the generation of particles with a Gaussian energy distribution centered at $350 \mathrm{MeV} \pm 100 \mathrm{MeV}$ to cover a large range of particles energy. The emitted particles are ${ }^{3} \mathrm{He},{ }^{4} \mathrm{He},{ }^{6} \mathrm{He},{ }^{8} \mathrm{He}$ and ${ }^{9} \mathrm{Li},{ }^{11} \mathrm{Li}$ and got the identification plots presented in Fig 3.12 for the plastic telescope and Fig 3.13 for the zero degrees MUST2 telescope.


Figure 3.12: $E-\Delta E$ identification plot in the zero degrees plastic. The beam particle are stopped inside the plastic detector as well as low energy He isotopes. Higher energy He isotopes cross the second stage plastic and go in the MUST2 telescope.


Figure 3.13: $E-\Delta E$ identification plot in the zero degrees MUST2 telescope. All the particle are identified correctly.

### 3.2.5 Background evaluation

When a beam particle interacts with a target particle a transfer can occur, but also processes where the internal structure of the nuclei is not probed. These corresponds to pure phase space events, where there is no correlation between the initial and final state. Different phase space have been investigated using the TGenPhaseSpace Jam68 function from CERN ROOT library. This method rely on a Monte Carlo methodology to populate the whole phase space. The following phase spaces have been explored:

$$
-{ }^{11} \mathrm{Li}+{ }^{2} \mathrm{H} \rightarrow{ }^{3} \mathrm{He}+{ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}
$$

$$
-{ }^{11} \mathrm{Li}+{ }^{2} \mathrm{H} \rightarrow{ }^{3} \mathrm{He}+{ }^{6} \mathrm{He}+\mathrm{n}+\mathrm{n}+\mathrm{n}+\mathrm{n}
$$

Figure 3.14 and Fig. 3.15 show the associated contributions to the kinematics plot of the ${ }^{3} \mathrm{He}$ of interest. The blue line is set at the threshold where the associated phase space can start to contribute.


Figure 3.14: $\quad$ The ${ }^{11} L i+{ }^{2} H \rightarrow$ ${ }^{3} \mathrm{He}+{ }^{8} \mathrm{He}+n+n$ phase space represented in the $E_{\text {Lab }}-\theta_{\text {Lab }}$ space. The blue curve indicate the ${ }^{8}$ He decay threshold.



Figure 3.15: ${ }^{11} \mathrm{Li}+{ }^{2} \mathrm{H} \rightarrow$ ${ }^{3} \mathrm{He}+{ }^{6} \mathrm{He}+n+n+n+n$ phase space represented in the $E_{\text {Lab }}-\theta_{\text {Lab }}$ space. The blue curve indicate the ${ }^{6}$ He decay threshold.

Figure 3.16: ${ }^{11} \mathrm{Li}+{ }^{2} \mathrm{H} \rightarrow$ ${ }^{3} \mathrm{He}+{ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ (green) and ${ }^{11} \mathrm{Li}+$ ${ }^{2} \mathrm{H} \rightarrow{ }^{3} \mathrm{He}+{ }^{6} \mathrm{He}+n+n+n+n$ (blue) phase space contributions to the excitation energy spectra of ${ }^{10} \mathrm{He}$. The green and blue vertical line indicate respectively the ${ }^{8} \mathrm{He}$ and ${ }^{6} \mathrm{He}$ decay mode threshold. All detection effect are taken into account as well as coincidence around zero degrees.

Figure 3.16 presents the associated excitation energy spectra contribution. All the phase space events are not equivalent and their weight has to be taken into account to be representative of the reality. These phase space contributions can
later be used to fit physical background in the final spectra. Their normalization remain a free parameter of the analysis. Note the error bars in Fig. 3.16 due to the Monte Carlo methods used here. The error bars can be decreased using more statistics but the running time, as well as the volume of the generated file, are limitations. The more bodies the phase space involves, the more the weight of each configuration is small and the more the need of statistics is high. Therefore, many body phase space are more delicate to evaluate.

### 3.3 Post-experiment simulations

The post-experiment simulations aimed at understanding the detection setup in the effective conditions of the experiment. All the results presented in this section take into account the real beam position and emittance, as well as the measured position of the detector (see Sect.2.7). Therefore direct comparison between the simulated data and the experimental data could be performed. The simulation stated a $18 \mu \mathrm{~m}$ thick target $\left(1.9 \mathrm{mg} / \mathrm{cm}^{2}\right),{ }^{9} \mathrm{Li}$ is assume to have a $\Delta \mathrm{p} / \mathrm{p}=0.2 \%$, ${ }^{11} \mathrm{Li} \Delta \mathrm{p} / \mathrm{p}=6 \%$, and the PPAC reconstruction on target extracted within $\pm 1 \mathrm{~mm}$.

### 3.3.1 Resolution and efficiency

All the values in Table 3.3 are given for the ground state ( 1 MeV above the ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ state for the ${ }^{10} \mathrm{He}$ case $)$. In the case of $\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ reactions, the resolution is getting better with the excitation energy, because the ${ }^{3} \mathrm{He}$ is produced with a higher energy, decreasing the energy straggling in the target.

| Reaction | Cross section | $\sigma(\mathrm{keV})$ | Inclusive Eff. (\%) | Exclusive Eff. (\%) |
| :---: | :---: | :---: | :---: | :---: |
| ${ }^{9} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ | flat | 818 | 14.4 | 1.9 |
|  | $\mathrm{~L}=1$ | 944 | 25.6 | 19.2 |
| ${ }^{11} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ | flat | 865 | 20.6 | 12.2 |
|  | $\mathrm{~L}=1$ | 1019 | 28.0 | 19.3 |
| ${ }^{9} \mathrm{Li}(\mathrm{d}, \mathrm{d})$ | flat | 561 | 0.5 | 2.8 |
| ${ }^{11} \mathrm{Li}(\mathrm{d}, \mathrm{d})$ | flat | 939 | 0.9 | 2.8 |

Table 3.3: Summary of the post-experiment simulations. Inclusive efficiency correspond to the event where an ${ }^{3}$ He has been detected in the T1-4 (T7 for (d,d) cases) wall, while the exclusive efficiency required event with an ${ }^{8} \mathrm{He}\left({ }^{9} \mathrm{Li}\right.$ or ${ }^{11} \mathrm{Li}$ for (d,d) cases) in the zero degrees detection.

All these information are very valuable during the data analysis (see chap.(4) where comparison between the expected and observed resolution sheds light on analysis errors.

### 3.3.2 Solid angle

In order to extract the angular distribution associated with the reaction, one needs the solid angle in the center of mass $d \Omega_{C M}$ (see Sect.4.7.2). $d \Omega_{C M}$ is obtained using a flat cross section simulation and given by:

$$
\begin{equation*}
d \Omega_{C M}=\frac{N_{\text {detected }}\left(d \theta_{C M}\right)}{N_{\text {emitted }}} \cdot 4 \pi \tag{3.4}
\end{equation*}
$$

The Monte Carlo approach and the NPTool methodology is here decisive, because the real and simulated data are analyzed in the same way, we insure an homogeneous event selection. Therefore, we minimize the systematic error on $d \Omega_{C M}$ induced by the selection of the particle of interest. We can defined $d \Omega_{C M}(C)$, where $C$ is the collection of all the conditions used for the real data, i.e. cuts, thresholds and coincidences.

$$
\begin{equation*}
d \Omega_{C M}(C)=\frac{N_{\text {detected }}\left(d \theta_{C M}, C\right)}{N_{\text {emitted }}} \cdot 4 \pi \tag{3.5}
\end{equation*}
$$

For all the reactions, the solid angle is obtained from the simulation, using a realistic beam and taking into account the coincidence with heavy particles around zero degrees. The $\left(\mathrm{d},{ }^{3} \mathrm{He}\right)^{10} \mathrm{He}$ case is illustrated in Fig 3.17 , where the effect of coincidence is visible. A diminution as well as a shift of the maximum is noticeable. Since the solid angle is used in the normalization of the angular distribution, the account of coincidences is crucial in the extraction of physical data. A complete and accurate simulation plays here a decisive role.


Figure 3.17: The solid angle coverage of the detection system deduced from the simulation, before (blue) and after (green) coincidences with the zero degrees ${ }^{8}$ He. The coincidences does not only reduced the detection rate but also the shape of the efficiency, having direct of incidence on the angular distributions.

## Chapter 4

## Data Analysis

### 4.1 Introduction

This part will present the methodology used to analyse the data from our multi-detector set-up. Each time a specific case was identified a diagnostic method was implemented and solution found within the same software that treats the rest of the channels. This approach of "no exception methodology" tend to reduce at maximum the user dependent operation. In this Chapter, the beam identification and tracking will be first presented. The calibration of the MUST2 and SSSD detector will be discussed as well as the particles identification. In the last part of the Chapter, the extraction of the excitation energy and angular distribution, that contains the structure information will be discussed.

### 4.2 Beam particles identification

In order to identify the incident particles on target, two plastic detectors were set at the F2 and F3 focal plane. The F2 plastic was 2 mm thick while the F3 plastic, was 0.3 mm thick. The time of flight between F2 and F3 versus the $\Delta \mathrm{E}$ in F2 allows the identification of the incident particles as presented in Fig 4.1. For the purpose of identification and purity evaluation, the down scale singles event has been used, an important contamination of tritons exists, however their low energy loss in the F2 plastic and PPAC forbid their detection. The ${ }^{11} \mathrm{Li}$ beam purity, excluding tritons, reaches $40.4 \%$. The main contaminants were ${ }^{15} \mathrm{~B}(49.0 \%),{ }^{9} \mathrm{Li}(3.2 \%),{ }^{6} \mathrm{He}(2.8 \%)$ and ${ }^{8} \mathrm{He}(0.2 \%)$. These contributions can be completely removed during the data analysis using previously mentioned identification plot. Moreover, the ${ }^{15} \mathrm{~B}$, with an intensity equal to the one of ${ }^{11} \mathrm{Li}$, provided additional data on the ${ }^{15} \mathrm{~B}\left(\mathrm{~d},{ }^{3} \mathrm{He}\right){ }^{14} \mathrm{Be}$ reaction, to be analysed in the future.

The ${ }^{9} \mathrm{Li}$ beam purity, excluding tritons, reached $73 \%$, contaminated mainly by ${ }^{6} \mathrm{He}(10.5 \%)$. During the ${ }^{9} \mathrm{Li}$ run, the F3 plastic was removed to reduce the associate carbon background it may produce. The incident particle identification was done using the time of flight between F2 and the PPAC and the $\Delta \mathrm{E}$ in F 2 . One cut was made for each PPAC to avoid any loss of statistics. An example is given in Fig 4.2,


Figure 4.1: Identification plot of the incident particles using the F2 and F3 plastic information during the ${ }^{11}$ Li runs. The main contaminants of the ${ }^{11} \mathrm{Li}$ beam are here clearly visible.


Figure 4.2: Identification plot of the incident particles using the F2 plastic and F3 PPAC information during ${ }^{9}$ Li runs. The main contaminant, ${ }^{3} H$ is not visible because of there low energy loss in the PPAC and Plastic.

### 4.3 PPAC Beam Tracking Detector

### 4.3.1 Calibration and efficiency

The PPAC position information is deduced from a timing measurement $T_{\text {right }}, T_{\text {left }}, T_{\text {bottom }}, T_{\text {top }}$ between the two ends of the horizontal (X) or vertical (Y) delay line. The calibration of the four PPAC (eight layers) was made injecting a pulser signal at one side of the delay line and measuring the delay at the other side and knowing the length of the delay line. The calibration gives the offset $x_{0}$ and $y_{0}$ and the coefficients $c_{x}$ and $c_{y}$ that gives the following formula for the position of interaction in the PPAC:

$$
\begin{align*}
& x=c_{x}\left(T_{\text {right }}-T_{\text {left }}\right)+x_{0}  \tag{4.1}\\
& y=c_{y}\left(T_{\text {bottom }}-T_{\text {top }}\right)+y_{0} \tag{4.2}
\end{align*}
$$

The fast signal coming from the anode was used as a stop for time measurements started by the F2 plastic. The efficiency of the PPAC array was evaluated using down-scaled single (DS) events of the F2 plastic. The set of the four PPAC gives a total reconstruction efficiency of $56 \%$ for ${ }^{9} \mathrm{Li}$ beam, and $71 \%$ for ${ }^{11} \mathrm{Li}$ beam.

### 4.3.2 Beam Tracking

Using the different parameters shown in Fig. 4.3, we can deduced the beam particle position and incident angle on target through the measured beam position in two different planes by the formula :

$$
\begin{gather*}
X_{\text {Target }}=X 2+(X 2-X 1) \frac{\left|Z 2_{X}\right|}{Z 2_{X}-Z 1_{X}}  \tag{4.3}\\
Y_{\text {Target }}=Y 2+(Y 2-Y 1) \frac{\left|Z 2_{Y}\right|}{Z 2_{Y}-Z 1_{Y}}  \tag{4.4}\\
\vec{b}=(X 2-X 1, Y 2-Y 1, Z 2-Z 1)  \tag{4.5}\\
\theta_{b}=\arccos \left(\frac{\vec{b} \cdot \vec{n}}{|\vec{b}|}\right) \tag{4.6}
\end{gather*}
$$



Figure 4.3: Schematic view of the PPAC layout and definition of the different parameters needed for the beam tracking. The position $\left(X_{1}, Y_{1}, Z_{1}\right)$ and $\left(X_{2}, Y_{2}, Z_{2}\right)$ are defined here.

| Beam | $\bar{x}(\mathrm{~mm})$ | $\sigma_{x}(\mathrm{~mm})$ | $\bar{y}(\mathrm{~mm})$ | $\sigma_{y}(\mathrm{~mm})$ | $\sigma_{\theta_{x}}(\mathrm{mrad})$ | $\sigma_{\phi_{y}}(\mathrm{mrad})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{9} \mathrm{Li}$ | 0.2 | 3.9 | 1.8 | 2.4 | 8.9 | 13.3 |
| ${ }^{11} \mathrm{Li}$ | 1.8 | 6.2 | -0.1 | 6.1 | 10.7 | 6.7 |

Table 4.1: The beam position ( $m_{x}, m_{y}$ ) width ( $\sigma_{x}, \sigma_{y}$ ) and emittance ( $\sigma_{\theta_{x}}, \sigma_{\phi_{y}}$ ) on the target according to the PPAC reconstruction.


Figure 4.4: ${ }^{9}$ Li beam profile on CD2 target (left), beam emittance on $X$ axis (center) and $Y$ axis (right)


Figure 4.5: ${ }^{11}$ Li beam profile on CD2 target (left), beam emittance on $X$ axis (center) and $Y$ axis (right)

The beam profile and emittance are visible on Fig 4.4 for ${ }^{9} \mathrm{Li}$ and Fig. 4.5 for ${ }^{11} \mathrm{Li}$. The projected values, summarized in Table 4.1, are used in the simulations (see Sect 3.3 ). The ${ }^{11} \mathrm{Li}$ distribution is much broader than the ${ }^{9} \mathrm{Li}$ one, because the full acceptance of the RIPS line is used in the former case while narrow slits are used in the latter.

## Checking the PPAC calibration and position

The first excitation energy spectra obtained using the initial PPAC parameters led to peak widths inconsistent with the simulations. To check the validity of the trajectory reconstruction, we firstly used the image of the target frame. However it was found that this image can be kept consistent even under transformations such as mirror transformation ( $\mathrm{X}=-\mathrm{X}$ or $\mathrm{Y}=-\mathrm{Y}$ or both) and rotation (swapping X and Y ). In a second step, we used the elastic scattering ${ }^{9} \mathrm{Li}(\mathrm{d}, \mathrm{d})$ as a reference. This reaction has several features that make it a good test case. First, the statistics is higher than for transfer reaction, and thus, the spectra are easier to interpret. Secondly, the signal resolution is quite insensitive to the target thickness, so we can put this effect aside and concentrate on only one parameter.

Table 4.2 shows clearly that results using an inversion of the X axis, are the

| Modification | Mean $(\mathrm{MeV})$ | Sigma $(\mathrm{MeV})$ |
| :---: | :---: | :---: |
| Normal | 0.06 | 1.24 |
| -X (retained modification) | 0.05 | 0.65 |
| -Y | 0.11 | 1.47 |
| -X and -Y | 0.04 | 0.79 |
| Inv. X/Y | 0.47 | 1.63 |
| -X and Inv. X/Y | 0.36 | 1.68 |
| -Y and Inv. X/Y | 0.09 | 1.44 |
| -X and -Y and Inv. X/Y | 0.10 | 1.46 |

Table 4.2: Checking of the PPAC reconstruction on Target with possible inversion and influence on position and resolution of the ${ }^{9}$ Li ground state populated by the ${ }^{9}$ Li $(d, d){ }^{9}$ Li reaction.
only ones compatible with the predicted 560 keV of the simulation. For the rest of this study, this correction will be used. We also checked the dependence of the signal on the target position along the z axis. Table 4.3 does not show evidence of an offset on the target position.

| Modification | Mean $(\mathrm{MeV})$ | Sigma $(\mathrm{MeV})$ |
| :---: | :---: | :---: |
| -2 mm | 0.90 | 0.64 |
| -1.5 mm | 0.70 | 0.64 |
| -1 mm | 0.49 | 0.63 |
| -0.5 mm | 0.25 | 0.63 |
| 0 mm | 0.05 | 0.65 |
| 1 mm | -0.42 | 0.65 |

Table 4.3: Influence of the target position along beam axis, the target position is given with respect to the theoretical one.

### 4.4 MUST2 Telescopes

### 4.4.1 Energy Calibration

The DSSDs feature 128 strips on each side, read out by two MUFEE cards. The X and Y signals are of different polarities and coded on the same 14 bit ADC by shifting the ground line. Therefore, the X signals, of positive polarity, are coded from the channel number 8192 to the channel number 16384 whereas the Y strips signals, of negative polarity, are coded from channel number 8192 to channel number 1. Prior to a source calibration, the pedestals of all the strips were realigned to the channel number 8192 value using a built-in functionality of the MUVI digital board.

| Source | $\mathrm{E}_{\alpha}(\mathrm{MeV})$ | Relative Intensity | $\mathrm{T}_{1 / 2}$ (year) |
| :---: | :---: | :---: | :---: |
|  | $5.15659(14)$ | $70.77(14)$ | $2.41110^{4}$ |
| ${ }^{239} \mathrm{Pu}$ | $5.11443(8)$ | $17.11(14)$ |  |
|  | $5.1055(8)$ | $11.94(14)$ |  |
|  | $5.48556(12)$ | $84.8(5)$ | 432.2 |
| ${ }^{241} \mathrm{Am}$ | $5.44280(13)$ | $13.1(3)$ |  |
|  | 5.388 | $1.66(2)$ |  |
| ${ }^{244} \mathrm{Cm}$ | $5.80477(5)$ | $76.40(12)$ | 18.1 |
|  | $5.76264(3)$ | $23.60(12)$ |  |

Table 4.4: Three $\alpha$ source made of three different long-life isotopes.

Three $\alpha$ source $\left({ }^{239} \mathrm{Pu},{ }^{241} \mathrm{Am},{ }^{244} \mathrm{Cm}\right)$ were then used to calibrate the strips. Nuclei from the source are particle unstable and will decay emitting $\alpha$ particles of well defined energy presented in Table 4.4. The energy of the main and satellite peaks were used to produce a realistic fit of the strips spectra and find the relation between the ADC output and the energy deposit.

One major problem in calibrating silicon detectors is the characterisation of their dead layer. This dead layer is made of a thin metallisation of aluminium needed for the charge collection, but also of a layer of inert silicon, for which the thickness is not accurately known. This dead layer reduces the energy of alpha particles entering the silicon detector, and may induce a systematic error on the calibration if not correctly taking into account. In order to get rid of this error we use the zero extrapolation method, presented in Fig.4.6, and performed the following five iterative steps:

1 Assuming a dead layer thickness (pure aluminium), the energies of $\alpha$ particles from the source are calculated using an energy loss table.

2 Linear fit $E_{\text {Calibrated }}=a+b E_{\text {channel }}$ is performed for each strip using the previously mentioned energies.

3 The position of the zero energy point is extrapolated $E_{\text {Calibrated }}=0=a+b\left(E_{0}\right)$ for each strip.

4 The distance $\delta_{0}=E_{0}-E_{\text {Pedestal }}$ is evaluated for each strip.
5 If the average of $\delta_{0}$ over all strips is small enough (typically 0.1 channel), the dead layer thickness is validated for this telescope. Otherwise, the dead layer assumption is modified and the protocol goes back to step 1 .

An automatic routine converge to a dead layer thickness allowing a zero extrapolation average dispersion around 0.1 channel. The resulting values are presented in Table 4.6.


Figure 4.6: Scheme of the zero extrapolation method:The aluminium equivalent dead layer is adjusted so zero energies deduced from the calibration is aligned with the electronic pedestal.

Because each detector has its own dead layer thickness, we can sum up all the strip only on a detector basis. The source peaks are then fitted using a realistic shape, sum of Gaussian functions of same width and fixed relative height, as shown for telescope 1 in Fig 4.7 and summarized for all telescopes in Table 4.5. The deduced widths of the peaks show a typical 38 keV FWHM resolution with a small dispersion.

| Detector | $\sigma_{P u}(\mathrm{keV})$ | $\sigma_{A m}(\mathrm{keV})$ | $\sigma_{C m}(\mathrm{keV})$ |
| :---: | :---: | :---: | :---: |
| 1 | 15 | 16 | 16 |
| 2 | 16 | 18 | 15 |
| 3 | 17 | 19 | 15 |
| 4 | 17 | 16 | 16 |

Table 4.5: Table of the deduced resolution ( $\sigma$ ) for each telescope and each source peak. The average $\sigma$ over all the values is 16.3 keV , giving a $38 \mathrm{keV} F W H M$ resolution

This method enfirms a particle independent calibration, the detector and its electronics is calibrated in energy and the deduced dead layer thickness can then be used to introduce particle dependent corrections on the energy.

A systematic study was performed using a pool of $\alpha$-source calibration data from four experiments, RRC66, this work, RIBF57, an ${ }^{24} \mathrm{O}(\mathrm{p}, \mathrm{p}$ ') experiment performed at RIKEN in 2010, e569s, a ${ }^{14} \mathrm{O}\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ experiment at GANIL in 2009 and e552, a ${ }^{68} \mathrm{Ni}\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ experiment performed at GANIL in 2011.


Figure 4.7: Alpha source energy spectra obtain after summation of all the $X$ strips of the telescope 1. The statisticsal error bars are represented around the red dots, while the black solid line is a realistic fit of the source signal. The asymmetric shape of the signal is due to the lower energies satellite peaks.

| Detector | Al Thickness | Detector | Al Thickness |
| :---: | :---: | :---: | :---: |
| 1 | $0.50 \mu \mathrm{~m}$ | 5 | $0.49 \mu \mathrm{~m}$ |
| 2 | $0.65 \mu \mathrm{~m}$ | 6 | $0.57 \mu \mathrm{~m}$ |
| 3 | $0.66 \mu \mathrm{~m}$ | 7 | $0.25 \mu \mathrm{~m}$ |
| 4 | $0.57 \mu \mathrm{~m}$ | 8 | $0.45 \mu \mathrm{~m}$ |

Table 4.6: Deduced Aluminium equivalent dead layer thickness on the entrance sides of the $300 \mu \mathrm{~m}$ thick silicon first stage of the MUST2 detectors using $X$ strips measurement of the alpha energy.

The same method has been applied to all MUST2 experiments and compatible values were found and are summarized in Table 4.7. This systematic study shows that values from one experient to the others are in agreement within $0.08 \mu \mathrm{~m}$ of

Aluminium, giving around $10 \%$ resolution to the method. One can note that the values deduced from the Y strips are generally higher than the one deduced from the X strips. This is understood as a charge collection deficit on the Y strips because of the low penetration of the alpha particles at this energy (around $30 \mu \mathrm{~m}$ of silicon). Further investigation needs to be performed to fully understand the discrepancies between all those values.

| Using X Strips |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Detector | RRC66 $^{*}$ | RIBF57** | e569s* | e552* |
| 1 | $0.50 \mu \mathrm{~m}$ | $0.53 \mu \mathrm{~m}$ | $0.54 \mu \mathrm{~m}$ | $0.48 \mu \mathrm{~m}$ |
| 2 | $0.65 \mu \mathrm{~m}$ | $0.57 \mu \mathrm{~m}$ | $0.58 \mu \mathrm{~m}$ | $0.57 \mu \mathrm{~m}$ |
| 3 | $0.66 \mu \mathrm{~m}$ | $0.58 \mu \mathrm{~m}$ | $0.62 \mu \mathrm{~m}$ | $0.59 \mu \mathrm{~m}$ |
| 4 | $0.57 \mu \mathrm{~m}$ | $0.62 \mu \mathrm{~m}$ | $0.65 \mu \mathrm{~m}$ | $0.59 \mu \mathrm{~m}$ |
| Using Y Strips |  |  |  |  |
| Detector | RRC66* | RIBF57** | $\mathrm{e} 569 \mathrm{~s}^{*}$ | $\mathrm{e} 552^{*}$ |
| 1 | $0.67 \mu \mathrm{~m}$ | $0.59 \mu \mathrm{~m}$ | $0.57 \mu \mathrm{~m}$ | $0.69 \mu \mathrm{~m}$ |
| 2 | $0.65 \mu \mathrm{~m}$ | $0.65 \mu \mathrm{~m}$ | $0.70 \mu \mathrm{~m}$ | $0.70 \mu \mathrm{~m}$ |
| 3 | $0.69 \mu \mathrm{~m}$ | $0.63 \mu \mathrm{~m}$ | $0.71 \mu \mathrm{~m}$ | $0.70 \mu \mathrm{~m}$ |
| 4 | $0.77 \mu \mathrm{~m}$ | $0.61 \mu \mathrm{~m}$ | $0.62 \mu \mathrm{~m}$ | $0.72 \mu \mathrm{~m}$ |

Table 4.7: Deduced Aluminium equivalent dead layer thickness on the entrance sides of the $300 \mu \mathrm{~m}$ thick silicon first stage of the MUST2 detectors using $X$ or $Y$ strips measurement of the alpha energy.

### 4.4.2 Time Calibration

The time calibration was performed for each strip using a time calibrator module, producing start and stop signals. The stop signal delayed by $N \cdot \tau, \tau$ being the fixed period and $N$ varying so as to cover the whole range of the coder (640 ns). During the calibration process, the start and stop are inputs to the MUVI board and a calibration spectrum is obtained for each strip. A relative second order time calibration is then performed taking the first peak as reference. The summed spectrum of all the strips after the calibration of T1-4 is shown in Fig.4.8. The later gives a resolution 430 ps FWHM for the electronics, within specification of the MUST2 TDC.

The actual time resolution is worsen by the strip length. This resolution has to be correlated with time resolution of the 2 mm thick plastic located at the F2 focal plane that gives the stop signal. The resolution of the stop signal, a 2 mm thick plastic located at the F2 focal plane, gives the final time resolution of the set-up. The total time resolution is evaluated at 1 ns .


Figure 4.8: Zoom on one of the Time Calibrator peak obtain after the calibration and summation over T1-4 Y strips. The black line show a Gaussian fit, giving 0.18 ns sigma, leading to a 430 ps resolution FWHM.

### 4.4.3 CsI Calibration

The CsI stage consists of 16 modules made of $\mathrm{CsI}(\mathrm{Ti})$ scintillator read by a photo-diode. The response of each crystal is sensitive to the type of particle. It is therefore difficult to obtain an absolute calibration of the detector for particle heavier than proton. In the present work, the CsI stages were used for identification purpose only.

An identification plot using the strips energy and the uncalibrated CsI energy was done for each crystal of the telescopes. Selecting a given particle, in our case deuteron, inside those spectra, one can calculate the total energy of the particle knowing the $\Delta \mathrm{E}$ and the thickness of the detector Mou08] . A third order calibration was performed, allowing to sum up all the spectra of all the CsI modules together.

Once the particles were identified, the total energy of the particles was deduced using a similar fashion. A dE/dx table of ${ }^{3} \mathrm{He}$ in silicon was numerically reversed to obtain the total energy.

### 4.4.4 Event Selection

The algorithm for treating a MUST2 event, displayed in Fig.4.9, consists of three steps:

Pre-treat: This step aims at suppressing any non-physical contribution and at applying the calibration. During the calibration process using the alpha source, where all event should be of multiplicity one, the disfunctional strips are identified. There are many reasons for a strip not to work properly, the first one is a damaged bounding, leading to an absence of signal on one strip and the increase of signal on the adjacent ones. Electronics issues or damaged connectors are the other sources of trouble. A typical 5 to 10 strips were disabled, mostly on the exposed front sides of the silicon detector. Once those "dead strips" were disabled, we could apply a threshold on the calibrated data, in order to suppress background, and obtain an homogeneous threshold for all the strips.

Match X-Y: After this first step, all possible couples between X and Y strips are analysed and a condition on the energy matching is made, requiring that $\left|E_{X}-E_{Y}\right|<\epsilon$. The $\epsilon$ parameter is taken as three $\sigma$ of the DSSD energy resolution. If possible couples remained unresolved at the end of the process, the event is rejected.

Match Time and Second stage: Finally for all the allowed coupled defined earlier, a search for associated time is performed. In the same way, the algorithm looks for associated $\mathrm{Si}(\mathrm{Li})$ or CsI event in geometrical correspondence.

The multiplicity of the event corresponds to how many X-Y couples have been successfully found for this event. We only kept events of multiplicity one (within T1-4) in our study, based on obvious physical argument.


Figure 4.9: Simplified scheme of the MUST2 event treatment algorithm. This technique ensures to suppress background without rejecting any physical event.

## $4.520 \mu \mathrm{~m}$ Silicon detector (SSSD)

### 4.5.1 Energy Calibration

To perform an absolute calibration as well as an evaluation of the dead layer thickness of the four $20 \mu \mathrm{~m}$ thick silicon detector (SSSD), particles of known energies stopping inside the active part of the detector are used. The range of $\alpha$-particles from the source listed in Table 4.4 exceeds the thickness of the detectors. To increase the effective thickness crossed by the $\alpha$-particles, the source was set 12 cm below (for detector 3 and 4, above for detector 1 and 2) the nominal target position, as shown in Fig4.10. As for the MUST2 silicon stage, we used the zero extrapolation method explained above. Because the detectors are closer to the source than in the MUST2 case, and because the particles came with a large angle, we observed a strong angular dependence and corrected this effect using position information given by the strips. This method gives values two times larger than the constructor specifications. However, as explained in the next part, such specifications are found not reliable. The deduced values of dead layer thickness are shown in Table 4.8.

After calibration and summation of all the strips, the source spectra are fitted (see Fig.4.11), using a sum of Gaussian functions as for the MUST2 DSSD case. The energy resolution deduced from this calibration is summarized in Table 4.9, leading to 112 keV FWHM resolution.


Figure 4.10: Alpha source is moved such as the alpha particles are incident on the SSSD surface with a very large angle.

| Detector | Al Thickness |
| :---: | :---: |
| 1 | $0.73 \mu \mathrm{~m}$ |
| 2 | $0.74 \mu \mathrm{~m}$ |
| 3 | $0.80 \mu \mathrm{~m}$ |
| 4 | $0.74 \mu \mathrm{~m}$ |

Table 4.8: Deduced dead layer thickness of Aluminium on the entrance sides of the $20 \mu m$ thick silicon detectors. This value is to be compared to the manufacturer specification of $0.4 \mu \mathrm{~m}$ of $\mathrm{Al}+0.1 \mu \mathrm{~m}$ of Si .

| Detector | $\sigma_{P u}(\mathrm{keV})$ | $\sigma_{A m}(\mathrm{keV})$ | $\sigma_{C m}(\mathrm{keV})$ |
| :---: | :---: | :---: | :---: |
| 1 | 43 | 43 | 47 |
| 2 | 51 | 52 | 50 |
| 3 | 49 | 51 | 60 |
| 4 | 37 | 45 | 44 |

Table 4.9: Table of the deduced width ( $\sigma$ ) for each detector and each source peak. The average width over all the value is 48 keV , giving a 112 keV FWHM resolution


Figure 4.11: $\alpha$ source energy spectrum obtained after summation of all the strips of the detector 1. The statistical error bars are represented around the red dots, while the black solid line is a realistic fit of the source peaks. Results of the fit are given in Table 4.9.

### 4.5.2 Thickness measurement and correction

## Thickness measurement

The SSSD were used for the purpose of $\mathrm{E}-\Delta \mathrm{E}$ identification at forward angle in conjunction with the MUST2 DSSD. Their thickness provided by the manufacturer varies from piece to piece, around $20 \mu \mathrm{~m} \pm 1.5 \mu \mathrm{~m}$. During the preparation phase of the experiment we performed test runs using the three alpha sources in transmission (see Fig.4.12). The energy of the $\alpha$-particles was high enough to go through the SSSD stage after losing more than half of their initial energy.

Figure 4.13 shows the SSSD and DSSD summed energy spectrum for a single telescope. The peaks are much broader than in the case of the DSSD. The total energy resolution is dominated by the energy resolution of the SSSD, and shifted to lower energy by about 400 keV , due to the dead layer.

The E- $\Delta \mathrm{E}$ spectrum is shown for the same telescope in Fig.4.14. It presents three very broad spots (light blue to dark blue). On the contrary, the same plot conditioned by a small area on the DSSD (block red point on the same figure), namely one pixel defined by the intersection of one strip X and one strip Y , show three very limited spot, evidencing strong thickness inhomogeneities.

Taking advantage of the MUST2 DSSD high granularity, we managed to map the absolute thickness of the detectors and obtained corrected E- $\Delta \mathrm{E}$ spectrum. After selection of events corresponding to the highest energy peak (see Fig.4.14), the absolute silicone-equivalent thickness, corrected by the incident angle, is evaluated using the energy loss table and the MUST2 DSSD energy measurement, independently of the energy deposit in the SSSD. As represented in Fig. 4.12 the silicon-equivalent thickness measured corresponds to the sum of the DSSD front dead layer, front and back SSSD dead layer, and SSSD active layer.


Figure 4.12: Alpha source set-up at the target position, the small incident angle allow the alpha particles to cross the SSSD.


Figure 4.13: The total energy spectra for telescope 1, where the alpha peak position is shifted at lower energy, due to the detectors dead layers. Note that the the first peak is twice smaller than the other two because lower energy alpha cannot go through the thicker part of the SSSD.


Figure 4.14: $E-\Delta E$ spectra of the source for the full surface of telescope 1. The red circle show the same data conditioned by one pixel on the DSSD. The Green line show the graphical representation of the condition applied on $E_{\text {Total }}$ to isolate the highest energy peak.

Errors on the measured thickness are mainly systematic. They come from the energy loss table and the calibration of the DSSD.Taking into account systematic error on the energy loss table selection and the error on the DSSD calibration we did not evaluate them larger than $1 \mu \mathrm{~m}$. The statistical error can be evaluated looking at the sigma of the residual energy distribution in the DSSD, and show a 100 keV sigma, leading to an error of $\pm 0.4 \mu \mathrm{~m}$. The final mapping of the detectors thickness is presented in Fig 4.15.


Figure 4.15: Thickness mapping of the four $20 \mu m$ thick silicon detector. Detector 1 is in the top left corner, other following clockwise. The color code indicate the thickness, from dark blue (thin) to light blue (thick).

The thickness measurement thus reveals severe inhomogeneities, especially in detector 2. The manufacturer's (Micron) specifications are not fulfilled. Thicknesses less than $15 \mu \mathrm{~m}$ thick as well as very irregular shapes are observed. We will see in
the next section how the thickness study allows to improve the identification plot and to obtain the final results.

## Thickness correction

To take into account the correction measurement we used the Bethe-Block formula, offering a good description for energies above 1 MeV .

$$
\begin{equation*}
-\frac{d E}{d x}=\frac{4 \pi n}{m_{e}}\left(\frac{e^{2}}{4 \pi \epsilon_{0}}\right)^{2} \frac{Z^{2}}{v^{2}} \ln \left(\frac{2 m_{e}}{I} v^{2}\right) \tag{4.7}
\end{equation*}
$$

with:
$-d x=$ the thickness of material
$m_{e}=$ the electron mass
$Z=$ the particle atomic number (if fully ionize)
$v=$ the particle velocity
$I=$ the mean excitation potential of the material $=173.5 \mathrm{eV}$ for Silicon TB68]
Replacing $v^{2}$ by $\frac{2 E}{A}$ with E , being the particle kinetic energy, and A its mass we obtain :

$$
\begin{equation*}
-\frac{d E}{d x}=\frac{2 \pi n}{m_{e}}\left(\frac{e^{2}}{4 \pi \epsilon_{0}}\right)^{2} A Z^{2} \frac{1}{E} \ln \left(\frac{4 m_{e}}{A I} E\right) \tag{4.8}
\end{equation*}
$$

using the approximation where $\Delta E$ and $x_{\text {sssd }}$ are the energy loss in the SSSD and the SSSD thickness respectively:

$$
\begin{equation*}
\frac{d E}{d x} \approx \frac{\Delta E}{\Delta x}=\frac{\Delta E}{x_{s s s d}} \tag{4.9}
\end{equation*}
$$

we obtain:

$$
\begin{equation*}
\Delta E \approx-x_{s s s d} \frac{2 \pi n}{m_{e}}\left(\frac{e^{2}}{4 \pi \epsilon_{0}}\right)^{2} A Z^{2} \frac{1}{E} \ln \left(\frac{4 m_{e}}{A I} E\right) \tag{4.10}
\end{equation*}
$$

For a given particle and a given material, the thickness of material factorizes in the expression of the energy loss as a function of the incident kinetic energy.We can therefore renormalize the energy loss in the SSSD to a given arbitrary thickness, we choose the nominal $20 \mu \mathrm{~m}$ thickness:

$$
\begin{equation*}
E_{\text {corrected }}=\frac{x_{\text {sssd }} E_{S S S D}}{x_{\text {normalisation }}} \tag{4.11}
\end{equation*}
$$

The next section will show how this correction allows to separate correctly the charged particle using E- $\Delta \mathrm{E}$ identification.

### 4.6 Particle Identification

For the purpose of particle identification, we used a multi-variable analysis using various cuts in various representations. We intend to separate ${ }^{3} \mathrm{He}$ of energy below 22 MeV using the combination of the three methods: TOF- $\Delta \mathrm{E}$, TOF-E and $\Delta \mathrm{E}-\mathrm{E}$. We will present these methods in the following:

### 4.6.1 $\quad \mathrm{E}-\Delta \mathrm{E}$ identification

The E- $\Delta \mathrm{E}$ method is a powerful tool for particle identification. As shown in Eq. 4.10 it allows to separate particles both in mass and charge. This method is effective for intermediate energy light particles, and we planned to use it to separate ${ }^{3} \mathrm{He}$ from ${ }^{3} \mathrm{H}$ and ${ }^{4} \mathrm{He}$ using the $\Delta \mathrm{E}=\mathrm{E}_{S S S D}$ and $\mathrm{E}_{T o t a l}=\mathrm{E}_{S S S D}+\mathrm{E}_{D S S D}$.

$$
\begin{equation*}
\Delta E \propto x_{S S S D} K \frac{A . Z^{2}}{E} \ln \left(R \frac{E}{A}\right) \tag{4.12}
\end{equation*}
$$

where $A$ and $Z$ are respectively the mass and charge of the particle, $E$ its initial kinetic energy and $K$ a constant. The important inhomogeneities of the SSSD detector strongly limits the particle separation as shown in Fig.4.16(top). Using the renormalized $\Delta \mathrm{E}=\mathrm{E}_{\text {corrected }}$ of Eq 4.11 , we can obtain a much better identification plot, as shown in Fig 4.16(bottom). Before (top), the ${ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}$ could not be separated, after correction (bottom), the identification becomes effective in mass, revealing even the ${ }^{6} \mathrm{He}$. In order to obtained a clearer plot the ${ }^{9} \mathrm{Li}$ beam punching through the DSSD has been removed an other method (see Sec.4.6.3). The hydrogen isotopes separation is also improved significantly.

The identification plots for the telescope 1,3 and 4 are qualitatively similar. However the SSSD number 2 cracked during the mounting of the experiment. Though this detector shows a good resolution during the alpha calibration, we can see on Fig. 4.17 that the identification plot is not as good as for the other detectors.


Figure 4.16: E- $\Delta E$ spectra obtain before (top) and after (bottom) correction for telescope 1. The green line is a guide to the eyes, showing the separation become effective after the thickness correction.



Figure 4.17: $E-\Delta E$ spectra obtain before (left) and after (right) correction for telescope 2. The detector broke by itself before the experiment because of its small thickness (below $15 \mu \mathrm{~m}$ ) and have poorer identification capabilities.

### 4.6.2 E-TOF identification

Time of flight (TOF) identification separates particles by masses, relativistic kinematics giving:

$$
\begin{equation*}
t=d \sqrt{1-\frac{m^{2}}{E^{2}}} \tag{4.13}
\end{equation*}
$$

with:
$t=$ time of flight, in this case the start signal is given by the MUST2 DSSD and the stop signal by the F2 plastic delayed.
$d=$ distance to between the target and the detectors
$E=$ particle kinetic energy
$m=$ particle mass
Thus, this technique of identification can separate ${ }^{3} \mathrm{He}$ from ${ }^{4} \mathrm{He}$ but not from ${ }^{3} \mathrm{H}$. However ${ }^{3} \mathrm{He}$ and ${ }^{3} \mathrm{H}$ are separated E-TOF in the present set-up because the SSSD are placed relatively far from the DSSD and the target. Indeed after crossing the SSSD, the ${ }^{3} \mathrm{He}$ and ${ }^{3} \mathrm{H}$ particle of the same initial energy have different velocities over a sizeable flight length because of their different energy loss in the SSSD.


Figure 4.18: The time of flight of same energy ${ }^{3} \mathrm{He}$ and ${ }^{3} \mathrm{H}$ is the same up to the SSSD, once they cross the last one, their energy is changed, and their time of flight is different on the remaining path.

In the present experiment only the TOF provided by the DSSDs were available and not the one from the SSSD. From the TOF-E ${ }_{D S S D}$ plot show in 4.19(top), separation between ${ }^{3} \mathrm{H}$ and ${ }^{3} \mathrm{He}$ is not achieved. Conversely, the TOF-E ${ }_{S S S D+D S S D}$ allows to see a clear line of ${ }^{3} \mathrm{He}$ well separated from ${ }^{3} \mathrm{H}$ in all the energy range. However one can note that the separation of ${ }^{3} \mathrm{He}$ form ${ }^{4} \mathrm{He}$ is difficult above 15 MeV .

Because the time calibration is only relative, the regular E-TOF spectrum can be obtain by plotting $E_{D S S D}$ vs TOF, as the E-TOF spectra between the SSSD and DSSD. On the contrary, the modified time of flight is obtained by plotting $E_{\text {Total }}$ vs

TOF. The resulted modified time of flight shown side by side with the regular one in Fig 4.19 allow to see a clear line of ${ }^{3} \mathrm{He}$ well separated from ${ }^{3} \mathrm{H}$ in all the energy range. However one can note that the separation of ${ }^{3} \mathrm{He}$ form ${ }^{4} \mathrm{He}$ is difficult above 15 MeV .


Figure 4.19: Target-DSSD time of flight (TOF) vs Energy in the DSSD (top) and TOF vs $E_{S S S D+D S S D}$ (bottom). The ${ }^{3} \mathrm{He}$ are separated from ${ }^{3} \mathrm{H}$ and ${ }^{4} \mathrm{He}$ because of the different energy loss in the SSSD that modify their time of fight differently.

### 4.6.3 $\quad \Delta \mathrm{E}$-TOF identification

The combination of the energy measurement in the SSSD and the time of flight in MUST2 gives an excellent separation of the particle in Z, especially at high
energy. This identification is powerful to remove any contribution of the beam halo in the identification spectrum shown in Fig 4.20.


Figure 4.20: $\triangle E$-TOF spectra for telescope 1. The green line is surrounding the He isotopes.

### 4.6.4 Multi-variables analysis

Using the different parameters shown above and setting gates in the three different representations successively:

1 Using $\triangle$ E-TOF representation Fig 4.20 we select only the He isotopes.
2 Using E-TOF representation Fig 4.21 we remove most of the ${ }^{4} \mathrm{He}$ particles.
3 Using $\Delta$ E-E representation Fig 4.22 we select accurately the ${ }^{3} \mathrm{He}$.
we finally obtained a good identification of the ${ }^{3} \mathrm{He}$ of interest:


Figure 4.21: E-TOF spectrum for telescope 1 conditioned by the He isotopes gate in the $\Delta E$-TOF spectrum (see Fig 4.20). The green line is selecting the ${ }^{3}$ He particles.


Figure 4.22: $E-\Delta E$ spectrum for telescope 1 conditioned by the $\Delta E-T O F$ He isotopes gated (see Fig 4.20) and E-TOF ${ }^{3}$ He gated (see Fig.4.21). The green lines are selecting the ${ }^{3}$ He particles.

### 4.6.5 Zero degrees telescope

An additional telescope, T6, was placed at zero degrees to detect heavy products of reactions using E- $\Delta \mathrm{E}$ identification between the DSSD and the CsI stage. The telescope was protected from the beam by a two-stage plastic. The identification plot, summed over all the CsI modules of T6, is visible in Fig.4.23.


Figure 4.23: E- $\Delta E$ identification, summed over all the CsI modules of T6, of particles around zero degrees. The different particles are identified while overflow lines are visible (one for each crystal).

We observe the presence of strong overflow lines corresponding to energy deposit higher than the electronics range. There is one overflow line for each CsI module. Most of ${ }^{8} \mathrm{He}$ and ${ }^{6} \mathrm{He}$ of interest are located in this region where they can not be separated.

### 4.6.6 Zero degrees plastic detectors

The two plastic scintillators placed around zero degrees to protect the zero degrees MUST2 telescope aimed at allowing identification of the heavy residues of reaction, and especially at separating Helium isotopes, through $E-\Delta E$ method. However the quenching effect, which demises the light output produced by the particle energy loss in the scintillator, altered the $\mathrm{E} \Delta$-E plot, making the identification harder.

Using plastic F2 down-scaled events, and the identification information of the incoming beam particles (see Fig.4.1), we figured out the identification. The $\mathrm{B} \rho$ of the second dipole of RIPS defined the beam particles energies. ${ }^{8} \mathrm{He}$ are around 45 AMeV while ${ }^{6} \mathrm{He}$ are around 78 AMeV . This noticeable difference explains why the ${ }^{6} \mathrm{He}$ particles are in the punch through region in Fig 4.25 and the ${ }^{8} \mathrm{He}$ are stopped in the second stage plastic. This information, combined with the light particles identification allows to define a graphical cut in the $\mathrm{E} \Delta$-E plane which avoids background but does not cause loss of correct events.


Figure 4.24: $E-\Delta E$ identification around zero degrees of beam single events. He isotopes are identified by graphical cut. The regions marked ${ }^{X}$ He correspond the punch through of Helium isotopes, where He isotopes are no longer separated.


Figure 4.25: The same identification plot (left) with additional identification. The green dots correspond to the ${ }^{8}$ He beam particles (see Fig 4.1) and the red dots to the ${ }^{6}$ He particles.

### 4.7 Extracting the observables of interest

Transfer reactions investigated with the missing mass method represent a great tool for study of unbound nuclei. Because of the two body kinematics constraints the ejectile particle carries away information of the formed nuclei. Therefore, the combination of the energy and angle in the laboratory frame are sufficient to extract the relevant observables of the reaction. Let us consider the two body reaction:

$$
\begin{equation*}
A+a \rightarrow B+b \tag{4.14}
\end{equation*}
$$

where A is the beam particle, a the target particle, B the studied nucleus and b the ejectile particle. We can define the energy-momentum quadrivector $\vec{P}_{i}$ for each of the particle in both the center of mass frame and the laboratory frame. Figure 4.26 defines the center of mass angle $\theta_{C M}$ and its associated laboratory angle $\theta_{\text {Lab }}$,
defined as the angle of the b particle with respect to the beam axis (see Fig 4.26).


Figure 4.26: The two body kinematics in the center of mass frame (a) and laboratory frame (b) where the target particle is at rest.

Using the natural unit convention $c=1$ and recalling the definition of the kinetic energy $T=E-m$ of the particle of energy $E$ and mass $m$, one can write in the laboratory frame:

$$
\left\{\begin{array}{l}
\overrightarrow{P_{A}}=\left(T_{A}+m_{A}, 0,0, \sqrt{T_{A}^{2}+2 T_{A} m_{A}}\right)  \tag{4.15}\\
\overrightarrow{P_{a}}=\left(m_{a}, 0,0,0\right) \\
\overrightarrow{P_{b}}=\left(T_{b}+m_{b}, \sqrt{T_{b}^{2}+2 T_{b} m_{b}} \sin \left(\theta_{L a b}\right), 0, \sqrt{T_{b}^{2}+2 T_{b} m_{b}} \cos \left(\theta_{L a b}\right)\right) \\
\overrightarrow{P_{B}}=\left(T_{B}+m_{B}, p_{B x}, 0, p_{B y}\right)
\end{array}\right.
$$

The missing mass method relies on the measurement of $T_{b}$ and $\theta_{\text {Lab }}$, the other parameters $T_{A}, m_{A}, m_{b}$ are supposed to be known. We will see in the next sections how to deduce $m_{B}$ and $\theta_{C M}$ from these two information.

### 4.7.1 Excitation Energy

The excitation energy $E^{*}$ of nuclei $B$ is defined as follow:

$$
\begin{equation*}
E^{*}=m_{B}-m_{B g s} \tag{4.16}
\end{equation*}
$$

where $m_{B g s}$ is the mass of B in its ground state and $m_{B}$ the mass of the formed nuclei B as used in Eq.4.15.

In the case of an unbound nuclei B , the reference energy of the system $m_{B g s}$ could be defined in different way. The 2003 Audi mass table, for instance, takes the first resonant state measured by Ostrowski et al $\left[\mathrm{OBG}^{+94}\right]$ as reference. We choose the convention where it is taken as the lowest particle emission threshold value, i.e. for ${ }^{10} \mathrm{He}$ the ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ decay threshold:

$$
\begin{equation*}
m_{10}{ }_{H e_{g s}}=m_{8}{ }_{\mathrm{Hegs}}+2 m_{n} \tag{4.17}
\end{equation*}
$$

Applying the momentum conservation law:

$$
\begin{equation*}
\overrightarrow{P_{A}}+\overrightarrow{P_{a}}=\overrightarrow{P_{b}}+\overrightarrow{P_{B}} \tag{4.18}
\end{equation*}
$$

we obtained:

$$
\left\{\begin{array}{l}
m_{B}=T_{A}+m_{A}+m_{a}-T_{b}-m_{b}+T_{B}  \tag{4.19}\\
T_{B}=\sqrt{T_{A}+T_{b}-2 T_{A} T_{b} \cos \left(\theta_{L a b}\right)}
\end{array}\right.
$$

With the measured $T_{b}$ and $\theta_{L a b}$, one can now compute the excitation energy of the studied nuclei. It is important to note that because $T_{b}$ is the energy measured by the charged particle detectors. It is usually referred as $E_{L a b}$, we will use this convention in this document. In the same way, one can note that $T_{A}$ refers to what is usually called the beam energy and noted $E_{\text {Beam }}$.

The reaction occurs inside a medium, the target, and therefore the particle b will lose part of its energy. In a similar way, the dead layers of the charged particles detectors contribute to the underestimate of $E_{\text {Lab }}$ as shown in Fig.4.27. Using energy loss table, one can estimate the loss in the different layers crossed by the particle, leading to:

$$
\begin{align*}
E_{\text {Lab }} & =E_{D S S D}^{\text {measured }}+E_{D S D}^{\text {front }}\left(E, \theta_{n}\right) \\
& +E_{S S S D}^{\text {back }}\left(E, \theta_{n}\right)+E_{S S S D}^{\text {measured }}+E_{S S S D}^{\text {front }}\left(E, \theta_{n}\right) \\
& +E_{\text {Target }}\left(E, \theta_{\text {Lab }}\right) \tag{4.20}
\end{align*}
$$

The red terms calculation relies directly on the evaluation of the dead layer for the SSSD and DSSD (see Sec4.4.1 and Sec 4.5.1). Moreover, only the front dead layer has been measured, while the back one remains unknown. For that reason, we used instead the overall thickness measurement of the SSSD (see Sec.4.5.2) and did not use the measured energy inside the SSSD. This is represented by the blue line in Fig. 4.27.

$$
\begin{align*}
E_{\text {Lab }} & =E_{D S S D}^{\text {measured }} \\
& +E_{S S S D}\left(E_{D S S D}^{\text {measured }}, e_{S S S D}, \theta_{n}\right) \\
& +E_{\text {Target }}\left(E_{D S S D}+E_{S S S D}, e_{\text {Target }}, \theta_{\text {Target }}\right) \tag{4.21}
\end{align*}
$$

In the case of particles going through the DSSD, the total energy is evaluated using the thickness $e_{D S S D}$ of the silicon stage:

$$
\begin{align*}
E_{\text {Lab }} & =E_{M U S T 2}\left(E_{D S S D}^{\text {measured }}, e_{D S S D}, \theta_{n}\right) \\
& +E_{S S S D}\left(E_{M U S T 2}, e_{S S S D}, \theta_{n}\right) \\
& +E_{\text {Target }}\left(E_{M U S T 2}+E_{S S S D}, e_{\text {Target }}, \theta_{\text {Target }}\right) \tag{4.22}
\end{align*}
$$



Figure 4.27: Definition of parameters needed for the reconstruction of the excitation energy of a particle going through the detection system. $\vec{t}$ and $\vec{n}$ are respectively the normal to the target and the normal to the detector surface.

As expressed in Eq.(4.21), the correction term depends on the energy of the particle while crossing the non sensitive material. $E_{\text {Lab }}$ is reconstructed by starting at the end of the track, and adding the energy lost in each layer one by one. The beam incident angle is taken into account, as well as the incident angle of the detected particle with respect to the detection surfaces. However the exact position where the reaction occurs in the target is unknown. While the PPAC gives information for the x -y plane, no information on the z coordinate is available. One can assume that the reaction takes place in the middle of the target, averaging the path of the particle within the target, but the energy-loss in the target is not a linear function of the path length, and this produces a systematic error. A better method consists in taking, the average on the energy loss inside the target, using a random generator to uniformly cover the target thickness. This latter is adjusted to reproduce both
the ${ }^{8} \mathrm{He}$ and ${ }^{9} \mathrm{Li}$ ground states. Though the nominal thickness of the target was $1.5 \mathrm{mg} / \mathrm{cm}^{2}\left(13.1 \mu \mathrm{~m}\right.$ of CD2), the adjustment leads to a value of $1.9 \mathrm{mg} / \mathrm{cm}^{2}(18$ $\mu \mathrm{m}$ of CD2). This value is considered as acceptable with respect to the precision of the method used to produce the target and in agreement with other observed discrepancies [Gir11].

### 4.7.2 Angular Distribution

The center of mass angle $\theta_{C M}$ can be deduced from $E_{\text {Lab }}$ and $\theta_{\text {Lab }}$ using the following relation:

$$
\begin{equation*}
\tan \left(\theta_{C M}\right)=\frac{\sqrt{E_{L a b}^{2}+2 E_{L a b} m_{b}} \sin \left(\theta_{L a b}\right)}{-\beta \gamma\left(E_{L a b}+m_{b}\right)+\gamma \sqrt{E_{L a b}^{2}+2 E_{L a b} m_{b}} \cos \left(\theta_{L a b}\right)} \tag{4.23}
\end{equation*}
$$

where the velocity $\beta$ and the Lorentz factor $\gamma$ of the center of mass system are given by the relation:

$$
\begin{gather*}
\beta=\frac{\sqrt{E_{\text {Beam }}^{2}+2 E_{\text {Beam }} m_{A}}}{E_{\text {Beam }}+m_{A}+m_{a}}  \tag{4.24}\\
\gamma=\frac{1}{\sqrt{1-\beta^{2}}} \tag{4.25}
\end{gather*}
$$

For each event, the center of mass angle $\theta_{C M}$ is computed. The $E^{*}$ spectra is then gated to obtain the angular distribution $N\left(\theta_{C M}\right)$ associated with each of the observed level. To be compared with the reaction model, we need to deduce from this $N\left(\theta_{C M}\right)$, the differential cross section associated with the reaction:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega_{C M}}=\frac{N\left(\theta_{C M}\right)}{N_{\text {Target }} \cdot N_{\text {Beam }} \cdot \epsilon_{\text {PPAC }} \cdot \epsilon_{M U S T 2} \cdot \epsilon_{\text {Coincidence }} \cdot d \Omega_{C M}\left(\theta_{C M}\right)} \tag{4.26}
\end{equation*}
$$

with:
$N_{\text {Target }}=$ Number of deuteron in the CD2 target
$N_{\text {Beam }}=$ Number of incident beam particle on the target
$\epsilon_{P P A C}=$ efficiency of the PPAC reconstruction
$\epsilon_{M U S T 2}=$ efficiency of the MUST2 event algorithm $=0.9$
$\epsilon_{\text {Coincidence }}=$ efficiency of the coincidence between the b and B particle
$d \Omega_{C M}=$ solid angle covered by the detection set-up at a given $\theta_{C M}$
$N_{\text {Target }}$ is accessible knowing the target thickness. The fraction of proton contained in the target has not been measured and is assumed to be negligible:

$$
\begin{equation*}
N_{\text {Target }}=\frac{2 \cdot N_{\text {Avogadro }} t}{M_{\text {carbon }}+2 \cdot M_{\text {deuteron }}} \tag{4.27}
\end{equation*}
$$

with:
$N_{\text {Avagadro }}=$ Avogadro constant
$t=$ the target thickness $\left(\mathrm{g} / \mathrm{cm}^{2}\right)$
$M=$ standard atomic weight of carbon, deuteron
The target thickness has been adjusted to reproduce correctly the position of ${ }^{8} \mathrm{He}$ and ${ }^{9} \mathrm{Li}$ ground state positions.

The number of incident particle $N_{\text {Beam }}$ on the target is evaluated at the same time as the efficiency of reconstruction. For this purpose, events triggered by the plastic F2 divided, by a factor D, has been used, counting events with a PPAC reconstruction on target and selecting the beam particle ${ }^{11} \mathrm{Li}$ or ${ }^{9} \mathrm{Li}$ we obtain $N_{\text {Trigger }}$.

$$
\begin{equation*}
N_{\text {Beam }} \cdot \epsilon_{P P A C}=D \cdot N_{\text {Trigger }} \tag{4.28}
\end{equation*}
$$

Finally the product $\epsilon_{\text {Coincidence }} \cdot d \Omega_{C M}$ is evaluated at once using the simulation and a flat differential cross section in the center of mass. The statistical error on the cross section is given by the statistical error on the number of counts for each point of $N\left(\theta_{C M}\right)$ is equal to $\sqrt{N\left(\theta_{C M}\right)}$ but also the statistical error of the simulation, based on a Monte Carlo approach (see Sec.3.3).

### 4.8 Conclusion

The severe inhomogeneities of the thin silicon detectors was corrected successfully. The ${ }^{3} \mathrm{He}$ particles of interest coming from the $\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ reaction are correctly identified to exclude ${ }^{4} \mathrm{He}$ and ${ }^{3} \mathrm{H}$ contamination. In the same way, heavy residues of reaction could be isolated within the zero degrees detections. The reconstruction of the beam trajectory and the granularity of the MUST2 DSSD allow angular measurement. This information are used to extract the relevant observables that are presented in the next chapter.

## Chapter 5

## Results

This chapter will present the obtained results for the studied reaction ${ }^{9} \mathrm{Li}(\mathrm{d}, \mathrm{d})$ and ${ }^{11} \mathrm{Li}(\mathrm{d}, \mathrm{d})$ in a first part and then ${ }^{9} \mathrm{~L}\left(\mathrm{~d},{ }^{3} \mathrm{He}\right)$ and ${ }^{11} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ results. The use of reaction model is mandatory in order to extract the nuclear structure information on the nuclei of interest. For the analysis of the transfer reactions, we will use the standard one-step Distorted Wave Born Approximation (DWBA) model.

### 5.1 DWBA

The DWBA is a reaction model used to analyze the experimental differential cross-sections of direct reaction such as elastic and inelastic scattering, as well as transfer reactions. Let us consider the following reactions:

$$
\begin{equation*}
A+a \rightarrow b+B \tag{5.1}
\end{equation*}
$$

where $A$ is the target, $a$ and $b$ are respectively the projectile and ejectile, $B$ the studied nucleus, populated in its ground state or in excited states. We note $\alpha$ the in-going channel $(A+a)$ and $\beta$ the out-going channel $(b+B)$. We can write the differential reaction cross-section as Mes60;

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{\mu_{\alpha} \mu_{\beta}}{\left(2 \pi \hbar^{2}\right)^{2}} \frac{k_{\beta}}{k_{\alpha}} \frac{1}{\left(2 J_{a}+1\right)\left(2 J_{A}+1\right)} \sum_{M_{\alpha} M_{\beta}}\left|T_{\alpha \beta}\right|^{2} \tag{5.2}
\end{equation*}
$$

where $\mu_{\alpha}$ and $\mu_{\beta}$ are the reduced masses of the in-going and out-going channels, $k_{\alpha}$ and $k_{\beta}$ are the wave number of in-going and out-going channel, $J_{a}$ and $J_{A}$ the spin of the in-going nuclei,
$T_{\alpha \beta}$ is the transition amplitude associated with the reaction, depending of the spin projections of the particles $M_{\alpha}$ and $M_{\beta}$.

We can write the Hamiltonian H for both $\alpha$ and $\beta$ channels:

$$
\begin{equation*}
H=H_{\alpha}+T_{\alpha}+V_{\alpha}=H_{\beta}+T_{\beta}+V_{\beta} \tag{5.3}
\end{equation*}
$$

with $H_{\alpha, \beta}$ describing the intrinsic state of the nuclei in channels $\alpha$ and $\beta, T_{\alpha, \beta}$ the kinetic energy operator and $V_{\alpha, \beta}$ the interaction between the nuclei of the channel.

We consider the plane wave solutions $\phi_{\alpha, \beta}$ of the Schrödinger equation for the free propagation and $\chi_{\alpha, \beta}$ solutions of the elastic scattering on the potential $U_{\alpha, \beta}$ :

$$
\begin{gather*}
H \phi_{\alpha, \beta}=\left(H_{\alpha, \beta}+T_{\alpha, \beta}\right) \phi_{\alpha, \beta}=E \phi_{\alpha, \beta}  \tag{5.4}\\
H \chi_{\alpha, \beta}=\left(H_{\alpha, \beta}+T_{\alpha, \beta}+U_{\alpha, \beta}\right) \chi_{\alpha, \beta}=E \chi_{\alpha, \beta} \tag{5.5}
\end{gather*}
$$

We now project the total wave function of the system $\Psi_{\alpha}^{(+)}$and $\Psi_{\beta}^{(-)}$on the new base ${ }^{1}$ :

$$
\begin{equation*}
T_{\alpha \beta}=\left\langle\chi_{\beta}^{(-)} \phi_{\beta}\right| V_{\beta}-U_{\beta}\left|\Psi_{\alpha}^{(+)}\right\rangle=\left\langle\Psi_{\beta}^{(-)}\right| V_{\alpha}-U_{\alpha}\left|\chi_{\alpha}^{(+)} \phi_{\alpha}\right\rangle \tag{5.6}
\end{equation*}
$$

The left part of the second equation is called the prior form and the right part the post form.

### 5.1.1 The Born Approximation

Let us consider $G_{\alpha}^{(+)}$the green function associated to the $H$ operator. We can develop $\Psi_{\alpha}^{(+)}$in a Born series :

$$
\begin{equation*}
\left|\Psi_{\alpha}\right\rangle=\left[1+G_{\alpha}^{(+)}\left(V_{\alpha}-U_{\alpha}\right)+G_{\alpha}^{(+)}\left(V_{\alpha}-U_{\alpha}\right) G_{\alpha}^{(+)}\left(V_{\alpha}-U_{\alpha}\right)+\ldots\right] \chi_{\alpha}^{(+)}\left|\phi_{\alpha}\right\rangle \tag{5.7}
\end{equation*}
$$

The Born Approximation states that the elastic scattering governed by $U_{\alpha}$ is dominant, and therefore we can neglect terms containing $\left(V_{\alpha}-U_{\alpha}\right)^{n \geq 1}$. We then can write the transition amplitude (Eq.5.6) as:

$$
\begin{equation*}
T_{\alpha \beta}=\left\langle\chi_{\beta}^{(-)} \phi_{\beta}\right|\left(V_{\beta}-U_{\beta}\right)\left|\chi_{\alpha}^{(+)} \phi_{\alpha}\right\rangle \tag{5.8}
\end{equation*}
$$

### 5.1.2 Transition potential

$\left(V_{\beta}-U_{\beta}\right)$ now governs the transition amplitude.In the case of the $\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ reaction, the nucleus $a$ is a deuterium, noted d and $b$ an ${ }^{3} \mathrm{He}$. The $V_{\beta}$ potential could be separated in different contribution. First the interaction between the transferred proton and the deuterium $V_{p d}$ and secondly the sum of the interaction between the transferred proton and all the nucleons in A, noted $\mathrm{V}_{p i}$ :

$$
\begin{equation*}
V_{\beta}=V_{p d}+\sum_{i=1}^{A} V_{p i} \equiv V_{p d}+V_{p A} \tag{5.9}
\end{equation*}
$$

$V_{p A}$ correspond to the interaction of the transferred proton with all the nucleons of A, i.e. the interaction of p with A . In the previous sub-section we assumed that the elastic scattering is the dominant process, that leads to consider $V_{\beta} \approx V_{p A}$. If we neglect the remnant term $V_{p A}-U_{\beta}$ The transition amplitude is reduced to:

$$
\begin{equation*}
T_{\alpha \beta}=\left\langle\chi_{\beta}^{(-)} \phi_{\beta}\right| V_{p d}\left|\chi_{\alpha}^{(+)} \phi_{\alpha}\right\rangle \tag{5.10}
\end{equation*}
$$

[^2]Developing the integral we obtain(now $b={ }^{3} \mathrm{He}$ and $a=d$ ):

$$
\begin{equation*}
T_{\alpha \beta}=\int \chi_{\beta}^{*}\left(r_{B b}, \overrightarrow{k_{b}}\right)\left\langle\phi_{3_{H e}} \phi_{B}\right| V_{p d}\left|\phi_{d} \phi_{A}\right\rangle \chi_{\alpha}\left(r_{A a}, \overrightarrow{k_{a}}\right) d \vec{r}_{A a} d \vec{r}_{B b} \tag{5.11}
\end{equation*}
$$

Assuming that $V_{p d}$ is only function of the $p-d$ distance we obtain :

$$
\begin{equation*}
T_{\alpha \beta}=\int \chi_{\beta}^{*}\left(r_{B b}, \overrightarrow{k_{b}}\right)\left\langle\phi_{B} \mid \phi_{A}\right\rangle \cdot\left\langle\phi_{3_{H e}}\right| V_{p d}\left|\phi_{d}\right\rangle \chi_{\alpha}\left(r_{A a}, \overrightarrow{k_{a}}\right) d \vec{r}_{A a} d \vec{r}_{B b} \tag{5.12}
\end{equation*}
$$

$\left\langle\phi_{3_{H e}}\right| V_{p d}\left|\phi_{d}\right\rangle$ is sometimes referred as the range function. It is known with high accuracy for light particles ( $\mathrm{p}, \mathrm{d},{ }^{3} \mathrm{He}, \alpha, \ldots$ ). The important overlap function $\left\langle\phi_{B} \mid \phi_{A}\right\rangle$ that carries the nuclear structure information now appears explicitly in the transition amplitude. We will see below how it can be evaluated.

### 5.1.3 Zero Range approximation

The zero range approximation assumes the transfer occurred only when the transferred particle, here the proton, and $a$ are at the same positions, i.e $\left\langle\phi_{3_{H e}}\right| V_{p d}\left|\phi_{d}\right\rangle=D_{0} \delta\left(\vec{r}_{3}{ }_{H e-d}\right)$. The approximation diminishes the complexity of the integral, reducing the number of variables to integrate. The approximation is valid if the wave length of $a$ in the center of mass is large compared to the typical variation length of the wave function of $A$ Gle04]. In our case the incoming deuterons have an energy of 100 MeV in the center of mass, corresponding to a wave length of $\sim 2$ fm , while the typical variation length of the nuclear wave functions is $\sim 1 \mathrm{fm}$.

### 5.1.4 Form factor

In order to calculate the nuclear overlap function of nuclei A and B , let us develop $\phi_{B}$ on a basis of eigenstates $\phi$ :

$$
\begin{equation*}
\phi_{B}=\sum_{l j} \beta_{l j}\left\langle J_{A} M_{A} j m \mid J_{B} M_{B}\right\rangle \Psi_{J_{A}}^{M_{A}}\left(\overrightarrow{\zeta_{A}}\right) \phi_{l j}\left(\vec{r}_{A p}\right) \tag{5.13}
\end{equation*}
$$

where $\Psi_{J_{A}}^{M_{A}}\left(\overrightarrow{\zeta_{A}}\right)$ is the initial wave functions of $A$ within the inert core approximation. $\phi_{l j}\left(\vec{r}_{A p}\right)$ is the wave functions of the transferred proton. After integration of $\left\langle\phi_{B} \mid \phi_{A}\right\rangle$ over the intrinsic coordinated $\zeta_{A}$, one obtains:

$$
\begin{equation*}
\left\langle\phi_{B} \mid \phi_{A}\right\rangle=C \sum_{l j} \beta_{l j}\left\langle J_{A} M_{A} j m \mid J_{B} M_{B}\right\rangle \phi_{j l}^{m *}\left(\vec{r}_{A p}\right) \tag{5.14}
\end{equation*}
$$

The radial part $u_{l j}\left(\vec{r}_{A p}\right)$ of the one-body function $\phi_{l j}^{m}$ is called the form-factor. As recalled in chap 1, the spectroscopic factor is defined as the norm of the radial overlap [Sat83]:

$$
\begin{equation*}
S_{l j}=\int\left|u_{l j}(r)\right|^{2} r^{2} d r \tag{5.15}
\end{equation*}
$$

In order to determine the form factor to be used in the calculation of the DWBA amplitude, a standard way consists in writing:

$$
\begin{equation*}
u_{l j}(r) \approx S_{l j}^{1 / 2} \cdot \frac{\phi_{n l j}(r)}{r} \tag{5.16}
\end{equation*}
$$

where $\phi_{n l j}(r)$ is the radial part of the wave function, normalized to 1 , of a bound-state from an independent particle model. $\phi_{n l j}(r)$ is solution of the radial Schrödinger equation:

$$
\begin{equation*}
\left[\frac{d}{d r^{2}}-\frac{l(l+1)}{r^{2}}-\frac{2 \mu}{\hbar^{2}}(V(r)-E)\right] \frac{\mu_{n l j}(r)}{r}=0 \tag{5.17}
\end{equation*}
$$

$\mathrm{V}(\mathrm{r})$ is usually taken as a Wood-Saxon potential whose depth $V_{0}$ is adjusted so as to reproduce the binding energy of the transferred particle. We note that other parameters of the Wood-Saxon potential, radius and diffusseness, are usually fixed to "standard" values $r_{0}=1.25 \mathrm{fm}$ and $a_{0}=0.65 \mathrm{fm}$, inducing some uncertainties in the calculations. It is known that changing the value of $r_{0}$ induces variation of the calculated cross-section. The above procedure is implemented in DWBA code such as DWUK4 Kun02 to calculate the form factor internally. Another option is the use of externally calculated form factors from more sophisticated model.

The inhomogeneous equation provided such calculation for a large range of nuclei, providing a phenomenological input. The ab initio methods give a realistic and microscopic overlaps and allow a direct comparison with the experimental crosssection. These microscopic overlaps are not yet available for the studied nuclei but the perspective to perform such comparison in the near future is a thrilling motivation.

Experimentally, the spectroscopic factor is extracted by comparison between the DWBA and the experimental cross-section. Denoting the Clebsh-Gordan coefficient for isospin coupling $C$, we can define the spectroscopic factor $S$ as:

$$
\begin{equation*}
C^{2} S=\left(\frac{d \sigma}{d \Omega}_{D W B A}\right)^{-1} \cdot\left(\frac{d \sigma}{d \Omega}_{E x p}\right) \tag{5.18}
\end{equation*}
$$

In the case of single particle state population, $S$ could be understood as a probability of occupancy of the single state considered. In a more general case, it could be linked to the likeliness of the initial and final state nuclei $A$ and $B$, i.e. the $\langle A \mid B\rangle$ overlap.

### 5.1.5 Optical potential

The DWBA calculation relies on the generation of distorted wave functions $\chi$, describing correctly the elastic scattering. To obtain these wave functions, we need a potential well to deforme the initial plane waves. This mean potential $U(r)$, describing the potential seen by $a$ in the field of $A$, includes imaginary terms describing the flux lost in the other reaction channels. The potential is obtained using
global formulae in which the parameters are adjusted so as to reproduce a large variety of elastic scatterings on stable and nearly stable nuclei. Because of the density distribution in nuclei, the potential terms are derived from a Wood-Saxon shape characterized by $r_{i}$, the radius of the potential and $a_{i}$, its diffuseness:

$$
\begin{equation*}
f\left(r, r_{i}, a_{i}\right)=\left[1+\exp \left(\frac{r-r_{i} A^{1 / 3}}{a_{i}}\right)\right]^{-1} \tag{5.19}
\end{equation*}
$$

Adding the Coulomb potential $V_{C}\left(r, r_{C}\right)$ we obtain the following description of the potential $U(r)$ :

$$
\begin{align*}
U(r) & =V_{C}\left(r, r_{C}\right) \\
& -V f\left(r, r_{V}, a_{V}\right) \\
& -i W f\left(r, r_{W}, a_{W}\right) \\
& +i 4 W_{D} \frac{d}{d r} f\left(r, r_{D}, a_{D}\right) \\
& -\vec{\sigma} \cdot \vec{l} V_{s o}\left(\frac{\hbar}{M_{\pi} c}\right)^{2} \frac{1}{r} \frac{d}{d r} f\left(r, r_{s o}, a_{s o}\right) \tag{5.20}
\end{align*}
$$

There is only one proper potential for deuterium in the incoming channel in our incident energy domain, by Daehnick et al [DCV80] (here after referred as DAE) covering (d,d) reactions from 12 MeV to 90 MeV . We use the relativistic prescription denoted as F in [DCV80]. The DAE potential was obtained from data on $27 \leq \mathrm{A}$ $\leq 238$ nuclei, far from the our region of interest. No optical potential parameters exist for light exotic nuclei.

The best potential available for $\left({ }^{3} \mathrm{He},{ }^{3} \mathrm{He}\right)$ in our case was published by Becchetti and Greenlees [BH71] (B\&G hereafter) and obtained for nuclei of mass A > 40 and $\mathrm{E}<40 \mathrm{MeV}$. It will be employed to describe the interaction of the outgoing ${ }^{3} \mathrm{He}$ with the resonant ${ }^{10} \mathrm{He}$ or the bound ${ }^{8} \mathrm{He}$.

The following section will present the differential cross-sections obtained from our experiment and compared to DWBA calculation. These calculations have been performed using the zero-range code DWUCK4 [Kun02].

### 5.2 Results for elastic and inelastic scattering

The additional telescope in the $90^{\circ}-50^{\circ}$ region, T 7 , allowed to detect ${ }^{2} \mathrm{H}$ coming from ( $\mathrm{d}, \mathrm{d}$ ) and ( $\mathrm{d}, \mathrm{d}^{\prime}$ ) reactions. The study of elastic scattering is an important tool to probe the validity of the optical potential used in the interpretation of transfer reactions.

Two beams have been used in this study, ${ }^{9} \mathrm{Li}$ and ${ }^{11} \mathrm{Li}$, both around 50 AMeV . The results presented here were obtained using a target. To obtain kinematical plots associated with the reactions, we performed the following selections:

- Incident beam ${ }^{9} \mathrm{Li} /{ }^{11} \mathrm{Li}$ on target from beam identification plot (see Sect 4.2)
- E-TOF for low energy ${ }^{2} \mathrm{H}$ in T7
- $\mathbf{E}-\Delta \mathbf{E}$ for high energy ${ }^{2} \mathrm{H}$ in T7
$-{ }^{9} \mathbf{L i} /{ }^{11} \mathbf{L i}$ in the zero degrees plastic telescope
- ${ }^{9} \mathbf{L i} /{ }^{11} \mathbf{L i}$ in T6 MUST2 telescope placed at zero degrees


### 5.2.1 Energy Spectra



Figure 5.1: Kinematic line from ${ }^{9} \mathrm{Li}(d, d)$ data. The theoretical kinematic line for the ground state in superimposed (blue) while the energy threshold (red) used to obtain the energy spectra are represented.


Figure 5.2: Kinematic line from ${ }^{11} \mathrm{Li}(d, d)$ data. The theoretical kinematic line for the ground state in superimposed (blue) while the energy threshold (red) used to obtain the energy spectra are represented.

The kinematical plots obtained for ${ }^{9} \mathrm{Li}$ and ${ }^{11} \mathrm{Li}$ are presented respectively in Fig 5.1 and Fig.5.2. Superimposed to the experimental data are the theoretical kinematical lines for elastic scattering at the experimental beam energy. We can observe a clear accumulation of statistics around the calculated lines. A strong background is visible at low energies, where the TOF identification of the ${ }^{2} \mathrm{H}$ is no longer effective to separate them from ${ }^{1} \mathrm{H}$ and ${ }^{3} \mathrm{H}$. Above 30 MeV of deuteron energy, no events corresponding to elastic scattering emerge from the background. In order to reduce the background we selected the region between the red dashes.

Figure 5.3 and Fig 5.4 show the excitation energy spectra corresponding to ${ }^{9} \mathrm{Li}$ and ${ }^{11} \mathrm{Li}$ respectively. On both spectra the elastic peak has been fitted using Gaussian shaped functions deduced from the simulations (see Sect 3.3.1). Only the magnitude and position were left as free parameters. The experimental widths are very well reproduced by the simulations. The obtained value for ${ }^{11} \mathrm{Li}(\mathrm{d}, \mathrm{d}), \sigma=940$ keV , is larger than for ${ }^{9} \mathrm{Li}(\mathrm{d}, \mathrm{d}), \sigma=560 \mathrm{keV}$. The difference is explained by the


Figure 5.3: Energy spectrum from ${ }^{9} \operatorname{Li}(d, d)$ data. The black line is a fit of fixed 560 keV width that gives $E_{g s}=$ $46 \pm 32 \mathrm{keV}$.


Figure 5.4: Energy spectrum from ${ }^{11} \operatorname{Li}(d, d)$ data. The black line is a fit of fixed 940 keV width that gives $E_{g s}=$ $25 \pm 72 \mathrm{keV}$.
larger beam momentum spread in the case of ${ }^{11} \mathrm{Li}$, while for ${ }^{9} \mathrm{Li}$ narrower momentum slits could be used. The ${ }^{9} \mathrm{Li}$ ground state is found at $-46 \pm 32 \mathrm{keV}$, within two $\sigma$ of the expected position. The ${ }^{11} \mathrm{Li}$ has a ground state at $25 \pm 72 \mathrm{keV}$, again in agreement with the expected position. The excellent agreement of the ground-state positions is an indication of the correctness of the adjusted target thickness, $1.9 \mathrm{mg} / \mathrm{cm}^{2}$.

The coincidence with the heavy particle around zero degrees play an important role, that is illustrated in Fig 5.5, showing the inclusive spectrum of the ${ }^{9} \mathrm{Li}(\mathrm{d}, \mathrm{d})$. The important background has been estimated using the algorithm detailed in $\mathrm{MKM}^{+} 97$ and implemented within the ROOT CERN library used for the analysis.

For the $\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ transfer reaction spectra presented in the following, where the cross-section is much smaller, the detections in coincidence with the heavy residue is absolutely crucial.


Figure 5.5: Inclusive energy spectrum from ${ }^{9} \operatorname{Li}(d, d)$ data (blue histogram), the estimated background (red histogram). The subtraction (black histogram) of the signal and background is fitted (black curves) and gives a ground state position at $E_{g s}=-81 \pm 22 \mathrm{keV}$.

### 5.2.2 Differential cross-section

The angular distributions are obtained using a $-2 \leq E{ }_{9,11_{L i}} \leq 2 \mathrm{MeV}$ gate on the spectra shown in Fig. 5.3 and Fig.5.4. All the gate used to obtain the angular distribution were reported in the simulations and used to determine the solid angle covered by the detection set-up. Once normalized the angular distributions give the experimental differential cross-sections of the elastic scattering presented in Fig 5.6 and Fig.5.7.


Figure 5.6: The ${ }^{9} \operatorname{Li}(d, d)$ elastic crosssection after correction of the efficiency and normalization (red dot), compared with calculation using the Daehnick F optical potential.


Figure 5.7: The ${ }^{11} \mathrm{Li}(\mathrm{d}, \mathrm{d})$ elastic crosssection after correction of the efficiency and normalization (red dot), compared with calculation using the Daehnick F optical potential.

Comparison of the experimental differential cross-sections of Fig 5.6 and Fig 5.7 with the DAE potential highlights a good agreement, though this global potential was deduced from data on stable nuclei ranging from $A=27-208$, with energies from 12-90 MeV. For ${ }^{11} \mathrm{Li}$, Fig 5.7 shows sizable difference in the amplitude of the cross-section. This loss of flux in the elastic scattering channel is qualitatively interpreted as a result of the low binding energy of the neutrons in ${ }^{11} \mathrm{Li}$, favoring break-up. The DAE potential was fitted on stable nuclei, therefore, the imaginary part of the potential, taking into account the loss of flux in favor of other reaction channels is underestimated for such an extreme case of a halo nucleus.

### 5.3 Results for the one-proton transfer reaction ( $\mathrm{d},{ }^{3} \mathrm{He}$ )

### 5.3.1 Excitation Energy

The $\left(\mathrm{d}_{,}{ }^{3} \mathrm{He}\right)$ data are obtained using the wall of four telescopes T1-4 located at forward angles, in conjunction with four SSSD for the identification of light particles. The first beam, ${ }^{9} \mathrm{Li}$, was used to produce the bound ${ }^{8} \mathrm{He}$. The target thickness was slightly modified to reproduce the position of its ground state. The second beam of ${ }^{11} \mathrm{Li}$ was used to produce the unbound ${ }^{10} \mathrm{He}$. In both cases the spectra were obtained using the following gates:

- Incident beam ${ }^{9} \mathrm{Li} /{ }^{11} \mathrm{Li}$ on target
- $\Delta \mathbf{E}$-TOF in T1-4
- E-TOF in T1-4
- $\mathbf{E}-\Delta \mathbf{E}$ in T1-4
$-{ }^{8} \mathrm{He}$ in the zero degrees plastic (cf Fig. 5.8 and 5.9 )
- ${ }^{8} \mathrm{He}$ in T 6

The kinematical plots associated with the reactions are presented in Fig 5.10 for ${ }^{9} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right){ }^{8} \mathrm{He}$ and Fig 5.11 for ${ }^{11} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right){ }^{10} \mathrm{He}$. The ${ }^{8} \mathrm{He}$ case shows very little background, because of a very narrow beam energy spread and the strong kinematical constraints on ${ }^{8} \mathrm{He}$ at forward angles, allowing a very narrow gate in the zero degrees plastic telescope, as shown in Fig 5.8. On the other hand the ${ }^{10} \mathrm{He}$ case shows an important background all over the energy range. This is a consequence of the broadening of the energy range of the heavy residues due to the decay of ${ }^{10} \mathrm{He}$ leading to more scattered events in the identification plot of the zero degrees plastic telescope as shown in Fig 5.9. A lower cross-section than for the ${ }^{9} \mathrm{Li}$ reaction, also plays a role as we will see in the following. However a significant increase of the statistics around the theoretical kinematical line is observed in both cases.


Figure 5.8: $\Delta E-E$ identification plots in the zero degree plastic by. The orange cut selects the kinematically constraints ${ }^{8} \mathrm{He}$ coming from the ${ }^{9} \mathrm{Li}\left(d,{ }^{3} \mathrm{He}\right)$. The black dot are event in coincidence with ${ }^{3} \mathrm{He}$, the blue dot are event in coincidence with ${ }^{3} \mathrm{He}$ and presenting an excitation energy between -2 MeV and 2 MeV .


Figure 5.9: $\Delta E$-E identification plots in the zero degree plastic by. The orange cut selects the non kinematically constraints ${ }^{8} \mathrm{He}$ coming from the ${ }^{11} \mathrm{Li}\left(d,{ }^{3} \mathrm{He}\right)^{10} \mathrm{He}$. The black dot are event in coincidence with ${ }^{3} \mathrm{He}$, the blue dot are event in coincidence with ${ }^{3}$ He and presenting an excitation energy between -2 MeV and 4 MeV .

The associated energy spectra are presented in Fig 5.13 for ${ }^{8} \mathrm{He}$. The presented fit gives a position of $2.7 \pm 196 \mathrm{keV}$, giving a good agreement with the expected position of the ground state. The absence of background and the compatibility of the width and the position of the signal with the simulations, confer confidence in the analysis.

The position of the first resonant state was left as free parameter. Fig.5.14 shows the obtained spectrum and the fit of the data, giving a first resonant state $E_{R}=1.4 \pm 0.3 \mathrm{MeV}$ above the ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ threshold taken as reference. No evidence for a narrow resonance just above the threshold as predicted by Aoyama Aoy03 is found, in agreement with previous experimental studies.

Resonances are presenting a specific shape due to their short live time. G. Breit and E. Wigner showed how a resonance can be described using distribution, nowadays called Breit-Wigner, and which density of probability $f(E)$ is given by:

$$
\begin{equation*}
f(E)=\frac{1}{\pi} \cdot \frac{\Gamma / 2}{\left(E_{R}-E\right)^{2}+(\Gamma / 2)^{2}} \tag{5.21}
\end{equation*}
$$

where $\Gamma$ is the width of the resonance and $E_{R}$ its position. The experimental resolution broadens the resonance shape. The resulting signal can be modeled by the convolution of the Breit-Wigner and a Gaussian function, an example of such convolution is shown in Fig. 5.12,


Figure 5.10: Kinematical plot from the ${ }^{9} \mathrm{Li}\left(d,{ }^{3} \mathrm{He}\right)$ data, the blue line is the theoretical line of the ground state of ${ }^{8} \mathrm{He}$.


Figure 5.11: Kinematical plot from the ${ }^{11} \mathrm{Li}\left(\right.$ d $\left.^{3} \mathrm{He}\right)$ data, the blue line is the theoretical line of a 1.2 MeV state of ${ }^{10} \mathrm{He}$. The green line indicate the ${ }^{8} \mathrm{He}+n+n$ threshold.

The ${ }^{10} \mathrm{He}$ was fitted using such convolutions. However, the fit procedure lead to $\Gamma=0 \mathrm{MeV}$. This observation is understood as a consequence of the energy resolution of the set-up around $1 \mathrm{MeV}(\sigma)$ that forbids the determination of the natural width of the state.


Figure 5.12: Convolution (black) of a Breit-Wigner (green) of $\Gamma=1 \mathrm{MeV}$ with a Gaussian function (red) of $\sigma=1 \mathrm{MeV}$.


Figure 5.13: Energy spectrum obtained for the ${ }^{9} \mathrm{Li}\left(d,{ }^{3} \mathrm{He}\right)^{8} \mathrm{He}$ reaction. The black line is a fit of fixed 818 keV width that gives $E_{g s}=2.7 \pm 196 \mathrm{keV}$.


Figure 5.14: Energy spectrum obtained for the ${ }^{11} \mathrm{Li}\left(d,{ }^{3} \mathrm{He}\right)^{10} \mathrm{He}$ reaction. The black line is a fit of fixed 1050 keV width that gives $E_{R}=1.4 \pm 0.3 \mathrm{MeV}$.

## Carbon background

The data accumulated using the carbon target with ${ }^{9} \mathrm{Li}$ beam gives almost no contribution, demonstrating the quality of the identification of both ${ }^{3} \mathrm{He}$ and ${ }^{8} \mathrm{He}$. As explained above, the mixing of ${ }^{8} \mathrm{He}$ and ${ }^{6} \mathrm{He}$ leads to an important background contribution in the ${ }^{10} \mathrm{He}$ case, as shown in Fig 5.15 .

The Carbon background was estimated using data accumulated with a 1 $\mathrm{mg} / \mathrm{cm}^{2}$ thickness for both beams. Spectra were extracted using the exactly same gates as for the CD2 target. The number of events in a bin of excitation energy is given by :

$$
\begin{equation*}
N_{C}=N_{\text {detected }}(C) \cdot \frac{N_{\text {Beam }}(C)}{N_{\text {Beam }}(C D 2)} \cdot \frac{e_{C}}{e_{C D 2}^{\prime}} \tag{5.22}
\end{equation*}
$$

For the ${ }^{9} \mathrm{Li}$ beam, only one event was measured in the high excitation energy region. More counts have been measured with ${ }^{11} \mathrm{Li}$ beam but statistics is quite low as can be seen in fog 5.15. The superposition of the normalized spectrum on Carbon target and the ${ }^{10} \mathrm{He}$ spectrum is presented in Fig 5.16. Clearly the contribution of the Carbon from the $\mathrm{CD}_{2}$ target does not explain the observed structure.

Once normalized, the two spectra can be superimposed to get an idea of the contribution. However, the statistics in the original spectra is rather low and the statistical error bars large (see Fig 5.15), therefore the shape of the distribution is strongly influenced by the statistics and the two histograms can not be subtracted. However a quantitative study can be performed dividing the spectra in three region of interest (cf Fig 5.16), where the density of count for the $\mathrm{CD}_{2}$ and ${ }^{12} \mathrm{C}$ could


Figure 5.15: Excitation energy contribution to the ${ }^{10}$ He spectra obtained using data accumulated with a carbon target before normalization.


Figure 5.16: The ${ }^{10} \mathrm{He}$ excitation spectra and the normalized carbon contribution (gray histogram after normalization). The spectra can be divided in three area, ( $A$ ) the negative energies region, (B) the region of interest and (C) the high energies region.
be extracted. The obtained results after normalization are shown in Table 5.1. The obtained value show clearly that the number of count in the A region are compatible with a carbon contribution while the B region present an increase of statistic explained only by reaction on the deuterium.

|  | A | B | C |
| :---: | :---: | :---: | :---: |
| $\mathrm{CD}_{2}$ | $4(1)$ | $6(1)$ | $4(1)$ |
| ${ }^{12} \mathrm{C}$ | $5(1)$ | $2(1)$ | $2(1)$ |
| $\mathrm{CD}_{2} /{ }^{12} \mathrm{C}$ | $1(1)$ | $3(1)$ | $2(1)$ |

Table 5.1: Number of counts per MeV for the three region defined in Fig 5.16
Moreover, the angular distributions associate with the different regions, and presented in Fig 5.3.1, shown different trend for A and B region. This indicate that the observed count are not coming from the same physical process.

Figure 5.17: The angular distributions obtained for the three regions described in Fig.5.16. The angular distributions has been multiply by 1, 10, and 100 for respectively $A, B$ and $C$ region in order to clarify the figure. The trend of the angular distribution associate with region $A$ is very different, especially at small angle, of the one of region $B$.


### 5.3.2 Differential cross-sections

The angular distribution for the ${ }^{9} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right)^{8} \mathrm{He} \mathrm{g}_{g s}$ is obtained after setting the energy gate $-2 \leq \mathrm{E}_{8_{H e}} \leq 2 \mathrm{MeV}$ range. It is presented in Fig.5.18. The distribution associated with the first resonant state of the ${ }^{11} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right){ }^{10} \mathrm{He}_{1.4 \mathrm{MeV}}$ is obtained using the $-2 \leq \mathrm{E}_{10}{ }_{\mathrm{He}} \leq 4 \mathrm{MeV}$ gate.


Figure 5.18: ${ }^{9} \mathrm{Li}\left(d,{ }^{3} \mathrm{He}\right)^{8} \mathrm{He}$ differential cross-section compared to DWBA calculation. The normalization gives a spectroscopic factor of 0.18 .


Figure 5.19: ${ }^{11} \mathrm{Li}\left(d,{ }^{3} \mathrm{He}\right){ }^{10} \mathrm{He}$ differential cross-section compared to DWBA calculation. The normalization gives a spectroscopic factor of 0.13 .

The comparison with DWBA calculations using DAE potential in the entrance channel and $\mathrm{B} \& G$ potential in the outgoing channel is presented for $\mathrm{L}=1$ and $\mathrm{L}=0$
case. A first qualitative observation is the incompatibility of the data with a $L=0$ calculation, showing a strong minimum where the data are maximum. On the other hand, the shape of the differential cross-section is relatively well reproduced by the $L=1$ calculations. This is in agreement with the pickup of a proton from the $0_{p_{3 / 2}}$ shell.

In both cases the $\mathrm{L}=1$ calculation does not reproduce correctly the shape of the second maximum and over estimate its amplitude. This is stronger in the ${ }^{10} \mathrm{He}$ case and possibly due to the optical potentials used in the analysis. Their parameters are summarized in tab 5.2. Hence the extraction of the spectroscopic factor is done by minimization procedure with the points of the first maximum.

Spectroscopic factor were then extracted using the standard normalization procedure. Values of $\mathrm{C}^{2} \mathrm{~S}=0.18$ and $\mathrm{C}^{2} \mathrm{~S}=0.13$ were obtained for ${ }^{8} \mathrm{He}$ and ${ }^{10} \mathrm{He}$ respectively.
${ }^{9} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ :

| Pot. | $\mathrm{r}_{c}$ | V | $\mathrm{r}_{V}$ | $\mathrm{a}_{V}$ | W | $\mathrm{r}_{W}$ | $\mathrm{a}_{W}$ | $\mathrm{~W}_{D}$ | $\mathrm{r}_{D}$ | $\mathrm{a}_{D}$ | $\mathrm{~V}_{s o}$ | $\mathrm{r}_{s o}$ | $\mathrm{a}_{s o}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DAE | 1.3 | 60.97 | 1.17 | 0.84 | 9.55 | 1.17 | 0.84 | 5.63 | 1.28 | 0.67 | 4.00 | 1.07 | 0.66 |
| B\&G | 1.3 | 159.9 | 1.2 | 0.72 | 30.7 | 1.4 | 0.88 | 0 | 0 | 0 | 0 | 0 | 0 |

${ }^{11} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ :

| Pot. | $\mathrm{r}_{c}$ | V | $\mathrm{r}_{V}$ | $\mathrm{a}_{V}$ | W | $\mathrm{r}_{W}$ | $\mathrm{a}_{W}$ | $\mathrm{~W}_{D}$ | $\mathrm{r}_{D}$ | $\mathrm{a}_{D}$ | $\mathrm{~V}_{s o}$ | $\mathrm{r}_{s o}$ | $\mathrm{a}_{s o}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DAE | 1.3 | 60.89 | 1.17 | 0.84 | 9.55 | 1.17 | 0.84 | 5.63 | 1.28 | 0.68 | 4.00 | 1.07 | 0.66 |
| B\&G | 1.3 | 164.9 | 1.2 | 0.72 | 35.1 | 1.4 | 0.88 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 5.2: Parameters used for the DWBA calculations of the entrance potential (DAE) and the outgoing potential ( $B \mathcal{G} G$ ). The potential depth are given in MeV , the radius and diffusivity in $\mathrm{fm} \cdot A^{\frac{1}{3}}$.

The radius of the form factor used in the DWBA calculation is not well known in the case of a $\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ reactions. The above calculation uses a radius $R_{f f}=1.25$ fm . In order to check the sensitivity of our results upon this value we evaluated the spectroscopic factor $S$ for different value of $R_{f f}$ in the 1.1-1.4 fm range. The results are presented in Fig 5.20 .

The radius of the form factor $R_{f f}$ has a significant influence on the value of the spectroscopic factor. As mentioned above, the standard value $R_{f f}=1.25 \mathrm{fm}$ was used in our DWBA evaluations for the radius of the Wood-Saxon potential for the form-factor calculation. When $\mathrm{R}_{f f}$ is varied in the range 1.1-1.4 fm it give in the $\left\langle{ }^{9} \mathrm{Li} \mid{ }^{8} \mathrm{He}\right\rangle$ case a variation of $\pm 0.05$. In the case of $\left\langle{ }^{11} \mathrm{Li} \mid{ }^{10} \mathrm{He}\right\rangle$ the variation is $\pm 0.03$.

The error bars were estimated by taking into account the statistical error, the error due to the choice of the optical potentials (evaluated to $25 \%$ ) and the error associated with the indetermination of $R_{f f}(20 \%)$. It gives the final value for the overlap of $\left\langle{ }^{9} \mathrm{Li} \mid{ }^{8} \mathrm{He}\right\rangle, \mathrm{S}=0.18(8)$ and for $\left\langle{ }^{11} \mathrm{Li} \mid{ }^{10} \mathrm{He}\right\rangle, \mathrm{S}=0.13(6)$. Because the target thickness has been adjusted to reproduce correctly the ground state of ${ }^{9} \mathrm{Li}$

Figure 5.20: The spectroscopic factor deduced from the differential cross-section of ${ }^{8} \mathrm{He}\left(d,{ }^{3} \mathrm{He}\right)$ (green) and ${ }^{10} \mathrm{He}\left(d,{ }^{3} \mathrm{He}\right)$ reaction plotted versus the form factor radius $R_{f f}$. The usual value for this parameter is 1.25 fm , and represented as a dashes line on the plot. The spectroscopic factor is sensible to the $R_{f f}$ value and is the main contribution the error bars is the evaluation of its value.

and ${ }^{8} \mathrm{He}$ a systematic error of $26 \%$ should be added, giving for $\left\langle\left.{ }^{9} \mathrm{Li}\right|^{8} \mathrm{He}\right\rangle$ the value of $\mathrm{S}=0.18(8)(9)$ and for $\left\langle{ }^{11} \mathrm{Li} \mid{ }^{10} \mathrm{He}\right\rangle$ the value of $\mathrm{S}=0.13(6)(6)$.

### 5.4 Excited states of ${ }^{10} \mathrm{He}$

Higher energy resonant states may decay in ${ }^{6} \mathrm{He}+4 \mathrm{n}$ or ${ }^{4} \mathrm{He}+6 \mathrm{n}$, therefore they can be studied only using ${ }^{6} \mathrm{He}$ and ${ }^{4} \mathrm{He}$ gates in the zero degrees plastic telescope. An important background exists and therefore the extraction of those states is difficult. However we managed to identify two structures in the energy range of interest as visible in Fig 5.21 .


Figure 5.21: The energy spectrum of ${ }^{10} \mathrm{He}$ obtained in coincidence with ${ }^{6} \mathrm{He}$ in the zero degrees plastic. The black line is the result of a fit by the sum of two Gaussian whose widths, positions and amplitude were free parameters. The fit gives a first state at 3.3(3) MeV and a second state at 6.3(4) MeV.

These two structures are centered at energies 3.3(3) MeV and 6.3(4) MeV , with a width close to the value given by the simulations, to be compared to the peaks extracted in the double-charge exchange experiment of Ostrowski et al [ $\mathrm{OBG}^{+} 94$
(see Fig 1.8) located at 4.31 MeV and 7.87 MeV respectively. The strong background and low statistics makes hazardous the extraction of angular distributions. One can not the absence of structure in the -2 to 2 MeV region.

### 5.5 Discussion

The present results give a first hint of the behavior in the region of interest, however further investigation of the data, using more sophisticated models of reactions to have a better description of the observed angular distribution is needed. Still, we can make a few observations.
N.K. Timofeyuk, in Tim10, performed an extensive study in the light nuclei region using the inhomogeneous equation (see App.Bfor details) to predict the overlap wave functions of $\langle\mathrm{A} \mid \mathrm{A}-1\rangle$ nuclei and the associated spectroscopic factors. The latter show systematic deviation from the corresponding shell-model values. In the case of the $\left\langle{ }^{9} \mathrm{Li} \mid{ }^{8} \mathrm{He}\right\rangle$ the spectroscopic factor obtained from the inhomogeneous equation is 0.385 , to be compared with a value of 0.935 in the corresponding shell-model. This tends to show that more correlations are taken into account in the inhomogeneous equation evaluation. The value of $0.18(8)$ extracted in our study is even lower.

The ${ }^{10} \mathrm{He}$ first resonant state position has been confirmed at $E_{R}=1.4 \pm 0.3$ MeV above the ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ threshold. No calculation exist on the $\left\langle{ }^{11} \mathrm{Li} \mid{ }^{10} \mathrm{He}\right\rangle$ overlap, and the very small spectroscopic factor found in the present work suggest that the ${ }^{10} \mathrm{He}$ structure is very different from the one of ${ }^{11} \mathrm{Li}$ with an overlap of $0.13 \pm 0.03$. This information is of first importance in our understanding of the halo formation mechanism. As explained in PBVB09, the neutron halo binding mechanism in ${ }^{11} \mathrm{Li}$ could be understood as a phonon exchange through the polarization of the ${ }^{9} \mathrm{Li}$ core. The removal of a proton from this core could vanish the attractive potential between the two valence neutrons and lead to an unbound structure.

Combined with existing results $\overline{\mathrm{WSR}^{+} 08}$ ] obtained for $\left\langle\left.{ }^{7} \mathrm{Li}\right|^{6} \mathrm{He}\right\rangle$ and $\left\langle\left.{ }^{8} \mathrm{Li}\right|^{7} \mathrm{He}\right\rangle$ ground-state overlaps, the plot of evolution of experimental spectroscopic factors for $\left\langle\left.{ }^{A} \mathrm{Li}\right|^{A-1} \mathrm{He}\right\rangle$ up to the neutron dripline can be deduced, it is presented on Fig 5.22 ,

A clear decreasing trend is observed when going far from stability. This indicates that the structural changes when going from a ${ }^{A} \mathrm{Li}$ isotope to the corresponding ${ }^{A-1} \mathrm{He}$ are becoming more and more radical far from stability.

Our spectroscopic factors have been extracted in a DWBA analysis using standard form-factors. when available, it will be of great interest to check if the above conclusions remain with ab initio form-factors, and to better understand the origin of this trend.


Figure 5.22: Behavior of the $\langle A, Z \mid A-1, Z-1\rangle$ overlap for Lithium isotopes when going away from stability. The experimental value for the $\left\langle{ }^{7} L i{ }^{6} \mathrm{He}\right\rangle \quad$ and $\left\langle\left.{ }^{8} \mathrm{Li}\right|^{7} \mathrm{He}\right\rangle \quad$ come from [WSR $\left.{ }^{+} 08\right]$. The ${ }^{10}$ Li being unbound no data are available for the $\left\langle{ }^{10} \mathrm{Li} \mid{ }^{9} \mathrm{He}\right\rangle$. The black line is a guide to the eyes.

## Conclusion

In this work we have revisited the spectroscopy of the unbound ${ }^{10} \mathrm{He}$ by means of the ${ }^{11} \mathrm{Li}\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ reaction at 50 AMeV studied in missing mass method with the MUST2 array at the RIPS beam line of RIKEN.

The experimental part of this study relies on new detection set-up using very thin silicon detectors of large area. For the first time, the applicability of these detectors, in conjunction with high granularity position sensitive detectors, was proved. The methodology used in the data analysis, i.e. the thickness determination and correction, was implemented successfully.

The transfer reaction approach led to clear results on the ${ }^{10} \mathrm{He}$ first resonant state position, found in this work at $1.4(3) \mathrm{MeV}$, in agreement with most of the previous experimental works on ${ }^{10} \mathrm{He}$. No evidence was found in favor of the predicted narrow resonance near the ${ }^{8} \mathrm{He}+\mathrm{n}+\mathrm{n}$ threshold. More importantly, the extraction of a spectroscopic factor, hardly obtained from other reaction mechanisms, allows a strong conclusion on the $\left\langle{ }^{11} \mathrm{Li} \mid{ }^{10} \mathrm{He}\right\rangle$ overlap, found to be $0.13(3)$. This value sheds light on the significant differences existing between the ${ }^{10} \mathrm{He}$ barely unbound system and the loosely bound ${ }^{11} \mathrm{Li}$. The role played by the ${ }^{9} \mathrm{Li}$ core in the binding mechanism of the neutron halo is here expressed.

Additional data obtained using ${ }^{9} \mathrm{Li}$ beam offer the opportunity to discuss the evolution of the wave function overlaps when going away from stability. The significant decrease of the spatial overlap denonstrates how the exotic nuclei exhibit very specific structures that can not be described by a standard mean field, shell model-like, approach. Our work provided differential cross-sections that can be used as direct benchmark of our understanding of the microscopic structure of nuclei. $A b$ initio calculations for this region of mass are anticipated within this scope.

In the near future, the ${ }^{10} \mathrm{He}$ could be studied through another kind of direct reaction, namely the $\alpha$-cluster quasi-free scattering. Taking advantage of the high rate of the ${ }^{14}$ Be beam now available at RIKEN/RIBF, states in the ${ }^{10} \mathrm{He}$ could be populated the the ${ }^{14} \mathrm{Be}(\mathrm{p}, \mathrm{p} \alpha)$ reaction. The large acceptance spectrometer SAMURAI would be a great advantage to study the various decay channels, contrary to the present study where the detection of the heavy residue with a plastic telescope was clearly a limitation.

The development of tool dedicated to simulations and analysis, NPTool, also
play an important role in the approach of this experiment. The field is moving towards powerful machines for beams production and new detections system with many channels such as the GASPARD+PARIS $\gamma$-particle detector setup, that will be used for the study of direct reaction at SPIRAL2. This will imply more complex analysis and urge for proper and standardised analysis and simulations software, of which NPTOOL can represent a starting point.

## Appendix A

## NPTool

## A. 1 Introduction

The simulation (see chap.3) aimed initially to define the best set-up for the present experiment. Various parameters have been taken into account, from detector position to material used in the target or the plastic scintillator. Since the particle of interest may decay in various channel, the simulations have to deal with all those cases. A new tool, NPTool, has been designed to fit these modularity needs, both on event generator and geometry. The development of NPTool, both on analysis part and simulation took around one year and half for the first version, since, a few releases have been published, increasing operability, portability and ease of use.

The core of the project is a C++ library, NPLib, that hold classes design within the nuclear physicist scope. Two body kinematics, energy loss, and data handling, can be used within NPTool, or in any other users program (including root macro), allowing a variety of application.

Today's and tomorrow's challenge in nuclear physics is about dealing with complicate set-up and a large number of channels. The community needs efficient tools that allow to solve the rising problem of data analysis and detection understanding. New detection systems, like AGATA or GASPARD, means a complete change in our approach of extracting relevant information from the large amount of data collected during experiments.

## A. 2 Methodology

NPTool aimed at providing an universal framework to develop Geant4 simulation of detectors and data analysis using the CERN ROOT libraries. Basically the philosophy is to help physicist to develop their detector geometry and analysis in an homogeneous way so that they can mix their work when needed without doing any modification. In NPTool every detector are treated on the same foot, simulation and analysis of heterogeneous (different kind of detector) experimental set-up is as easy as homogeneous set-up (only one kind of detector). Also, nearly every parameter, from the reaction studied, to the position and configuration of detectors,
can be set-up using a couple of human-readable configuration files. Predicting performances of a complex setting of detectors by taking into account various physics aspects is a hard task in which every aspect needs to be treated carefully. Nuclear physics experiments tend to look at more and more exotic physics cases that lead us to have more and more complex set-up and strong physical background. NPTool is developed in the same spirit as many project from High Energy Physics, and more generally, free software. The main idea is to mutualize skills and works in a common space. NPTool is distributed under the General Public License version 3 (GPLv3) and can be copied, distributed and modify the project freely.

The base of the methodology is to segment the code in specific purpose objects. The powerful C++ language is especially suited for this and as much as possible the offered possibilities are used. For each specific task, a class object is implemented, owning it's own variables and methods. The interplay between the different objects is described in the following part.

## A. 3 Version control

Because NPTool aimed to be a community tool, with many contributors working in parallel the project adopted at its early stage a version control methodology. Version control, also known as Revision control and source control, aimed to managed the various source code of the project through the assistance of a software keeping track of the modification. Each version of the code is stored in the repository and receives a version number as presented in Fig A.1. Developers add a version of the software performing a commit, the version control software add to the repository only the fraction of the code that changed with respect to the previous versions.

The repository is stored on a server a IPNOrsay (ipnvcs.in2p3.fr), in read only version for non registered users. Monotone is a free distributed version control system, among other like svn or cvs for the most common. We chose to use Monotone to manage our project because it was offering to perform commit on a locally stored data base, allowing to work even without connection to the repository server. At every commit, the developer must also write a small abstract of the change and the aim of the changes.

The aim is to encourage correct programming behavior within the collaboration, namely frequent committing, per review evaluation, ... This approach has been successfully adopted in large scale software project (ROOT, Linux,...) and gives excellent results.


Figure A.1: Version control repository architecture: The trunk (black) contain fully functional versions of the code. Development are performed in branches (orange) and merged (red) to the trunk when finished. For each version of the trunk, a tag (blue) is defined, allowing the user to find the desired version easily in the repository.

## A. 4 NPlibrary

The core of NPTool is the NPlibrary that regroups various classes used in the different part of the code, or with user macro. Most of those classes are describing the way data are stored in Root TTree, but some tools are also provided.

## A.4.1 Physics tool: NPNucleus, NPReaction, NPEnergyLoss

## NPNucleus

This very simple class implemented various method allowing to define a nuclei and parse a table to define its mass. The table used actually is the Audi mass table of 2003 AWT03. The table contain various information, such as mass excess, spin parity of ground state, ... The class allows to instantiate a nuclei only using a string name, for instance " 4 He " for $\alpha$-particle, the class will then read the available data in the mass table and load them in the memory. A set of function allows the user to compute the mass and access those information, but also to change it. The user's change will not be saved in the table, and will be effective only in the limited scope of the execution.

Note that the mass given (in the 2003 Audi table) for the unbound nuclei corresponds to the first resonance state of this nuclei.

## NPReaction

This class deals with two body kinematics. It basically contains four NPNucleus, and computes the associated variable such as the reaction Q value. In addition, kinematic calculation can be performed using the beam energy. The class is designed to be used in both simulation and analysis environment assuring a consistent way of working. A method, KineRelativistic, allowing to compute the laboratory angles and energies of the outgoing particle, giving the center of mass angle, is used for simulation purpose. On the other hand, the method ReconstructRelativistic allowing to deduce excitation energy of the nuclei of interest using as inputs the laboratory angle and energy of the other nuclei, is used for analysis purpose.

## NPEnergyLoss

Designed to handle energy loss $d E / d x$ table and to perform various calculations, this class find application at every stage of the experiment. It is successfully used in the fully automatic calibration algorithm of the MUST2 DSSD (see Sec 4.4.1) to evaluate the energy loss of $\alpha$-particles in the dead layer, or in the NPAnalysis project to correct energy loss in the target. The class is able to read file coming from the LISE + + program, the SRIM program and the NPSimulation program. The program used a slicing algorithm performing calculation on infinitesimal path of the particle and interpolation of the $d E / d x(E)$ function. It can slow down particle crossing a thickness of material e using n slices of material:

$$
\begin{equation*}
E_{\text {final }}=E_{\text {intial }}-\int_{\delta=0}^{e} \frac{d E}{d x}\left(E_{\delta}\right) d x \approx E_{\text {intial }}-\sum_{1}^{n} \frac{d E}{d x}\left(E_{n}\right) \cdot \frac{e}{n} \tag{A.1}
\end{equation*}
$$

In the same way, one can compute the initial energy of a particles crossing a known thickness of material:

$$
\begin{equation*}
E_{\text {initial }}=E_{\text {final }}+\int_{\delta=0}^{e} \frac{d E}{d x}\left(E_{\delta}\right) d x \approx E_{\text {final }}+\sum_{1}^{n} \frac{d E}{d x}\left(E_{n}\right) \cdot \frac{e}{n} \tag{A.2}
\end{equation*}
$$

One needs to use a sufficiently large $n$ so the integral approximation by a sum is valid. On the other hand, the calculation time increase linearly with n. Good results are obtained for $e / n \sim 1-0.1 \mu m$

Finally the class allows to evaluate the initial energy using the $\Delta E$ and the material thickness $e$ : using a dichotomic algorithm trial energy $E_{T}$ of the particle is tested until the associate $\Delta E_{T}$ matched $\Delta E$.

## A.4.2 Handling tool: VDetector, DetectorManager, CalibrationManager

## VDetector

The VDetector class is a virtual one. Virtual classes could be seen as template objects. The virtual class defined a whole set of properties, like members and
methods which can be overridden by subclasses through inheritance mechanism. Therefore, the virtual classes are a powerful object to define general way of coding. The VDetector class is a template for all kind of detector object, defining the features each of them need to implement, in its own way:

## Features:

DetectorData A pointer to the TDetectorData, containing the raw data
PhysicsData A pointer to the TDetectorPhisics, containing the physical data

## Methods:

ReadConfiguration Reads a NPTOOL input file to configure the detector
AddParameterToCalibrationManager Adds the list of calibration parameters to the calibration manager (see below)

InitializeRootInputRaw Initializes the input branches of Raw data type to the input TChain

InitializeRootInputPhysics Initializes the input branches of Physics data type to the input TChain

InitializeRootOutput Initializes the output branches of Physics data type to the input TChain

BuildPhysicalEvent Builds Physics data using raw data.
BuildSimplePhysicalEvent Builds Physics data using raw data in a fast and approximate way (typically used for online analysis)

ClearEventPhysics Clears the Physics data object
ClearEventData Clears the Raw data object
All detectors are managed by a single entity, the DetectorManager, regardless of their specific nature.

## DetectorManager

The DetectorManager hold a single object, a Standard Template Library (STL) vector of VDetector. The DetectorManager is calling the method of all the detectors on the appropriate time. Adding a new detector does not need to implement the associate calls of method , only the methods themselves.

## CalibrationManager

The CalibrationManager manage a list of file and a list of parameter. The files are read once to load all the parameters in memory. At any time the detector class can access the calibration parameter through methods and use them. The class is designed to be able to load any order of polynomial calibration parameters.

## A. 5 NPSimulation

NPSimulation is the Geant4 based part of NPTool. The program rely on Geant4 for managing geometry, tracking, material definition, energy loss table computation, and so on. Geant4 is a Monte Carlo based simulation program, where the user can generate particles which are tracked within user-defined volumes and materials. Some specific virtual classes have been developed to provide nuclear physicists with a ready to use dedicated framework. Nuclear physics event generator has been implemented, allowing to simulate most standard physics cases for nuclear structure study. More generator can be easily added to suit nearly any physics inheriting from a virtual class VEventGenerator. At present the following event generator have been implemented:

- Isotropic Source of light ion (from proton to alpha)
- Beam Event of any kind of nucleus
- Transfer Reaction to a nucleus's bound state
- Transfer Reaction to an unbound state decaying by phase space
- Pure phase space event

These event generators generate charged particles, neutron and gamma, following accurate physics. Kinematic, spatial and energetic beam spread, target position and angle, are taken into account, allowing a deep understanding of the experimental interplay of each parameters. The following methods need to be implemented for an event generator:

ReadConfiguration Reads a NPTOOL input file to configure the event generator
GenerateEvent Performs all the needed calculation and generate Geant4 particles
InitializeRootOutput Initializes the branch need to keep in the output tree the information on the initial state of each generated event

The detection geometry is also of prior interest in simulation making, so various detectors has been implemented with help of various collaborators:

```
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% 9Li(d,3He)8He input file
Transfert
Beam= 9Li
Target= 2H
Light= 3He
Heavy= 8He
ExcitationEnergyHeavy= 0.0
ExcitationEnergyLight= 0.0
BeamEnergy= 450
BeamEnergySpread= 0
SigmaX= 3.955
SigmaY= 2.396
MeanX= 0.205
MeanY= 1.76
SigmaThetaX= 0.513
SigmaPhiY= 0.7612
CrossSectionPath= Li9(d3He)8He.dat
ShootLight= 1
ShootHeavy= 1
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
```

Figure A.2: Example of an input file used to define an event generator, here a transfer reaction, in NPSimulation. Comment line starts with the \% character.

- MUST2
- 20um thick SSSD detector
- Plastic Scintillator
- S1 Silicon annular (Micron)
- W1 Silicon annular (Micron)
- Eden Neutron detector
- GASPARD
- PARIS
- HYDE

All of them derived from the class VDetector, and have the following methods:
ReadConfiguration Reads a NPTOOL input file to configure the detector geometry

ConstructDetector Constructs the Geant4 volume needed for the tracking of the particles

InitializeScorers Scorers are read out objects that store informations on the particles interaction in the associate volume

ReadSensitive Reads out the scorer and fill the output file
InitializeRootOutput Initializes the branch needed in the output file
The input of both a geometry of detection and an event generator allows the user to simulate its experiment. The output of the Simulation is an experimental-like file that can be analyzed just like any experimental data.

NPSimulation is currently used in various laboratory in the world to work on prospect for future detector such as GASPARD and for preparation of upcoming experiments.

```
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
GeneralTarget
Target
THICKNESS= 13.1
RADIUS= 45
MATERIAL= CD2
ANGLE= 0
X=0
Y=0
Z=0
```

\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%
MUST2Array
$\% \% \% \% \% \%$ Telescope $1 \% \% \% \% \% \%$
M2Telescope
X1_Y1= 10.85105 .03146 .16
$\mathrm{X} 1 \_\mathrm{Y} 128=22.89 .84175 .95$
$X 128 \_Y 1=104.09105 .03108 .76$
X128_Y128= 116.049 .84138 .55
SI= 1
SILI= 0
CSI= 1
VIS= all
$\% \% \% \% \% \%$ Telescope $2 \% \% \% \% \% \%$
M2Telescope
X1_Y1= -116.04 9.84138 .55
$\mathrm{X} 1 \_\mathrm{Y} 128=-22.89 .84175 .95$
$X 128 \_Y 1=-104.09 \quad 105.03108 .76$
$\mathrm{X} 128 \_\mathrm{Y} 128=-10.85105 .03146 .16$
SI= 1
SILI= 0
CSI= 1
VIS = all
\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%

Figure A.3: Example of an input file used to define geometry of detection in both NPSimulation and NPAnalysis. Comment line started with the \% character.


Figure A.4: The coordinate system used in both NPAnalysis and NPSimulation. The $\vec{g}$ is here to disambiguate the $y$ direction, orthogonal to the floor, in the roof direction.


Figure A.5: Schematic view of the different actors of NPSimulation running.

## A. 6 NPAnalysis

NPAnalysis is a ROOT-based software which aims at analyzing experimental data. It's specific architecture rely on the NPlibrary, part of the NPTool package. It is aimed at separate what is, for each detector, common to all experiment and put it a common library. However, because each experiment is unique by definition, users need to create a specific project for each experiment. Once it is done, the common part is automatically called and users just need to code the specific part (energy loss correction, specific data treatment,...). This architecture allowed both a large degree of freedom for analysis, and also a good work mutualisation.

NPAnalysis (or part of it) has been successfully used on different experiment including MUST2 and Spectrometer at GANIL, with VAMOS and Riken, with RIPS and BigRIPS, for offline analysis during the experiment, showing it's adaptivity and efficiency. More recently an experiment on LISE GANIL, used the classes of NPTool in conjunction with the Ganil To Root Utility (GRU) to perform online control and analysis. The transition from the old Fortran-based VisuGAN to the new C++ based VIGRU has been done smoothly during the march-April 2011 MUST2 campaign. The program structure also guarantees a common structure between the different detector and therefore an easier understanding for users.

## A. 7 Perspective

Through this project, we hope to contribute to the improvement of our methodology in our field. A common and robust way of analyzing data is the best way to lead to a deeper understanding of the nuclear structure. The enthusiasm of contributor and users, as well as the nice result obtain with this tool offer bright perspective to the project.

Many improvements are already planned, leading to an even easy to use version of the tool. Among them the perspective of a website and forum to federate the userdeveloper community is foreseen. The aim is to obtain fully configurable analysis and simulation classes for all the detection used in the community. The consistency of the approach, as well as the knowledge mutualisation is a decisive step in the our approach of the experimental nuclear structure study.

The increasing number of channels and complexity of our experiments call for fast and effective tool for analysis, while the do it yourself methodology should be dropped.


Figure A.6: Schematic view of the different actors of NPAnalysis project running.

## Appendix B

## The inhomogeneous equations

The angular distribution of transfer reaction carried information on the wave function of the transferred particles. To be more specific, among other terms, this distribution is sensible to the overlap of the initial and final wave function:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega} \propto S_{A B} S_{a b} \tag{B.1}
\end{equation*}
$$

Where the quantities $S_{i j}$ are defined as :

$$
\begin{equation*}
S_{i j}=\int_{0}^{\infty} r^{2} I_{i j}^{2}(r) d r=\int_{0}^{\infty} r^{2}\left\langle\Psi_{i} \mid \Psi_{j}\right\rangle d r \tag{B.2}
\end{equation*}
$$

$S_{a b}$ is known in the case of standard reactions such as $(\mathrm{d}, \mathrm{p})$ or $\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$. These overlaps are some times considered as shell occupancies, considering the transfer of a single nucleon. In a more general approach, we will consider it only the probe of closeness between A and B nuclei states. Today's modern nuclear models, as described earlier, can gives access to the nuclear wave function and allow the calculation of such overlaps. However, these overlaps calculations, called direct evaluation, are model depended and in most phenomenological models, the wave function is given by a linear combination of Slater determinants in truncated spaces. If these model are good at predicting the energies of the states, they are missing informations on the radial shape of the wave functions, especially at long range. Because the transfer reaction occurred preferentially at long range, the small impact parameter favoring other mechanism, these direct evaluation is lacking accuracy. Moreover the contribution of the discarded space is generally non-negligible, even for closed shell nuclei. This remark does not stand for the case of ab inito calculations, which even if limited to very light nuclei, gives the correct wave functions.

However, there is other way to evaluate $I_{i j}(r)$ without knowledge of the wave functions. This method, called the inhomogeneous equation rely on simple hypothesis. One can write the Schrödinger equation for the initial and final state and deduce the following relations between the initial and final wave functions:

$$
\left\{\begin{array}{l}
H_{A}\left|\Psi_{A}\right\rangle=E_{A}\left|\Psi_{A}\right\rangle  \tag{B.3}\\
H_{B}\left|\Psi_{B}\right\rangle=E_{B}\left|\Psi_{B}\right\rangle
\end{array}\right.
$$

with $H_{N}$ expressed as the kinetic $T_{N}$ energy operator and the nuclear potential of the nuclei $V_{N}$ :

$$
\begin{equation*}
H_{N}=T_{N}+V_{N} \tag{B.4}
\end{equation*}
$$

Multiplying eq.B.3(a) by $\left\langle\Psi_{B}\right|$ and eq. $3(b)$ by $\left\langle\Psi_{A}\right|$, we can obtain:

$$
\left\{\begin{array}{l}
\left\langle\Psi_{B}\right| H_{A}\left|\Psi_{A}\right\rangle=\left\langle\Psi_{B}\right| E_{A}\left|\Psi_{A}\right\rangle  \tag{B.5}\\
\left\langle\Psi_{A}\right| H_{B}\left|\Psi_{B}\right\rangle=\left\langle\Psi_{A}\right| E_{B}\left|\Psi_{B}\right\rangle
\end{array}\right.
$$

We need now to express $H_{A}$ in terms of $H_{B}$ and vis versa:

$$
\left\{\begin{array}{l}
H_{A}=H_{B}+T_{\text {rel }}+\left(V_{A}-V_{B}\right)  \tag{B.6}\\
H_{B}=H_{A}+T_{\text {rel }}+\left(V_{B}-V_{A}\right)
\end{array}\right.
$$

putting eq B. 5 and eq.B. 6 we obtain :

$$
\left\{\begin{array}{l}
\left\langle\Psi_{B}\right| H_{B}+T_{\text {rel }}+\left(V_{A}-V_{B}\right)\left|\Psi_{A}\right\rangle=E_{A}\left\langle\Psi_{B} \mid \Psi_{A}\right\rangle  \tag{B.7}\\
\left\langle\Psi_{A}\right| H_{A}+T_{\text {rel }}+\left(V_{B}-V_{A}\right)\left|\Psi_{B}\right\rangle=E_{B}\left\langle\Psi_{A} \mid \Psi_{B}\right\rangle
\end{array}\right.
$$

Simplified using eq.B. 3 relation :

$$
\left\{\begin{array}{l}
\left\langle\Psi_{B}\right| E_{B}+T_{\text {rel }}+\left(V_{A}-V_{B}\right)\left|\Psi_{A}\right\rangle=\left\langle\Psi_{B}\right| E_{A}\left|\Psi_{A}\right\rangle  \tag{B.8}\\
\left\langle\Psi_{A}\right| E_{A}+T_{\text {rel }}+\left(V_{B}-V_{A}\right)\left|\Psi_{B}\right\rangle=\left\langle\Psi_{A}\right| E_{B}\left|\Psi_{B}\right\rangle
\end{array}\right.
$$

The two terms of eq. 8 give the so called inhomogeneous equation:

$$
\begin{equation*}
\left\langle\Psi_{B}\right| T_{A}-T_{B}-E_{A}+E_{B}\left|\Psi_{A}\right\rangle=\left\langle\Psi_{B}\right| V_{B}-V_{A}\left|\Psi_{A}\right\rangle \tag{B.9}
\end{equation*}
$$

It is important to stress the following points, no assumption on the wave function, nor the potential, has been made so far. The wave function overlap generates by the resolution this equation as by construction the correct shape when the experimental value of $\epsilon=E_{A}-E_{B}$ is used. Here, $\epsilon$ and $v=V_{A}-V_{B}$ is to be understood as the binding energy of the transferred nucleon to the core and the interaction potential of this nucleon with the core respectively.

An extensive study, comparing the results given by the direct evaluation, the inhomogeneous equation and the ab initio calculations to the available experimental data has been done by N.K. Timofeyuk in [im10, giving an overview of what can be done in these field.

## Appendix C

## Electronics



Figure C.1: PPAC detector electronic chain.


Figure C.2: MUST2 detector electronic chain.


Figure C.3: $20 \mu m$ SSSD detector electronic chain.


Figure C.4: Detailed view of the electronic layout.
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[^0]:    ${ }^{1}$ For a reaction where $a$ and $b$ correspond to light particles such as p,d,t, ${ }^{3} \mathrm{He}$

[^1]:    ${ }^{1}$ The shape of a suspended wire at equilibrium

[^2]:    ${ }^{1}(+)$ and (-) denote in-coming and out-going boundaries conditions

