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TITLE

Complementary roles of the rat prefrontal cortex and striatum in reward-based learning and shifting navigation
strategies.

ABSTRACT

Many mammals can behave according to different navigation behaviors, defined as « strategies » which,
although not systematically requiring conscious processes, depend on the specific task they are required to solve.
In certain cases, if a visual cue marks the goal location, the agent can rely on a simple stimulus-response (S-R)
strategy. In contrast, other tasks require the animal to be endowed with a representation of space that allows it to
locate itself and to locate goals in the environment. In order to efficiently navigate, the animal not only should be
able to learn and exhibit these types of strategies, but it should also be able to select which strategy is the most
appropriate to a given task conditions in order to shift from one strategy to the other to optimize outcomes.

The present work employs a multidisciplinary approach (e.g. behavior, neurophysiology, computational
neuroscience and autonomous robotics) to study the roles of the rat prefrontal cortex and striatum in learning and
shifting navigation strategies, and their possible application to robotics. It aims more particularly at investigating
the respective roles of the medial prefrontal cortex (mPFC) and of different parts of the striatum
(DLS :dorsolateral ; VS: ventral) in these processes, and the nature of their interactions.

The experimental work presented here consisted in :

(1) studying the role of the striatum in S-R learning by : (a) analyzing electrophysiological data recorded in
the VS of rats performing a reward-seeking task in a plus-maze; (b) designing an Actor-Critic model of S-R
learning where VS is the Critic which drives learning, whereas DLS is the Actor which memorizes S-R
associations. This model is applied to robotics simulations, and compared with existing models in a virtual plus-
maze;

(2) studying the role of mPFC in strategy shifting by means of electrophysiological recordings in the mPFC
of rat performing a task requiring such kind of shifts.

The principal results of this work suggest that :

(1) In the S-R framework: (a) as in primates, the rat VS shows a reward anticipation activity coherent with
the Actor-Critic theory; (b) these reward anticipations can be combined with self-organizing maps in an Actor-
Critic model that gives a better performance than previous models in a virtual plus-maze, and that shows
generalization abilities potentially applicable for the field of autonomous robotics;

(2) the rat mPFC seems to play a role when the animal's current strategy has poor reward yields, prompting
learning of another strategy. Moreover, population activity in mPFC changes rapidly in correspondence with shifts
in the animal’s task-solving strategy, possibly underlying the contribution of this brain area to flexible selection of
behavioral strategies.

In conclusion the results are discussed in the framework of previous behavioral, physiological and modeling
studies. We propose a new architecture of the rat prefronto-striatal system, where sub-territories of the striatum
learn concurrent navigation strategies, and where the medial prefrontal cortex helps decide at any given moment
which strategy dominates for behavior.

Keywords: prefrontal cortex; striatum; navigation strategies; learning; shifting; TD-learning; reward; Actor-Critic
model.
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TITRE

Roles complémentaires du cortex préfrontal et du striatum dans l'apprentissage et le changement de stratégies de
navigation basées sur la récompense chez le rat.

RESUME

Les mammiferes ont la capacité de suivre différents comportements de navigation, définis comme des
« stratégies » ne faisant pas forcément appel a des processus conscients, suivant la tiche spécifique qu'ils ont a résoudre.
Dans certains cas ol un indice visuel indique le but, ils peuvent suivre une simple stratégie stimulus-réponse (S-R). A
I'opposé, d'autres tiches nécessitent que I'animal mette en oeuvre une stratégie plus complexe basée sur I'élaboration
d'une certaine représentation de I'espace lui permettant de se localiser et de localiser le but dans 1'environnement. De
maniere a se comporter de facon efficace, les animaux doivent non seulement étre capables d'apprendre chacune de ces
stratégies, mais ils doivent aussi pouvoir passer d'une stratégie a l'autre lorsque les exigences de 1'environnement
changent.

La these présentée ici adopte une approche pluridisciplinaire — comportement, neurophysiologie, neurosciences
computationnelles et robotique autonome — de 1'étude du role du striatum et du cortex préfrontal dans l'apprentissage et
I'alternance de ces stratégies de navigation chez le rat, et leur application possible a la robotique. Elle vise notamment a
préciser les roles respectifs du cortex préfrontal médian (mPFC) et de différentes parties du striatum
(DLS :dorsolateral ; VS : ventral) dans I’ensemble de ces processus, ainsi que la nature de leurs interactions.

Le travail expérimental effectué a consisté a :

(1) étudier le rdle du striatum dans l'apprentissage S-R en : (a) analysant des données électrophysiologiques
enregistrées dans le VS chez le rat pendant une tiche de recherche de récompense dans un labyrinthe en croix ; (b)
élaborant un modele Actor-Critic de l'apprentissage S-R ou le VS est le Critic qui guide l'apprentissage, tandis que le
DLS est I'Actor qui mémorise les associations S-R. Ce modele est étendu a la simulation robotique et ses performances
sont comparées avec des modeles Actor-Critic existants dans un labyrinthe en croix virtuel ;

(2) Dans un deuxieme temps, le role du striatum dans 1'apprentissage de stratégies de type localisation étant
supposé connu, nous nous sommes focalisés sur 1'étude du rdle du mPFC dans l'alternance entre stratégies de
navigation, en effectuant des enregistrements électrophysiologiques dans le mPFC du rat lors d'une tache requiérant ce
type d'alternance.

Les principaux résultats de ce travail suggerent que :

(1) dans le cadre S-R : (a) comme chez le singe, le VS du rat élabore des anticipations de récompense cohérentes
avec la théorie Actor-Critic ; (b) ces anticipations de récompense peuvent €tre combinées avec des cartes auto-
organisatrices dans un modele Actor-Critic obtenant de meilleures performances que des modeles existants dans un
labyrinthe en croix virtuel, et disposant de capacités de généralisation intéressantes pour la robotique autonome ;

(2) le mPFC semble avoir un role important lorsque la performance de 1'animal est basse et qu'il faut apprendre
une nouvelle stratégie. D'autre part, 1'activité de population dans le mPFC change rapidement, en correspondance avec
les transitions de stratégies dans le comportement du rat, suggérant une contribution de cette partie du cerveau dans la
sélection flexible des stratégies comportementales.

Nous concluons ce manuscrit par une discussion de nos résultats dans le cadre de travaux précédents en
comportement, électrophysiologie et modélisation. Nous proposons une nouvelle architecture du systeme préfronto-
striatal chez le rat dans laquelle des sous-parties du striatum apprennent différentes stratégies de navigation, et ou le
cortex préfrontal médian décide a chaque instant quelle stratégie devra régir le comportement du rat.

Mots clés : Cortex préfrontal ; striatum ; stratégies de navigation ; apprentissage ; alternance ; TD-learning ;
récompense ; modele Actor-Critic.
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INTRODUCTION : A PLURIDISCIPLINARY APPROACH IN THE
FRAME OF COGNITIVE SCIENCES

This work is anchored in the field of Cognitive Science, a scientific domain defined by the meeting
of an ensemble of disciplines bringing very different tools, methods of investigation, and languages.
But they have in common the aim to better understand mechanisms of human, animal or artificial
brain and thought, and more generally of any cognitive system, i.e. any information processing
complex system able to acquire, to maintain and to transmit knowledges. These disciplines include
Neuroscience, Psychology, Philosophy, Artificial Intelligence, Linguistics, Anthropology and
others.

More practically, a cognitive science approach often takes the form of the interaction between some
of the above-mentioned disciplines to study one particular cognitive function such as perception,
learning, navigation, language, reasoning or even consciousness.

In the case of the PhD work presented here, the disciplines at stake include Neuroscience and
Artificial Intelligence, and our investigations focused particularly on methods such as Behavior
study, Neuropsychology, Neurophysiology, Computational Modeling and Autonomous Robotics to
address the issue of reward-based navigation and related learning processes.

Behavioral Neurophysiology Computational Modelling Autonomous Robotics

Figure 0.1: Scheme of the pluridisciplinary approach adopted in this work.

Why adopt a pluri-disciplinary approach ?

Studying brain functions such as navigation require complementary contributions from different
fields (figure 0.1).

® Behavior analyses help understand the perimeter and limits of capacities of a given species:
e.g., rodents can learn to reach a goal cued by a landmark by means of stimulus-response
associations (S-R learning ),

® Neuropsychology, including lesion studies or transient inactivation of a small part of the
brain, investigate the neural substrate of the function by identifying which brain areas are
necessary to subserve this function: e.g., lesions of certain parts of the striatum — one of the
subcortical nuclei called the basal ganglia —, impair S-R learning;

e Neurophysiology, using electrodes, brain imaging or other techniques, permits to investigate
how variables describing parts of the function are encoded and merged within a network of
neural units: e.g., in the previous S-R learning, dopaminergic neurons projecting to the
striatum have an enhanced activation when an unexpected reward occurs, and a weaker
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response when a predicted reward is omitted;

o Computational Modeling aims at designing computational models to formalize and
synthesize large quantities of empirical data related to the studied function, distilling them to
a few simple notions. Furthermore, it can help establishing quantitative relationships
between individual observations to generate predictions that can serve to validate current
and future experiments (Nature Neuroscience Editorial, 2005): e.g., a machine learning
algorithm called temporal-difference (TD) learning, based on the comparison of two
consecutive reward estimations for associating a sequence of actions leading to a given
reward, seems to appropriately reproduce the error signal concerning rewards observed in
dopaminergic neurons;

e Finally, Simulated Robotics can provide further insights on models of a given function by
studying their behavior while integrated with models of other brain functions, and while
embedded within a simulated or physical body interacting with a realistic and natural
environment. For example, integrating a model of reinforcement learning: e.g. integrating
the previous learning algorithm within a robotics platform, together with a model of vision
providing inputs, can allow a robot to reproduce a S-R reward-seeking task in a simulated
maze. However, the duration of the learning process and perceptual aliasing issues require
more information from the above disciplines.

Learning the methodologies and languages of several of these disciplines permits us to be at the
interface of them, and to contribute in rendering the interaction fertile. Training pursued during this
PhD training period aimed at learning to contribute to this interface.

What function is being studied here ?

The issue at stake here concerns navigation functions. Cognitive Neuroscience defines navigation as
a capacity of determining and performing a path from a current position towards a desired location
(Gallistel, 1990; Etienne and Jeffery, 2004). Navigation can be seen as a particular case of goal-
directed behavior, that is a class of behaviors where decision of the action to perform is based on
one’s current motivational state and goal (one can be hungry and look for food, or one may be
thirsty and look for water), one’s knowledge about the consequences of candidate actions and
whether or not this activity may bring one closer to attain the goal (Dickinson, 1980). However, as
we will see later in the manuscript, there exist some navigational situations where a goal is not
explicitly selected, and where navigation can be qualified as reactive or habitual (for example when
one follows the same daily pathway to go to work). So many further efforts are needed to better
characterize and understand rat behavior in the framework of restricted navigation paradigms.
Several successive attempts have been made to classify different navigation behaviors strategies
particularly in rodents and in biomimetic robots (Trullier et al., 1997; Redish, 1999; Franz and
Mallot, 2000; Arleo and Rondi-Reig, 2007). These classifications will be discussed in this
manuscript, and adapted to the work presented here.

Moreover, different brain pathways are called into action depending on the cues, signal processing
and actions engaged to reach a resource — in other words, on how different navigation strategies are
being performed. This is true in humans (Berthoz, 2003b; Berthoz et al., 2003; Hartley and Burgess,
2005) and in rodents (O'Keefe and Nadel, 1978; Redish, 1999). But the precise neural system that is
engaged in each navigation strategy is not yet completely elaborated, and the way the brain learns,
controls and coordinates these strategies is poorly understood. Notably, it is still an open question
whether different brain structures are responsible for learning navigation strategies or for shifting
from one to another, or whether the same structures can subserve these two functions (Devan and
White, 1999). These are the kind of questions that we will address in the neurophysiological studies
presented in this manuscript. More precisely, we will study the roles of two brain structures in the
rat, the ventral striatum and the medial prefrontal cortex, which are assumed to be involved in these

Page : 12/ 196



learning and/or shifting processes.

Finally, an ensemble of bio-inspired models of navigation have been proposed to describe the
involvement of particular brain areas in different strategies during navigation tasks (Burgess et al.,
1994; Trullier and Meyer, 1997; Guazelli et al., 1998; Redish and Touretsky, 1998; Foster et al.,
2000; Gaussier et al., 2002; Arleo et al., 2004; Banquet et al., 2005; Hasselmo, 2005; see Girard,
2003 or Chavarriaga, 2005 for reviews). These models propose contradictory solutions to describe
the brain's involvement in navigation, and they can be improved both on the side of biological
resemblance and computational efficiency. Results that will be presented in this thesis do not
pretend to bring definitive solutions to the coordination of navigation strategies in these models.
However, the approach employed participates in a collaborative manner to such models, and some
Modelling work done during the PhD period contributes to the improvement of efficiency and
biological plausibility in these types of rodent brain-inspired navigation systems.

Why study navigation in the rat ?

First, the rat is a good experimental model because it has many navigation abilities found in humans
(Hartley and Burgess, 2005). They are able to learn different ways to reach a goal location in the
environment as will be detailed and discussed below. These will include recognition of a place
based on a configuration of objects, and building of a mental representation of the relative locations
within the environment, that is a « cognitive map » (Tolman, 1948) which allows animal to plan
detours and shortcuts. These diverse capacities give rise to discussion of navigation strategies in
rats, bearing in mind that this does not systematically require conscious processes.

Furthermore, studying the rat brain and behavior in the framework of navigation can give clues
towards the understanding of the same functions in humans. For instance, electrophysiological
techniques enabled researchers to find the bases of a cognitive map in rodents by finding neurons
called place cells that respond specifically when the animal occupies a particular location in space
(O'Keefe and Dostrovsky, 1971; Muller et al., 1999). These results served as a basis for the later
finding of such place cells in the human brain (Ekstrom et al., 2003).

Finally, the use of rats in laboratory experiments since 1856 has provided a huge database on their
brain and behavior (Grobéty, 1990) which requires synthesis. Integrative neuroscience projects
combining neurophysiology and robotics constitute a good tool to start this synthesis. One of these
projects is the European Integrated Project ICEA (Integrating Cognition Emotion and Autonomy)
(2006-2009), in the framework of which this PhD was pursued.

The ICEA project.

The ICEA project aims at designing an artificial rat, that is, a robot whose morphology, behavior
and control architecture are as much as possible inspired by its natural counterpart. This project
engages the animat approach, whose objective is to understand mechanisms of autonomy and
adaptation in animals, and to import these mechanisms in bioinspired artefacts called animats
(Meyer and Guillot, 1991; Wilson, 1991; Guillot and Meyer, 1994; Meyer, 1996; Ziemke, 2005,
2007), which in turn should be able to adapt to dynamic unpredictable environments. On the one
hand, such a project provides an integrative approach to bring further insights into brain
mechanisms, particularly by integrating models that have usually been tested separately. On the
other hand, it aims at providing new brain-inspired algorithms to improve autonomy and adaptivity
in autonomous robots, which is one of the potential fields of application of this kind of research.

Previous work on the topic topic started in 2002 as a national project called « Psikharpax » (Filliat
et al., 2004; Meyer et al., 2005), supported by the LIP6 and the CNRS/Robea interdisciplinary
program, and involving a collaboration between the AnimatLab team at the Laboratoire
d'Informatique de Paris 6 and the Laboratoire de Physiologie de la Perception et de 1'Action at the
College de France. A PhD thesis prepared by Benoit Girard within the framework of this project
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proposed a first architecture of brain-inspired action selection integrating several navigation
strategies, yet without reinforcement learning capabilities (Girard, 2003).

This project extended to the international level by involving eight European research teams and two
private companies. It took the name of ICEA and received the financial support of the European
Commission running through 2009. Within this new project, my PhD work particularly aims at
recording and analysing new neurophysiological data about brain learning mechanisms involved in
navigation behavior (experimental designs, animal training and data analysis at the LPPA), and at
improving the existing architecture of action selection and navigation based on these results (at the
AnimatLab/LIP6/ISIR).

What are the possible applications ?

On the one hand, such integrative neuroscience researches can contribute to our comprehension of
human brain mechanisms in navigation: How do we solve navigation tasks ? What makes us feel
disoriented ? How do we learn to adapt to novel environments ?

On the other hand, such researches can contribute to the field of autonomous robots and agents, by
bringing complementary contributions to classical Artificial Intelligence approaches (Brooks, 1991,
1998; Guillot and Meyer, 2003). Until today, the nature has produced the best autonomous agents in
terms of adaptation, flexibility, precision, robustness to noise or to damage to part of the system,
energy saving and generalization to novel situations (Guillot and Meyer, 2001; Webb and Consi,
2001; Doya, 2001). So it is worthwhile taking inspiration from the natural brain to design
autonomous artefacts. In the future, autonomous robots could be useful to perform tasks dangerous
for humans, to explore space or the submarine world. They can also serve as interactive toys or for
helping people in everyday tasks (Bidaud, 2000; Arleo, 2005; Meyer and Guillot, In press).

Roadmap of this manuscript

This thesis dissertation presents our contributions to the understanding of the rat striatum and
medial prefrontal cortex (mPFC) in navigation strategies learning and shifting. For this purpose,
experiments were designed, where:

* rats had to learn different reward-seeking tasks and to encode various sensorimotor
associations to achieve them — i.e. to perform different strategies for navigating towards goals: go
towards a light, turn left, reach a particular position in space...

* rats had to detect changes in the task rule imposed without any explicit signal. This
requires to recall which previously learned strategy is the best for the new situation, or, if none is
appropriate, to proceed with a new learning process.

More precisely, investigations in these experiments consisted in:
(1) studying the role of the striatum in Stimulus-Response (S-R) learning in a plus-maze by:
(a) analyzing electrophysiological data recorded in the Ventral Striatum (VS) of rats
performing a reward-seeking task;
(b) designing a bioinspired computational model of S-R learning where VS drives
learning, whereas the DorsoLateral Striatum (DLS) memorizes S-R associations. This model
1s applied to robotics simulations, and compared with existing models in a virtual plus-maze;
(2) studying the role of mPFC in strategy shifting by means of electrophysiological recordings
in the mPFC of rats performing a Y-maze task requiring such kind of shifts.

The manuscript is organized in four chapters:

(i) the state of the art introducing navigation strategies and their selection in rodents: behavioral
evidence, the neural substrates for their support, and the corresponding bioinspired computational

Page : 14/ 196



models;

(i1) a presentation of our work for studying the role of the striatum in learning navigation strategies,
using electrophysiological, computational modeling and simulated robotics techniques;

(iii) a presentation of our work for studying the role of the medial prefrontal cortex in navigation
strategies shifting, using electrophysiological and behavior modeling techniques;

(iv) a discussion synthesizing these results into a framework integrating the scientific background,
trying to sketch an integrated architecture involving both the striatum and the mPFC in the
coordination of navigation strategies.

Each chapter begins with a short introduction that outlines the content of the chapter, and provides a
self-contained description of the theoretical and experimental concepts related to its main topic.
Some of them include full papers already published or submitted.
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CHAPTER 1 : BEHAVIORAL, NEURAL AND COMPUTATIONAL
MODELS OF NAVIGATION STRATEGIES IN RODENTS

In this chapter, we review the main scientific background concerning the possible involvements of
the medial prefrontal cortex (mPFC) and the striatum in reward-based learning and shifting
navigation strategies. In the first section, we will present the behavioral evidence for the existence of
different navigation strategies in the rat and the latter's capacity of shifting between them. Then, we
will present the neuropsychological and neurophysiological literature concerning the involvement of
the mPFC and striatum in these strategies. Finally, we will present recent contributions from
computational modeling for the understanding of the role of the prefronto-striatal system in learning
and shifting strategies.

To do so, we first have to provide a few points of emphasis:

1) Within the framework of navigation, here we are more interested by action selection mechanisms,
and the learning mechanisms used to adapt action selection, rather than by the mechanisms of
elaboration of spatial information employed in navigation — mainly because the mPFC and striatum
may play a critical role in the former, while the hippocampal system is more implicated in the latter
as we will see in the neurophysiological section.

2) As we will try to stress in the first section, while existing classifications of navigation strategies
in the rat rely upon distinctions of the different types of information that are used in each strategy
(simple sensory cues, spatial maps of the environment, etc...), they have some discrepancies
concerning the types of action selection mechanisms at stake, and this bears upon the behavioral
flexibility which these mechanisms manifest. We will see that certain strategies which have been
categorized separately could indeed rely on similar action selection mechanisms, while certain
strategies regrouped in a single category appear to be distinguishable by different action selection
mechanisms.

3) Moreover, whereas part of the neurobiological data on the mPFC and striatum that we will review
comes from the navigation community, another part comes from the instrumental conditioning
community, which has its own classification of behavioral strategies. Indeed, there are similarities
between both kinds of strategies. They distinguish so-called « goal-directed behaviors » which are
flexible and rely on the use of a representation of the possible consequences of actions — e.g.
Action-Outcome (A-O) associations — and « habits » which are slow to acquire and are assumed not
to rely on A-O associations (Dickinson, 1980; Dickinson and Balleine, 1994).

4) Finally, some computational work modelling the roles of the mPFC and striatum in action
selection and reward-based learning is grounded on the Reinforcement Learning framework (Sutton
and Barto, 1998), and proposes a dichotomy of learning algorithms which has been recently shown
to parallel the goal-directed behaviors | habits dichotomy made in the instrumental conditioning
community (Daw et al., 2005, 2006; Samejima and Doya, 2007). Indeed, they distinguish model-
based reinforcement learning, which relies on a model of the transition function providing the
information concerning the consequences of actions; and model-free (or direct) reinforcement
learning where this transition function is neither learned nor used (Sutton, 1990; Sutton et al., 1992;
see Kaelbling et al., 1996; Atkeson and Santamaria, 1997 for reviews).

As a consequence, in order to integrate the different scientific backgrounds addressed in this thesis,
we will start by reviewing existing classifications of navigation strategies, trying to reconcile them
with the model-based | model-free dichotomy. A few precautions before starting: This attempt will
be simplified for the understanding of this thesis, and would require more work before possibly
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bringing some contribution to the navigation community. Moreover, the word « model » will be
used as a terminology, and does not mean that rodents necessarily have a « model » in their brain.
Finally, the strategies that we will consider as « model-free » just assume that their action selection
mechanism is model-free, while not addressing the way they elaborate spatial representations.

1. Behavioral evidence for navigation strategies in the rat

In the following sections, we will first list the main categories employed in usual classifications of
navigation strategies in rodents (section 1.1). Descriptions of each strategy constituting these
categories will be accompanied with explanations of possible ambiguities on terminology and
classification concerning action selection mechanisms. Then, we will try to bring some elements of
clarification from the field of instrumental conditioning, and propose a synthetic classification that
will help explain the motivation for the navigation strategies in the current experimental designs
(section 1.2). The section will finish by a presentation of the different modes of alternation (or
shifts) between strategies a rat can perform, accompanied with behavioral evidence for such shifts
(section 1.3).

1.1 Classifications of navigation strategies

Evidence for different navigation strategies in the rat comes from behavioral studies showing that
they are able to rely on different information to localize themselves in the environment, and to use
this information in different manners to reach a certain location in space (Krech, 1932; Restle, 1957;
O'Keefe and Nadel, 1978).

Different classifications of navigation strategies have been proposed (O'Keefe and Nadel, 1978;
Gallistel, 1990; Trullier et al., 1997; Redish, 1999; Franz and Mallot, 2000; Arleo and Rondi-Reig,
In press). These classifications usually point out a series of criteria, some of them overlapping, to
differentiate navigation strategies:

o the type of information required (sensory, proprioceptive, internal, ...). A distinction is
usually made between idiothetic cues (internal information such as vestibular,
proprioceptive, kinesthesic cues or efferent copies of motor commands) versus allothetic
cues (external information provided by the environment such as visual, auditory, olfactive
cues). In addition, some authors refer to the dimension of the stimulus that triggers a certain
strategy, discriminating different sensorial modalities of stimuli or configuration of stimuli
such as places in the environment — i.e. precise localizations encoded by the animal
independently from its body orientation (Birrell and Brown, 2000; Colacicco et al., 2002;
Raggozino et al., 2003);

o the reference frame: egocentric, centered on the subject; versus allocentric, centered on
point(s) in the environment (single points, places, cue configurations, or place plus other
contextual cues).

e the type of memory at stake (procedural memory, that is, memory of how to do; versus
declarative memory, that is, memory of what to do), which is tightly related to:

* the kind of action selection that is involved, which has an impact on learning
mechanisms. One of the main distinctions is between reactive choices of a behavioral
response versus planned responses. The precise difference will be explained later.

* the time necessary to acquire each strategy. Some require a gradual or incremental
learning process while others support a rapid one-trial learning process, the former being
assumed to be less flexible than the latter (Sherry and Schacter, 1987).
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Figure 1.1.1: Synthesis of classical taxonomies of navigation strategies. Modified from Arleo and
Rondi-Reig (In Press). As explained in the text, strategies can be regrouped in two main
categories: egocentric Map-free (Praxic and Cue-guided), and allocentric Map-based or locale
(Place recognition-triggered response, topological map and metric map). We will also refer to the
versus Map-based dichotomy. Whether or not the place recognition-triggered strategy should be
considered as map-free — acquired though a procedural process based on Stimulus-Response (S-
R) associations — or map-based — acquired by a declarative process based on Stimulus-Response-
Stimulus (S-R-S) associations — is one of the main ambiguities within the existing classifications.

map-free strategies ! map-based or locale strategies

1
1
|
1
Terminology | -af———— S-R associations
1
1
1
1

: Cue-guided strategies

1

These criteria lead to the following simplified overview of existing categories of strategies — which
will be more precisely defined below (figure 1.1.1):

L.

Cue-guided strategies, where a reactive action selection process depends on an external
stimulus such as a visual cue. This category includes rarget-approaching, guidance, taxon
navigation, and can be further elaborated in the form of a sequence or chaining of Stimulus-
Response (S-R) associations when new cues result from the previous displacement.

Praxic strategies, where the animal executes a fixed motor program (example: « go straight
for a certain distance, then turn right... »). These strategies can also be viewed as S-R
associations.

Map-based or locale strategies, which rely on a spatial localization process, and can be
either reactive behaviors depending on place recognition (e.g. place recognition-triggered
response), or can imply a topological or metric map of the environment — the term map
being defined by Gallistel (1990) as « a record in the central nervous system of macroscopic
geometric relations among surfaces in the environment used to plan movements through the
environment ».

The next sections provide a more detailed description at the behavioral level of each strategy.

1.2 Cue-guided strategies

Within the framework of the behaviorist theory, the animal's behavior is considered as limited to
stereotyped Stimulus-Response (S-R) associations (Thorndike, 1911; Watson, 1913). In the case of
navigation, this can be the case when the goal place is visible, or when it is signalled by a single
prominent cue, sometimes named a beacon in the literature (Leonard and McNaughton, 1990). In
such a case, the Stimulus-Response type of association performed by the animal is referred to as
target-approaching or beacon-approaching (Trullier, 1998). Some authors also refer to it as taxon
navigation which consists in identifying a cue and moving towards it (Morris, 1981; Redish, 1999).
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Biegler and Morris (1993) showed that rats are able to perform this kind of S-R strategy by learning
to discriminate between relevant and irrelevant landmarks in a given environment. They further
showed that this type of discrimination required landmark stability, stressing the lack of flexibility
of S-R strategies.

Maintaining « a certain egocentric relationship [with respect to a] particular landmark or object »
is what O'Keefe and Nadel (1978) call guidance, sometimes named view-based navigation (Steck
and Mallot, 2000). It is a more elaborate situation of S-R association that is considered when the
goal is neither visible nor signalled by a beacon. In this case, the animal can use the spatial
distribution of landmarks, that is, a configuration of landmarks, relatively to its proper orientation.
At the goal, the animal memorizes the spatial relationship between itself and the landmark
configuration. Later on, it will attempt to return so as to replicate this view.

As Trullier and colleagues (1997) stressed, « the memorization of a specific spatial relationship
with respect to a landmark-configuration does not necessarily require high-level information such
as the identities of landmarks, their positions or the distances to them. ». In other words, this
navigation strategy does not require the processing of an internal spatial representation, nor the use
of declarative memory. Indeed, the animal can memorize the raw sensory information associated to
the landmark distribution, and later on, can select an appropriate behavior in order to minimize the
mismatch between the perceived configuration of landmark and the memorized one.

Target-approach, beacon approach, taxon navigation and guidance can be considered as Cue-based
strategies. They are considered by authors as S-R associations since the selected response is not
based on a representation of the consequence of the action, but rather triggered by a stimulus (Yin
and Knowlton, 2006). They are generally described as slow to acquire, that 1s, rats need several trials
before getting a good performance in a task that requires such strategies (O'Keefe and Nadel, 1978;
Packard and McGaugh, 1992; Redish, 1999; Yin and Knowlton, 2006).

1.3 Praxic or response strategies

The praxic strategy refers to the case where the animal always executes the same chaining of
movements. Some authors refer to this strategy as a response behavior (Ragozzino et al., 2002; Yin
and Knowlton, 2006). For instance, as shown by Packard and McGaugh (1996), animals perform a
praxic strategy in a plus-maze by consistently executing the same body turn (i.e. 90° left) at the
center of the maze (figure 1.1.2). This type of response is adapted when the spatial relationship
between the departure point and the goal is constant'. As a consequence, the praxic strategy is not
considered as a flexible strategy but rather exemplifies automatic or habitual behaviors (Chang and
Gold, 2003). While some authors assume that the praxic strategy requires many trials for its
acquisition (Honzik, 1936: O'Keefe and Nadel, 1978; Packard and McGaugh, 1996; Redish, 1999),
several authors have reported rapidly learned praxic strategies (Pych et al., 2005; see Willingham,
1998; Hartley and Burgess, 2005 for reviews including rodent data).

1 However, Wiener and Schenk (2005) have shown that, if the departure points are few, rats are able to memorize the
direction and distance of the goal from each of these points.
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Training Probe test

Goal Praxic Place

Start

Figure 1.1.2: Plus-maze setup representing a classical test to discriminate a praxic strategy from
a locale strategy (Tolman, 1948; Packard and McGaugh, 1996; Chang and Gold, 2003). Adapted
from Yin and Knowlton (2006). Left: Training setup. Both the starting position (south) and the
baited arm (east) remain fixed. Right: Testing setup. During the training phase, access to the arm
opposite to the start location remains blocked (white arm) to form a T-maze. Animals are trained
to enter a consistently baited arm — here, the right arm. Then the configuration is rotated by 180°,
the starting point is changed to the north arm and the access to the south arm is now blocked.
Animals expressing a praxic strategy perform the same body turn than during training at the
intersection of the maze: a right turn which results in entering the western arm. In contrast,
animals entering the east arm are considered to have memorized the east location in an allocentric
representation. As a consequence, they are considered to be performing a place response as
described in paragraph 1.4.

1.4 Map-based or locale strategies

Navigation strategies requiring a localization process can be regrouped into a single category named
map-based strategies (Arleo and Rondi-Reig, in press) or locale strategies (Redish, 1999;
Chavarriaga, 2005). They rely on the use of place information, distinguishable from map-free
information in the plus maze mentioned above (figure 1.1.2). They are generally assumed to be
faster acquired than cue-based or praxic strategies (O'Keefe and Nadel, 1978; Packard and
McGaugh, 1992, 1996; Redish, 1999; Yin and Knowlton, 2006) — when a quick exploration of the
environment enables animals to build a spatial representation based on latent learning (Blodget,
1929). However, it is important to expose the different strategies constituting this category since
they are grounded on different computational principles, are characterized with different levels of
complexity and flexibility, and are supposed to differentially involve the prefronto-striatal system, as
we will see later on.

Moreover, there is an ambiguity between different usages of the term locale. Some authors employ
this term to refer to the whole category of map-based strategies (O'Keefe, 1990; Prescott, 1996;
Redish, 1999), whereas more and more computational models consider that locale navigation refers
to a subset where the decision of the behavioral response to perform is based on local spatial
information (e.g. a place recognition triggered response, Trullier and Meyer, 1997; Arleo and
Gerstner, 2000).

Thus we will briefly present each of the so-called map-based strategies in this section.
1.4.1 The place recognition-triggered response strategy

The place recognition-triggered response strategy is the process of choosing an action based on the
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recognition of places in the environment. Instead of guidance (view-based), place recognition is
independent from the observer's orientation and viewing direction (Poucet, 1993). This recognition
can be based on allothetic cues — external information provided by the environment such as visual,
auditory, olfactive or haptic cues — or on idiothetic cues — the animal's internal information such as
vestibular, proprioceptive, kinesthesic cues or efferent copies that enable an animal to perform path
integration.

Experiments in the Morris water maze have demonstrated rodents' ability to localize themselves
based on allothetic information (Morris, 1981). The maze, a circular pool filled with opaque water
(figure 1.1.3), is situated in a room with several extramaze landmarks. To escape, the animal has to
find a hidden platform immersed in the water. Animals can learn to take a direct path towards the
hidden platform location even when starting from several random departure points, preventing the
use of a unique trajectory that could have been memorized based on self-body movements
(idiothetic information). The animal is rather presumed to exploit invariant information in the
environment as a compass — preferentially using distal rather than proximal cues.

mu re
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Hidden platform

*
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Figure 1.1.3: The Morris water maze (Morris, 1981). Adapted from Burguiere (2006). In this
device, a circular pool is filled of opaque water. Animals have to find a particular location in
space, materialized by a platform which enables them to rest without needing to swim. Left: Place
strategy: The platform is emerged under the water. Animals have to find it using extramaze cues
(not represented) while starting from different locations from trial to trial. Right: Taxon strategy:
The platform is signalled by a visible cue (beacon). Animals have to reach it without being
provided with extramaze cues.

Because of its allocentric reference frame, and because it is also considered as more flexible than
view-based navigation — probably due to the sparse and coarse information provided by the
decomposition of the environment in several places, (Arleo, 2000) —, this strategy is considered by
some authors as belonging to the map-based category (O'Keefe and Nadel, 1978; Redish, 1999;
Arleo and Rondi-Reig, In press; Yin and Knowlton, 2006). However, some other authors consider it
as map-free, since it does not require the geometrical relationships between memorized locations in
the environment that characterize a map (Trullier et al., 1997; Franz and Mallot, 2000).
Consequently, learning processes involved are assumed to be different: Stimulus-Stimulus
associations (and particularly, Place-Place associations) for map-based and S-R associations for
map-free (Balkenius, 1994; Trullier, 1998), and thus respectively fast and slow to acquire. So this
strategy appears more difficult to classify than others, and Trullier et al. (1997) « question the
necessity [for distinguishing a] difference between guidance and place recognition-triggered
response ».
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1.4.2 The route strategy

O'Keefe and Nadel (1978) call route strategy a chain of Stimulus-Response-Stimulus associations.
Some authors refer to the general case of chaining sequences of visually-guided, praxic or place
recognition-triggered substrategies (Redish, 1999; Arleo and Rondi-Reig, In press). However, this
strategy is classified within the map-based category when it is applied to the case where the
considered stimuli represent places, making some author view the route strategy as a combination
or alternation between place recognition-triggered and guidance strategies (Trullier et al., 1997;
Wiener and Schenk, 2005). Redish (1999) mainly applies the route strategy to cases requiring a
localization process, and defines it as « an association between positions and vectors (directions of
intended motion) ».

Figure 1.1.4 describes the difference between the route strategy and topological mapping with a
schema. While performing a route strategy from a stimulus S1 to another stimulus S2, an animal
starts by selecting a response associated to S1. This response is also related to the stimulus S2 that
the animal is supposed to reach. As a consequence, the animal can adapt its trajectory before
reaching S2, thanks to the guidance strategy applied to the approach of S2. However, this process
does not provide a bidirectional link between stimuli S1 and S2, and routes S1-R1-S2 and S2-R2-S1
are considered as different and independent. Moreover, this strategy does not take into account the
fact that two different routes may pass through the same places, and thus does not imply a
topological representation.

(a) collection of routes to goals G| and G2 (b) topological representation derived from the routes

O place

BN direction of movement to reach the corresponding goal
~._direction of travel between two "adjacent” places

<, new obstacle

Figure 1.1.4: Comparison of route and topological map-based strategies. Adapted from Trullier
et al., 1997. (a) With the place recognition-triggered response strategy there can be an ensemble
of intersecting routes. The animal is able to go from S1 to G1, from S2 to G2, and from S3 to GI1.
However, if there is a new obstacle on the way from S1 to G1, as on this figure, the animal is lost
because the route from S1 to G1 is unique. (b) In contrast, if the animal merges its representations
of routes into a topological representation, then it can go back to place A, take the sub-route
between places A and B, and take the sub-route from place B to goal G1. The resulting path is the
concatenation of three sub-sequences, derived from three different routes.

1.4.3 Topological mapping strategy

A topological representation can be expressed in mathematical terms as a graph, where nodes
represent places and edges represent adjacency, or direct connectivity. Then, two nodes are linked if
there is a previously visited direct path which leads from one corresponding place to the other
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corresponding place, without going through a third intermediate known place.

A topological representation of the environment can be obtained during exploration by merging
place-action-place associations derived from a collection of routes. Such a topological map provides
a goal-independent and structured representation of places. Because this process provides a
bidirectional link between places, it is more flexible than the route strategy (figure 1.1.4): when an
obstacle is encountered, alternative intersecting paths can be taken.

path 3

Start path 1 p2 Goal

|- -

--- A & B: barriers

Figure 1.1.5: Tolman and Honzik's detour problem. Adapted from Tolman, 1948. After
exploration of the entire maze, the path usually taken by the rats is path 1, but when the barrier A
is put in place, the rat shifts its choice to path 2, shorter than path 3. If barrier B is put in place
instead of barrier A while the rat is performing path 1, then the rat reacts by choosing path 3,
without trying path 2.

Behavioral experiments have provided evidence that a strategy based on a topological representation
of the environment can be employed by rodents (Tolman, 1948; Thinus-Blanc, 1996; Poucet and
Hermann, 2001) or cats (Poucet, 1984). Tolman and Honzik's detour problem is such a case (figure
1.1.5). In this experiment, a rat is required to select one of three paths leading to a reward. It first
learns to use the shortest one, that is, path 1. When path 1 is blocked with a barrier, after several
trials, the rat chooses path 2, which is the second shortest path. However, if a barrier is put at the
end of path 1 while the rat is performing this path (barrier B on figure 1.1.5), then the rat shifts its
choice to path 3 without trying path 2. The authors' interpretation was that the rat has the « insight »
that both path 1 and path 2 are blocked by barrier B. Such an « insight » does not necessarily require
a metric representation of the environment because it can be solved by simply suppressing the link
between places pl and p2 in a topological representation of the experimental setup. Moreover,
taking the shortest available path (for instance taking path 2 when path 1 is obstructed), can be
explained using a topological map without metric representation. Indeed, the number of consecutive
places or nodes required to encode path 2 within the map is supposed to be smaller than for path 3.

1.4.3 Strategies based on a metric map

As explained in the previous paragraph, in some cases, a topological map can provide some distance
information without using any metric representation. However, this is possible only for known paths
and cannot be applied for planning detours and shortcuts in paths never explored before.

Figure 1.1.6 illustrates two situations that cannot be solved with a topological map. In the first
example, the animal starts from position A and finds an obstacle B on the path it already
experienced to reach E. In such a case, the animal has to make a detour through an unknown region.
Choosing the shortest inexperienced detour requires an estimation of the size of the unknown region
within an incomplete map of the environment. In the second example, the animal is traversing a

Page : 24 / 196



familiar path from A to C. It is assumed that C cannot be perceived from B because there is a forest
between them. Knowing that a path goes round the forest, the animal can deduce the direction of a
shortcut though the forest towards point C.

Several experiments report the ability of animals to rely on metric information for navigation, such
as execution of paths in the dark (Collett et al., 1986), shortcuts (Gallistel, 1990; Roberts et al.,
2007), or the planning of paths from unexplored areas in a Morris water maze (Matthews et al.,
1999). However, it is not always clear whether rodents perform metric navigation using a
computational procedure that subsumes topological mapping as proposed by (Trullier et al., 1997),
which view has been criticized by some authors on the ground that animals can solve certain tasks
requiring limited metric information by simply using a simple praxic strategy (Foster et al., 2000).

detour

new wall D
s | C

A

A

region never traversed before

(a) (b)

known path
but too long

Figure 1.1.6: Adapted from Trullier et al., 1997. (a): Metric detour and (b): Metric shortcut
behaviors provided by a strategy based on a metric map. In both cases, the animal takes a path
never experienced before, without being able to use familiar landmarks (the new wall is assumed
to be tall and the forest is assumed to be dense).

1.5 Discussion of the classifications

As we tried to point out, there are some inconsistencies between existing classifications of
navigation strategies. These reveal some ambiguities in the terminology adopted and on the
distinctions between categories.

Indeed, it appears to some authors that these classifications lend too much importance to the issue
of involvement of a spatial localization process for the categorization of navigation strategies
(Trullier et al., 1997; Sutherland and Hamilton, 2004). Flexible, rapidly acquired, declarative and, as
we will see later, hippocampus-dependent strategies, have often been assimilated with spatial
(allocentric), map-based strategies. In constrast, inflexible, slowly acquired, procedural and, as we
will see later, striatum-dependent strategies like the praxic and cue-guided strategies, have been
regrouped in map-free Stimulus-Response strategies.

However, as we have seen above, on the one hand, certain strategies relying on allocentric
representations of space such as the place recognition-triggered response do not require a map and
are inflexible, while on the other hand, there are cases where a praxic or a cue-guided strategy can
be rapidly acquired. The latter case has been extensively described in the field of instrumental
conditioning, where an animal introduced in a novel environment, can quickly learn to associate
responses to external cues (such as a light or a tone), and can remain in a flexible behavior — called
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goal-directed, in opposition to habitual behavior — until extensive training has been undertaken
(Dickinson and Balleine, 1994; see Cardinal et al., 2002; Yin and Knowlton, 2006 for reviews). This
type of flexible cue-guided behaviors have been recently described as relying on a world model, not
necessarily a map since this term has an allocentric connotation, but still using a structured
representation of transitions between task states (Sutton and Barto, 1998; Doya, 1999; Kawato,
1999; Daw et al., 2005; Samejima and Doya, 2007). This model of the environment can be viewed
as echoing the term “cognitive graph” (Muller et al., 1991; Trullier, 1998). The latter was proposed
to counterbalance the “cognitive map” term by getting rid of the assumption of existence of a neural
metric representation, which too strongly resembles the “map in the head” assumption deplored by
some authors (Kuipers, 1982).

Then a distinction between model-free and model-based behavioral strategies appears to be
interesting for disambiguating certain navigation strategies. Thus, in the next section, we will first
explain the difference between model-based and model-free behaviors (or strategies), using an
example taken from an instrumental conditioning task. Then we will attempt to characterize the
navigation strategies described above within this framework. Yet, there was not have enough time in
the presently described work to extensively discuss the possible contribution of this attempt. We
will rather propose an attempt to reconcile some of the inconsistencies described above, while over-
simplifying other aspects of these classifications. Further investigations will be indeed required to
evaluate this proposition (for example by proposing a behavioral protocol where the model-
free/model-based dichotomy might be more appropriate than previous navigation strategies to
describe the mode of acquisition of animals' behaviors). However, as stated at the beginning of this
chapter, it is still a proposition which, in the framework of this thesis, will help us make the link
between navigation strategies, neurophysiological data and computational models.

1.6 Model-based versus model-free strategies

These terms, coming from the Computational Modeling community, refers to models implementing
learning processes that employ a world model, that is, a representation of the transition from one
state to another that results from a behavioral response (Sutton and Barto, 1998; Doya, 1999;
Kawato, 1999; Daw et al., 2005, 2006; Doya, 2007). In other words, this transition information
provides Action-Outcome (A-O) associations (Dickinson and Balleine, 1994). This representation of
the estimated consequences of actions can be used in the action selection process, making it more
flexible than model-free behaviors. This world model can either implement allocentric positions
within the environment or, more generally, states of a given task.

The model-based versus model-free dichotomy has recently been applied successfully to replicating
rats' ability to alternate between a flexible visually-guided behavior and a reactive visually-guided
behavior. In the field of instrumental conditioning, each of them refer to distinct learning processes,
named goal-directed learning and habit learning (Dickinson, 1980; Dayan and Balleine, 2002; Daw
et al., 2005, 2006). According to Colwill and Rescorla (1986) and Dickinson (1980), the former is
controlled by the anticipation of the outcome and its performance is flexible since it is sensitive to
reward devaluation, whereas the latter is controlled by antecedent stimuli, its performance being
inflexible because insensitive to the manipulation of the outcome.
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Figure 1.1.7: Example of Model-free / Model-based system. Adapted from Daw et al. (2005). a:
model-based controller, b: model-free controller. The former has a representation of expected
consequences of actions, and use it for action selection, whereas the latter has not. In the model-
based controller, SO and S/ are two different states that do however correspond to a unique
location in the environment.

In the task employed by Daw et al. (2005), rats have to learn to press a lever in response to an
external cue, and then to enter a magazine in order to get a food reward. Figure 1.1.7 describes the
task in a schema where different states (e.g. possible situations within the task) are represented by
leaves in a tree-graph, whereas arrows represent possible transitions from one state to another. After
training, when rats have learned the task, a reinforcer devaluation is imposed to rats. This can be
done, for example, by feeding the animal until satiation, or by pairing the food reward with illness to
induce aversion (see Dickinson and Balleine, 2002 for a review). After that, animals are tested to see
whether they will continue to perform the actions previously associated with the newly devalued
outcome. Strikingly, while after moderate pretraining rats stop performing the task that leads to food
reward, after extensive pretraining rats persist in pressing the lever even if the outcome had been
devaluated. In the former case, the animal's behavioral is said to be sensitive to outcome devaluation
(e.g. goal-directed), whereas in the latter case, the extensive training has built a habit, insensitive to
devaluation.

Daw et al. (2005) could reproduce these two situations by implementing two different models: one
using a representation of the consequences of actions — a world model or tree; the other learning
simple Stimulus-Response associations (figure 1.1.7). The former is called a model-based controller,
requires more computations and memory — for A-O associations — is quickly learned and remains
flexible in order to adapt to new environments or to changing tasks. The latter is called a model-free
controller, is simpler and less computationally expensive. Because of the absence of representation
of A-O associations, it is slower to acquire — hence requiring extensive training —, and is less
flexible to task changes. The precise computational reason for this will be explained in the modeling
section at the end of this chapter.

The model-free/model-based dichotomy strongly resembles the one previously defined by authors
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between flexible map-based strategies and automatic map-free ones — such as cue-based and praxic
strategies. However, in this dichotomy, the main difference between behavioral strategies does not
rely on spatial versus non spatial information, but rather on the type of learned associations,
respectively A-O and S-R, which result in providing different degrees of flexibility. Indeed, Daw et
al. (2005)'s model-based controller, the world model, contains un-necessarily allocentric states, as
shown on figure 1.1.7. In their graph, states SO and S1 correspond to two different states within the
task — before and after lever-pressing — but to the same position in space.

Thus, A-O associations can also be learned within an egocentric framework. This gives an argument
for the existence of rapid, flexible and “declarative” (because relying on A-O associations) cue-
guided or praxic strategies, whose action selection mechanism corresponds to a similar graph than
the one displayed on figure 1.1.7 (left part), representing a subject's estimated states in prediction of
the performance of a sequence of egocentric movements. This assumption is indeed to be checked
with experiments in which an outcome devaluation procedure would be imposed to animals.

Symmetrically, the previously mentioned place recognition-triggered strategy, which used to be
included in map-based strategies but is considered by some authors as relying on S-R associations
only, would have the same action selection mechanisms as the model-free part of Daw et al. (2005)'s
system (right part of figure 1.1.7).

Extending this dichotomy to navigation, we will consider two main categories: model-based versus
model-free strategies. Within these two main groups, strategy differentiation relies on the
dimension, defined by their reference frame and modality of processed stimuli:

« egocentric reference frame, relying on idiothetic (praxic), or allothetic (cue-guided) stimuli;
- allocentric reference frame, relying idiothetic and/or allothetic stimuli (place).
Thus we will adopt the following notation for the rest of the manuscript:

Model-free strategies: Praxic model-free (idiothetic egocentric S-R), cue-guided model-free
(allothetic egocentric S-R), and place model-free (place allocentric S-R) respectively correspond to
praxic, cue-guided and place recognition-triggered (PTR) strategies in the previous classification.

As mentioned in the introduction of this chapter, assuming that the place recognition-triggered
strategy is « model-free » does not mean that no model is used at the level of place recognition
processes. It only considers that the action selection process is reactive and relies on S-R
associations.

Model-based strategies: Praxic model-based strategy (idiothetic egocentric A-O), cue-guided
model-based strategy (allothetic egocentric A-O), together with strategies based on a spatial
topological map that will be noted place model-based strategies (place allocentric A-O).

Figure 1.1.8 summarizes the resulting taxonomy.
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Figure 1.1.8: Model-free | Model-based taxonomy applied to navigation strategies. Inside the two
main groups, strategy differentiation relies on the dimension, referring to the sensory modality of
processed stimuli (idiothetic, allothetic and both: place) and on the reference frame (egocentric
versus allocentric). MB: model-based; Topo: Topological. Model-free are considered as slower to
acquire and less flexible than model-based strategies. PTR: Place recognition-triggered response.

It would be interesting to study if this way to classify navigation strategies, despite being very
simplistic and schematic, can help explain some contradictory results found in the literature. For
instance, some authors have reported a more rapid acquisition of the praxic strategy than the locale
strategy (Pych et al., 2005). These results appear to be in contradiction with previous observations
that praxic strategies should be slower to acquire than locale strategies (Packard and McGaugh,
1996). It could be the case that rats in the experiment of Pych et al. (2005) indeed were using a
praxic model-based strategy, which is assumed to be more flexible than the place recognition-
triggered response strategy in the model-based/model-free classification.

Furthermore, it would be interesting to see whether postulating that different brain regions subserve
model-based visually-guided versus model-free visually-guided strategies can help explain the
differential impairments of visually-guided behaviors resulting from lesions of different brain areas.
Indeed, without getting into much details on the neurobiology here (see next sections), it is worthy
of note here that lesions of the dorsal striatum are found to impair the navigation towards a visible
platform in the Morris water maze (Packard and McGaugh, 1992), whereas after extensive training,
lesions of the same brain region only impaired the flexibility of visually-guided behaviors, while
still enabling rats to find the visible platform (McDonald and White, 1994). Indeed, it could be that
lesions of the dorsal striatum only impaired one of the two visually-guided strategies postulated in
the model-free/model-based dichotomy, while sparing the other one, and thus still enabling some
visually-guided behaviors.

However, much more work is needed to rigorously analyse the above mentioned experiments in the
light of the model-based/model-free dichotomy, to see whether it can or cannot bring
complementary contributions to the previous classifications of navigation strategies.

As we will see, this dichotomy between model-free and model-based strategies will help us bring
together neurobiological and computational data on the rat prefrontal cortex and striatum reported
by different scientific disciplines. The classification into different dimensions will have a direct
implication on the consideration of behavioral shifting between navigation strategies, as described
below.
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1.7 Strategy shifts

Rats' ability to shift from one navigation strategy to another has been strongly supported by the
seminal work of Krech (1932). In Krech's experiments, rats were trained in a maze that had four
choice points. The experimenter changed the layout of the maze after each trial, and varied the
stimuli that were relevant (left-right, light-dark), so that the problem was objectively unsolvable.
Krech discovered that his rats did not respond randomly, but instead responded systematically first
to one set of stimuli for a few trials, then to another, and so on. These results were taken to suggest
that the rats were "trying out hypotheses", and that their learning was guided by confirmation or
rejection of strategies, rather than by kinesthetic stimuli.

Pursuing the investigation, Krech argued that the rat attends to only one dimension of the
discrimination problem at a time — e.g. spatial position (left or right) and not brightness of the goal
box (light or dark) —, instead of gradually learning how to solve the task. In this view, the rat would
try different hypotheses, and only learn about the value of left over right when it hit upon the correct
hypothesis. Thus, Krech's theory considered learning to be noncontinuous and insightful — a distinct
shift in attention from one dimension to another.

In this manuscript, the simplification that we adopt considers two different conditions for shifting,
and two types of shifts.

The two conditions are: 1) stability of the task; versus 2) a change in the task.

Within the case of a task change, the two types of shifts considered are: intradimensional shifts
(within the same modality); versus extradimensional shifts (e.g. praxis/cue-guided, or cue-
guided/place, ...).

1.7.1 Two conditions for shifting

Separating strategy shifts in response to a change in the task from strategy shifts in a situation of
task stability was originally justified by Sherry and Schacter (1987)'s suggestion that different brain
systems should subserve these two conditions. According to them, « preservation of variance across
episodes » and « detection and preservation of invariances across episodes » are two mutually
incompatible encoding processes.

The first condition considered (task stability) refer to the case when the animal is getting familiar
with an unchanging task. In such a case, the animal can progressively abandon a flexible but
cognitively expensive strategy, and rather shift to a more reactive model-free strategy, which is less
flexible, but to which the environment's invariance let the time to be learned. This kind of shift
precisely refers to the shift from a goal-directed behavior to a habit described above. So this shift
will be simplistically considered as a shift from a model-based strategy to a model-free strategy, as
modeled in the case of a lever-press task (Daw et al., 2005).
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Cue Responders Place Responders

Figure 1.1.10: Adapted from Devan and White, 1999. Representative swimming paths of rats
using a visually-guided strategy (cue responder) versus rats using a place recognition-triggered
strategy (place responder) in the competition trial of a Morris water task. Before the competition
trial, rats learned to reach a visible platform located in a particular location in the maze (dashed
square). During the competition trial, the platform is moved towards a new location (filled
square). A: Animals exhibiting cue response swam directly to the visible platform. B: Some
animals first swam towards the initial location of the platform (exhibiting a place response),
before going towards the visible cue, revealing a shift to a visually-guided strategy. Duration of
each trajectory is displayed in seconds.

Several studies have reported a progressive shift from one strategy to another after extensive training
in an unchanging task (Dickinson, 1980; Packard and McGaugh, 1996; Pearce et al., 1998; Chang
and Gold, 2003). In most navigation tasks, the observed shift is from a locale (i.e. model-based
place strategy) strategy to a model-free visually-guided or praxic strategy. For instance, Packard and
McGaugh (1996) trained rats in the plus-maze task displayed on figure 1.1.2. During this training
phase, rats started from the south arm and had to learn to go to the east arm (turn right to find a
reward. After sixteen trials, the maze was rotated so that the animals now started from the north
arm. Rats had to spontaneously make a single choice and predominantly chose to turn left, that is go
to the same east location than during training. Then, the maze was rotated for a second time and
sixteen more trials of training were given to the animals. After a final location, starting from the
north arm, rats predominantly turned right, that is, they made the same body turn than during
training. The generally accepted interpretation is a shift from locale (model-based) to praxic
(model-free) under stable task conditions, rats having an initial preference for a spatial strategy
(Gallup and Diamon, 1960).

The second condition considered (change in the task) can either be a change in the reward
position — for instance if the experimenter translates the hidden platform towards a new location in
the Morris water maze; or it can take the shape of a change in the landmark cues that signal the
presence of the reward (for example if a green tree used to indicate the reward location while now,
the leaves fall let the tree brown). It can also be the disappearance of a food source in a familiar
area; or it can be the appearance of an obstacle across a familiar path. In these cases, an animal
needs to shift its navigation strategy in order to further explore, or in order to build a behavior
associated to another cue present near the reward location, or even so as to invoke its mental model
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and plan a path that can replace the usual reactive model-free behavior that the rat was relying on.

Observations of rats ability to shift their navigation strategy in response to a change in the task have
been previously described (Packard and McGaugh, 1996; Packard, 1999; MclIntyre et al., 2003;
Hamilton et al., 2004). Figure 1.1.9 displays an example of such a strategy shift observed in a Morris
water maze task (Devan and White, 1999). In this task, rats first learned to reach a visible platform
located in a particular location in the maze (dashed square). Then, a competition trial is imposed
where the platform is moved towards a new location (filled square). Animals exhibiting a visually-
guided strategy swam directly to the visible platform. Some animals first swam towards the initial
location of the platform (exhibiting a place strategy), before going towards the visible cue, revealing
a shift to a visually-guided strategy.

Moreover, several studies show an enhanced learning of one strategy in response to a task change
produced by the inactivation of another strategy (McDonald and White, 1995; Matthews et al., 1999;
Ferbinteanu and McDonald, 2001; Chang and Gold, 2003; Poldrack and Packard, 2003; Canal et al.,
2005). This suggests that such kind of shifts can result from a competition between different brain
pathways mediating alternative navigation strategies.

1.7.2 Two types of shifts in response to task change

We will distinguish here between two types of shifts — extradimensional (ED) and intradimensional
(ID) shifts. Considering an initial condition where an animal has learned the association between a
stimulus S1 and a behavioral response (S1-R), an ID shift refers to a shift to an association S2-R
where S2 shares the same dimension than S1 — e.g. both are visual, or both are places in the
environment, etc... — whereas an ED shift implies an association S2'-R where S2' has a different
dimension than S1 (e.g. from cue-guided to place).

ID shifts were found to be easier to learn for rats than ED shifts (Trobalon et al., 2003; Block et al.,
2007).

It is very important to note that here the envisaged decomposition of conditions and types of shift is
simplified and limited. Indeed, there are other possible conditions for shifting, and there are many
factors that are supposed to influence the recrutement of one strategy or another, such as
physiological states, characteristics of experimental settings, training stage, individual preference,
sex differences (d'Hooge and Dedeyn, 2001). However, the different cases of shifts considered here
already provide a richness and variety of behaviors. Application to robotics of such a system of
learning and shifting different navigation strategies could provide robots with interesting flexible
behaviors and abilities to adapt to unexpected changes in the environment. There already exist such
enterprises both in biomimetic robotics (Guazelli et al., 1998; Gaussier et al., 2000; Banquet et al.,
2005; Chavarriaga et al., 2005b; Girard et al., 2005; Doya and Uchibe, 2005) and in classical
robotics.

The next section, titled « Neural systems involved in learning and shifting among navigation
strategies », will present the neurophysiological background.

Page : 32/ 196



2. Neural systems involved in learning and shifting among
navigation strategies

Two of the principal brain structures examined here, the medial prefrontal cortex (mPFC) and the
striatum, are globally considered to be involved in action selection and decision-making, including
in the spatial domain (Pennartz et al., 1994; Fuster, 1997; Graybiel, 1998; Redgrave et al. 1999a;
Granon and Poucet, 2000; Cardinal et al., 2002; Berthoz, 2003a; Wiener et al., 2003; Kesner and
Rogers, 2004; Balleine et al., 2007; Samejima and Doya, 2007; Prescott and Humphries, 2007). On
the one hand, the striatum, and the basal ganglia in general — a set of subcortical nuclei whose main
entry point is the striatum — are considered to be globally involved in reactive, automatic and
habitual action selection (Mink, 1996; Prescott et al., 1999; Redgrave et al., 1999a; see Greenberg,
2001 for a review), and in learning to adapt this action selection based on reward (Graybiel and
Kimura, 1995; Houk et al., 1995; Wickens and Rétter, 1995; Kelley et al., 1997). On the other hand,
the rat mPFC, having functional homologies with the primate dorsolateral PFC (Kolb, 1990;
Uylings et al., 2003; Voorn et al., 2004; Vertes, 2006), is considered to have a role in high-level
cognitive processes, usually referred to as executive functions, that is “complex cognitive processes
required to perform flexible and voluntary goal-directed behaviors based on stored information in
accordance with the context” (Granon and Poucet, 2000).
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Figure 1.2.1: Schematic representation of circuits mediating hippocampal spatial and other
contextual information through the prefrontal cortex and striatum. Adapted from (Thierry et al.,
2000). Dashed lines represent excitatory projections. Solid lines with filled arrows represent
inhibitory projections. Solid lines with empty arrows represent dopaminergic neuromodulations.
CA1 - Hippocampus; Nacc — Nucleus Accumbens; Thal — Mediodorsal thalamic n.; PFC —
Prefrontal Cortex; SN(C&R) — Substantia Nigra (pars compacta & reticulata); STN —
Subthalamic nucleus; VP — Ventral pallidum (lateral & medial).

Both mPFC and the striatum are strongly interconnected with a system emitting a neuromodulator
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called dopamine which can play a role in reward-based learning (Robbins and Everitt, 1992; Schultz
et al., 1997; Berridge and Robinson, 1998), and thus can participate in the adaptation of action
selection. However, the precise interaction and complementarity of mPFC and the striatum in
learning and shifting particular navigation strategies is not yet precisely understood.

The prefrontal cortex and striatum are anatomically organized in parallel loops receiving different
information (figure 1.2.3), and some of which are innervated by key structures in different types of
navigation: the hippocampal system, as well as sensorimotor and parietal cortices (Thierry et al.,
2000; Tierney et al., 2004). The hippocampus is of particular interest for understanding the neural
basis of cognitive function since it is involved in the elaboration of abstract cue-invariant
representations of the environment (Wiener, 1996). The hippocampal system is considered to play
an important role in the elaboration of spatial information that are required for learning certain
navigation strategies (O'Keefe and Nadel, 1978; Poucet and Hermann, 1990; Muller et al., 1999;
Poucet et al., 2003); Indeed, the present studies are part of a long term research program (for review,
see Wiener et al., 2003) of how hippocampal representations are exploited for behavior, and the
striatum and prefrontal cortex were selected since they are of its principal output destinations that
are in turn connected to premotor systems (figure 1.2.1) (Pennartz et al., 1994; Thierry et al., 2000;
Battaglia et al., 2004b; Voorn et al., 2004).

So this chapter will first briefly present the hippocampus, then examine the anatomical loops
characterizing the prefronto-striatal system. We will present the basis for a theoretical framework
wherein the striatum is involved in learning of several navigation strategies, and describe how
dopamine signals can participate in these learning processes. Finally, we will see the foundations in
the literature for the hypothesis that the prefrontal cortex could be involved in shifting among
strategies.

2.1 The hippocampus and the elaboration of spatial information

A key finding in the rodent hippocampus is the so-called place cells. In a freely moving animal, the
electrophysiological response of these hippocampal pyramidal neurons show a remarkable
correlation to the location of the animal (O'Keefe and Dostrovsky, 1971; Battaglia et al., 2004a).
Each of these neurons responds when the animal occupies a particular place in the environment, and
at the level of the neuronal population, the entire surface of an experimental surface is represented,
as shown in figure 1.2.2 adapted from Jung, Wiener and McNaughton (1994). These results led to
the theory that the hippocampus participates in the storage of an allocentric spatial map for
navigation (O'Keefe and Nadel, 1978), the cognitive map whose existence in the brain was
postulated by Tolman (1948).

Moreover, lesions of the hippocampus impair learning of /ocale navigation strategies while sparing
taxon, praxic and guidance strategies (Morris, 1981; Devan and White, 1999; Pearce et al., 1998).
Translated into the terminology adopted in the previous chapter, this means that hippocampal
lesions impair navigation strategies based on the place dimension, while sparing strategies based on
single visual or idiothetic dimensions. This suggests that the hippocampus is crucial for the
acquisition of place dimension strategies. However, it is generally admitted that the hippocampus
does not participate in the control of such navigation strategies, but rather sends spatial information
to other brain structures involved in decision-making, such as the prefrontal cortex and striatum
(Pennartz et al., 1994; Devan and White, 1999; Thierry et al., 2000; Voorn et al., 2004).

Apparently inconsistent with this view are the findings of several correlates of hippocampal neurons
with decision-making parameters. These include behavioral correlates (Wiener et al., 1989),
movement correlates (Fukuda et al., 1997; Yeshenko et al., 2004), reward correlates (Dayawansa et
al., 2006) and goal correlates (Hok et al., 2007). However, the consequence of these results on the
interpretation of hippocampal function will not be discussed here. For such topic, we invite the
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reader to refer to some review articles (Wiener, 1996; Mizumori et al., 2004; Poucet et al., 2004).

As a last point concerning the elaboration of spatial information in the hippocampal neural system,
it is important to mention the existence of head-direction (HD) cells and grid cells. The former are
neurons that we had the occasion to study as an initiation to electrophysiological techniques at the
beginning of the PhD period (see Zugaro et al., 2004; Arleo et al., 2004 in appendix).
Characteristically, the activity of these neurons reflects the animal's current head direction,
independent of its position in the environment (Ranck, 1984). HD cells have a single preferred
direction at which they fire maximally, and their firing rates decrease monotonically as the animals'
orientation moves progressively farther away from the preferred direction. Because a cell's preferred
direction does not change over the space of an environment (Taube et al., 1990a,1990b), the cell
cannot be encoding egocentric bearing to a landmark; it must be encoding allocentric bearing to a
reference direction. HD cells were found in a number of structures tightly interconnected with the
hippocampal system, such as the postsubiculum (Ranck, 1984), the anterodorsal thalamic nucleus
(Blair and Sharp, 1995; Knierim et al., 1995; Taube, 1995; Zugaro et al., 2001), entorhinal cortex
and even a small population in the hippocampus itself (Leutgeb et al., 2000). HD cells are required
for hippocampal place cell stability (Calton et al., 2003; Degris et al., 2004) and thus could
participate in navigation strategies requiring an allocentric orientation process.

—

/
—

()

Figure 1.2.2: Coding of an ensemble of locations in a given environment by a population of
hippocampal places cells. Adapted from (Jung et al., 1994). (a) The rat was introduced into a
cubic arena. (b) Electrophysiological response of a set of hippocampal neurons as a function of
place. The squares correspond to responses of individual dorsal hippocampal neurons in overhead
views of the arena. Dark blue zones correspond to no activity, while the neurons fired maximally
in red zones (generally about 1-40 impulses per second depending upon the neuron).

A second recently discovered neural substrate for spatial navigation are the grid cells in a part of the
hippocampal system named the entorhinal cortex (Fyhn et al., 2004; Hafting et al., 2005; Sargolini
et al., 2006). These cells are active when the rat occupies a set of regularly spaced places, tesselating
the environment in a hexagonal pattern. This activity can be interpreted as a basis for a self-motion
or path integration based map of the spatial environment (McNaughton et al., 2005), and are likely
to be essential for the elaboration of the hippocampal spatial responses (Hafting et al., 2005).
Consistent with this hypothesis are behavioral results showing that lesions of the entorhinal cortex
impair spatial navigation based on distal cues in a Morris water maze (Parron et al., 2004), distal
cues being crucial for the control of place cells activity (Cressant et al., 1997), and thus for
navigation based on a cognitive map (Pearce et al., 1998).
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Figure 1.2.3 (previous page): Prefronto-striatal loops presented in two different schemas. A
motor loop, B associative loop, C loop limbicl core, D loop limbic2 shell, adapted from Uylings
et al. (2003); E reference for orientation in A-D; F parallel cortico-striatal loops (with midline
nuclei) in the rat are indicated by color code adapted from Voorn et al. (2004); G reference for
orientation in F, adapted from Popolon (2007). List of abbreviations ... ACd, dorsal anterior
cingulate area; ACv, ventral anterior cingulate area; Ald, dorsal agranular insular area; Alyv,
ventral agranular insular area; DLS, dorsolateral striatum; DMS, dorsomedial striatum; DStr,
dorsal striatum; FR2, frontal cortical area 2; GPe, globus pallidus, external segment; GPi, globus
pallidus, internal segment; IL, infralimbic cortical area; IMD, intermediodorsal thalamic nucleus;
MC, motor cortex; MDI, mediodorsal thalamic nucleus, lateral segment; MDm, mediodorsal
thalamic nucleus, medial segment; MDm(a), anterior part of MDm; MDm(p), posterior part of
MDm; MO, medial orbital cortical area; PC, paracentral thalamic nucleus; PFC, prefrontal
cortex; PFCmed, medial prefrontal cortex; PL, prelimbic cortical area; PLd, dorsal PL; PLy,
ventral PL; rs, rhinal sulcus; SMC, sensorimotor cortex; SNc, substantia nigra pars compacta;
SNr, substantia nigra reticulata; SNrdm, dorsomedial part of SNr; STh, subthalamic nucleus; VA,
ventral anterior thalamic nucleus; VL, ventral lateral thalamic nucleus; VM, ventral medial
thalamic nucleus; VMm, medial part of VM; VP, ventral pallidum; VStr, ventral striatum.

2.2 Prefronto-striatal anatomical loops

In mammals, the frontal cortex and striatum are anatomically organized in parallel loops engaging
different cognitive functions such as motor, associative, limbic and oculomotor (Alexander and
Crutcher, 1990; Alexander et al., 1990). Within these loops, cortical information enter the basal
ganglia via the striatum. Information processed within the basal ganglia by a disinhibitory process is
then sent back to cortical areas in the frontal lobe — which include prefrontal, premotor and motor
cortices — through the mediodorsal thalamic nucleus (Chevalier and Deniau, 1990).

In the rat, four principal loops can be distinguished, which correspond to different territories of the
striatum as shown on figure 1.2.3 (Uylings et al., 2003). To broadly summarize, all of the neuron
groups in a given territory can be characterized by the regions they receive input from:

A) In the motor loop, the dorsolateral striatum (DLS) is related to the sensorimotor cortex;

B) In the associative loop, the dorsomedial striatum (DMS) is linked to the dorsomedial prefrontal
cortex — including the prelimbic area (PL) — and the premotor cortex;

C) In loop limbic 1, the accumbens “core” — belonging to the ventral striatum — is related to the
dorsomedial prefrontal cortex — including PL — and the amygdala;

D) In loop limbic 2, the accumbens “shell” — belonging to the ventral striatum — is connected with
the hippocampus, the amygdala, the ventromedial prefrontal cortex — including PL and IL
(infralimbic area) —, the orbitofrontal cortex and the agranular insular cortex.

2.2.1 Feature 1: similar anatomical organization between loops

A first important feature of these loops is the similar anatomical organization from one loop to the
other — for this reason they are referred to as parallel. Indeed, as shown in figures 1.2.3F and 1.2.4,
within each loop, a given cortical subterritory projects to an associated striatal territory, which in
turn sends projections through a series of basal ganglia nuclei that are similarly organized in all
loops (Mink, 1996; Wickens, 1997; Maurice et al., 1997, 1999); these nuclei will not be described
here. Then from an output nucleus of the basal ganglia — either the Substantia Nigra Reticulata
(SNr) or the Entopeduncular nucleus (EP) —, projections are sent back to the Cortex via the
mediodorsal thalamic nucleus (Deniau et al., 1994).

The loops are similarly characterized by a set of patterns that can be roughly enumerated as:

1) the existence of a direct/indirect dissociation between pathways through the basal ganglia (Albin
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et al., 1989);

2) the existence of a dissociation between striatal neurons' D1/D2 receptors (Parent and Hazrati,
1995a,b), which makes them differently sensible to the neuromodulator dopamine;

3) the existence, in each loop, of subdivisions of striatal territories into the Striosomes which project
towards dopaminergic neurons and thus have an influence on dopamine release, and Matrisomes
which do not (Gerfen, 1984,1992; Gerfen and Wilson, 1996; Desban and Kemel, 1993; Graybiel and
Kimura, 1995). However, the shell differs from this, as explained in paragraph 2.2.2

As a consequence of this first feature, computationally similar signal processing can be

subserved by each of these loops (Houk et al., 1995), which is also true in the monkey (Hikosaka

et al., 1999).
Hippocam
pus

Dopaminergic Neurons

Figure 1.2.4: Prefronto-striatal loops. This scheme represent three major cortico-basal ganglia
loops, involving different striatal territories: respectively the dorso-lateral striatum, the dorso-
medial striatum and the ventral striatum. Solid lines with filled arrows represent inhibitory
connections. Dashed lines represent dopaminergic neuromodulation. SNc, substantia nigra pars
compacta; VTA, ventral tegmental area.

2.2.2 Feature 2: interaction between loops through the dopaminergic system

The loop associated with the shell zone of the ventral striatum differs substantially from the above
mentioned stereotyped parallel organization. Indeed, the shell, and particularly the medial shell
where we have recorded neurons (see chapter 2), is endowed with some unique anatomical and
neurophysiological characteristics which distinguish it functionally (Voorn et al., 2004). The
principal difference to be evoked here is a stronger influence on the dopaminergic system than is
exerted by striosomes that are located in other striatal regions (Groenewegen et al., 1996; Joel and
Weiner, 2000; Thierry et al., 2000; J.-M. Deniau et al., unpublished but cited in Voorn et al., 2004).
This puts the shell in control of dopaminergic input to other loops, evoking the spiral dopaminergic
modulation of the cortico-striatal loops reported in primates (Haber et al., 2000). The spiral refers to
the crossover in the parallel loops for both MD projections to cortex and for striatal projections to
the dopaminergic VTA and SNc wherein there is overlapping from the limbic loop to associational
zones and from the associational loop to sensorimotor zones. As we will see later, this puts the
shell at the top of a hierarchy where it can potentially modulate learning processes in the other
loops.

2.2.3 Feature 3: diverse input for each loop

A third important feature is the difference in the input information received by each loop. It is
informative to contrast the dorsolateral striatum (motor loop) which primarily receives sensorimotor
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inputs (McGeorge and Faull, 1989), the dorsomedial striatum (associative loop), which also receives
hippocampal system inputs (Groenewegen et al., 1987; McGeorge and Faull, 1989), and has
allocentric spatial responses in the form of head direction cells (Wiener, 1993), and their counterpart
the nucleus accumbens (limbic loops) which receives hippocampal, prefrontal, amygdalar and
entorhinal inputs. The latter permit access to signals concerning place, motivation, reward signals,
head direction and path integration information (Pennartz et al., 1994; Groenewegen et al., 1996;
Pennartz et al., 2000).

We can already see that based on these anatomical data, different loops might be engaged in
learning of action selection based on different stimulus information, while the loop associated
to the shell would exert an overall dopaminergic influence on other loops, and while
striosomes within each loop could participate in the modulation of dopamine release.

In the next section, we review lesion and electrophysiological results which relate each loop with a
particular navigation strategy.

2.3 Different striatal regions involved in different navigation strategies

2.3.1 Lesion studies

Initially, the striatum was considered as globally involved in egocentric navigation strategies, in
contrast to the hippocampus which was assumed to participate in allocentric strategies. Indeed,
whereas lesions of the hippocampus impaired locale strategies (Morris, 1981; Devan and White,
1999), lesions of the striatum were found to impair both praxic (Potegal, 1969; Cook and Kesner,
1988; Colombo et al., 1989; Kesner et al., 1993) and raxon strategies while sparing locale strategies
(Whishaw and Mittleman, 1986; Packard et al., 1989; Brasted et al., 1997; DeCoteau and Kesner,
2000; Adams et al., 2001; Ragozzino and Kesner, 2001; Packard and Knowlton, 2002).

However, some recent studies of lesions restricted to striatal territories corresponding to a single
loop reveal their specific roles in particular navigation strategies. In the variation of the Morris
water maze task presented on Figure 1.1.10 (Devan and White, 1999), after learning to reach a
visible platform at a particular position, rats were exposed to a competition trial were the platform
was visible but moved. On the one hand, rats with DLS lesions moved towards the uncued first
location, thus expressing a spatial strategy. On the other hand, rats with DMS lesions preferred the
visible platform at the new location, thus expressing a cue-based strategy. Devan and White (1999)
interpret these results as revealing an involvement of DMS in place learning. These results are
consistent with the anatomical organization reported in the previous section that DMS had afferents
from the hippocampal system (Groenewegen et al., 1987; McGeorge and Faull, 1989).

In line with this DMS/DLS dichotomy, in a lever-press task, DLS lesions impair procedural S-R
learning based on a visual stimulus (Yin et al., 2004), whereas lesions of DMS do not affect rats'
performance in a T-maze task requiring a praxic strategy, but rather alters choice behavior based on
the flexible use of place cues (Yin and Knowlton, 2004). Furthermore, lesion of DMS affect flexible
place reversal learning — change in the place associated with reward — in a plus-maze (Ragozzino
and Choi, 2003).

This suggests that DLS can be involved in cue-based and praxic navigation strategies, whereas
DMS can subserve place strategies.

DMS also appears to be involved in goal-directed behaviors, since lesions of the posterior part of
DMS impair learning and expression of the contingency between instrumental actions and their
outcomes (Yin et al., 2005a,b), which, as we have seen in the first chapter, is one of the necessary
memory components for model-based strategies.

This suggests that DMS could also participate in the acquisition and expression of goal-
directed behaviors (Balleine, 2005), thus playing a role in model-based strategies.

The precise role of the ventral striatum (VS) in particular navigation strategies is less clear. Lesions
of VS impair spatial learning, thus suggesting its involvement in place strategies (Sutherland and
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Rodriguez, 1989; Ploeger et al., 1994; Setlow and McGaugh, 1998; Albertin et al., 2000). For
instance, lesions of the rat accumbens medial shell — corresponding to the region we have recorded
— impair the rat in learning and recalling sites providing larger rewards (Albertin et al., 2000), which
conveys an alteration of the reward-place associations.

More recent studies even reveal that VS function is not restricted to strategies based on the place
dimension but can also participate in others. For instance, DelLeonibus et al. (2005) report that
lesions of VS impair the acquisition of both allocentric and egocentric strategies in a task requiring
the detection of a spatial change in the configuration of four objects placed in an arena.

Furthermore, it appears that different subdivisions of VS may subserve different behavioral
functions and thus can be considered separately. In this manuscript, we will distinguish the
accumbens «core» and accumbens «shell » (Zahm and Brog, 1992). Shell lesions and
pharmacological manipulations within the shell impair various forms of instrumental conditioning
(Corbit et al., 2001; Fenu et al., 2001; Phillips et al., 2003), thus suggesting a role of the shell in
reward-based learning of S-R associations.

Moreover, the shell appears not to be required for knowledge of the contingency between
instrumental actions and their outcomes (Balleine and Killcross, 1994; Dickinson and Balleine,
1994; Corbit et al., 2001; see Cardinal et al., 2002 for a review), which, as we have seen in the first
chapter, is one of the necessary memory components for model-based strategies.

However, it should be clear that the core/shell segregation of VS is oversimplified, since certain
results suggest a finer subdivision (Heimer et al., 1997; Ikemoto, 2002), and other results reveal
overlapping behavioral functions, thus stressing a continuum between core and shell (see Voorn et
al., 2004 for a review).

So, following the terminology that we have adopted in the section concerning navigation strategies,
it seems that the shell could possibly be important for learning model-free strategies in any
reference frame (egocentric or allocentric), and thus for any stimulus type (place, simple allothetic
or idiothetic), whereas storage and expression of these model-free strategies would require motor
and associative loops.

In contrast, accumbens core lesions do not impair conditioned reinforcement (Parkinson et al., 1999;
Hall et al., 2001; see Cardinal et al., 2002 for a review), but rather impair the animal's sensitivity to
outcome devaluation (Corbit et al., 2001), and the acquisition of action-outcome contingencies
(Kelley et al., 1997). Thus, the core could be assumed not to be involved in learning of model-
free strategies, but rather could be important in goal-directed behaviors (Dayan and Balleine,
2002), thus playing a role in model-based strategies.

However, these hypotheses are simplified, and a rigorous investigation of the functional roles of the
core and shell should data from the fields of classifical conditioning (see Cardinal et al., 2002), drug
addiction (Robbins and Everitt, 1992; Berridge and Robinson, 1998), and lesion studies concerning
their role in unlearned behaviors (Kelley, 1999) and motivational processes (Kelley et al., 1997;
Aberman and Salamone, 1999; Cardinal et al., 2001).

2.3.2 Electrophysiological studies

Consistent with lesion studies, electrophysiological recordings show that each of the parameters
required for storage and learning of the respective navigation strategies (i.e. stimuli, behaviors,
space, rewards) are encoded in zones of the rodent striatum.

Cues and movements correlates: More precisely, in the dorsal striatum (without distinction of
DMS/DLS subdivisions), neurons were found which respond to movements, turning movements,
grooming movements, head direction, auditory cues, visual cues and olfactory cues (Gardiner and
Kitai, 1992; Callaway and Henriksen, 1992; Wiener, 1993; Lavoie and Mizumori, 1994; Carelli et
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al., 1997; Aldridge and Berridge, 1998; Jog et al., 1999; Ragozzino et al., 2001; Daw et al., 2002;
Setlow et al., 2003; Nicola et al., 2004; Yeshenko et al., 2004; Barnes et al., 2005; Wilson and
Bowman, 2005). For example, among the results of Setlow et al. (2003), neurons were found to
encode specific combinations of cues and associated motor responses in a « go / no-go » olfactory
discrimination learning and reversal task. In this task, rats had first to learn to associate an odor with
a positive reward (sucrose) and another one with an aversive gustatory stimulus (quinine). Then rats
were exposed to reversal learning where the odor-outcome contingencies were changed.

Several studies have reported the specificity of ventral striatal responses to cues and movements,
showing that neurons that are responsive during a task would not be responsive outside the task
(Gardiner and Kitai, 1992; Carelli et al., 1997; Aldridge and Berridge, 1998). These results suggest
that the dorsal striatum can store part of learned S-R associations.

Similar encoding of stimulus and movement information are found in the monkey striatum (Rolls et
al., 1983; Kimura, 1986,1990,1995; Kermadi et al., 1993; Kermadi and Joseph, 1995; Miyachi et al.,
1997; Hikosaka et al., 1998; Kawagoe et al., 1998; Shidara et al., 1998; Shidara and Richmond,
2004; Ravel et al., 1999,2003; Hikosaka et al., 2000; Lauwereyns et al., 2002a,b; Itoh et al., 2003;
Watanabe et al., 2007). Several studies have also reported spatial correlates in monkey ventral
striatal and caudate (equivalent to rat DMS) neurons (Hassani et al., 2001; Takikawa et al., 2002;
Cromwell and Schultz, 2003; Ravel et al., 2006). However, the latter spatial aspect is not strictly
comparable to place encoding in the rat, since it corresponds to selectivity to areas on a screen
displaying stimuli.

Spatial correlates: Interestingly, in rodents, neurons with spatial correlates were found both in
DMS and VS (Wiener, 1993; Lavoie and Mizumori, 1994; Martin and Ono, 2000; Shibata et al.,
2001; Chang et al., 2002; Mulder et al., 2004; Schmitzer-Torbert and Redish, 2004; Yeshenko et al.,
2004). To the best of our knowledge, none or few neurons from DLS are selective to spatial
positions. Synchronized ensemble activity between hippocampus and VS (including core and shell)
during behavior (Tabuchi et al., 2000) and during memory consolidation phase in sleep were also
reported (Pennartz et al., 2004). This supports the hypothesis that the hippocampus and ventral
striatum interact with each other in relation with learning spatial tasks.

These findings of spatial modulation in DMS and VS neurons activity suggest that the limbic
and associative loops can store place navigation strategies.

Learning correlates: Change in striatal neurons activity during learning were also reported in
rodents (Graybiel, 1995; Jog et al., 1999; Setlow et al., 2003; Barnes et al., 2005), as well as in the
monkey (Aosaki et al., 1994a,b; Tremblay et al., 1998; Pasupathy and Miller, 2005). These results
confirm that the striatum can be instrumental for learning of navigation strategies.

Reward correlates: Finally, reward information is signalled in ventral striatal neuronal activity. VS
neurons respond to reinforcements including food, drink, drugs of abuse, and intracranial electrical
stimulations (in the rat: Lavoie and Mizumori, 1994; Bowman et al., 1996; Carelli and Deadwyler,
1997; Chang et al., 1997; Martin and Ono, 2000; Shibata et al., 2001; Carelli, 2002; Janak et al.,
2004; Nicola et al., 2004; Wilson and Bowman, 2005; in the monkey: Hikosaka, 1989; Apicella et
al., 1991a,b, 1992, 1998; Schultz et al., 1992; Hollerman et al., 2000; Cromwell and Schultz, 2003).

Several studies report reward expectations responses in monkey VS (Hollerman et al., 1998; Hassani
et al., 2001; Cromwell and Schultz, 2003; Kawagoe et al., 1998,2003) and combinations of reward
and action information in monkey caudate nucleus (Samejima et al., 2005). In the rat, strict reward
expectations are less clearly discriminated, mainly because in freely-moving rats, many
experimental designs fail to dissociate reward information from other behavioral components.
Nicola et al. (2004) show VS neurons encoding the motivational significance of stimuli predicting
rewards. VS neurons also encode predictive information concerning the type of reward (food vs.
drink) that the animal receives (Miyazaki et al., 1998,2004; Daw et al., 2002) or concerning the
reward value (positive or aversive) (Setlow et al., 2003). However, none of these studies report
purely behavior-independent reward expectation, distinguishing between behaviors leading up to
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rewards, and the rewards proper. The aim of the experiment presented in chapter 2 is to clarify this
ambiguity and discriminate reward anticipations from other behavioral parameters. In summary,
these reward correlates suggest that VS can subserve reward-based learning of navigation
strategies.

Overall, these data are consistent with a role of the striatum in learning model-free navigation
strategies. However, it should also be noted that a few studies cite the striatum's involvement in
shifts in task rules. A set of striatal neurons change their activity in response to a change in the task
rule — from place to visual, place to praxic, and vice versa (Shibata et al., 2001; Eschenko and
Mizumori, 2007). Shifts from a praxic task to a visual task are impaired by lesions of either the
accumbens core (Floresco et al., 2006) or DMS (Ragozzino et al., 2002). Lesions of DMS also
impair reversal learning (Shirakawa and Ichitani, 2004). However, the medial prefrontal (presented
in section 2.5) rather than the striatum (which receives prefrontal inputs) is generally considered as
playing a key role in strategy selection. Above, we alluded to a hypothetical mechanism subserving
reward-based learning of navigation strategies within the striatum. This mechanism is generally
considered to rely on dopamine. The particular patterns of dopamine release have strong
computational consequences for the models elaborated in this PhD thesis (chapter 2).

Mo prediction Reward predicted Reward predicted
Reward occurs Reward occurs MNo reward occurs

i

1
(no R)

Figure 1.2.6 : Monkey dopaminergic neurons activity during three task conditions. Adapted from
(Schultz, 2001). Black dots represent action potentials of measured neurons. These action
potentials are plotted across successive trials (y-axis) and synchronised with the occurrence of
certain task events — CS: Conditioned stimulus (a tone), R: Reward. Top histograms cumulated
action potentials across trials.

2.4 Dopamine mediated reward-based learning of navigation strategies in the
striatum

A possible mechanism underlying learning of navigation strategies within the striatum could be the
reinforcement of stimulus-response associations that lead to reward, i.e. instrumental conditioning.
In the framework where different striatal territories store S-R associations based on different types
of stimuli and responses, such a learning mechanism would require the appropriate release, in these
respective territories, of reinforcement signals depending on the behavioral context and occurrence
or absence of rewards.

Indeed, such reinforcement could involve dopaminergic (DAergic) signals (Robbins and Everitt,
1992; Schultz et al., 1997; Berridge and Robinson, 1998; Satoh et al., 2003; Nakahara et al., 2004;
Cheng and Feenstra, 2006). Dopamine (DA) is a neuromodulator emitted by a set of dopaminergic
neurons. Of particular interest here are two DAergic brainstem nuclei: the ventral tegmental area
(VTA) and substantia nigra pars compacta (SNc). Schultz and colleagues (1992, 1995, 1998)
performed electrophysiological recordings of DAergic neurons during a task where monkeys learned
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to respond to a stimulus (such as a tone) in order to earn a juice reward. They found a set of
dopaminergic neurons which respond to unexpected rewards, i.e. prior to learning the Stimulus-
Reward association (figure 1.2.6). This activity vanishes as the reward becomes predictable, roughly
tracking improved performance (Mirenowicz and Schultz, 1994; Hollerman and Schultz, 1998;
Fiorillo et al., 2003). Meanwhile, the activity of the same dopaminergic neurons gradually begins to
respond to stimuli predictive of reward — the latter becoming a conditioned stimuli (CS). Finally,
when a reward predicted by a CS fails to arrive, a number of DA neurons exhibit a momentary pause
in their background firing, timed to the moment the reward was expected. These findings support
the idea that DAergic neurons signal errors in reward prediction, these signals being crucial for
reward-based learning (Houk et al., 1995; Schultz et al., 1997). These responses are summarized
in figure 1.2.6.

VTA and SNc are known to send projections to the prefrontal cortex and the striatum (Joel and
Wiener, 2000; Thierry et al., 2000). Long-term modifications — in the form of Long Term
Potentiation (LTP) or Long Term Depression (LTD) — have been observed at corticostriatal synapses
after exposure to dopamine (Centonze et al., 2001; Reynolds et al., 2001). This supports the
hypothesis that these signals are implicated in learning processes of S-R associations taking place in
the striatum (Houk et al., 1995). Moreover, whereas all territories receive DAergic inputs, the
accumbens shell's singular status as a major source of afferences to VTA/SNc (Joel and Wiener,
2000; Thierry et al., 2000) makes it a good candidate for influencing dopamine release within other
striatal territories, and thus for driving dopamine-based reinforcement learning in the striatum
(Dayan, 2001; Daw et al., 2006; Deniau et al., 2007). Consistently, the incidence of reward-
responsive cells is greater in the accumbens than in the dorsal striatum (Apicella et al., 1991a;
Schultz et al., 1992; Williams et al., 1993; Lavoie and Mizumori, 1994; Carelli and Deadwyler,
1994; see Pennartz et al., 2000 for a discussion of this point). Finally, the ratio of DA concentrations
in monkey striatum / amygdala / premotor cortex / hippocampus was estimated to be 411/9.4/2.7/1
(Brown et al., 1979; see Pennartz, 1996 for a discussion of this point), supporting the view that the
striatum is a main targets of DAergic reinforcement signals.

However, the theory of dopamine as a prediction error signal is criticized by some authors, and
several points challenging this theory can be listed:

1) Latency of DA responses. Redgrave et al. (1999b) observe that DA neurons respond to a visual
event well before a visual saccade to it, and therefore, identification of the reward-predicting
properties of the stimulus or assessment of reward itself. A visual saccade has a latency of 180-200
ms or 80-110 ms for express saccades (Moschovakis et al., 1996) whereas the latency of
dopaminergic neurons' responses reported by Schultz and colleagues is around 70-100 ms in
overtrained animals.

Redgrave et al. (1999b; Redgrave and Gurney, 2006) suggest instead that dopamine signals are
elicited by projections from the superior colliculus (SC) — whose functions include orientation of
ocular saccades towards stimuli capturing the animal's attention. According to Redgrave and Gurney
(2006), SC is the most likely source of visual input to DA neurons (Coizet et al., 2003; Comoli et
al., 2003; Overton et al., 2005). In contrast, a study in monkey states that early visual responses in
the striatum occur about the same time or after phasic DA signalling (Hikosaka et al., 1989). Thus,
Redgrave et al. (1999b) propose the alternative hypothesis that short latency DA, triggered by SC,
signals salient events that cause a shift in animals' behavior. In line with this view is Horvitz
(2000)'s attentional hypothesis of dopamine. Moreover, several studies report DAergic excitation to
novel neutral stimuli (Ljungberg et al., 1992; Horvitz et al., 1997).

2) Influence on synaptic plasticity. Several studies appear to contradict the possibility that DA can
exert an influence on corticostriatal synaptic plasticity (see Pennartz, 1996 for a review). For
instance, Pennartz et al. (1993) report an absence of DAergic modulation on LTP for the prefrontal-
ventral striatal loop in vitro, as indicated by a lack of effect of both DA and of a mixture of D1 and
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D2 antagonists in intra- and extra-cellular recordings.

3) DA interference with pre- and post-synaptic activity. Finally, DA release in the striatum exerts
some immediate effects on signal transmission which are not expected by the reward prediction
error theory, and which could interfere with expected long term learning effects (see Pennartz, 1996
for a review). Instead, the immediate DA effect on the striatum can be interpreted as an influence on
the control of action selection and movement initiation (Gurney et al., 2001a,b; Humphries, 2003).
These discrepancies lead some authors to propose an alternative hypothesis of reinforcement
learning in the cortico-striatal loops, which does not involve dopamine but rather relies on a
glutamatergic signal (Pennartz, 1997; Pennartz et al., 2000).

In parallel, other work has been undertaken to examine possible resolutions to these discrepancies.
For instance, Kakade and Dayan (2002) show that models of DA's role in reinforcement learning
based on reward prediction errors can account for DAergic neurons' responses to novelty. Moreover,
these models envision positive errors to cues predicting reward only probabilistically (see Daw,
2003 for a discussion of this issue), which would explain the possibility of short latency prediction
error signals in response to yet unidentified task-related stimuli.

In addition, certain components of dopamine responses relative to uncertainty-based attentional
processes (Fiorillo et al., 2003) can be modeled as emerging features of DA's involvement in reward
prediction error (Niv et al., 2005).

A final intriguing element is the existence of several different DA signals within the striatum. Grace
(1991) distinguishes a fonic dopamine signal — persistent and long-lasting —, from a phasic DA
signal — i.e. transient. These two signals may have different effects on corticostriatal plasticity and
on corticostriatal neurotransmission, with different roles in different loops, and thus could subserve
different functions, leaving the field free for several theories of the functional role of DA. For
instance, Wickens et al. (2007a,b) propose that these interloop variations can be understood in terms
of the temporal structure of activity in the inputs sent to different striatal territories, and the
requirements of different learning operations. In this perspective, they suggest that DLS may be
subject to “brief, precisely timed pulsed of dopamine [corresponding to] reinforcement of habits”,
whereas ventromedial striatal regions integrate “dopamine signals over a longer time course
[corresponding to] incentive processes that are sensitive to the value of expected rewards”. Some
recent models have captured the differential effects of these different DA signals on reinforcement
learning processes and modulation of action selection (McClure et al., 2003; Niv et al., 2007),
whereas another model proposes an integrative theory of tonic and phasic dopamine signals' effects
on decision making (Dreher and Burnod, 2002).

Interestingly, the interzone dissociation of DA effects finds some echo in the drug addiction
literature. Di Chiara (2002) reviews differences in effects between the shell and core regions of the
ventral striatum. He notes that repetitive, non-decremental stimulation of DA transmission by drugs
in the shell abnormally strengthens stimulus-drug associations, while stimulation of DA
transmission in the core appears to have an effect on instrumental performance.

In conclusion, the precise relation between DA release and reward prediction error is still
unresolved. Further investigations will be necessary to determine whether short latency DA signals
facilitate reinforcement learning, whether DA's influence on synaptic plasticity is consistent with
learning related processes, and whether behavioral effects of DA manipulations are consistent with
the reward prediction error theory.

2.5 Summary of the hypothetized roles of the striatum in learning

We have seen in this chapter the striatum and the cortex are organized in four principal anatomical
loops, associating corresponding territories.

Within each loop, the involved striatal and cortical territories are proposed to interact and work
together to perform action selection (Redgrave et al., 1999a; Gurney et al., 2001a,b) and DA-
mediated reward-based reinforcement learning (Schultz et al., 1997; Satoh et al., 2003). Besides, the
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hippocampus is assumed to elaborate and sends contextual and allocentrically based spatial
information, to the associative and limbic2 loops, respectively via DMS and the shell.
A number of lesion studies and electrophysiological data, taken together, suggest a respective role
within these loops of:

1. DLS in the storage and expression of praxic and cue-guided model-free strategies;

2. DMS in the storage and expression of place model-free and model-based strategies;

3. the shell in the learning of model-free strategies via the dopaminergic system (VTA/SNc);

4. the core in the storage and expression of model-based strategies.
Figure 1.2.7 summarizes the functional architecture resulting from these reports. One of the key
pending questions within this architecture is the following: Which brain structure can subserve the
role of « strategy shifter » presented in this figure ? That is, which part of the central nervous
system can detect when current behavior is not adequate, and can create new rules, or select, among
existing strategies, the one to perform ? In the next section, we review anatomical, lesion and
electrophysiological data supporting the medial prefrontal cortex (mPFC) as subserving such a
function. The mPFC is considered to play an important role in flexible executive functions, it is
strongly interconnected with the accumbens core, and is implicated in goal-directed behaviors. We
will thus present the data suggesting its interaction with the core in model-based strategy, and its
possible role in strategy shifting.

Associative
Cortex

Dopaminergic Neurons

Cue-guided strategy

Place and model-huased strategies

Strategy shifting ?

Figure 1.2.7 : Possible functional architecture of the striatum where different territories of the
striatum subserve different navigation strategies. One of the key pending questions within this
architecture is the following: Which brain structure can subserve the role of « strategy shifter »
presented in this figure ? That is, which part of the central nervous system can detect when
current behavior is not adequate, and can create new rules, or select, among existing strategies,
the one to perform ? VS : Ventral Striatum ; DMS : Dorsomedial Striatum ; DLS : Dorsolateral
Striatum ; VTA : Ventral Tegmental Area ; SNc : Substantia Nigra pars compacta.

2.6 The prefrontal cortex and flexible strategy shifting

Throughout evolution, the cortical mantle is the neural structure that has developed the most in
mammals in comparison to other brain components (Northcutt and Kaas, 1995). The prefrontal
cortex (PFC) was originally defined in humans and non human primates (NHPs) as the most rostral
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portion of the frontal lobe lying rostrally adjacent to the premotor cortex and motor cortices (figure
1.2.8). With respect to all other cortical areas, it is particularly developed in primates and in humans
and has come to represent nearly a third of the cortex (Brodmann, 1895).

Functionally, PFC is considered as a critical component of the ‘“generator of planned behavior”,
according to Dickinson (1980). In humans, it is considered as a key structure for cognitive control,
that is to say, the ability to coordinate thoughts and actions in relation with internal goals (Miller
and Cohen, 2001; Koechlin et al., 2003). There exist different concurrent theories of the primate
prefrontal cortex emphasizing respectively (see Koechlin and Summerfield, 2007 for a review):
working-memory — characterized by the temporary storage of information required for its internal
manipulation — (Goldman-Rakic, 1987; Petrides et al., 1993; D'Esposito et al., 1995; Petrides, 1996;
Dreher et al., 2002; Guigon et al., 2002), representation of events of varying durations (Grafman,
2002), inhibition of irrelevant information (Fuster, 1997), attentional control (Shallice, 1988;
Desimone and Duncan, 1995), executive processes (Shallice, 1996), voluntary action selection based
on reward (Shima and Tanji, 1998a,b), control of the balance between planning and automaticity
(Posner and Snyder, 1975; Shiffrin and Schneider, 1984), or control of the balance between
cognition and emotion (Bechara et al., 2000).

Generally, it is admitted that the prefrontal cortex plays an important role in flexible behavior
planning. Patients with prefrontal cortex damage show impaired performance in rule-shifting tasks
and tend to persist in applying the previously relevant rule even after it becomes inappropriate
(Milner, 1963; Drewe, 1974; Goldstein et al., 2004). Moreover, prefrontal cortical neurons show
correlates with a set of parameters required for action sequencing, such as correlates with the
relevant rule of a given task (Sakagami and Niki, 1994), with action-reward combinations
(Matsumoto et al., 2003), and with the temporal organization of action sequences (Tanji and Shima,
1994; Carpenter et al., 1999; Procyk et al., 2000; Tanji and Hoshi, 2001; Mushiake et al., 2006).
Besides, other PFC neurons show correlates with learning-related parameters such as reward
expectation (Watanabe, 1996; Schultz et al., 1998) and error detection (Amiez et al., 2005). Finally,
lateral prefrontal neurons encode context-dependent switching behaviors (Konishi et al., 1998;
Nakahara et al., 2002; Amemori and Sawaguchi, 2006). These functions are found to be distributed
over distinct regions of the prefrontal cortex, namely dorsolateral, anterior cingulate, medial and
orbitofrontal regions (Fuster, 1997).

Non-Human Primate

Figure 1.2.8 : Adapted from Tierney (2006). The PFC in the rat, NHP and human occupies the
rostral portion of the frontal lobe.

In rodents, the prefrontal cortex is much less differentiated in terms of anatomy and function, and
there are discrepancies between anatomical and functional homologies with regions of the primate
PFC (Preuss, 1995; Granon and Poucet, 2000; Uylings et al., 2003). However, the rat prefrontal
cortex can also be divided in the medial prefrontal cortex, which itself can be divided in the
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ventromedial prefrontal cortex — comprising the Prelimbic and Infralimbic regions (PL/IL) and
the medial orbitofrontal (MO) —, the dorsomedial prefrontal cortex — comprising the frontal area
2 (Fr2) and the dorsal anterior cingulate (ACd) —, the agranular insular (Al), and the lateral
orbitofrontal areas (Uylings et al., 2003; Vertes, 2006).

Of particular interest here is the medial prefrontal cortex, and more specificially the prelimbic area,
which shows strong functional homologies with the primate dorsolateral cortex, that is the region

that is mostly implicated in flexible and attentional behavior planning and shifting (Granon and
Poucet, 2000; Uylings et al., 2003).

2.6.1 Lesion studies

2.6.1.1 Rat mPFC is not a pure working-memory system

Early behavioral experiments suggested that the rat mPFC is involved in working-memory (see

Kolb, 1990 for a review). Originally defined in humans, the concept of working memory combines,

within a single model:

(a) a system for temporary storage and

(b) a mechanism for online manipulation of information that occurs during a wide variety of

cognitive activities (Baddeley, 1996).

In lower vertebrates (rodents and birds), working memory was originally defined in a similar way

(Honig, 1978; Olton et al., 1979) but was rapidly restricted to refer to a memory buffer that

maintains information on-line in order to perform the task correctly.

Recent lesion studies suggest that mPFC is not involved in the on-line maintenance of information,

and thus is not a pure working-memory system (see Granon and Poucet, 2000; Gisquet-Verrier and

Delatour, 2006 for reviews). More precisely, whereas some studies report that mPFC damage

produce a delay-dependent memory deficits in spatial delayed alternation tasks in a Y-maze or a T-

maze (Van Haaren et al., 1985; Brito and Brito, 1990; de Brabander et al., 1991; Delatour and

Gisquet-Verrier, 1999), in a « go / no-go » task, Delatour and Gisquet-Verrier (1996) reported no

detrimental effects of increasing the delay in rats with PL lesions.

Granon and Poucet (2000) propose an explanation of these apparently inconsistent results by noting

that the latter experiment requiring a simple runaway from the animal, it might engage less effortful

processing than spatial delayed alternation tasks. Thus, they propose that working-memory

processes should be affected by mPFC lesions only when combined with other factors such as:

- the difficulty of the task — which, for example, is increased when selection of the correct
response must operate on a greater number of alternatives;

- the requirement for attentional mechanisms;

- the requirement for flexible behavior.

In line with this view, whereas lesions of mPFC do not impair the performance in a pure attentional

task where rats have to detect spatial changes in their environment (Granon et al., 1996), and mPFC

damage does not impair the performance in a task requiring the rats to pay attention to only two

possible positions (Granon et al., 1998), lesions of mPFC impair the performance in a task where

rats have to pay attention to a brief visual stimulus (a light) that could randomly occur in one of five

possible positions (Muir et al., 1996).

Moreover, several studies show that mPFC lesions lead to attentional deficits (Birrell and Brown,

2000; Delatour and Gisquet-Verrier, 2000), to behavioral inflexibility (Burns et al., 1996; Delatour

and Gisquet-Verrier, 2000; Dias and Aggleton, 2000), to impaired retrieval processes (Botreau et al.,

2004)

2.6.1.2 PL is not a pure spatial system but appears instead to be involved in model-based (goal-

directed) behavior

Moreover, within working memory, PL function appears to be better characterized by its

involvement in a certain type of information processing (e.g., the type of associations: Stimulus-

Response (S-R) or Action-Outcome (A-O) stored and manipulated) than by its involvement in
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processing certain types of information (e.g. spatial vs. non spatial information) (see Granon and
Poucet, 2000 for a review of this issue). Indeed, PL neurons fail to show spatial responses similar to
hippocampal place neurons (Poucet, 1997; Jung et al., 1998; Pratt and Mizumori, 2001; Battaglia et
al., In press). Consistent with this, rats with PL lesions are neither impaired in short-term memory
of a spatial movement (Poucet, 1989; Granon et al., 1996), nor in place navigation (de Bruin et al.,
1994; Granon and Poucet, 1995; Delatour and Gisquet-Verrier, 2000), nor in spatial discrimination
(Ragozzino et al., 1999a,b; Hannesson et al., 2004).

Furthermore, Balleine and Dickinson (1998) found that prelimbic lesions impair action-outcome
contingencies while sparing learning of S-R associations. In their task, rats were trained to perform
two actions concurrently for two different food rewards. In addition, one of those reinforcers was
delivered non-contingently with respect to the animal's behavior, thus resulting in a selective A-O
contingency degradation. PL lesions rendered the rats insensitive to this contingency manipulation,
suggesting that such rats might truly be “creatures of habit” (see Cardinal et al., 2002; Dalley et al.,
2004 for reviews).

Other lesion studies confirm an involvement of PL in goal-directed behaviors (Corbit and Balleine,
2003; Killcross and Coutureau, 2003; Dalley et al., 2004; Ostlund and Balleine, 2005; see Cardinal
et al., 2002 for a review). In contrast, IL lesions appear to affect habitual behavior following
overtraining (Quirk et al., 2000; Morgan et al., 2003; Dalley et al., 2004; Coutureau and Killcross,
2003).

Interestingly, in the Y maze experiment of Delatour and Gisquet-Verrier (1996), rats with PL lesions
were initially impaired during acquisition but eventually recovered with extensive training. These
results are consistent with the hypothesis that PL lesions impair the goal-directed behavior system
while sparing the habit system. The extensive training in this study may have enabled the latter to
eventually mediate learning of the task. Similarly, Fritts et al. (1998) found that the impairment in a
radial arm maze task induced by PL lesions was mainly due to a difficulty during the acquisition
phase, and did not last more than eight days.

- model-based strategies model-free strategies
(controlled by A-O associations) (controlled by S-R associations)

Impaired by

mPFC lesions Spared by mPFC lesions

A S N
' N =
0 Time
\ Beginning of a new task \ Behavioral shift following
(Early experiment or extensive training.

Task change, e.g. reversal).

Figure 1.2.9 : A possible role of the mPFC in the acquisition of goal-directed behaviors (GDB,
i.e. model-based strategies), but not in the expression of GDB. The schema sketches three
different stages of learning, starting from the beginning of a new task. Extensive training within
the same task — which remains constant — enables shifting to habitual behavior (model-free
strategies), as described in section 1.7. As mentioned in the previous section, the expression of
GDB could involve DMS or the core (Yin et al., 2005), while habitual behavior could be
controlled by DLS (Yin et al., 2004).

Following our terminology, these results suggest that PL lesions could impair model-based
strategies while leaving intact model-free strategies.
However, a recent study reports that only pre-training lesions of PL impair the animal's sensitivity to
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outcome devaluation, while post-training lesions spare it (Ostlund and Balleine, 2005). The authors
interpret these results as suggesting that the rat PL is more crucial for the acquisition of goal-
directed behavior rather than for its expression.

In other words, PL seems to be important at the early stage of learning at the beginning of a task, or
after a reversal, when a change in the task rule requires the animal to flexibly shift its behavior
(Salazar et al., 2004). Figure 1.2.9 summarizes this hypothesis.

2.6.1.3 PL as a detector of task rule changes

Indeed, it seems that the rat PL plays a important role in attention focusing on the detection of
external events indicating when the learning rule countradicts either spontaneously engaged or
previously learned strategies. Rodents with mPFC lesions are unable to learn new task
contingencies and continue applying the previously learned rule despite no longer being consistently
rewarded for it (Delatour and Gisquet-Verrier, 2000; Dias and Aggleton, 2000). Attentional set-
shifting or rule shifting depend on the mPFC (de Bruin et al., 1994; Birrell and Brown, 2000;
Colacicco et al., 2002; McAlonan and Brown, 2003; Lapiz and Morilak, 2006). Moreover, PL
damage-induced impairment is significantly increased when the task requires shifting from one
strategy to another, whether the initial strategy has been learned (Granon and Poucet, 1995;
Ragozzino et al., 1999a,b) or is spontaneously used by the animal (Granon et al., 1994).

More precisely, a particular subset of strategy shifts are impaired by PL lesions, refering to the
different types of shifts we defined in the first section. Whereas lesions of the orbitofrontal cortex
are found to impair intradimensional shifts (Kim and Ragozzino, 2005), lesions of PL-IL impair
extradimensional shifts but intradimensional shifts are spared (Joel et al., 1997; Birrell and Brown,
2000; Ragozzino et al., 2003).

2.6.4 Electrophysiological data on mPFC

Electrophysiological studies in the rat confirm that the medial prefrontal cortex can integrate
movement, motivational, reward and spatial information required for flexible model-based
strategies. Cells recorded in mPFC have correlates with movement (Poucet, 1997), with reward,
sometimes in an anticipatory manner (Pratt and Mizumori, 2001; Bouret and Sara, 2004), are
selective to a lesser extent than VS for the type of reward the animal receives (Miyazaki et al.,
2004). Activity in mPFC show a working-memory component (Baeg et al., 2003), correlates with
spatial goals (Hok et al., 2005) and with action-outcome contingencies (Mulder et al., 2003 ; Kargo
et al., 2007). Medial prefrontal neurons also show encoding of some spatial information. Even if
spatial selectivity is less important than in the hippocampus (Poucet, 1997; Jung et al., 1998; Pratt
and Mizumori, 2001), some mPFC neurons show spatial correlates (Pratt and Mizumori, 2001; Hok
et al., 2005) or correlates with combined movement and location (Jung et al., 1998).

More recently, a study showed that mPFC neural activity could react to a behavioral shift. Notably,
the functional connectivity between neurons within the mPFC was found to be the highest at the
early stage of a new learning phase following a reversal (Baeg et al., 2007).

These results suggest that mPFC could play a important role in detecting a need to shift behavior
after a change in the environment or in the task contingencies. One could predict from this evidence
that neurons could be found in mPFC detecting changes in the task rule, for example by showing
transitions of activity in response to such changes. Another prediction, in addition to the detection
of task rule changes, is that mPFC's possible participation in the selection of the new strategy to
perform after the change could take the form of neurons being selective to the ongoing strategy
spontaneously performed by the animal.
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3. Neuromimetic models of rodent navigation

In this closing-section of the introduction, we review some computational models of strategy
learning and of strategy shifting. We restrict here to neuromimetic models, and more precisely to
models involving the prefrontal cortex or the striatum, or including one or several prefronto-striatal
loops. As a consequence, the models presented here are based on neural networks.

These networks correspond to control architectures for animats whose function is to deal with the
coordination of captors and actuators in order to efficiently reach resources within a given
environment.

In the review of computational models presenting here, we will restrict to a particular situation
where an animal or an artificial agent has to learn to perform a sequence of actions leading to
reward (figure 1.3.0). The main questions that these models will help us to solve are: how to choose
which actions to reinforce when getting a reward ? And when to reinforce these actions ? For
example, in figure 1.3.0, action 2 was inappropriate for reaching reward, and thus shall not be
positively reinforced. As we will try to highlight in this section, one of the main difference between
considered groups of models relies in the type of representation that they use. On the one hand,
model-based systems memorize the whole sequence of actions and use a representation of the
respective consequence of each action within the sequence. As a consequence, the system can
quickly update the sequence when the environment changes because it can estimate the respective
contribution of each action to the reward. However, such model-based systems are computationally
expensive.

On the other hand, model-free systems reinforce each action individually, as soon as one action has
been performed, and without taking into account the global sequence of actions. As a consequence,
each action is learned independently from preceding and succeeding actions. Thus, model-free
systems are computationally very simple. However, they are much slower to learn.

|[=]

Visual perceptions

reward ( )

reward

Figure 1.3.0 : Navigation paradigm considered in this review of computational models. In this
example environment, a virtual agent is located in a plus-maze, and perceives visual information
from this environment. The agent has to learn to associate actions to the visual information that it
perceives at particular moment. We suppose here that the agent has performed a sequence of 5
consecutive actions and eventually got a reward. The issue at stake is to decide which actions
were appropriate and should be reinforced.

3.0 Overview
A biomimetic navigation model aims at improving the autonomy of animats in the processing of
available sensory information (allothetic, idiothetic, both), and the selection of the ones that are
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relevant according to the context; in the association of these informations with behavioral responses
that will enable the animat to maximize reward achieving by reaching the resources; in the
evaluation of the efficiency of the animat's responses in order to change them as soon as they
become inappropriate.

For this purpose, several types of learning techniques can be used:

1. Unsupervised learning, a correlation-based form of learning that does not consider the result
of the output, i.e. which does not need any explicit target outputs or environmental
evaluations associated with each input (Dayan, 1999);

2. reinforcement learning, which processes sensorimotor associations by trial-and-error with a
scalar reward feedback from its environment. Here the feedback signal is only evaluative, not
instructive;

3. and supervised learning, which differs from reinforcement learning in that the feedback
provides the motor output solution is instructive, and must be given by some external
“teacher”.

Interestingly, this difference between computational learning mechanisms finds some echo within
the brain, since the cerebral cortex, the basal ganglia and the cerebellum appear to respectively rely
on unsupervised, reinforcement and supervised learning mechanisms (Doya, 1999, 2000b).

Here, we will not address supervised learning, but we will rather focus on two kinds of
reinforcement learning: model-free and model-based. As we will see, the former is used in most
systems implementing navigation strategies in which the basal ganglia - at the core of the
computational model we have designed during this thesis - are involved. The latter, or algorithms
mathematically equivalent to the latter, are mostly used to implement behavioral or navigation
strategies involving the prefrontal cortex.

We will also describe some examples of unsupervised learning, which can be used to learn the
structure of the environment on the basis of allothetic and/or idiothetic inputs, or to build graphs of
possible movement transitions used in model-based navigation. In our case, we used unsupervised
learning to categorize visual perceptions with a method called self-organizing maps (Kohonen,
1995), and employed it for the coordination of several model-free reinforcement learning modules
(see chapter 2).

3.1 Basic notions on neural networks

Within the neural networks used by the reviewed models, a formal neuron has an associated stored
vector of real values, representing a memory of the strength (or weight) of « synaptic » connections
with afferent neurons. Each neuron is also provided with a fixed threshold — defining how much
input activity is required to trigger a response from the neuron —, and a filtering function defining
how the neuron output is affected by its inputs (Churchland and Sejnowski, 1995). Most often,
neurons within the models presented in this section are rate coding neurons, that is neurons whose
activity represents a rate averaged over time, in contrary to spiking neurons where spike timing
information is represented (Gerstner and Kistler, 2002; Dayan and Abbott, 2005).

Finally, learning within these models is represented by a modification of the synaptic weights of
concerned neurons, thus changing the way information is processed through the networks, and
altering the way in which perceptions of an artificial agent or animat are associated with behavior.

3.2 Unsupervised Learning in neural networks

In the late 1940s, Donald Hebb made one of the first hypotheses for a mechanism of neural
plasticity (i.e. learning), Hebbian Learning (Hebb, 1949), that states that the connection between
two neurons is strengthened if the neurons fire simultaneously, or within a time interval. Hebbian
learning is considered to be a 'typical' unsupervised learning rule and it (and variants of it) was an
early model for Long-Term Potentiation and Long-Term Depression (resp. increase and decrease of
synaptic 