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Résumé

Chez les rongeurs, le traitement par le cortex à tonneaux de l'information sensorielle en
provenance des vibrisses est mal compris.

En effet, malgré l'aide fournie par l'organisation de ce cortex en une reproduction
stricte de la topographie de l'appareil sensoriel, il a été difficile jusqu'à présent d'identifier
de façon indiscutable le système de filtrage linéaire et non-linéaire qu'utilisent les neurones
du cortex à tonneaux durant leur traitement des scènes tactiles auxquelles ils sont exposés.

Pour mieux identifier ces traitements corticaux, nous avons développé un système
de stimulation vibrissale permettant d'appliquer des déflections sur un grand nombre de
vibrisses indépendamment, dans toutes les directions possibles et ce à travers une vaste
gamme fréquentielle.

En utilisant ce dispositif de stimulation multivibrissale durant des enregistrements ex-
tracellulaires de l'activité électrique des neurones du cortex à tonneaux de rats anesthésiés,
nous avons pu identifier plus précisément le filtrage linéaire des stimulations vibrissales,
qui s'avère similaire pour tous les neurones que nous avons pu enregistrer.

Par ailleurs, en explorant les aspects non-linéaires du traitement effectué par ces neu-
rones, nous avons noté qu'ils se séparent en deux familles distinctes : d'un côté des neu-
rones "locaux" qui se sont avérés sensibles à des contrastes locaux dans les déflections
multivibrissales. De l'autre, des neurones "globaux" capables au contraire de détecter des
situations où les déflections sont similaires pour de nombreuses vibrisses.

Enfin, en effectuant d'autres enregistrements dans la couche II/III du cortex à ton-
neaux, cette fois à l'aide d'un microscope deux-photons, nous avons pu noter que les
neurones appartenant aux familles locales et globales étaient séparés en groupes spatiale-
ment distincts et que la position spatiale des neurones était plus généralement étroitement
liée à l'ensemble de leurs propriétés de filtrage des déflections vibrissales.
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Abstract

The processing of whisker deflections by rodents barrel cortex neurons is still poorly
understood. Indeed, to date, the support provided by the strict mapping of the spatial
arrangement of the peripheral sensory apparatus onto the cortical surface has not been
sufficient to settle on a reasonable model of whisker processing. In particular, at the mo-
ment, the linear and non-linear filtering of whisker stimulations carried in this cortical
area are unclear.

In order to tackle this problem, we developed a multiwhisker stimulator that allows
the independent deflection of 24 whiskers, in any direction, over a wide frequency band.

By combining this whisker stimulation device with electrophysiological recordings
carried in the barrel cortex of anaesthetized rats, we could identify a family of linear fil-
ters common to all recorded neurons.

In addition, we explored the non-linear responses of these neurons to spatio-temporal
combinations of whisker deflections, and we observed two types of neuronal responses.
In one side, "local" neurons responded to salient whisker deflections occurring on a single
whisker and that contrasted with other whisker deflections. On the other side, "global"
neurons were sensitive to the overall level of similarity between the deflections applied
across stimulated whiskers.

Finally, we studied the functional response of the neurons found in the layer II/III of
this cortex with the help of a two-photon microscope. Using this tool, we found that local
and global neuron types were strongly spatially segregated. More generally, we observed
a strict mapping of the functional tuning of barrel cortex neurons onto the surface of the
rat barrel cortex.
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Chapter 1

Introduction: identifying the
whisker stimulations processed by
the barrel cortex

1.1 A strategy for the study of cortical processing

What is the processing performed in the cortex? There seems to be little in common be-
tween the functions of primary sensory cortices [Mountcastle et al., 1957], [Hubel and
Wiesel, 1959], the primary motor cortex ([Todorov, 2000] [Georgopoulos et al., 1986])
and higher area cortices such as the Broca area [Broca, 1861]. How could common pro-
cessing principles be shared by such a diverse set of brain structures?

Still, to this large number of contrasted functions corresponds a very homogeneous
columnar structure, classically described as a 6 layered stack ('the column') with a shared
functional focus across layers - meaning in the case of the primary somatosensory cortex
that contacts with the same area of the body triggered functional responses through layers
[Mountcastle, 1957]. At first sight, the only notable structural heterogeneity across cortical
areas is in the different thickness of specific layers of the cortex. This heterogeneity was
used to tell apart cortical areas [Brodmann, 1909]: homotypic cortices show six layers of
comparable thickness, while heterotypic cortices have uneven layer thicknesses. Among
them, granular cortex shows a dense concentration of spiny stellate excitatory interneurons
in layer IV (relaying information from the thalamus) while agranular cortex has a reduced
layer IV and a much developed layer V containing large "Betz" pyramidal neurons that
project directly to the spinal chord [Betz, 1874]. In accordance with these structural
differences, agranular cortical areas have been linked to the planning and control of motor
behaviours [Fritsch and Hitzig, 1870], while granular cortical areas have been found to
be specialized in the processing of specific sensory inputs [Caton, 1875; Berger, 1929].

The specialization into sensory processing of granular areas makes them an attractive
point of entry to study the microstructure and functional properties of the cortex. Indeed,
in these cortical areas, a tight link exists between neuronal activity and sensory stimulation,
as shown by the possibility to predict the neuronal activity of sensory cortices to a high
degree with a linear/non-linear (LN) model of the sensory processing, a 'black-box' model
that links the spiking activity of barrel cortex neurons with their functional input in two
steps: stimuli are first projected into a sensory subspace for which the neuron encode
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information (linear step), and second the firing rate of the neuron is estimated across this
subspace (non-linear step). In the awake monkey primary visual cortex (V1), the variance
of neurons activity that could be explained by such model ranged from 20% to 80% with
a median at around 40% [Chen et al., 2007]. These high numbers were obtained despite
the presence of patterns of spontaneous activity that may carry information unrelated to
the immediate sensory stimulations [Kenet et al., 2003] and despite the potential impact
of internally driven changes of state [Poulet and Petersen, 2008] that have been show (in
barrel cortex) to affect cortical processing [Fanselow and Nicolelis, 1999; Ferezou et al.,
2007].

This strong link between an external sensory input and neuronal activity is a useful
leverage to study the cortical representations of information and the processing performed
in these areas.

1.2 Barrel Cortex: beyond anatomical landmarks

1.2.1 A labelled line sensory system?

The study of many primary sensory cortices is made difficult by the lack of anatomical
landmarks that would relate a given area of the brain with the processing of a well defined
sensory input. For instance, in V1, very limited anatomical clues delineate the territory
devoted to a specific part of the visual field such as the fovea (but see [Horton, 1984]).

In contrast with all other primary sensory cortices, barrel cortex is endowed with
a sharp and visible anatomical representation of the corresponding peripheral sensory
whiskers apparatus (fig. 1.1.a) in the form of "barrels" [Woolsey and der Loos, 1970]
that can be revealed using cytochrome oxydase staining (fig. 1.1.b). Even better, the spa-
tial extent of the whiskers that trigger functional responses to whisker deflections (barrel
cortex spatial receptive fields [Axelrad et al., 1976]) seems to directly match this barrel
organization [Welker, 1971; Welker and Woosley, 1974; Ito, 1981]. Indeed, multiunit
recordings carried in a barrel show a dominant response to their corresponding whisker -
the principal whisker (PW) - to the point of providing a barrel-precise localization of an
electrode track within the cortex (fig. 1.1.c, see the application of this method in Chap-
ter 3). The separation of this cortex in functionally distinct barrels is also clear in slices
when studying the spread of electrical stimulations targeting layer IV barrels [Petersen
and Sakmann, 2000, 2001]. Finally, this one to one link between whiskers and barrels is
so strong that suppressing a whisker at birth results in the adult rodent cortex missing the
corresponding barrel [der Loos and Woolsey, 1973].

Such a link between cortical structure and the spatial organization of the periphery has
made barrel cortex a popular model for the study of the properties of the cortical column.
This 'column' approach culminates in the systematic study of the C2 column from slices
up to the awake behaving animal, for instance in the Petersen laboratory [Ferezou et al.,
2006; Crochet and Petersen, 2006; Ferezou et al., 2007; Poulet and Petersen, 2008; Lefort
et al., 2009; Gentet et al., 2010; Crochet et al., 2011].

1.2.2 Beyond the "principal whisker" model

Although the principal whisker paradigm holds well at the multiunit scale, single-unit
recordings often display multiwhisker receptive fields [Simons, 1978; Ito, 1981; Simons,
1985; Chapin, 1986]. Following these initial works, barrel cortex receptive fields have
been often described - and are still seen by some - as made of a strong response to the
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Figure 1.1 – The whisker sensory system. (a) Whiskers (white) inserted into the whiskerpad (black) on
the left side of a rat snout. (b) 75 µm thick layer IV slice of a flattened and cytochrome oxydase processed
rat barrel cortex. Arrow: electrical lesion produced by the electrode inserted in the C2 barrel following
multiunit recordings. (c) Spheres: multiunit receptive fields recorded during the insertion of the electrode
every 100 µm. Sphere size is proportional to the strength of the functional response to a given whisker. Pur-
ple: 3D linear regression of the multiunit recording. Green: actual electrode track derived from histological
reconstruction of electric lesions. Notice the match between the multiunit regression and the anatomical
electrode track (d) Single unit (RSU, layer IV) receptive field explored across 24 macrovibrissae. Notice the
response to the stimulation of several adjacent whiskers. Triangles: stimulus onset (e) Single unit (RSU, layer
IV) receptive field obtained for rostral deflections versus caudal deflections. Notice the displacement of the
single whisker triggering functional responses from C3 to C2 between these two directions. (f) Network
of nuclei and cortical areas taking part into the whisker system. In alphabetical order: BG:Basal Ganglia,
BPN: Brainstem Premotor Nucleus, Cer: Cerebellum, FN: Facial Nucleus, IO: Inferior Olive, MCx: Mo-
tor Cortex, POm: POsterior nucleus median, Pn: Pontine nucleus, RN: Red nucleus, S1: primary Sensory
cortex, S2: secondary Sensory cortex, TG: Trigeminal Ganglion, TN: Trigeminal Nucleus, VL: VentroLateral
nucleus, ZI: Zona Inserta, VPMdm: dorsomedial section of the Ventral Posterior Medial nucleus, VPMvl:
ventrolateral section of the Ventral Posterior Medial nucleus. Diagram modified from [Diamond et al. 2008]
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principal whisker, surrounded by much weaker responses to the deflection of the adjacent
whiskers [Wright and Fox, 2010]. However, even this rule of 'concentric circles' where
increasingly remote whiskers trigger decreasingly strong functional response does not ac-
count for the properties of many receptive fields of barrel cortex neurons such as the layer
IV regular spiking unit presented in Figure 1.1.d (these results regarding multiwhisker
receptive fields are further discussed in Chapter 3).

Beyond this model, many functional properties of barrel cortex neurons are still not
integrated into a broader picture: a large proportion of barrel cortex was found early
on to be tuned to the direction of whisker deflections [Simons, 1985; Brecht and Sak-
mann, 2002; Wilent and Contreras, 2005] (fig. 1.1.e). Strongly non-linear summations
of responses to the stimulation of adjacent whiskers were also observed in many stud-
ies [Simons, 1985; Simons and Carvell, 1989; Brumberg et al., 1996; Goldreich et al.,
1998; Shimegi et al., 1999; Ego-Stengel et al., 2005]. These different selectivities and
non-linearities all question the view of the barrel cortex as a straightforward mirror of
the whiskerpad contacts with objects. They are however to this day not part of a clear
functional picture of barrel cortex neurons.

1.2.3 A cortex embedded in a complex network of subcortical nuclei

The circuit that supports these functional properties also turned out to be far from a la-
belled line, in contrast with the "classical" picture of the system. In this classical view, the
whisker system is made of a series of relays from the whiskers up to the barrel cortex. The
first relay is the whisker follicle where the transduction is carried out. In this structure,
whisker motion is highly reliably detected [Jones et al., 2004] by mechanoceptive neurons
(their soma constitutes the trigeminal ganglion). These neurons project their axons to the
trigeminal nucleus [Simons, 1985]. In turn, this nucleus relays its input to the thalamus
where clearly delineated areas related to each whisker can be observed: the barreloids
[Van Der Loos, 1976]. Finally, the afferent voley reaches layer IV of the barrel cortex
where it is relayed separately within each of the different barrels, before being projected
into layer V and II/III where convergence from multiple barrels give rise to multiwhisker
receptive fields [Simons, 1985].

This simple picture of the whisker system has been attractive for researchers studying
the barrel cortex since it depicts this cortical area as the only stage where multiwhisker
integration of the sensory inputs is likely to occur, with a strong case being made for
considering the rest of the system as a simple wiring that independently links eachwhiskers
to its related barrel column. However, more recently, the circuit involved in the processing
of whisker deflections has progressively turned into an increasingly complex network of
recurrent subcortical nuclei.

Indeed, a renewed view of the whisker system has progressively emerged where mul-
tiwhisker responses are already found at the trigeminal nucleus level [Veinante and De-
schênes, 1999] as well as in the thalamic nuclei that are projecting their axons to the
cortex, including the VPM [Armstrong-James and Callahan, 1991]. In addition, no less
than three different input pathways (lemniscal, paralemniscal and extraleminscal) have
been found to project to the barrel cortex. Each have different temporal filtering and spa-
tial integration properties. Each project to different parts of the barrel cortex [Bureau
et al., 2006; Yu et al., 2006]. The lemniscal pathway originates from the VPMdm area
of the thalamus and projects into the cortical layer 4 barrels. The extralemniscal pathway
originates from the VPMvl and goes to the septum in layer 4 of the barrel cortex. Finally,
POm projects into the septal area of layer Va (these different pathways are reviewed in
[Diamond et al., 2008; Petersen, 2007], see also fig. 1.1.f).
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Within the barrel cortex, these different pathways are integrated throughmany cortico-
cortical projections, both internal to one given barrel column [Lefort et al., 2009] and also
laterals, projecting from one column to the next (reviewed in [Schubert et al., 2007]).

Finally, active movements of the whiskerpad were found to be tightly coupled with
perception. Active whisker movement were first seen as a direct homologue of passive
whisker deflection, thus leading to the development of "passive" electrical whisking exper-
iments where rostrocaudal "whisking" movements were mimicked by electrically stimu-
lating in a rhythmic manner the facial nerve [Brown andWaite, 1974; Szwed et al., 2003].
In contrast, it has now been found that whisking is correlated with an internally driven
change in the state of the barrel cortex [Poulet and Petersen, 2008] that affects directly the
neuronal processing of whisker stimulations [Fanselow and Nicolelis, 1999; Ferezou et al.,
2007]. Further, barrel cortex is involved into the motor control of whisker movements
through a direct descending motor pathway [Matyas et al., 2010].

(1) Such complexity of the whisker system network as well as (2) the large number
of tuning and non-linear responses that have been observed in the barrel cortex (see sub-
section 1.2.2 and Chapter 4) all suggest that barrel cortex is doing more than a simple
mirroring of ongoing whisker deflections.

The elucidation of this potentially complex sensory processing rests largely on the
study of the link between well chosen whisker stimulations and the resulting neuronal
activity of barrel cortex neurons: to some extent, the identification of an optimal stimulus
for the barrel cortex is a proxy for the identification of the processing carried out in this
area. One illustration of such a direct link can be found in the study of the primary
visual cortex. In this area, the identification of gabor filters as the optimal stimulus for V1
simple neurons [Hubel and Wiesel, 1962; Daugman, 1985] was quickly followed by their
use in computer image analysis as one of the most efficient processing steps to identify
object edges [Daugman, 1988]. This direct equivalence between optimal stimulations and
sensory processing units has been formalized in the reverse correlation analysis of sensory
systems [De Ruyter Van Steveninck and Bialek, 1988], a methodology that we thoroughly
used in the work presented in Chapter 4.

In the following, we review the stimulations that best trigger functional responses in
the barrel cortex, and we analyse the corresponding views of the processing going on in
the barrel cortex. We argue that in contrast with the visual cortex, the actual processings
carried in the barrel cortex have yet to be identified and that so far only the "envelop" of
this processing has been identified.

1.3 Looking for the tuning of barrel cortex neurons

1.3.1 Studying a sensory system without the support of intuition

The whisker system has no human equivalent. The sensitivity of tactile hairs has been
compared with the contact with fingers [Carvell and Simons, 1990] and a tentative replica
of the whisker system for humans has been created to gain insight into the sensations
mediated by this organ [Saig et al., 2010]. Still, no solid human intuition of the range or
type of sensory stimulations available to the rat can be obtained on such grounds.

Comparing the study of the whisker system with the study of the visual system makes
this shortcoming even more striking. The study of vision was supported by intuitions
arising from human visual perception and its well developed psychophysics, including the
knowledge that the visual system perceives spatial shape, that it is sensitive to binocular
effects and even more basically that it is sensitive to a certain range of time and spatial
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frequencies. In addition, the existence of a Human visual system ensured the availability of
sensory stimulators tailored to match well the sensory range of mammalian visual systems
(including cats and non-human primates): screens, that is, in their recent incarnations,
television and computer screens.

In contrast, the lack of any intuition regarding even an estimate of the range of 'sensi-
ble' whisker stimulations adds up to a very limited set of anatomical indications regarding
the "proper" use of whiskers as a sensory organ: Caudal whiskers are thick and seem
strong, but are easily bent when strained [Carvell and Simons, 1990]. They can actually
be exposed to a variety of stimuli including sand-papers [Guic-Robles et al., 1989] with-
out showing clear signs of fatigue. In addition to this lack of clear mechanical boundaries
regarding possible tactile stimulations, whiskers are inserted into the intricate muscular
architecture of the whiskerpad [Dorfl, 1982; Simony et al., 2010] that allow fast and
large scale changes in their position, and blood sinus surrounding each whisker follicle
may modulate the damping and rigidity of the system over a wide range of values [Vin-
cent, 1913; Fraser et al., 2006]. Overall, the general characteristics of relevant sensory
stimulations appear hard to grasp on the basis of the mechanical structure of the whisker
system.

In this condition, it may be useful to turn to the active functioning of the system
and to find out the stimulations that are indeed taken into account and processed by the
whisker system. This question can be addressed at several levels, that each correspond to
widely different mindsets and experimental settings : in freely behaving animals, what are
the spontaneous uses of whiskers by animals endowed with this sensory modality? Dur-
ing trained behaviours, what are the type of stimulations that the animal can efficiently
discriminate? When recording neuronal activity in the barrel cortex of non-behaving an-
imals, what range of whisker deflections makes the barrel cortex fire?

1.3.2 observing free animals use their whisker system

An ethological view on whisker systems across animal species

Whisker systems are found in virtually all mammals, regardless of their environment
(sea, ground, air) with the exception of Humans (even monkeys have whiskers [Hayward,
1975]). Whisker systems are thought to share a common phylogenetic origin [Brecht
et al., 1997]. As such, and despite the focus of this study specifically on the whisker sys-
tem of the rat, it may be useful to go through the diversity of whisker uses across mammals
since such a survey may unveil whisker functions that are also relevant to the rat albeit
less prominent than in other, more specialized mammalian species.

Among the best described whisker systems, the harbor seal uses its whiskers for hunt-
ing by tracking the water turbulences produced by preys [Dehnhardt and Ducker, 1996;
Dehnhardt et al., 1998, 2001].

Also using its whiskers to identify fluid turbulences, the bat makes use of sensory
hairs implanted on its wings to measure the instantaneous air flow in which it flies, thus
assessing the risk of a stall. By removing these hairs, the bat loses much of its ability to
perform acrobatic flight [Sterbing-D'Angelo et al., 2011].

Fluid flow analysis thus appears across species as an unintuitive but major role of
whisker systems. Although no direct study has shown this role to be well developed in
rodents, we hypothesize that at least limited capabilities of this sort are present in this
species since studies have been already carried describing functional response of the neu-
rons of the rat barrel cortex to directed air blows on the whiskers [Welker, 1971; Sosnik
et al., 2001; Ahissar et al., 2001]. Supporting this hypothesis is the behaviour of the Wa-
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ter Shrew, a mammalian species that shares many homoplasies with rodents and that uses
its whisker system for prey hunting both on the ground and underwater. Rodents - like
the shrew - may well be capable of sensing both object contacts in the ground and fluid
flow in water and in the air.

Another major difference between whisker systems is between 'whisking' and 'non-
whisking' animals. Rodents as well as some othermammals such as shrews can perform so
called whisking: active and rhythmic movement of their whiskers in the rostrocaudal axis
at 5-15Hz (rat), 10-40Hz (mice) [Jin et al., 2004], and around 25Hz in shrews [Anjum
et al., 2006]. Rats whisk during the tactile exploration of novel objects [Moreno et al.,
2010] and are capable of efficient tactile discriminations while carrying out this active
whisker displacement [Carvell and Simons, 1990] associated with a marked internally
driven change in cortical state [Poulet and Petersen, 2008].

However, although cats have whiskers and perform nocturnal hunting (likely relying
heavily on their whiskers in this condition) and are indeed endowed with cortical neu-
rons capable of functional responses to whisker stimulations [Schultz et al., 1976], they
cannot whisk, similar in this to many other mammals such as dogs. Such examples of
non-whisking whisker systems add to the interest of studying the rat whisker system in
a situation where whisking does not take place, such as in an anaesthetized preparation.
The relevance of this non-whisking situation has also been recently fully established by
the development of a non-whisking rat discrimination task [Adibi and Arabzadeh, 2011].
It is also being studied in Daniel Shulz laboratory through a novely discrimination task
(Boubenec et al., in preparation).

The use of whiskers by behaving rodents

By performing behavioural experiments comparing rats with all whisker intact versus all
whiskers cuts it was shown that rats depend strongly on their whiskers to solve mazes,
and that whiskers are an important organ to help carry out tactile discrimination [Vincent,
1912]. However, it was not until the late twentieth century that a full demonstration
was made of the ability of rats to perform tactile discrimination between different levels
of texture roughness with their full whiskerpad [Guic-Robles et al., 1989; Carvell and
Simons, 1990] and down to only two whiskers in the case of large scale features or even a
single whisker in the case of smaller scale features that produce different whisker vibration
frequencies [Carvell and Simons, 1995].

If whiskers are necessary and sufficient to tell apart two textures, it means that the
whisker motion resulting from these two textures differs in critical "features" that are used
as a discrimination criterion by the system.

One frequent strategy to identify such features has been to look at the most prominent
aspects of the mechanics of individual whisker, starting with ex-vivo whiskers, plucked
and glued on a stand, and filmed with high speed videography. In such studies, whiskers
displayed a marked ringing when touching objet. Ringing was also found, to a lesser
extend, in the awake animal [Neimark et al., 2003; Hartmann et al., 2003]. Following
these initial studies, a ringing based model was proposed where each whisker, due to its
different length, would vibrate to analyse the frequency spectrum of the contacted object,
similar to the way a cochlea works [Moore, 2004].

Although it has been shown that some barrel cortex neurons are indeed capable of cod-
ing in a phase-precise manner high frequency sinusoidal deflections [Ewert et al., 2008],
this property is unlikely to be used to code free-ringing at the natural frequency of the
whisker for several reasons. First, in studies of the freely behaving animal, ringing per
se does not seem to trigger neurons firing [Jadhav et al., 2009]. Second, the ringing fre-
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quency of the whisker changes with the position of its contact with objects [Szwed and
Shulz, 2007], thus making unlikely a code based on the intrinsic ringing frequency of
whiskers.

More recently, the increased use of automated extraction of whisker movements from
high speed cameras movies [Knutsen et al., 2005] has lead to a careful examination of
whisker micromotions resulting from the rat contacting textures [Ritt et al., 2008; Wolfe
et al., 2008]. Themain observation extracted from this work is that "stick and slip" motion
events are prominent. These events (taking place in the course of about 20ms) are two
step processes where the whisker is first stopped in its sweeping by a contact with the
texture, and after a fewmilliseconds is then suddenly released, thus leading to a dampened
oscillation at the ringing frequency. Interestingly, these features not only are frequently
found during free whisker contacts with objects, but also turn out to efficiently trigger
functional response, both in the urethane anaesthetized trigeminal ganglion [Lottem and
Azouz, 2009] and in the awake cortex [Jadhav et al., 2009].

It is interesting to note that comparable features have been found when looking for
optimal filters across the whisker system by using the reverse correlation approach in the
penthobarbital anaesthetized trigeminal ganglion [Jones et al., 2004] as well as in the
urethane anaesthetized VPm [Petersen et al., 2008] and in the urethane anaesthetized
cortex [Maravall et al., 2007] as well as in our own work on the isoflurane anaesthetized
rat (see Chapter 3).

However - in contrast with the 'ringing cochlea' hypothesis, the stick and slip hy-
pothesis does not propose any specific role for the spatial organization of the whiskerpad
beyond the fact that multiple whiskers sample simultaneously a wider space than a single
whisker. This lack of function does not seem to be a reasonable assumption in the view
of the highly structured and reproducible geometry of the whiskerpad across individuals
[Towal et al., 2011] and across mammalian species [Ahl, 1986]. Indeed, such a stable
structure across species is necessarily strongly selected by evolutionary pressure and is
thus likely to take part in a valuable biological function, beyond simple spatial pavement.

What could be this important function? One consequence of the row/column or-
ganization is that sequential deflection of whiskers when touching the edge of an object
mainly differ in the dephasing between whisker rows [Sachdev et al., 2001]: such delayed
correlation between consecutive whiskers may be used by the animal to compute kinetic
properties of the touched object.

In addition to the analysis of object kinetics, we hypothesize that the analysis of the
correlation between multiple whisker contacts results in different levels of cross-whisker
correlation in function of the scale - granulometry - of the contacted objects. Tactile
objects with a characteristic size smaller that the intervibrissal distance would lead to
uncorrelated adjacent whisker deflections, while increasingly large-scale textures would
drive adjacent whiskers in an increasingly correlated fashion. This hypothesis has been
our working model to define multiple whisker stimulations in the study of their analysis
by barrel cortex neurons (see Chapter 3).

In the view of the potential implication of interwhisker statistics in the coding of sev-
eral parameters of the tactile scene, it is surprising to note that barely no study has in-
vestigated the characteristics of multiple-whisker stimulations taking place when animals
touch textures and objets: tracking multiple whiskers in an awake behaving animal si-
multaneously makes experiments difficult. Still, the few studies that succeed in this feat
[Von Heimendahl et al., 2007; Ritt et al., 2008; Wolfe et al., 2008] did not take that op-
portunity to describe the statistics of the multiple whisker contacts, instead limiting the
multiwhisker analysis to the coherence between whisker movements when no physical
contact occured [Wolfe et al., 2008].
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1.3.3 Identifying whisker stimulations by the yardstick of neuronal ac-
tivity

So far, we have seen that whisker-based behaviours reveal the type of whisker stimulations
they favour. These stimulations provide a valuable estimate of the space of 'ethological'
whisker stimulations that should be further considered. However, to identify within this
ethological range the stimulations encoded by barrel cortex neurons, the activity of barrel
cortex neurons should be recorded and directly related to whisker movements.

The 'simplest' strategy to build a link between whisker stimulations and neuronal ac-
tivity is to let the animal freely behave and to relate post-hoc the stimulations sensed by
the animal and neuronal activity. Such an approach is hindered by both practical and
theoretical drawbacks. Indeed, it is difficult to track the precise movements of whiskers
in freely behaving animals, and electrophysiological recordings in this setting also are
demanding.

Still, beyond technical issues, the general lack of well defined unitary events in 'natu-
ral stimulations' hinders forward correlation (PSTH) approaches. Indeed, these analyses
are based on the assumption that spikes code the functional response to a well defined
stimulation event. Three noteworthy exceptions that have been studied using forward
correlation approaches in the freely behaving animal are the onset of a single whisker
contact with a piezoelectric sensor [Crochet and Petersen, 2006; Curtis and Kleinfeld,
2009], the whisking cycle as reported by electromyography or high speed videography
[Fee et al., 1997; Crochet and Petersen, 2006; Curtis and Kleinfeld, 2009] and sick and
slip whisker deflections occuring during the whiskers contacts with a texture [Jadhav et al.,
2009]. For all three types of events, barrel cortex neurons of awake freely behaving ani-
mals were elegantly shown to produce a marked modulation of their firing rate. Still, due
to the lack of experimental control on the type of stimulations applied by the animal on
its whisker, it does not seem possible to characterize much further the animal neuronal
selectivity, for instance to different shapes of stick and slips, or for different directions of
whisker contact.

In contrast, reverse correlation approaches may appear at first sight better adapted to
analyse the link between the discharge of a neuron and uncontrolled self -stimulations.
Indeed reverse-correlation analysis is based on the statistical analysis of the ensemble of
stimulations that occurred just before the onset of spikes. Spike triggered average (STA) is
the analysis that results from averaging the spike triggered ensemble, while spike triggered
covariance (STC) amounts to performing a PCA of the spike triggered ensemble. Noise
sensory stimulations are used in these experiments to explore in an unbiased manner the
widest possible stimulus ensemble.

However, although 'natural' stimulations look a lot like noise to the unexperienced eye,
their statistical properties do not match the requirements of classical reverse correlation
analysis methods such as STA or STC [Schwartz et al., 2006]. Indeed, such stimuli do
not present equally all possible stimulus frequencies, and they also tend to be particularly
rich in higher order statistics [Simoncelli and Olshausen, 2001]. Both characteristics can
induce strongly bias in the output of reverse correlation algorithms. More complex and
computationally intensive methods should be used in such situations [Sharpee et al., 2004]
to alleviate this caveat. Anyhow, all reverse correlation methods require a very large
number of spikes (more than 50 per stimulus dimension), meaning that one should often
collect several thousand spikes from a neuron to attain an adequate characterization of its
functional properties - such a requirements is unlikely to be attained in the awake behaving
animal.
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Controlled stimulations in the awake animal

Such limits to the examination of the stimulus selectivity of barrel cortex neurons in the
freely behaving animal can only be an enticement to better control the stimulation applied
to the animal whiskerpad. One of the slightest possible departure from the 'awake behav-
ing' animal is to control whisker stimulation in the awake animal. We could successfully
developed such a behavioural setting during a one year stay at Carl Pertersen laboratory
(EPFL) just prior to the onset of my PhD.

Water scheduled head fixed mice were trained to associate a deflection of their re-
maining C2 whisker with the immediate and short term availability of water on a port
next to their mouth ((fig. 1.2.a)). The buildup of this behavioural association was as-
sessed by measuring licking patterns through the crossing of an optical gate by the mouse
tongue ((fig. 1.2.b)). Mice maintained a clear focus on the task through the 10 minute
daily training sessions (fig. 1.2.c).

The end product of this training was a low latency (240 ms) licking response of the
animal to whisker stimulations (fig. 1.1.d), with latencies showing a progressive decrease
through training sessions (fig. 1.1.e), while the ability of the animal to specifically con-
dition its licking on stimulation, as measured by the ratio between whisker stimulation
triggered and non-trigged licking (behavioural index) steadily increased (fig. 1.1.f).

Further development of this behaviour and the study of the corresponding activity of
barrel cortex neurons are being currently carried out in Carl Petersen laboratory. Impor-
tantly, training sessions are being shortened so as to limit the 'overtraining' effects that is
likely to have made the task barrel cortex independent (fig. 1.1.g)

To perform whisker stimulations on an awake behaving animal, we applied on the
only untrimmed whisker, C2, a ferromagnetic paste made of iron powder mixed with
high viscosity grease, and we applied brief magnetic pulses on this actuator through a
strong electromagnet set below the mouse. This method was derived from a previoulsy
designed whisker stimulation with a metal particle glued on the whisker [Melzer et al.,
1985; Ferezou et al., 2006] with the added aim of being able to let the whisker of the
mouse intact training days after training days. The choice of this technique made whisker
stimulations independent of any whiskerpad movement performed by the mouse (thus
opening the sensory-motor loop without the need for surgery or anaesthesia). However,
only limited control could be exerted on the whisker: the stimulation past exerted a con-
stant downward deflection on the whisker. In addition, the impulse stimulation resulted in
a marked whisker ringing at an unnatural frequency dictated by the loading of the whisker
with paste. The stimulation could only produce a dorso-ventral deflection. Finally, such
magnetic stimulation could not be applied independently on more than a single whisker
at a time. All these limitations make awake whisker stimulations of limited use for the in
depth characterization of the sensitivity of the whisker system. We expect similar issues
to affect most strategies that could be used to control whisker stimulations without fully
controlling whisker movements.

Controlled stimulations in the anaesthetized animal

A radical departure from the freely behaving awake animal approach is to favour a high
degree of control on whisker stimulations to the expense of the potentially active func-
tioning of the whisker system. The use of anaesthetics has long been - and is still - the
preferred method to set the animal in a passive and pain-free state where both surgical
procedures and arbitrary whisker stimulations can be carried out. However, the infusion
of such chemicals in the animal body affects many of the properties of the whisker system:
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Figure 1.2 – The stimulus detection task carried in the head-fixed mouse. (a) General preparation. The
mouse is sitting in a tube (1). The headpost (2) is secured with glue and dental cement (2) on the mouse
skull and is screwed (3) on a head fixation system (4) during behaviour training sessions. A tube closure
(5) prevents the mouse from removing the magnetic stimulation paste (6) from the whisker with its paws.
Magnetic pulses generated by a coil (7) deflect the stimulated whisker that has been fitted with a magnetic
past. Immediately following magnetic stimulations, water can be obtained during a fixed time by licking on
a tube (8) lying next to the mouse mouth. Licks on the tube are are optically detected and used as the
direct measurement of the task learning. (b) Example of optical monitoring of lick patterns (top) and their
threshold based detection (bottom). (c) Steady licking across 10 min training sessions. (d) Peristimulus lick
histogram obtained from a trained animal. Estimated licking latency is 240 ms. (e) Mean latency to lick
progressively decreases across training sessions. (f) Ratio between licking trigged by a whisker stimulation
and an untrigged licking (behaviour index) across training sessions. (g) Average behaviour index across all 4
trained animals with magnetic past on the whisker (left), following a lesion of the barrel cortex (right) and
when no magnetic past was applied on the whisker.
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- All active movements are removed, thus breaking the sensory-motor properties of
the whisker system, including whisking but also motor feedback in response to
passive whisker stimulations [Ferezou et al., 2007].

- The cortical state is deeply affected by anaesthesia. Isoflurane and halothane, two
volatile anaesthetics, can induce a wide range of cortical states, from III-1 to IV,
depending on their concentration in the breathing gaz [Friedberg et al., 1999]. In
contrast, urethane is usually used to generate a deeper anaesthesia, around III-4,
including slow oscillations between up and down states, as well as spindles (al-
though lighter stages can also be attained by carefully adjusting the injection vol-
ume [Erchova et al., 2002]). In addition, urethane anesthesia affects the functional
responses of barrel cortex neurons, leading to rebounds in the functional response
[Simons et al., 1992]. Overall, anaesthetics induce similar pattern of increasingly
correlated and decreased firing rate, including the now less common pentobarbital
barbiturate [Simons, 1985]. Exceptions to this common pattern are non-general
anaesthetics, such as (1) curares that induce a pure muscular paralysis [Simons,
1978], (2) morphinics such as fentanyl that induce a poweful analgesia [Brumberg
et al., 1996] and (3) neuroleptics such as acepromazine that produce drowsiness
[Brecht et al., 2004]. However, ethical use of anaesthetics includes the suppression
both of painful sensation and of the general distress due to the experiment. To
attain such a result, complex cocktails of non-general anesthetics must be used - a
situation that may not be substantially better than a single-molecule general anaes-
thesia.

Still, general anaesthesia is capable of setting the studied animal in a remarkably stable
brain state for hours, in particular if one uses a light and well controlled and well mon-
itored anaesthesia (for instance using EEG and breathing measurements). This unique
level of control on the animal state is invaluable for collecting the large spike counts that
are needed to evaluate the functional properties of neurons. In addition, the lack of motor
activity in the anaesthetized rodent is actually instrumental to the high degree of control
on whisker stimulations that is required to explore neurons functional responses across
the whole range of physiological whisker stimulations. We will review the whisker stim-
ulation strategies made possible by the anaesthetize rodent preparation in Chapter 2.

The many tunings of barrel cortex neurons

In accordance with the range of stimulations identified by studying the whisker mechan-
ics and whisker use in freely behaving animals, barrel cortex neurons of anaesthetized
animals have been found to respond to a wide range of stimulus frequencies [Simons,
1978; Arabzadeh et al., 2003; Ewert et al., 2008]. Stick and slip patterns have also been
found to trigger marked functional responses in the anaesthetized rat [Lottem and Azouz,
2009].

Adding to - and historically preceding - the findings obtained on awake animals, sev-
eral additional tunings have been identified in barrel cortex neurons of anaesthetized ro-
dents, by taking advantage of the precise control of the stimulation made possible by this
preparation.

First, barrel cortex neurons receptive field have also been shown to often respond to
more than a single whisker. This "multiwhisker" functional response property turns out
to be dependent both on the type and level of anaesthetics used. Using only a paralysing
agent, receptive fields turned out to be small and single whisker receptive fields dominated
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layer IV barrels [Simons, 1978]. Such observations were not reproduced under deep gen-
eral anaesthesia. In that condition, larger receptive fields were observed using pentobar-
bital [Simons, 1985; Ghazanfar and Nicolelis, 1999] or urethane [Ito, 1981; Brecht and
Sakmann, 2002; Jacob et al., 2008] as we also report in Chapter 3. When using isoflu-
rane and aiming at low levels of anaesthesia such as III-1/2, we found (Chapter 4) a high
proportion of single-whisker neurons, comparable with observations previously made in
curarized awake animals.

Barrel cortex neurons were also found to respond selectively across directions of
whisker deflection in the awake curare paralysed rat [Simons, 1978] as well as in the
urethane anaesthetized rat [Brecht and Sakmann, 2002]. Subthreshold mechanisms re-
sponsible for this tuning property have been described in the pentobarbital anaesthetized
animal [Wilent and Contreras, 2005] and the spatial organization within the barrel of this
direction tuning has been described as developing across late developmental stages: this
tuning was not found in juvenile rats anaesthetized with urethane [Kerr et al., 2007] but it
was observed in two studies using isoflurane anaesthetized adult rats grown in an enriched
environment [Andermann and Moore, 2006; Kremer et al., 2011].

The selectivity of the barrel cortex neurons to different basic kinetic features ofwhisker
deflections has also be explored in order to determine which one of amplitude, speed or
acceleration of whisker deflections is the main property encoded by barrel cortex neurons
[Simons, 1978; Ito, 1981; Pinto et al., 2000].

The observations that the firing rate of barrel cortex neuron may chiefly encode vi-
brational speed (Amplitude × Frequency, [Arabzadeh et al., 2004]) has been quickly
followed by the discovery that the optimal patterns of whisker deflection indeed maxi-
mize this parameter. These patterns, comparable to 'stick and slips' [Ritt et al., 2008;
Wolfe et al., 2008; Lottem and Azouz, 2009; Jadhav et al., 2009] have been isolated at
several levels in the whisker system, from the trigeminal ganglion [Jones et al., 2004], up
to the VPm [Petersen et al., 2008] and to the cortex [Maravall et al., 2007] by the mean
of reverse correlation techniques [Petersen et al., 2008; Maravall et al., 2007] as well as
a relate technique [Jones et al., 2004].

During our PhD, we have ourself carried a reverse correlation study in the barrel
cortex, revealing that these 'stick and slip'-like optimal filters are actually part of a simple,
2D phase subspace in which different neurons can be tuned to different phases - similar
to the way different neurons can be tuned to different directions of whisker deflection.
Further description of this specific tuning can be found in Chapters 4 and 5.

1.4 Beyond tuning: processing and context dependence of
processing

1.4.1 Interactions be multiple sensory dimensions can define powerful
sensory processings

So far, we have made a recension of the wide parametric space of the whisker system and
of the systematic tuning of barrel cortex neurons to the different dimensions of this space.
How are these different tunings put together to perform sensory processing? For instance,
in one hand, directional tuning tells us that neurons tend to respond more to one direction
of deflection for a given whisker. In the other hand, barrel cortex neurons are known to
be responsive to the deflection of several whiskers (multiwhisker receptive fields). How
does these two tunings combine? Are adjacent whiskers within the receptive field tuned
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to opposed directions, similar to V1 gabor filter "simple" cells [Hubel and Wiesel, 1962]?
Or are all neurons tuned to the same direction of deflection [Kida et al., 2005]? These two
opposite direction/space combinations would result in a totally different processing being
performed. This is whywe argue that to capture more than the "envelop" of the processing
and to fully understand the processing operations carried by barrel cortex neurons, one
should directly study the way barrel cortex neurons interconnect the tuning curves to the
different dimensions of the barrel cortex sensory space.

A review of the effort to link variables across sensory dimensions can be found in
Chapter 3. We carried experimental studies attempting to make the link between dimen-
sions of the whisker sensory space both using classical forward analysis of "dirac"-like
whisker stimulation (see Chapter 3) as well as using reverse correlation (see Chapter 4).

1.4.2 Are barrel cortex neurons processings also dependent on sen-
sory context?

Ethological studies in rats and other whiskered mammals have shown that profoundly dif-
ferent sensory tasks may be carried out by the rat whisker sensory system, including object
shape analysis, texture recognition and also probably air flow analysis (see section 1.3.2).

The corresponding diversity of sensory processing may be carried out in different
cortical areas, similar to the large number of secondary sensory areas present in the vi-
sual cortex, each being involved in different visual processings [Felleman and Van Essen,
1991]. However, in the whisker system, only one primary and one secondary cortical
areas have been identified. This diversity of whisker-associated processings may thus not
be spread on spatially segregated areas. Instead, we propose that several of these dis-
joint processings are already carried out in the barrel cortex, and that the selection of the
appropriate processing is made by the general statistics of the current sensory scene.

Such sensory context dependence of the processing in the barrel cortex is also sup-
ported by the previous observation of properties that can be compared to a context de-
pendence, in both the visual and the auditory cortex.

Indeed, in V1 cortex, visually responsive neurons display a sparser coding [Vinje and
Gallant, 2000], an increased spike precision [Haider et al., 2010] as well as a markedly
strengthened antagonist surround when they are exposed to natural stimulations [Lesica
et al., 2007] versus classical decorrelated "receptive field" stimulations.

Similarly, primary auditory cortex (A1) neurons have been shown to respond more
strongly to the less frequent sounds, depending on the sounds present in the ongoing audi-
tory context [Ulanovsky et al., 2003]. Another example of statistics-dependent processing
in A1 is the observation that in situations where sounds in different frequency bands are
correlated (co-modulated over time) A1 neurons responses are enhanced, including when
a background noise is added [Nelken et al., 1998]: a clear example of processing being
dependent on second-order statistical properties of the sensory stimulus.

Our work exploring the context-dependent processing that may take place in the barrel
cortex is reported in Chapters 4 and 5.

1.5 Aims of the thesis

In the following chapters, we will present the work carried in the frame of this thesis.
During this period, we attempted to identify (1) the type of multiwhisker stimulations
that are sensed by barrel cortex neurons, (2) how this multiwhisker selectivity is affected
by changes in the statistics of the sensory stimulus (the "sensory context") and (3) how
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the identified context dependent multiwhisker selectivities are spatially distributed at the
surface of the barrel cortex.

To carry such studies we developed a multiwhisker stimulator capable of deflecting in-
dependently 24 whiskers in one side of the whiskerpad, with arbitrary directions and over
a wide range of stimulation frequencies. We will describe it in Chapter 2 (international
patent and publication as co-first author in the Journal of Neuroscience Methods).

We will then describe (in Chapter 3) how a previously developed version of this mul-
tiple whisker stimulator was used to characterize with forward correlation techniques the
connection between two classical properties of barrel cortex receptive fields: the tuning
to the direction of stimulation and the shape of barrel cortex receptive fields (publication
as co-first author in the Journal of Neurophysiology).

In Chapter 4, we will present work done to better identify the optimal stimulations
that drive barrel cortex neurons, and what is the impact of sensory context on the sensitiv-
ity of barrel cortex neurons (publication as co-first author currently in revision at Nature
Neuroscience).

In Chapter 5, we will present our exploration of the spatial organization of barrel
cortex neurons as a function of their functional response. To this aim, we used two-
photon calcium imaging coupled with the novel stimulation device presented in Chapter
1 of this thesis (Publication as co-first author in preparation).

Finally, in Chapter 6, we will discuss the motor aspect of the whisker system, one
aspect of this system that we did not explore during this thesis but that we envision as an
attractive follow up for this work.
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Chapter 2

The craft of whisker stimulation

The anaesthetized preparation, despite its many drawbacks (see Introduction) permits a
unique control on the sensory stimulation of the whisker system. The relaxation of the
whiskerpad motor apparatus makes it possible to precisely move the whiskers with actua-
tors without having either to mechanically force the whiskers to stay still [Stuttgen et al.,
2006; Stuttgen and Schwarz, 2008; Gerdjikov et al., 2010] or to actively measure and
compensate for the movements of the whiskerpad - a difficult problem that has found no
practical answer beyond the limited control provided by magnetic deflections of single
whiskers ([Melzer et al., 1985; Ferezou et al., 2006], see also Figure 1.2).

Even the static anaesthetized whisker system remains a complex and difficult structure
to study. It holds a large number of whiskers forming a 3D fan, with for instance the most
rostral whiskers pointing towards the front of the animal while the most caudal point on
the opposite direction [Jacob et al., 2010; Towal et al., 2011]. Whiskers are heterogeneous
in length and mechanical properties. Some 30 larger whiskers - the "Macrovibrissae" -
are grouped on the caudal part of the whiskerpad and are involved in whisking in the
awake animal. These whiskers (stradlers and arcs 1 to 4) are well chracterized. They
have length ranging from 30 to 60 mm [Neimark et al., 2003], and ringing frequencies
in the air ranging from 40 to 150 Hz (these values vary greatly with the length of the
whisker and the way the whiskers are held, either into the whiskerpad, or ex-vivo, glued
on a metal holder [Hartmann et al., 2003]).

In contrast, the many "Microvibrissae" that sit next to the animal mouth have not been
precisely characterized [Brecht et al., 1997]. These tactile hairs are not much larger than
fur hairs and cannot be whisked by the animal [Hartmann, 2001]. Still, these densely
packed sensors (40 times the density of macrovibrissae) are thought to be involved in
whisker dependent tasks [Hartmann, 2001].

Despite the potential interest of microvibrissae as a sensory system, these whiskers
are hard to access due to their small size and they show a much less clear and regular
pattern of insertion into the whiskerpad. These must be among the reasons that lead
to the development of a large number of whisker stimulators aimed specifically at the
macrovibrissae, while no stimulator has been developed to study the functional properties
of microvibrissae.
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2.1 Single macrovibrissa mechanical stimulation

Initial studies of the anaesthetized whisker system used hand deflections of the macrovib-
rissae to trigger functional responses [Welker, 1971]. However, the controlled mechani-
cal deflection of identified whiskers has become quickly the basis of most studies of the
whisker representations in the barrel cortex [Axelrad et al., 1976; Simons, 1978; Ito,
1981]. The lack of time precision of hand deflections, the uncertainty as to the type of
stimulation generated by this method, and their low speed are all reasons that lead to this
change.

Indeed, the study of the whisker system requires time precise and controlled whisker
stimulations. In contrast with the visual cortex where reliable spiking responses can be
triggered by the hand-directed lightening of an area of the visual field [Hubel and Wiesel,
1962], the barrel cortex shows only sparse activity in response to single whisker stim-
ulations. As a consequence, even the first studies in the field found necessary to setup
complex electronics to compute average electro-corticograms [Axelrad et al., 1976] or
to build PSTHs [Simons, 1978] triggered by the precise timing of mechanical whisker
deflections.

In addition, neurons in the barrel cortex are known to respond best to fast whisker
deflections [Arabzadeh et al., 2004; Maravall et al., 2007]. In the awake behaving animal,
whisker deflection speeds in the range of 1000°/s during stick and slip have been reported
using high speed cameras [Ritt et al., 2008; Wolfe et al., 2008]. Extremely fast whisker
stimulation - only attainable with mechanical whisker stimulations - are thus needed to
meet such angular speeds.

2.1.1 Electromagnetic stimulators

The first technology capable of deflecting whiskers in the adequate range of angular speeds
has been the galvanomagnetic actuator, a tool created to translate electrical current into
mechanical movement [Simons, 1978; Ito, 1981; Nicolelis and Chapin, 1994; Shimegi
et al., 1999]. This actuator technology is based on the repulsion of a couple of magnets.
One is permanent and is held fixed on the actuator stand while the second, mounted on an
axis, is an electromagnet. By adjusting the current flow going through the electromagnet,
the strength of the repulsion between the two magnets fluctuates and is translated into
a rotation of the actuator that holds the whisker. Such actuators are capable of large -
millimetric - whisker deflections and they provide a good level of control on the char-
acteristics whisker stimulus such as the direction of deflections. However, accelerations
of standard galvanometric actuators are rather slow [Simons, 1978] - actuator excursions
have an exponential time course with a 9ms time constant [Ito, 1981] - despite the high
speeds attained by such devices (570°/s) [Simons, 1978; Ito, 1981].

One alternate design that can be related to the galvanomagnetic whisker stimulator is
the solenoid actuator [Chapin, 1986; Ghazanfar and Nicolelis, 1999; Krupa et al., 2001;
Rodgers et al., 2006; Hirata and Castro-Alamancos, 2008]. In this design, the electro-
magnet is not held on the axis and moves along it in a bistable way between two positions,
one 'resting' and one 'energised' position, thus only allowing a single direction and a single
amplitude of deflection. Still, solenoid based whisker actuators have been shown to pro-
duce ringing-free and extremely fast whisker deflections (around 6000°/s for a whisker
moved at 10mm from its whiskerpad insertion) [Krupa et al., 2001], although such obser-
vations have not been consistent across laboratories. For instance, even by implementing
closed-loop designs on top of this actuation technology, [Walker et al., 2010] could not
avoid whisker movements to be contaminated by strong ringing.
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2.1.2 Piezoelectric stimulators

In parallel to the use of galvanometers, piezoelectric 'benders' have been introduced [Si-
mons, 1983] in the field of whisker stimulations. The principle of operation of these
actuators is fundamentally different than that of the galvanometric actuator. There, the
actuator arm is made of a sandwich of piezoelectric ceramic blades that responds to elec-
tric tension by shrinking or expanding. By gluing together two piezoelectric blades and by
applying a different voltage to the two blades, mechanical tension bluilds into the assem-
bly and results into a bending that moves laterally the tip of the actuator (and the attached
whisker). In contrast with galvanometric actuators, piezoelectric benders cannot gener-
ate large movements (they classically move by hundreds of microns, not millimeters), but
they are capable of accelerations/speeds comparable to those of solenoid actuators (up to
1500°/s [Simons and Carvell, 1989]) and they are capable of arbitrary movements with
better than micron precision.

Finally, in contrast with electromagnetic actuators, piezoelectric actuators have been
developed that can explore all directions of deflections, both following the rostrocaudal
and the dorsoventral axis. Such omnidirection whisker deflections have been first imple-
mented by gluing together two monodirectional piezoelectric actuators [Simons, 1983].
However, more recently, applications of piezoelectric benders to the field of imaging have
lead to the development of compact monobloc 2D actuators that are particularly well
suited for the omnidirectional deflection of multiple whiskers in the whiskerpad. They
have been used in several studies [Andermann and Moore, 2006; Petersen et al., 2008],
including in our team [Jacob et al., 2008]. We used these actuators as the basis of our
own technical developments (see patent). This omnidirectional whisker actuator is also
a very compact solution (actually more compact than classical 1D benders), in contrast
with other 2D stimulators that take up a vast amount a lateral space, including solenoid
based [Tsytsarev et al., 2010] and linear motor based [Kremer et al., 2011] 2D actuators.

The main drawback of piezoelectric actuators is their limited range. Indeed, if the
range of classical 1D benders reaches up to 2 mm [Simons, 1983], the range of 2D ben-
ders was in our hands limited to 360 µm. Such limits in whisker deflection range can be
compensated by stimulating the whiskers nearer to their insertion into the whiskerpad -
with the effect of bending more strongly the stimulated whiskers, an aspect of the whisker
stimulation that may be sensed by the rat transduction apparatus.

2.1.3 Electrical whisking

An alternate strategy to the deflection of the static anaesthetized whiskers with and actu-
ator is to make the whiskerpad move by electrically driving periodically the facial nerve,
a nerve that projects to the whiskerpad muscles [Brown and Waite, 1974]. The resulting
whisker oscillations can be made to mimic the whisking movements observed in the be-
having animal: so called 'electrical whisking'. By setting objects in the trajectory of the
whisking movement, it is possible to generate whisker stimulations that trigger sensory
responses in barrel cortex neurons [Szwed et al., 2003, 2006].

However, to define properly the onset of these whisker stimulations, high speed filming
is required to define the precise onset of whisker contacts with the stimulating object,
making such experiments not much different in their difficulties than more physiological
awake experiments [Crochet and Petersen, 2006; Ferezou et al., 2007]. Beyond these
technical considerations, artificial whisking should not be mistaken for actual whisking.
Indeed, in contrast with active whisking, it is not correlated with an internally driven
change of state [Poulet and Petersen, 2008] and changes in the processing of whisker
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stimulations [Fanselow and Nicolelis, 1999; Ferezou et al., 2007] in the barrel cortex.
More critically, such whisker movements have not been produced by the activation of
the motor neurons that normally drive voluntary whisker movements in the sensory loop,
including motor barrel cortex neurons [Matyas et al., 2010]. This situation may lead to
a potential mismatch between the sensory input, the sensory processing and the motor
command taking place in the barrel cortex.

2.2 Towards the faithful reproduction of arbitrary whisker
stimulations

2.2.1 Controled impulse stimulations with mechanical stimulators

Forward correlation - the most frequently used functional characterization strategy in the
barrel cortex - is based on the repeated application of a common, standardized whisker
deflection across all explored dimensions of the sensory ensemble.

To select an adequate time course for the command used to generate the whisker
stimulation, the resulting actuator movement should be measured and searched for arte-
factual ringing: uncontrolled actuator movement at its natural frequency that may trigger
unwanted sensory responses. Such verifications of the actuator movement have been per-
formed in previous studies by using photodiods [Simons, 1983; Ito, 1985; Neimark et al.,
2003; Andermann et al., 2004; Lee and Simons, 2004; Stuttgen et al., 2006; Stuttgen and
Schwarz, 2008; Gerdjikov et al., 2010; Boloori and Stanley, 2006], piezoelectric sensors
[Krupa et al., 2001], and more recently laser telemeters [Kida et al., 2005; Wilent and
Contreras, 2005; Drew and Feldman, 2007; Jacob et al., 2008; Kremer et al., 2011] and
high speed cameras [Andermann and Moore, 2006]. However, it should be noted that
overall, only a limited proportion of the studies using whisker stimulators do report hav-
ing performed such validation of their whisker stimulation protocols, thus casting doubt
on the functional properties reported elsewhere.

2.2.2 Linear models of whisker stimulators for mechanical and soft-
ware corrections

The faithful reproduction of elaborate whisker stimulations - such as the contacts of
whiskers on a textured surface - requires more elaborate strategies than the reproduction
of a simple unitary whisker deflection. In this section, we will keep our focus on piezo-
electric actuators since they are currently the dominant whisker deflection technology and
are capable of highly precise and reproducible stimulation - an important prerequisite to
produce arbitrary movement with an actuator.

A classical engineering method to predict and potentially correct the movement of a
actuator in front of an arbitrary input is to build a linear model of the device by comparing
known inputs with the corresponding output generated by the device. Such linear models
are generally limited to the amplitude/phase subspace - so called 'transfert functions'. To
compute the transfert function of an actuator, it should be submitted to sinusoidal driv-
ing commands with constant amplitude and gain, and with a systematic sampling of the
frequencies across the studied range. For each sampled frequency, the phase and gain
of the resulting actuator movement should be measured. The resulting gain and phase
curves across frequencies provide a good model of piezoelectric actuators, only in their
linear range. Indeed, they can account neither for the properties of the actuator around
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its natural frequency (ringing frequency) nor for hysteresis, that is a non-linear drift of the
piezoelectric actuator that depends on its past movements.

Still, such a simple Gain/Phase model provides a good estimate of the range of fre-
quencies for which the actuator maintains a constant gain and dephasing and can generate
faithful reproductions of arbitrary waveforms. It has been used to assess the proper trans-
duction of stimulations [Sheth et al., 1998; Petersen et al., 2008; Boloori et al., 2010]
and to validate improvements in the mechanical properties of whisker stimulators (for in-
stance by shortening the piezoelectric actuator to increase the actuator natural frequency
[Andermann et al., 2004]).

Better, the characterization of the actuator transfer function can be directly used in the
linear regime of the actuator to cancel out deviations from a 'perfect' transfer function, in
order to obtain an actuator with equal gain and dephasing over a wide range of frequencies
[Maravall et al., 2007]. This 'equalizing' is obtained by filtering the stimulus waveforms
by the inverse of the transfer function. However, this method entirely depends on the
proper characterization of the current actuator transfer function: as soon as the actuator
transfer function changes, this cancelling method is disrupted. Causes for such changes
in the transfer function include any adjustment in the mechanical assembly that holds the
actuator in order to change its positioning.

In our own development of a high performance whisker stimulator, we specifically
tuned the mechanics of the actuator to increase its natural frequency to very high values
(> 1000 kHz) so as to widen the frequency range that can be corrected by the mean of
the inverse transfert function method. In addition, to be able to apply in a routine manner
the same inverse transfer function correction without constantly re-evaluating the transfer
function, we designed position adjustment mechanisms (a ball joint and a translation) that
do not affects the transfer function of the actuator - meaning that the positioning of the
actuator onto the whisker can be carried out without changing its transfer function. A
patent on this technological developments has be registered and can be found starting at
page 34.

2.3 Multiple whisker stimulations

Time-controled single whisker deflections have been increasingly possible in the awake
behaving head-fixed rodent [Crochet and Petersen, 2006; Ferezou et al., 2006; Stuttgen
et al., 2006; Stuttgen and Schwarz, 2008; Gerdjikov et al., 2010], albeit with limited con-
trol on the shape of the applied stimulation. On the other end of the spectrum, a few
studies have focused on the functional response to fully correlated multi-whisker stimu-
lations and could thus rely on a single whisker stimulator to deflect bundles of whiskers
[Mirabella et al., 2001; Maravall et al., 2007; Petersen et al., 2008; Galvez et al., 2009].
Such studies could probably to some extent also be carried in the awake animal using
magnetic stimulations of the whole whiskerpad.

However, a larger proportion of the studies on multiwhisker stimulations have rather
focused on the strongly non-linear functional responses to delays between stimulations
occuring on adjacent whiskers [Simons, 1985; Shimegi et al., 1999; Ego-Stengel et al.,
2005] as well as on the tunings to the onset [Drew and Feldman, 2007] and direction
[Jacob et al., 2008] of propagatingwaves of deflections across the whiskerpad. To this day,
these different functional properties can only be studied using independent stimulation of
multiple whiskers in the anaesthetized preparation.

The development of the required multiwhisker stimulators has been a demanding task
because of the complex geometry of the whiskerpad [Towal et al., 2011; Brecht et al.,
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1997] and also because of the need to assemble a set of independent whisker stimulators
converging into the approximative 1 cm2 of the rat whiskerpad. Multiwhisker have been
progressively developed that allow the independent stimulation of 2 whiskers [Simons
and Carvell, 1989; Goldreich et al., 1998; Kida et al., 2005; Ego-Stengel et al., 2005], 3
whiskers [Shimegi et al., 1999, 2000; Rodgers et al., 2006], 5 whiskers [Simons, 1985;
Brumberg et al., 1996], 9 whiskers [Drew and Feldman, 2007; Andermann and Moore,
2006] and finally 24 whiskers (meaning that most of the macrovibrissae are stimulated)
[Ghazanfar and Nicolelis, 1999; Krupa et al., 2001; Jacob et al., 2008].

Larger arrays, holding 9 to 24 whisker stimulators, can actually "display" whole tactile
scenes. They have been used to represent simplified versions of what might happen when
an object edge gets in contact with the rat whiskerpad [Drew and Feldman, 2007; Jacob
et al., 2008]. However, such very large multiwhisker stimulators have been limited by
the type of actuators they used: bistable solenoids [Krupa et al., 2001] or single axis
piezoelectric actuators [Jacob et al., 2008]. These actuators offer only access to a limited
subset of the full whiskerpad sensory space, lacking in one case all directional aspects,
and in the other case one directional dimension and all high frequency components of the
stimulations.

However, this unattainable sensory space is certainly explored by the awake animal
when it touches textured objects. To gain the widest possible access to the sensory space
potentially encoded by barrel cortex neurons, we have adapted the anatomical holding
frame that had been previously developed in the laboratory [Jacob et al., 2008] and we
set on this frame 24 of the omnidirectional/wide frequency range stimulator that we had
developed to this aim (see section 2.2.2). We then setup this stimulator under a two
photon microscope and used it to characterize the functional responses of layer 2/3 barrel
cortex neurons (see Chapter 4). These technical developments are presented together with
a description of the previous multiwhisker actuator developed in the laboratory in our first
publication (see page 51).
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Patent

Micrometric Movement device and method for implementing it

Abstract: We developed an actuator device based on piezo-electric technology. It is aimed at 
deflecting the whiskers of anaesthetized rodents. This device has the following properties. (1) it is 
capable of deflecting whiskers in arbitrary orientations (2) it is capable of fast deflections (in the 
order of 1000°/s) and (3) it has a flat transfer function up to 1 kHz, meaning that it does not 
distort the shape of the stimuli that it reproduces, up to that 1 kHz frequency.

These three properties make this whisker actuator well suited to reproduce arbitrary, 
multidirectional stimulations such as the whisker deflections that occur during the free behavior of 
rodents.

Finally, this single whisker actuator has been designed to be sufficiently compact to be combined 
with others into a multiwhisker stimulator, comparable in its geometry and mechanic frame to a 
previous multiwhisker actuator that had been assembled in the laboratory of Daniel Shulz 
[Jacob2008].

Luc Estebanez, Jean Yves Tiercelin, Vincent Jacob, Daniel Shulz

Patent PCT/FR2010/000541 ;  WO 2011/015722. International submission: 2010 

































Article 1

The Matrix:  A new tool for probing the whisker-to-barrel system with
natural stimuli.

Abstract: Over the years, the laboratory of Daniel Shulz has developed two multiwhisker 
stimulation devices based on two different piezoelectric technologies (1D deflection PI benders 
versus 2D deflection noliac prisms). These devices also use different methods to keep a good level 
of control on the actuator motion. For the first generation of multiwhisker actuators, the 
piezoelectric actualtors were used in their low frequency, linear regime (up to 90 Hz). while in the 
newer generation that we developed, the actuator transfer function was corrected beyond its linear 
regime by a combination of mechanical and software based approaches.

In this work, we explore in detail both approaches to whisker stimulation, and we present different 
experimental protocoles that can be achieved by either the first or only by the newer design that 
we developed. In particular, we show that we are capable to reproduce natural whisker deflections 
with a high degree of precision using this novel design.

We also show that this faithful reproduction is robust face to the actuator position adjustments 
that are typically necessary to fit the actuators to the precise whiskerpad morphology of a given 
animal.

Vincent Jacob*, Luc Estebanez*, Julie Le Cam*, Jean-Yves Tiercelin, Patrick Parra,
Gérard Parésys, Daniel E. Shulz
Journal of Neuroscience Methods 189 (2010) 65–74
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a b s t r a c t

The whisker to barrel system in rodents has become one of the major models for the study of sensory
processing. Several tens of whiskers (or vibrissae) are distributed in a regular manner on both sides of the
snout. Many tactile discrimination tasks using this system need multiple contacts with more than one
whisker to be solved. With the aim of mimicking those multi-whisker stimuli during electrophysiological
recordings, we developed a novel mechanical stimulator composed of 24 independent multi-directional
piezoelectric benders adapted to the five rows and the five caudal arcs of the rat whisker pad. The most
widely used technology for producing mechanical deflections of the whiskers is based on piezoelectric
benders that display a non-linear behavior when driven with high frequency input commands and, if not
compensated, show high unwanted ringing at particular resonance frequencies. If not corrected, this non-
linear behavior precludes the application of high frequency deflections and the study of cortical responses
to behaviorally relevant stimuli. To cope with the ringing problem, a mechanical and a software based
solutions have been developed. With these corrections, the upper bound of the linear range of the bender
is increased to 1 kHz. This new device allows the controlled delivery of large scale natural patterns of
whisker deflections characterized by rapid high frequency vibrations of multiple whiskers.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Since the pioneering work of Woolsey and Van der Loos
(Woolsey and Van der Loos, 1970), the whisker to barrel system in
rodents has become one of the major models for the study of sen-
sory information processing. Its success is due to an outstandingly
high degree of anatomical organization of the neuronal pathway
linking the whiskers on the snout of the animal to the postero-
medial barrel sub-field (also known as the barrel cortex), the area of
the primary somatosensory cortex that receives information from
the whiskers. Rodents acquire tactile information on textures and
objects through repetitive contacts with multiple whiskers (Carvell
and Simons, 1990; Harvey et al., 2001; Sachdev et al., 2001). In cer-
tain tactile tasks the performance level was shown to depend on
the number of macrovibrissae available on the snout (Krupa et al.,
2001; Celikel and Sakmann, 2007). Contact of multiple whiskers

∗ Corresponding author. Tel.: +33 1 69823400; fax: +33 1 69823427.
E-mail address: shulz@unic.cnrs-gif.fr (D.E. Shulz).

1 Contributed equally to the work.
2 Present address: School of Biosciences, Cardiff University, Cardiff CF10 3US, UK.

with an object as it sweeps across the whisker pad appears in those
cases as an important factor for accurate discrimination. Thus, to
accurately mimic this observation in the laboratory a whisker stim-
ulator that deflects independently most of the large macrovibrissae
is required. Several previous attempts to produce such a device
have been successful for small number of whiskers: five whiskers
in a row (Brumberg et al., 1996; Rodgers et al., 2006), nine whiskers
in a 3 by 3 grid (Drew and Feldman, 2007) and even 16 whiskers
in a 4 by 4 array of 16 miniature-solenoid driven actuators (Krupa
et al., 2001). Here we present a new device for large scale whisker
stimulation that allows isotropic and symmetrical stimulation of
24 whiskers centered on whisker C2.

Although the classical description of a whisk cycle is a protrac-
tion on the caudo-rostral plane, followed by a hold period and
then a retraction back to the rest position, the contacts of the
whiskers on a surface generate unique kinetic signatures of whisker
vibrations (Arabzadeh et al., 2005). Moreover, during texture dis-
crimination tasks, particular events occur where the whisker sticks
on the surface and then is suddenly released (stick-and-slip events)
resulting in a period of high frequency vibrations (Hipp et al.,
2006; Ritt et al., 2008; Wolfe et al., 2008). Thus, the trapezoid or
ramp-and-hold stimulation does not cover the full range of rele-
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vant parameters for whisker deflections in a natural context. The
generation of natural high frequency whisker deflections is lim-
ited by the mechanical properties of the piezoelectric benders, a
technology used in most of the laboratories working on the barrel
system. Indeed, when driven with high frequency commands, the
benders display a non-linear behavior with a high gain for partic-
ular resonance frequencies, usually around 100 Hz. This non-linear
behavior precludes the application of high frequency deflections.
To overcome these problems, there is a need for a device that can
reproducibly and faithfully replicate behaviorally relevant stimuli
while recording the system functional responses.

Here we present a new device for large scale whisker stimu-
lation with a linear behavior up to 1 kHz. The stimulation device
consists of 24 piezoelectric benders each of them being hold by
an independent arm lever and allowing the controlled delivery
of spatio-temporal patterns of whisker deflections. We performed
a detailed analysis of the mechanical properties of the device
and validated it using in vivo electrophysiological recordings. The
biological relevance of the stimulations is guaranteed by two char-
acteristics of the device: first, the high degrees of freedom of its
mechanical structure makes it possible to align each stimulator at
the resting position of the whiskers, and second, the use of a method
to cope with the ringing problem increased the upper bound of the
linear range of the bender from 100 to 1000 Hz. A first generation
stimulator that permitted deflections only in the rostro-caudal axis
at lower frequencies has been used recently to apply a coherent pat-
tern of multi-whisker stimulations while recording unitary activity
in the barrel cortex (Jacob et al., 2008). In a more recent phase of this
project, we have developed a second generation stimulator includ-
ing multi-directional piezoelectric benders allowing the deflection
of anyone of the 24 whiskers in any direction up to 1 kHz. Both
stimulators are described here.

2. Materials and methods

2.1. General overview of the whisker deflection device

The whiskers on the snout of the animal are organized in a grid
of rows (A to E) and arcs (1–9 and a caudal row of four whiskers
called straddlers, see Fig. 1). For rats of 250–350 g, the surface of
the snout where the facial whiskers are inserted is on average
73.5 mm2 (±3.6 mm2, SD, n = 13). Each whisker, having at its base
a mean diameter of 126 �m (±24 �m, SD), is on average 2.1 mm
(±0.3 mm, SD, n = 24) away from its neighbors along a row and
1.8 mm (±0.4 mm, SD) across arcs (see Supplementary Table 1 for
a complete quantification of whisker positions, length and angles
and Supplementary Figure 1 for a 3D diagram of the follicle posi-
tions from two animals). These measures impose spatial constraints
to the stimulator since the 24 piezoelectric benders have to con-
verge into a very small area without touching each other. Moreover,
because of the spherical shape of the pad, the angle of the whiskers
and of their follicles with respect to a vertical plane depends on
the identity of the whisker. For example, while whiskers in row C
have an horizontal rest position, the whiskers of row A are almost
vertical (see Fig. 1 and Supplementary Table 1).

Our stimulator (Fig. 2) was designed to position 24 piezoelectric
benders in contact with 24 macrovibrissae (the four straddlers and
20 caudal whiskers) of the five rows and the most caudal five arcs.
The lever arms holding the benders (described below, see Fig. 3) had
several degrees of freedom to adjust the angle of the benders to the
natural position of the whiskers as measured on the anesthetized
rat (see Supplementary Table 1).

The lever arms were attached to five rods running parallel to the
snout and corresponding each to one row of whiskers (from A to
E, see Fig. 2A and D). The attachment of the five rods to the main

Fig. 1. 3D reconstruction of the 24 right macrovibrissae of a 300 g Wistar rat. Only
the first 7 mm of each whisker are shown. Whisker positions, vertical and horizontal
angles and widths at skin level and at 7 mm from the skin were measured in an
anesthetized animal and depicted here (see also Supplementary Table 1). The surface
delimited by the whiskers is an open convex polyhedron with the follicle positions
as vertex. Whisker rows A, B, C, D and E are figured with colors red, purple, blue,
green and yellow, respectively. St. Straddlers. (A) 3D projection. (B) Front view. (C)
Top view. (D) Lateral view. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of the article.)

frame gave them three degrees of freedom allowing to adjust their
horizontal, vertical and angular position (Fig. 2C). In particular, each
rod could be rotated so as to adjust the angle of the five lever arms
attached to it to the global resting angles of each row of whiskers.
The vertical position of each rod could be precisely adjusted by
sliding their point of attachment on a rack rail (Fig. 2). This allowed
positioning the five rods in turn in front of the corresponding rows
of whiskers. To ensure a good stability of the entire apparatus, the
rack rail was mounted on a heavy base plate screwed to the experi-
ment table (Fig. 2A and D). We have also recently adapted this base
plate to position the stimulator in a two-photon microscope set-up.
The final setting of the angle was made for each bender individu-
ally by rotating and translating the lever arm using the connecting
bolt to the rod and using a ball joint on which the bender was glued
(Fig. 3).

The lever arms were mounted on a precision translation stage
(a one-axis micromanipulator, UL-AC-P, Narishige, Japan) with a
15 mm movement range (Fig. 3). This mechanism allows the move-
ment of the lever arm and of the bender towards the whisker pad.
Whiskers were trimmed to 10 mm length and inserted 3 mm into
short polypropylene or metal tubes (see Section 3) of adjusted
diameter glued on the tip of the bender. The whiskers were inserted
into the tubes by first, adjusting the angle of the lever arm to
the resting angle of each whisker and second, by approaching the
whisker towards the tubes with the one-axis micromanipulator.
In this way, the whiskers were not bended to insert them into
the tubes ensuring a stable unconstrained position of the whisker
once it was inserted. This was visually verified at the end of the
experiment when the Matrix was disconnected from the whiskers.
Whiskers were inserted row after row and we never experienced
loss of positioning of the inserted whiskers while manipulating the
other whiskers.
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Fig. 2. (A) Front view of the stimulator. (B) Zoom in of the stimulator from a diagonal angle. (C) Side view of the tip of the lever arms (from top to bottom, rows A to E) with
the piezoelectric benders and the attached plastic tubes where whiskers are inserted. Scale bars = 2 cm. (D) Schematic drawing of the stimulator with only one rod and one
lever arm. All degrees of freedom are indicated with red arrows.

2.2. Two solutions for holding piezoelectric benders

The whiskers were deflected by attaching them to piezoelectric
benders that allow precise and fast displacement of low inertial
objects. However, the precision of this displacement is compro-
mised at higher frequencies by the occurrence of dephasing and
amplitude variation in the translation of electrical commands into
motion. We applied two different strategies to cope with this prob-
lem: In a first version of the stimulator (see Jacob et al., 2008),
one-directional piezoelectric benders (Polytec-PI, Germany) were
used and a certain number of tests, described below, were per-
formed to ensure that indeed the benders were functioning within
their linear functioning range at frequencies below the resonance
frequency. In a second, more recent version of the stimulator, we
applied mechanical and software solutions to multi-directional
piezoelectric benders in order to linearize their behavior above the
initial resonance frequency. Both solutions are described below.

Fig. 3. (A) Photograph of a piezoelectric bender attached to a lever arm and a trans-
lation stage. (B) Schematic drawing of the lever arm and of the translation stage. The
piezoelectric bender (1) with a polypropylene tube (2) glued on it extremity is hold
by a plastic piece (3). This piece is attached to the lever arm (4) through a ball joint
(5) that allows 2D angular motion (6). The ball joint can be clamped and unclamped
remotely through a screw (7). The lever arm is hold on a 1D translation stage (8)
that provides position adjustments parallel to its main axis (black arrow).

2.3. First generation stimulator: spatial linearity and
normalization of the movement of the bender

In the first version of the stimulator we used long voltage pulses
(500 ms) at different amplitudes to study the spatial linear behav-
ior of the benders. The deflections of the benders were recorded
with a PSD/laser displacement sensor (LD1607-0.5, Micro-Epsilon,
France, Fig. 4A) at a resolution of one micrometer. The movement
was measured at the tip of the polypropylene tube where the vib-
rissa was inserted. We computed a linear regression between the
input voltage and the resulting amplitude of the deflection of the
bender measured after the ringing period induced by the front
edge of the stimulus (Fig. 4B). For all benders the amplitude of the
deflection depended linearly (r2 larger than 0.997) on the ampli-
tude of the voltage input (Fig. 4C). Nevertheless different benders
showed different amplitudes of deflections in response to the same
voltage input. To uniform the amplitude of deflection of the 24
benders, we used the input/output regression function to adjust
the voltage input of each bender so as to obtain equal amplitudes
of deflection. To control for temporal drifts in the behavior of the
benders, the measure of the input/output function was repeated
several times at intervals of three to six months. The maximal
deviation observed was less than 5% of the initial linear relation-
ship.

Impulse-like stimulations are widely applied to study the linear
receptive field of sensory neurons. Square pulses or ramp-and-hold
deflections with sufficient initial velocity to optimally drive corti-
cal neurons are usually applied to whiskers. However high-speed
deflections of the bender induces unwanted ringing at the reso-
nance frequency (see Fig. 4B). To find the trade-off between speed
of deflection and ringing amplitude we studied how different ramp
durations from 1 to 50 ms affect the behavior of the bender. The
benders were driven with RC-filtered (time constant = 2 ms) voltage
inputs that introduced a 1 ms delay that should be subtracted from
the response delay. As expected, longer ramp durations resulted
in less ringing (Fig. 5A, only ramps of 2, 4, 10 and 30 ms dura-
tions are shown). We choose then 10 ms long ramps that in our
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Fig. 4. Study of the linear behavior of a piezoelectric bender. (A) Measurement of
the displacement of the bender (arrow) with a PSD/laser sensor. (B) Bender displace-
ment to a gradually increasing input voltage of 100 ms duration. (C) Displacement
amplitude as a function of the input voltage for rostro-caudal (R-C) and caudo-rostral
(C-R) directions. A linear regression line was computed between the input volt-
age and the resulting amplitude of the deflection measured after the initial ringing
period.

hands induced ringing with amplitude of less than 5% of total
deflection amplitude (Fig. 5B) independently of input amplitude
(Fig. 5C).

2.4. Second generation stimulator: hardware and software
solutions for a linear behavior.

In a more recent development of the stimulator (Fig. 6A), the
problem of dephasing and ringing evoked above was corrected
using a mechanical and a software approach (Patent application
N◦ FR 09 03752). The transfer function of the bender can be mea-
sured over the range of frequencies of interest and the inverse
transfer function can be applied to all inputs. However, this cor-
rection can only be applied to a piezoelectric bender under two
conditions: First, the bender should not display any ringing peak
in the frequency range of interest and second, the bender should
maintain its transfer function constant during the adjustment of
its position within the experimental set-up. Here we describe the
solutions we developed to ensure that both aforementioned condi-
tions are verified in the mechanical design of the second generation
stimulator. We then present a software solution that builds on top
of the mechanical device to provide a fully adjustable 2D whisker
displacer with a flat transfer function up to 1 kHz.

The stimulator uses multi-directional piezoelectric benders
(CMB-2D, Noliac, Denmark). The displacement achieved by these

Fig. 5. Quantification of the ringing behavior of the benders as function of the dura-
tion of the input ramp. (A) Bender displacement for input voltages of 6 V and different
ramp durations (2, 4, 10 and 30 ms). (B) Ringing amplitude as a function of the ramp
duration for a 6 V input. Measures for all 24 benders are superimposed. The ringing
is calculated as a percentage of the full displacement of the bender (see Inset where
a is the full deflection amplitude and b is the ringing amplitude). (C) Ringing ampli-
tude as a function of the ramp duration for different input intensities (from 1.2 to
12 V) measured on one bender. Note that ringing depends on the ramp duration but
is independent of the input voltage.

benders, when they work against no external load is in the range
of 250 �m, and show a resonance frequency above 2 kHz. How-
ever, the benders are classically fixed rigidly by one of their ends.
This causes a strong coupling between the bender and the holding
device, hence causing a lowering of the ringing frequency down
to near 300 Hz, a frequency lying within the physiological range of
the rat whiskers motion. In order to displace the ringing frequency
well above that range, we devised a method to uncouple the bender
from the structure that holds it (Fig. 6C): We separated the bender
from the holder by a layer of elastomer (Sorbothane, 5 mm thick),
a material that efficiently transforms high frequency mechanical
vibrations into heat. The static stiffness of this material allows the
bender to be held in place, and the mechanical energy absorption
allows efficient uncoupling of both parts of the device at higher
motion frequencies. In addition, an inertia body (a 20 g piece of
lead) was also placed between the bender and the elastomer layer
in order to ensure rigid holding of the bender at higher frequen-
cies. The uncoupling of the bender from the holder pushed back
the ringing frequency on the edge of the kHz range (see Section 3).

The compound bender/elastomer/lead piece was connected to
the lever arm through a ball joint and the lever arm was mounted
on a one-axis translation stage (Figs. 3 and 6B). These two elements



V. Jacob et al. / Journal of Neuroscience Methods 189 (2010) 65–74 69

Fig. 6. Second generation stimulator. (A) Global lateral view of the device. The
tilted rack is an adaptation to fit the stimulator under a two-photon microscope. (B)
Schematic drawing of a lever arm. A small steel tube (1) is glued on a 2D piezoelectric
bender (2) which is held on a heavy weight (3). A sorbothane layer (4) separates this
structure from a ball joint (5). The joint can be unclamped by remotely removing
(6) the pressure exerted by a spring on the ball (7). Other mechanical structures are
similar to the first generation stimulator.

help respectively to obtain the correct angle of the bender and to
approach the bender to the whisker. To apply a correction to the
voltage input based on the inverse of the transfer function of the
stimulator (see e.g. Maravall et al., 2007; the software is described
below) the transfer function of each part should be stable, and this
in spite of the adjustments that are necessary to connect the stim-
ulator to each of the 24 whiskers. We designed a particular ball
joint and we fine tuned the translation stage so that both display
a stable transfer function over their whole range of adjustment.
The bead of the ball joint that allows the rotation of the bender is
locked by the pressure exerted on it by a spring independently of
its angle (Fig. 6B). In addition, changes in the axial position of the
one-axis translation stage induced changes in the transfer function
of the bender. We corrected this by carefully equalizing the pres-
sure exerted on the stage over the whole translation range. The
mechanical structure of the bender we presented so far showed
a stable and ringing free transfer function on the kHz range. An
additional correction was made though to linearize its behavior
by using a software that performs a filtering of the input com-
mands of the bender by the inverse of its transfer function (see
Maravall et al., 2007 for an example of this procedure in the range
of 0–200 Hz) (Fig. 7A). The software was implemented using Elphy
(in-house development, Gerard Sadoc) and the Python program-
ming language. The program code and implementation procedure
are given as supplementary material (code.py and Supplementary
Figure 2). To compute the transfer function of the piezoelectric ben-
der, a pure sinus-based approach was used. A sweep made of a
series of sinus of increasing frequency was applied to the piezo-
electric bender and the resulting motion was measured using a

Fig. 7. Characterization of the second generation stimulator. (A1) Schematic drawing of the two deflection axes of the piezoelectric bender. (A2) Test of independence of
the two axes. Input command applied to the horizontal (top) and to the vertical axis (middle). Bottom trace: difference between the motion of the bender in the horizontal
plane in response to the vertical axis input command only and to both inputs together. (A3) Scheme of the principle of the software correction performed on the bender. For
each axis, the transfer function of the bender is computed and its inverse is applied to the input commands. (B) Gain (left) and dephasing (right) transfer functions for the
horizontal axis of the bender under three conditions. (B1) The sorbothane uncoupling is bypassed by a set of metallic bridges that connect together the heavy weight with the
ball joint. No software correction is applied. (B2) The sorbothane uncoupling is in place but no software correction is applied. (B3) Both software and hardware corrections
are applied.
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PSD/laser displacement sensor over the range 0–1000 Hz. The gain
and the dephasing between the command and the motion were
computed over this range. To obtain the corrected version of a given
bender input command from the computed gain and dephasing
values, the input command, previously converted into the Fourier
domain, was pre-compensated at each frequency by subtracting the
computed dephasing from the phase of the input command, and by
dividing its amplitude by the computed gain (see Fig. 7A3). This pro-
cedure was computed twice, for the x and the y axes of movement
of the multi-directional bender. Fig. 7A2 shows that a movement
made along one axis does not interfere with the movement on the
other axis. Both, the mechanical uncoupling and the software cor-
rection were necessary to linearize the behavior of the bender as
shown by the following tests. The gain (left) and dephasing (right)
transfer functions were calculated when the sorbothane uncou-
pling was bypassed by a set of metallic bridges that connected
together the heavy weight with the ball joint and no software cor-
rection was applied (Fig. 7B1), with the sorbothane uncoupling but
without software correction (Fig. 7B2), and with both software and
hardware corrections applied (Fig. 7B3).

2.5. Driving electronics for the multiple-whisker stimulator

Piezoelectric benders require electrical power/current for
dynamic applications. Each bender was driven by a fixed voltage
and a variable voltage for each of the two axes. The command sig-
nals aimed at each of the 24 × 2 axes were delivered by two 32
channels DAC cards (PD2-AO-32/16, UEI, MA) driven by custom
made software (Elphy, G. Sadoc, UNIC-CNRS) running on a PC. A
detailed diagram of the electronics can be found in Supplementary
Figure 3. An amplification stage was designed to condition prop-
erly the voltage commands issued by the DAC. This stage translated
the DAC output (±10 V) into a high amperage (maximum 100 mA),
±30 V driving signal that was fed into the piezoelectric bender. We
made sure during the design of this amplification stage that it did
not significantly low pass filter the command up to 1 kHz. To verify
the adequate deflection of the benders during operation we added
two signal assessment systems at the amplification stage.

First, each of the 24 amplification line outputs was branched into
a secondary amplification stage driving a LED proportionally to the
measured voltage. This allowed the detection of hardware failures
in the primary amplification stage. It also helped to visually verify
the appropriateness between the expected pattern of stimulation
and the actual command being fed into the benders. Second, we
added to each amplification line a current measurement module,
so we could measure the current that was actually flowing through
the capacitive benders when applying a voltage command. By this
mean, we could ensure that the current flow caused by a voltage
command followed closely the ‘perfect capacitor’ electric charac-
teristic expected from well working piezoelectric benders (higher
current or no current would mean a broken bender). To implement
this current measurement module, we connected serially a resis-
tor downstream the primary amplification stage. We measured
the resistor voltage with the ADC circuit of a low cost Arduino
board (Arduino Diecimila) after appropriate signal conditioning.
By multiplexing the ADC input, we could perform all current flow
measurements with a single command fed into a single Arduino
board.

2.6. Animal preparation

Male Wistar albino rats were used. Experiments were performed
in conformity with French (JO 87-848) and European legislation
(86/609/CEE) on animal experimentation. Rats were anesthetized
with urethane (1.5 g/kg, i.p.). Atropine methyl nitrate (0.3 mg/kg,
i.m.) was injected to reduce respiratory secretions. The heart

rate and the electrocorticogram (ECoG) were monitored through-
out the experiment. Anesthesia was maintained at stage III-3
through online analysis of the frequency content of the ECoG, of
the heart and breathing rates, and the control of reflexive move-
ments (Friedberg et al., 1999). Supplementary doses of urethane
(0.15 g/kg, i.p.) were administrated when necessary. Body tempera-
ture was maintained at 37 ◦C. The animal was placed in a stereotaxic
frame, and the snout was held by a modified head holder (Haidarliu,
1996) allowing free access to the right vibrissae. The whisker stim-
ulator was then connected to the 24 more caudal whiskers. The
left postero-medial barrel sub-field (P0-4, L4-8 from Bregma) was
exposed. Once the electrode had been positioned on the cortex, the
craniotomy was covered with a silicon elastomer (Kwik-Cast, WPI).

2.7. Electrophysiological recordings

Neural activity was recorded extracellularly with tungsten elec-
trodes (FHC, 2–10 M� at 1 kHz) vertically lowered in the barrel
cortex. Signals were amplified (gain 5000) and filtered (0.3–3 kHz)
for spike activity. For each recording site, up to three single units
were isolated using a template-matching spike sorter (MSD, Alpha-
Omega, Israel). For the control of electrical artifacts that could be
elicited by the piezoelectric benders (see Fig. 9), the multi-unit
activity was discriminated with a threshold at three standard devi-
ations above noise.

3. Results

3.1. Input/output functions of whisker loaded piezoelectric
benders

Trapezoidal deflections of the vibrissae with 10 ms rising and
falling ramps were used to quantify the response characteristics of
the deflection system once it was connected to the whiskers. The
input voltage waveforms and the resulting movement waveform
measured with the CDD/laser displacement sensor were compared.
The movements of the whisker were measured as close as possi-
ble to the plastic tip in which the whisker is inserted. Fig. 8 shows
the fidelity with which the voltage command injected into the ben-
der is reproduced by the stimulator and by the connected whisker.
We found that a small time lag occurred between the onset of the
command and the beginning of the motion of the stimulator. This
time lag was 1 ms long for the first generation, and 0.4 ms for the
second generation stimulator. We hypothesize that these two dif-
ferent lags are due to the different capacitor characteristics of the
two piezoelectric benders used in the two bender generations, com-
bined with the capacitor that was added to the first generation
electronic driver.

Since the plastic tubes where the whiskers were inserted are
slightly larger than the diameter of the whiskers, one could expect
a delay to occur between the motion of the piezoelectric bender
and the motion of the whisker because of the separation between
the tube and the whisker inside it. However, because of the natural
curvature of the whiskers, they were always in contact with the
internal wall of the tips and thus they were entrained immediately
by the bender. To confirm this, we have recorded (10 kHz sampling
rate) the motion of the bender and of the whisker (C2 whisker was
used for this measurement) in identical conditions, and we have
found that the highest correlation between these two recordings
was obtained for a zero delay between the bender and the whisker
recordings. If desired, the whisker could have been sealed within
the plastic tip with wax. However, following this experiment, we
choose not to do so since the input signal and the measured result-
ing movement presented no visible time delay. In the second,
more recent version of the stimulator, the plastic tip was replaced
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Fig. 8. Delay between the onset of the input command, the motion of the bender
and the deflection of the whisker measured with a CDD/laser displacement sensor.
(A) Ramp-hold-back profile of the input command (top), deflection of the first gen-
eration piezoelectric bender (middle) and deflection of a C2 whisker inserted in it
(bottom). A 1 ms delay was measured between the onset of the command and the
beginning of the bender deflection. (B) Same as A for the second generation piezo-
electric bender. A 0.4 ms delay was measured between the onset of the command
and the beginning of the bender motion. Notice the 0 ms delay between the bender
motion and the whisker deflection.

by a metallic tube and the same quantitative observations were
made.

3.2. Absence of electrical interference with electrophysiological
recordings

Single barrel cortex neurons were recorded using extracellu-
lar electrodes in urethane-anesthetized adult rats while whiskers
were stimulated. For each animal less than 30 min were required to
adjust the device to the whisker pad and to connect all 24 whiskers
to the piezoelectric benders. Once connected to the whiskers, the
24 benders were relatively close to the site of electrophysiological
recordings and their activation could result in an inductive elec-
tromagnetic interference. Experiments to control for the absence
of electrical artifacts were conducted and the results are pre-
sented in Fig. 9. The recording electrodes were not shielded and
the stimulator was grounded to the general ground of the prepa-
ration. Electrophysiological data were collected from a multi-unit
recording in infragranular layers of the barrel cortex while sparse
noise stimulation was applied (Fig. 9A). The peri-stimulus time his-
tograms (PSTHs) in Fig. 9 were constructed from events detected
by a threshold discriminator at 3 SD above the noise. Identical
stimuli were repeated a second time after the stimulator had been
removed and the benders, disconnected from the whiskers, were
placed in the air just behind them (Fig. 9B). Neuronal responses
were recorded exclusively when the stimulator was connected to
the whiskers and no induced voltage peaks (i.e. electrical artifacts)
occurred during deflections of the benders in the air.

Fig. 9. (A) Peri-stimulus time histograms (PSTHs) of multi-unit responses to a sparse
noise stimulation of 24 whiskers loaded to the stimulator. Vertical dashed lines
indicate the onset of deflection. (B) The same protocol was applied with the whiskers
disconnected from the stimulator. Notice the absence of electrical interference with
the electrophysiological recordings.

3.3. Wide range of stimulation protocols can be produced by the
new stimulator

The purpose of this section is to demonstrate the flexibil-
ity and power of the new whisker stimulation device. The new
stimulator allows the application of complex spatio-temporal
sequences of whisker deflections with great reproducibility and
with a very wide range of parameters. In particular, precisely con-
trolled deflections of the whiskers that mimic natural stimuli can
be applied.

3.3.1. Linear receptive field obtained with sparse noise
stimulation

Benders were driven with voltage pulses of 30 ms duration (with
10 ms plateau) to produce oscillation-free rostro-caudal deflections
of 114 �m at 7 mm from the follicle, with an initial velocity of
93◦/s. Sparse noise stimulation consisted in stimulating consecu-
tively every whisker in a random order with a 50 ms delay both in
the rostro-caudal and caudo-rostral direction. At least 120 random
sequences were applied for a total duration of 5–10 min. We built
the spatio-temporal receptive fields (STRFs) online using forward
correlation methods (Bringuier et al., 1999). The STRF makes a good
approximation of the linear receptive field of the neuron. The mag-
nitude of the STRF was calculated by integrating the response to
whisker stimulations between 10 and 60 ms after the stimulation
onset and plotted it in a color map (Fig. 10).

3.3.2. Reproducing natural time series of whisker deflections
One of the major advantages of the second generation new stim-

ulator is that, in addition to the performances described previously,
it allows the faithful reproduction of natural whisker deflections
with low variability between trials and with spectral content over
a wide range including high frequencies.

Fig. 11 shows the reproduction of a natural stimulus having a
spectral content that could have not been reproduced by the first
version of the stimulator. To record natural time series of whisker
deflections, we used a high-speed camera (2500 Hz, Fastcam APX
RS, Photron CA, USA) with a spatial resolution of 13 �m per pixel.
The camera was placed above the animal’s head and a backlight
system made of white light LEDs (Phlox, France) illuminated the
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Fig. 10. Forward correlation analysis with sparse noise. (A) The 24 whiskers were
independently stimulated (10 ms ramp, 10 ms plateau, 10 ms backward ramp) at
20 Hz in a random sequence of rostro-caudal (RC) and caudo-rostral (CR) deflec-
tions repeated 120 times. Action potentials were simultaneously recorded. Action
potentials generated by a stimulus within a time window of 0 to +60 ms are used
to increment the counting of the corresponding pixel of a rostro-caudal or a caudo-
rostral spatial receptive field. (B: top) Peri-stimulus time histograms of response to
the deflection (dashed lines) of the 24 whiskers in the rostro-caudal direction. (B:
bottom) Response intensity map built by integrating the number of spikes within a
time window of 10–60 ms after stimulation and subtracting the spontaneous activ-
ity.

whiskers from below. The camera was pointed to whisker C2 of an
anaesthetized animal while a motorized rail (Linear motor MLL302,
Systro GmbH, Germany) moved a texture (a bar code pattern with
a period of 1 mm) across the whisker tip at a constant speed of
60 mm/s and fixed radial distance (90% of total whisker length).
We tracked whisker C2 at 2 mm from the follicle by computing the
center of mass of squared intensities (pixel value) frame by frame
(final spatial resolution of 5 �m). As shown in Fig. 11, under these
conditions the whisker at its base showed resonance behavior as
well as stick-and-slip events (see e.g. Ritt et al., 2008; Lottem and
Azouz, 2009). We then reproduced these movements with the new
stimulator by translating them into a voltage waveform input to the
bender. When the bender was not corrected, a condition produced
by short circuiting the Sorbothane with three metal bridges, the

Fig. 11. Replaying natural whisker motions. (See main text for details on the whisker
motion recordings.) (A) Stick-slip events are well reproduced by the second gener-
ation stimulator. The input command (in red) is well correlated (r = 0.98) to the
resulting C2 whisker motion (in purple). (B) High frequency input command (red
line) and the resulting deflection of a C2 whisker with the fully corrected second
generation stimulator (purple); with mechanical but not software correction (green)
and with no software nor mechanical correction (blue). Arrows are indicating ring-
ing artifacts. Correlation values between each recording and the input command are
indicated above each trace. (C) Normalized power spectral density of the four traces
shown in B. Notice the similarity of the input command and of the fully corrected
PSD up to 1 kHz (same colors as in B).

output showed clear periods of resonance vibrations (see arrows
in Fig. 11B). We computed the power spectral density (PSD) of the
command and of the motion recordings in all three conditions, and
we found that the fully corrected stimulator displayed a very similar
PSD as the original signal up to 1 kHz, while the uncorrected version
departed from the original PSD mainly at the high frequencies. The
‘bridged’ version of the stimulator displayed a major ringing peak
starting at 600 Hz. Finally, we observed that the closer the bender
to the pad skin, the better the replaying and reproducibility of the
movement, probably due to stronger constraint on the whiskers
(data not shown).

In conclusion, the combined software and mechanical correc-
tions (see Section 2 for details) provides optimal replaying of
natural stimuli, that is waveforms that are particularly demand-
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ing for the stimulator. With these corrections a wide avenue of
empirical possibilities is opened up by the Matrix.

4. Discussion

The whisker to barrel cortex system became in the last decades
an important model for the study of sensory processing. However,
one of the inherent difficulties in stimulating a tactile system is
that contrary to audition or vision, the sensory organ has to be
physically contacted by the stimulating device. Several methods
have been used to deflect whiskers. Manual deflections are easy to
produce even on awake animals, but are not subject to any con-
trol and then cannot be used in a reproducible manner (Brecht
and Sakmann, 2002). Using a computer-controlled device allows
to stimulate the whiskers with a time-accurate onset. Individual
whiskers have been traditionally stimulated using a galvanome-
ter (Stephen, 1969; Nicolelis and Fanselow, 2002) and eventually
moving magnet motors (Rajan et al., 2006), although with those
methods whiskers are stimulated once at a time. More recent sys-
tems have been developed and applied to awake animals. Air puffs
have been used for stimulating whiskers in head-restrained prepa-
rations (Hutson and Masterton, 1986; Nunez et al., 1994) but they
unavoidably deflect several whiskers at a time. More recently a
method for whisker deflection on freely moving rats was developed
by attaching a small iron particle to one whisker and by delivering
a brief magnetic pulse (1–5 ms) through an electromagnetic coil
(Melzer et al., 1985; Ferezou et al., 2006). In both cases however
the trajectory of whisker deflections is not controlled and not pre-
cisely known. In addition, the magnetic field affects simultaneously
all the whiskers having a metallic attachment and thus is not suit-
able for studies where spatio-temporal multi-whisker stimulations
are needed.

It is generally accepted that the cortical responses are strongly
modulated when two or more whiskers are deflected simultane-
ously or slightly out of phase (Brumberg et al., 1996; Carvell and
Simons, 1988; Drew and Feldman, 2007; Ego-Stengel et al., 2005;
Erchova et al., 2003; Ghazanfar and Nicolelis, 1997; Ghazanfar et
al., 2000; Higley and Contreras, 2003; Kleinfeld and Delaney, 1996;
Mirabella et al., 2001; Shimegi et al., 1999; Simons, 1985). Similarly,
many vibrissae are used for solving certain tactile tasks (Carvell and
Simons, 1990; Sachdev et al., 2001; Krupa et al., 2001). In the past,
a 16 whisker stimulator based on miniature solenoids has been
used by Krupa et al. (2001). This system has the advantage that the
spatial dimension of each solenoid is small and the whiskers can be
held at their resting position. Although the kinetic properties of the
movement are reasonably good, complex high frequency kinetics
like natural whisker movements have not been tested yet and since
only one single direction of stimulation can be applied, it is unlikely
that this device can be upgraded to a version providing deflections
with multiple directions.

One of the major advantages of our device is that it allows
the deflection of 24 whiskers in any spatio-temporal configura-
tion within a large parametric space. Piezoelectric benders have
been used in number of studies. Their main advantage is that
the amplitude and direction of the movement can continuously
vary in a controlled manner. A few other laboratories used them
for stimulating up to nine whiskers although the resting posi-
tion of the whiskers was not maintained (Drew and Feldman,
2007). We showed here that the spatial dimensions of piezoelectric
bimorphs can be compatible with the stimulation of a large num-
ber of whiskers while holding their natural position at rest. We also
present a solution to cope with the ringing problem which was until
now precluding the application of the high temporal frequencies
(200–1000 Hz) encountered in natural scenes (but see Andermann
and Moore, 2008 for modified piezoelectric benders able to apply

small movements up to 800 Hz). We applied complex patterns of
stimulation defined both at single and at multiple whisker levels.
The stimulation varied spatially by changing the whisker identity
and/or the amplitude and the direction of whisker deflection. It var-
ied also temporally by controlling the interval of time between the
whisker stimulation and/or by defining the kinetics of the deflec-
tion of the stimulated whiskers.

It is commonly accepted that the temporal profile of the angular
velocity of deflection constitutes a relevant property of the stimula-
tion to elicit cortical responses (Arabzadeh et al., 2005). Protraction
velocities during free whisking are around 500–900◦/s whereas
retraction velocities reach 1500◦/s (Gao et al., 2001; Grant et al.,
2009). During texture discrimination, whisker deflection can reach
a few thousands of degrees per second (Carvell and Simons, 1990;
Ritt et al., 2008). While non-compensated piezoelectric benders
show a limitation to reach those high velocities because of the ring-
ing behavior, our corrected device can be used to deflect whiskers
at those velocities relevant for natural tactile exploration by rats.
For example, when the stimulator is used at 5 mm from the follicle
it can produce a rapid deflection of 180 �m at 800 Hz corresponding
to a velocity of 1650◦/s.

4.1. Limitation of the stimulation device in studying responses in
the awake animal

As we have shown here, the new stimulation device can be used
in an anesthetized preparation. The connection of all 24 whiskers
to the benders takes less than half an hour which is a reasonable
period of time for an acute electrophysiological experiment. It is
conceivable to use this stimulator in head-posted awake animals.
However this probably would need to condition the animal to stay
calm and not to whisk. One disadvantage of the system described
here is that it is out of its possibilities to be used in head-posted ani-
mals solving a tactile task that needs whisking. Although this must
be recognized as a limitation in the utility of this system, there
are a number of observations that show that passive and active
whisker deflections induce similar responses in the barrel cortex,
making it pertinent to study the response of the system to passive
whisker deflections. First, the exploratory strategies used by rats
to discriminate objects are still not fully known. While texture dis-
crimination tasks depend on whisking (see e.g. Guic-Robles et al.,
1989; Carvell and Simons, 1990) some tactile tasks do not seem to
depend on active whisking to be solved. For example, aperture or
distance discrimination can be performed at very high levels of suc-
cess with whisker contacts induced by head movements without
whisking (Krupa et al., 2001). Hence, cortical processing of sensory
information can be studied in conditions in which the whiskers are
deflected passively like when using whisker stimulators in anes-
thetized animals. Second, voltage-sensitive dyes imaging of active
sensory processing in awake, freely moving animals show that sen-
sory responses to active touch are similar to those evoked by a
passive stimulus in anesthetized and in quiescent awake animals
(Ferezou et al., 2006). Finally, recent experimental data (Lottem and
Azouz, 2009) showed that whisker contacts produced by a pas-
sive exposure to a texture or by active whisking produce similar
responses in the trigeminal ganglia.

In conclusion, we have presented a novel stimulator for deflect-
ing macrovibrissae individually or conjointly, in a controlled
manner and with high fidelity. With this device we have shown
that it is possible to probe the whisker somatosensory system with
a range of spatio-temporal patterns of deflections having temporal
frequencies encompassing those produced naturally by the explor-
ing animal. Our stimulation device can be used to evaluate in a
rapid manner the properties of spatio-temporal receptive fields
of somatosensory neurons using sparse noise stimulation. It can
also consistently reproduce high dimension tactile scenes inspired
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from natural multi-whisker stimulations and therefore enlarge the
possibilities for studying the complex interactions acting between
sensory neurons receiving inputs from distinct whiskers.
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Chapter 3

An exploration of barrel cortex
neurons linear filters

3.1 Barrel cortex neurons linear filters lack a well defined
structure as well as consistency across experimental
conditions

The most striking functional property of barrel cortex neurons is the non-linearity of their
response to combinations of whisker stimulations. Suppressive [Simons, 1985] as well
facilitative effects [Shimegi et al., 1999; Ego-Stengel et al., 2005] have been observed,
including in response to the stimulation of whiskers that are not part of the neuron linear
receptive field [Shimegi et al., 1999; Ego-Stengel et al., 2005]. These non-linearities
structure spatiotemporally the functional response to multiwhisker responses, and they are
likely to be involved in the emergence of multiwhisker selectivities [Drew and Feldman,
2007; Jacob et al., 2008] (although second order interactions were not sufficient to account
for the directional selectivity observed in [Jacob et al., 2008]).

In contrast with thesemarked and structuring non-linearities, the study of barrel cortex
neurons linear receptive fields has settled on a less notable picture.

The initial studies of barrel cortex functional responses described receptive fields as
limited to the principal whisker, that is the whisker homologue to the recorded barrel
[Welker, 1971]. However, further exploration of the system has shown that receptive
field extend with weaker responses beyond this principal whisker [Simons, 1978, 1985]
and can cover up almost the whole whiskerpad, both subthreshold [Moore and Nelson,
1998; Brecht and Sakmann, 2002] and suprathreshold [Chapin, 1986; Ghazanfar and
Nicolelis, 1999; Jacob et al., 2008]. The spatial organization of these receptive fields
has been described as a strong response to the principal whisker and weaker responses
to surrounding whiskers [Moore and Nelson, 1998; Zhu and Connors, 1999]. Beyond
summation of the stimulations arising from multiple whiskers, it is hard to relate this
receptive field organization to a well defined processing ; one that could be compared for
instance with the edge detectors described in the primary visual cortex [Daugman, 1985].
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3.1.1 Linear receptive fields are affected by anaesthetics

Still, even such deceptively simple receptive fields do not seem robust face to changes in
the type and depth of anaesthesia. For instance, urethane and pentobarbital anaesthesia
have lead to recordings with large receptive field sizes : around 4 whiskers in layer IV and
5 in layer V from 5 whiskers [Ito, 1985; Jacob et al., 2008] up to 8 whiskers [Ghazanfar
and Nicolelis, 1999], and from 1 to 16 whiskers subthreshold [Moore and Nelson, 1998].
Pentobarbital has lead to recordings with 6-15 significant whiskers subthreshold [Zhu and
Connors, 1999].

In contrast, unanaesthetized/paralysed or lightly sedated preparations using fentanil
have resulted in much smaller receptive fields across layers, with a vast majority (85%)
of layer IV neurons displaying responses only to the principal whisker [Simons, 1978].
Although in this study layer II/III and layer V neurons displayed larger proportions of
multiwhisker receptive fields (respectively 39% and 65%), these receptive field size were
still smaller than what was observed under deep urethane anaesthesia, as confirmed by a
study specifically comparing receptive field sizes in these two conditions [Simons et al.,
1992].

3.1.2 Linear receptive fields are affected by the density of the multi-
whisker stimulation

Not only anaesthetics, but also the statistics of the stimulus affect the measurement of bar-
rel cortex linear receptive fields. Indeed, the complex non-linearities found in the rat bar-
rel cortex make the measurement of the multiwhisker receptive field highly dependent on
the density of whisker stimulations: barrel cortex neurons respond differently to indepen-
dent deflections of whiskers and to simultaneous (air puff) whisker deflections, with some
neurons responding more strongly while others show weaker responses to simultaneous
whisker deflections, as seen in layers II/III [Brecht et al., 2003], in layer IV [Brecht and
Sakmann, 2002] and in layer V [Manns et al., 2004]. Similarly, the functional response
to a single-whisker deflection is much reduced when the whiskers surrounding it are si-
multaneously randomly vibrated [Brumberg et al., 1996]. We explored (in collaboration
with Sami El Boustani) this issue in more detail in the lightly isoflurane anaesthetized rat
by acquiring the receptive field of 14 barrel cortex single units using unitary rostral de-
flections that were separated by inter-stimulus interval (ISI) ranging from 4 to 50 ms (see
fig. 3.1.a). This work reveals that with the exception of a few neurons (fig. 3.1.e), shorter
ISI resulted in receptive fields with progressively less significant whiskers (fig. 3.1.b) and
with significant responses of lower amplitude, leading up to the disappearance of all sig-
nificant response in the receptive field at the shortest ISI (fig. 3.1.c-d).

This reduction of the functional response can also be found in the visual cortex
[Fournier et al., 2011]. However, it is not as drastic there, and linear components of
the receptive fields can be estimated both using sparse [Jones and Palmer, 1987] and
dense [Reid and Alonso, 1995; Reid et al., 1997] presentations of ternary noise (random
occurrence of black and white pixels on a grey screen), thus making the linear filters a
legitimate first order estimate of the visual cortex functional properties. In contrast, the
lack of consistency of the linear filters of barrel cortex neurons across experimental condi-
tions adds to the lack of a clear functional role for their "gradient" like PW/AW structure
to make the linear receptive field a questionable estimate of the functional properties of
barrel cortex neurons.
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Figure 3.1 – Impact of stimulus density on the measurement of the linear receptive field
of barrel cortex neurons. Arrows below PSTHs: stimulus onset. (a) A sparse/dense
stimulus transition is produced by varying between 50 ms and 4 ms the inter-stimulus
interval (ISI) of impulse stimulations occurring in the different stimulated whiskers.
Stimuli are 10ms ramp, 10ms hold and 10ms back. (b) Rostral receptive field of a layer
4 single unit, as measured across decreasing ISI. (c-e) Comparison of the receptive field
acquired with 50 ms versus 4 ms ISI for (c) a layer IV single unit, (d) a layer V single
unit and (e) a layer IV single unit that is only little affected by stimulus density.

3.2 The sensory-motor hypothesis: coding without com-
plex sensory receptive fields

The difficulty to capture meaningful spatial structure in linear receptive fields of barrel
cortex neuronsmay be due to their involvement in a sensory-motor system. Theymay thus
not encode spatial stimulus properties through purely sensory receptive field properties,
but only through interactions between a motor and a sensory components [Ahissar and
Knutsen, 2008].

The prominence of whisking behaviours ('nosing' in 1912 parlance) was noted in the
first studies of the whisker system [Vincent, 1912, 1913]. However, it was not until the
second half of the twentieth century that the coding of object spatial properties through
whisking was proposed [Brown and Waite, 1974]. More recently, neurons that specif-
ically report whisking were found in the trigeminal ganglion [Szwed et al., 2003], and
whisking related modulations of neuronal activity were observed in the activity of barrel
cortex neurons [Fee et al., 1997; Crochet and Petersen, 2006; Curtis and Kleinfeld, 2009],
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leading up to the hypothesis that barrel cortex neurons make use of this information in
their processing.

This sensori-motor coding hypothesis is also supported by the change in processing
and cortical state observed in the barrel cortex between the whisking and non-whisking
conditions [Krupa et al., 2004; Fanselow and Nicolelis, 1999; Ferezou et al., 2007; Poulet
and Petersen, 2008], including switches in the activation of specific interneuron subtypes
[Gentet et al., 2010].

In parallel, behavioural work has demonstrated that the ability of rats to estimate the
rostro-caudal position of objects with their whiskers depends on their active whisking
behaviour [Mehta et al., 2007] and only to a limited extend on their simultaneous use of
multiple whiskers [Knutsen et al., 2006].

Neuronal mechanisms for this sensory-motor coding of the rostro-caudal positioning
of objects are currently being investigated and seem to be based on an elaborate and state
dependent combination of a whisking-locked subthresholdmembrane potential fluctuation
with the EPSPs voleys triggered by the contact of whiskers with objects [Crochet and
Petersen, 2006; Curtis and Kleinfeld, 2009; Gentet et al., 2010; Crochet et al., 2011].

3.3 But: are they more elaborate receptive fields hidden
in the multidimensional whiskerpad sensory space?

A parallel with the visual system - another active sensing system - illustrates well the
possibility for a complex sensori-motor system to perform meaningful processing of the
stimulus through both the sensori-motor loop - making the eyes track over time the focus
of visual attention [Duhamel et al., 1992; Corbetta et al., 1998; Moore and Fallah, 2001]
- and through the purely sensory processing carried by the receptive fields of V1 neurons
[Hubel and Wiesel, 1962].

Also, although sensory-motor coding of spatial properties is likely to be a central
function of the barrel cortex during active whisking, passive whisker contacts also occur
in many behavioural situations and can support sensory discrimination tasks [Adibi and
Arabzadeh, 2011].

For these two reasons, we hypothesize that both during active and passive whisker
use, barrel cortex neurons are actually performing meaningful sensory - and not only
sensorimotor - processing of spatial information, notwithstanding the previously described
blurry, 'gradient'-like structure of their receptive fields.

One reason for the limited spatial processing reported in previous studies of barrel
cortex neurons 'static' receptive field may be that - in contrast with the visual system - the
link between the multiple dimensions of the whiskerpad sensory stimuli has been little
studied.

In the visual cortex, the most striking examples of functional processing are all built on
multiple sensory dimensions, such as the spatial/luminance space of simple/complex V1
neurons [Hubel and Wiesel, 1962]. In MT/V5, 'reinforcing'/'antagonist' neurons [Born
and Tootell, 1992; Born, 2000] are integrators/differentiators in a space/direction-of-
motion space.

In contrast, studies of barrel cortex neurons have focused on the neurons tuning to
a single dimension of the stimulus at a time, such as the direction of whisker deflection
[Simons, 1978], the spatial span of receptive fields [Simons, 1978, 1985] or the frequency
content of whisker deflections [Ewert et al., 2008], and these studies almost never focused
on the neurons functional responses to stimuli that span more than a single dimension
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(although [Kida et al., 2005] and [Simons and Carvell, 1989] both looked at the direction
selectivity of one principal versus one adjacent whisker).

In the following publication, we explored the receptive fields of barrel cortex neurons
across the space/direction sensory dimensions. To this aim we used the first generation
of multiwhisker stimulators previously developed in the laboratory and we applied on the
right whiskerpad of the rat a sparse set of deflections across the 24 largest macrovibrissae
and across two directions of deflection (rostral and caudal). The outcome of this study is
presented in the following pages.
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Article 2

Spatial structure of multiwhisker receptive fields in the barrel cortex is
stimulus dependent

Abstract: The tactile sensations mediated by the whisker system allow rodents to efficiently detect 
and discriminate objects. These capabilities rely strongly on the temporal and spatial structure of 
whisker deflections. Subthreshold but also spiking receptive fields in the barrel cortex encompass a 
large number of vibrissae, and it seems likely that the functional properties of these multiwhisker 
receptive fields reflect the multiple-whisker interactions encountered by the animal during the 
exploration of its environment. The aim of this study was to examine the dependence of the spatial 
structure of cortical receptive fields on stimulus parameters.

Using a newly developed 24-whisker stimulation matrix, we applied a forward correlation analysis 
of spiking activity to randomized whisker deflections (sparse noise) to characterize the receptive 
fields that result from caudal and rostral directions of whisker deflection. We observed that the 
functionally determined principal whisker — the whisker eliciting the strongest response with the 
shortest latency — differed according to the direction of whisker deflection. Thus, for a given 
neuron, maximal responses to opposite directions of whisker deflections could be spatially 
separated.

This spatial separation resulted in a displacement of the center of mass between the rostral and 
caudal subfields and was accompanied by differences between response latencies in rostral and 
caudal directions of whisker deflection. Such direction-dependent receptive field organization was 
observed in every cortical layer. We conclude that the spatial structure of receptive fields in the 
barrel cortex is not an intrinsic property of the neuron but depends on the properties of sensory 
input.

Julie Le Cam,* Luc Estebanez,* Vincent Jacob, and Daniel E. Shulz

Journal of  Neurophysiology 106 (2011) 986–998
* equally contributed to the work



Journal of

Neurophysiology

Published by the American Physiological Society
Volume 106 Number 2 August 2011



Spatial structure of multiwhisker receptive fields in the barrel cortex is
stimulus dependent

Julie Le Cam,* Luc Estebanez,* Vincent Jacob, and Daniel E. Shulz
Unité de Neurosciences, Information et Complexité (UNIC), Centre National de la Recherche Scientifique,
Gif sur Yvette, France

Submitted 18 January 2011; accepted in final form 26 May 2011

Le Cam J, Estebanez L, Jacob V, Shulz DE. Spatial structure of
multiwhisker receptive fields in the barrel cortex is stimulus depen-
dent. J Neurophysiol 106: 986–998, 2011. First published June 8,
2011; doi:10.1152/jn.00044.2011.—The tactile sensations mediated
by the whisker-trigeminal system allow rodents to efficiently detect
and discriminate objects. These capabilities rely strongly on the
temporal and spatial structure of whisker deflections. Subthreshold but
also spiking receptive fields in the barrel cortex encompass a large
number of vibrissae, and it seems likely that the functional properties
of these multiwhisker receptive fields reflect the multiple-whisker
interactions encountered by the animal during exploration of its
environment. The aim of this study was to examine the dependence of
the spatial structure of cortical receptive fields on stimulus parameters.
Using a newly developed 24-whisker stimulation matrix, we applied
a forward correlation analysis of spiking activity to randomized
whisker deflections (sparse noise) to characterize the receptive fields
that result from caudal and rostral directions of whisker deflection. We
observed that the functionally determined principal whisker, the
whisker eliciting the strongest response with the shortest latency,
differed according to the direction of whisker deflection. Thus, for a
given neuron, maximal responses to opposite directions of whisker
deflections could be spatially separated. This spatial separation re-
sulted in a displacement of the center of mass between the rostral and
caudal subfields and was accompanied by differences between re-
sponse latencies in rostral and caudal directions of whisker deflection.
Such direction-dependent receptive field organization was observed in
every cortical layer. We conclude that the spatial structure of receptive
fields in the barrel cortex is not an intrinsic property of the neuron but
depends on the properties of sensory input.

somatosensory cortex; vibrissa; touch; direction selectivity; rat

LAYER IV of the primary somatosensory cortex (S1) of rodents
contains discrete cytoarchitectonic modules called “barrels”
(Killackey 1973; Woolsey and van der Loos 1970). Each barrel
is in anatomic correspondence with one specific mystacial
vibrissa on the snout of the animal (Simons 1985). Function-
ally, neurons localized in a particular cortical barrel respond
preferentially, with shortest response latency, to one whisker,
called the principal whisker (PW). However, whole cell and
intracellular recordings of synaptic responses to individual
whisker deflections showed that the convergence of informa-
tion onto single neurons of layers II to V of the barrel cortex
was extensive, spanning several adjacent whiskers (AWs) from
the center of the receptive field (Brecht and Sakmann, 2002b;
Brecht et al. 2003; Manns et al. 2004; Moore and Nelson 1998;

Zhu and Connors 1999). These large receptive fields represent
a potential substrate for response modulation by the context of
the peripheral stimulation (Jacob et al. 2008). Here we propose
that several basic functional properties of the multiple-whisker
receptive fields are affected by simple changes in stimulus
properties, specifically along the caudo-rostral axis.

The caudo-rostral axis is important for the whisker-to-barrel
system, behaviorally, anatomically, and functionally. Whiskers
on the mystacial pad are arranged in a precise geometric
pattern of caudo-rostral rows and dorso-ventral arcs. During
exploratory behaviors, rats move their vibrissae rostrally, cre-
ating a functional asymmetry between rows and arcs. Anatom-
ically, studies have revealed a bias toward within-row connec-
tivity in the intracortical circuitry (Bernardo et al. 1990a,
1990b; Hoeflinger et al. 1995; Kim and Ebner 1999). Addi-
tionally, cortical activity patterns induced by single-whisker
deflections are elongated along rows (Armstrong-James and
Fox 1987; Kleinfeld and Delaney 1996; Simons 1978), and
suppressive two-whisker interactions are more prominent when
the stimulated whiskers belong to the same row than to the
same arc (Ego-Stengel et al. 2005). Consequently, we tested
here whether properties of multiwhisker receptive fields
change when activating the system with deflections in different
directions of movement along the caudo-rostral axis.

In the visual cortex, changes in nonspatial properties of the
stimulus, like contrast polarity (ON or OFF light transitions),
allow characterization of contiguous but spatially segregated
subfields in a subset of neurons called simple cells (Hubel and
Wiesel 1962). In the barrel cortex, neurons respond with
different magnitudes and latencies to different directions of
deflections of the PW (Bruno and Simons 2002; Puccini et al.
2006; Simons 1978; Simons and Carvell 1989; Wilent and
Contreras 2005). Neurons with multiwhisker receptive fields
do not necessarily respond to the same angle of deflection of
the different whiskers. If a neuron shows different directional
selectivity to the PW and the AWs, the structure of the
receptive field, its center of mass, and its preferred whisker will
change with the stimulus direction. Evidence for this depen-
dence is limited and contradictory in the literature. Kida et al.
(2005) have shown similar direction preference for the PW and
AWs, whereas Hemelt et al. (2010) observed insignificant
angular tuning consistencies across vibrissae. Here we tested in
the barrel cortex whether a change in the direction of whisker
deflection (rostral vs. caudal) can unmask changes in receptive
field mapping. Using a new stimulator composed of 24 inde-
pendent piezoelectric actuators (Jacob et al. 2010) adapted to
the five rows and the five most caudal arcs of the rat whisker
pad, we have characterized cortical receptive fields using
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whisker deflections caudally and rostrally from resting posi-
tion. When comparing one direction of deflection to the other
we observed, in most cortical regular spiking neurons, modu-
lations of the spatial structure of the receptive field. These
changes included a shift in the center of gravity of the receptive
field, differences in the latency of responses to PW and AWs,
and even changes in receptive field size.

MATERIALS AND METHODS

Experiments were performed in conformity with French (JO 87-
848) and European (86/609/CEE) legislation on animal experimenta-
tion. All authors have been granted a license from the French Ministry
of Agriculture to conduct the animal research described here.

Animal Preparation

Male Wistar rats (n � 29, weight � 306 � 23 g, mean � SD) were
anesthetized with urethane (1.5 g/kg ip). Atropine methyl nitrate (0.3
mg/kg im) was injected to reduce secretions in the respiratory path.
Supplementary doses of urethane (0.15 g/kg ip) were administrated
when necessary throughout the experiment in order to maintain an
adequate level of anesthesia, as indicated by the absence of eye blink
reflex, the lack of response to hind paw pinch, and the absence of
spontaneous vibrissa movements. ECG and EEG monitoring was
performed throughout the experiment. Body temperature was main-
tained at 37°C by a regulated heating pad. The animal was placed in
a stereotaxic frame, and the skull was cemented to a metal bar fixed
rigidly to the frame. The snout was held by a modified head holder
(Haidarliu 1996) allowing free access to the right vibrissae. The left
posteromedial barrel subfield (P0–4, L4–8 from bregma; Chapin and
Lin 1984) was exposed. Once the electrode had been inserted into the
cortex, the craniotomy was covered with a silicon elastomer (Kwik-
Cast, WPI).

Electrophysiological Recordings

Neural activity was recorded extracellularly from 202 neurons with
a custom program [Elphy, G. Sadoc, Centre National de la Recherche
Scientifique Unité de Neurosciences, Information et Complexité
(CNRS-UNIC), www.unic.cnrs-gif.fr/software.html] and tungsten
electrodes (FHC, 2–10 M� at 1 kHz) lowered perpendicularly into
cortical columns. Signals were amplified (gain 5,000) and filtered for
spike activity (0.3–3 kHz). For each recording site, up to two single
units were isolated with a template-matching spike sorter (MSD,
Alpha-Omega) and a multiunit signal was recorded simultaneously.
Consecutive recordings were performed at least 100 �m away from
each other, to avoid recording the same unit twice.

Whisker Stimulation

A recently developed whisker stimulation matrix based on piezo-
electric benders (Jacob et al. 2010) was used to deflect independently
the 24 most caudal whiskers of the right whisker pad (Fig. 1A).
Whiskers were trimmed to 10-mm length and were inserted 3 mm into
small plastic tubes of calibrated diameter glued on each bender.
Benders were driven with RC-filtered (tau � 2 ms) voltage pulses (10
ms forward, 10 ms plateau, 10 ms backward motion, followed by a
20-ms rest period), producing resonance-free deflections of 114 �m at
7 mm from the follicle (93°/s initial velocity) delivered at 20 Hz. One

Fig. 1. Sparse noise analysis of cortical receptive fields. A: schematic repre-
sentation of the sparse noise stimulation and forward correlation analysis.
Impulse stimulations of each of the 24 whiskers (10 ms forward, 10-ms
plateau, 10 ms backward, followed by 20-ms pause) are repeatedly presented
in random sequences for caudal and rostral directions. St, Straddler.
B: example of a neuron recorded in layer IV of the C2 barrel. Left: peristimulus
time histograms (PSTHs) for 24 whiskers deflected in the caudal and rostral
directions. Activity during the blank period with no stimulation is presented in
gray at bottom left. s.a., Spontaneous activity. Maximum-surprise maps were
built by computing for each PSTH the maximum surprise over time and over
integration windows (from 1 to 20 ms, right). Surprise values are indicated by
the color scale. The anatomically defined principal whisker (PW) is symbol-
ized by a black cross. C: histogram of the number of whiskers eliciting a
significant response for cells in layers II/III (n � 56), IV (n � 36), Va (n � 38),
and Vb (n � 33) for caudal and rostral directions of whisker deflection, in the
case of regular spiking (RSU, top) and fast spiking (FSU, bottom) units.
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hundred and twenty sequences of randomized caudal and rostral
deflections of the 24 whiskers were applied, each including a 50-ms
blank with no whisker deflection, providing an estimate of the base-
line firing rate of the neuron. Simultaneous recording of the spiking
activity allowed the reconstruction of the linear receptive field of the
recorded neuron with forward correlation techniques. Briefly, a peri-
stimulus time histogram (PSTH, �50, 150 ms around stimulation
time) was reconstructed for both caudal and rostral deflections of each
of the 24 stimulated whiskers.

Data Analysis

All off-line data analyses were performed with the Python language
(www.python.org) and its associated scipy and matplotlib scientific
toolkits. 3D Weighted Linear regression and circular statistics were
implemented with R and rpy (http://www.rpy.sourceforge.net).

Regular spiking unit/fast spiking unit classification. On the basis of
bimodal distribution of spikes durations, neurons were classified as
fast spiking units (FSUs) or regular spiking units (RSUs). In accor-
dance with previous studies (Bruno and Simons 2002), 75% of the
cells (n � 163) were classified as RSUs and 25% (n � 39) were
classified as FSUs. The analysis presented here was focused only on
RSUs.

Determination of receptive field size. As often reported in the barrel
cortex (Armstrong-James et al. 1994), we frequently observed in our
recordings a low baseline firing rate; 43% of the cells fired �1 spike/s.
Classical methods for the detection of significant responses in PSTHs
rely on the assumption that PSTHs are continuous Gaussian processes
that can be modeled through their mean and variance. However, this
hypothesis may lead to erroneous results when the firing rate of the
cells is, as here, too low. Here, to correctly detect significant responses
in low-firing rate conditions, we devised a method based on surprise
analysis (Legéndy and Salcman 1985). This method takes into account
the discrete nature of spiking activity by modeling it as a Poisson
process. This is particularly important at low firing rates, a situation
frequently found in the barrel cortex. A baseline firing rate was
calculated by measuring the average firing rate count in the 150 ms
starting at the beginning of “nonstimulation” intervals. The surprise
(S)—a measure of the unlikeliness of the occurrence of a given firing
rate, given the baseline firing rate—was then measured on the PSTH
obtained for stimulations of each whisker and each direction. A high
value of surprise corresponds to an unlikely activity of the neuron that
is a probable functional response of the neuron. In addition, we took
into account firing rates changes both below and above the baseline
firing rate by combining the Poisson cumulative density function
(CDF) and the Poisson survival function (SF), two functions param-
eterized by the baseline firing rate (fb): S(f) � �log10{min[CDF(f,
fb),SF(f, fb)]}.

Finally, in order to take into account different response dynamics
(phasic and tonic) without an a priori on the timescale of the actual
functional coding taking place, the surprise was estimated on integra-
tion windows spanning from 1 to 20 ms, with 1-ms steps.

To define a threshold above which neuronal responses are consid-
ered statistically significant, we built for each time bin a surprise
threshold value corresponding to a 1% false positive ratio. We built
the distribution of surprise values both with no stimulation and on 150
ms after stimulus onset. The threshold was computed such that false
positive responses during the blank period would be below 1% of the
count during actual whisker deflections (Fig. 2A). To obtain a com-
parable measurement of response strength across bin sizes, the sur-
prise threshold for a given binning was finally subtracted from the
corresponding surprise measurement. For a given neuron, we defined
a whisker as triggering a significant response when the computed
surprise was at any point of the time positive for at least one of the bin
sizes. Detected significant responses were in good agreement with
visual inspection of the PSTHs, for both cells with low and cells with
high firing baseline levels (see Fig. 2B). We illustrated in two case

studies (Fig. 2C) the differences between the surprise method (signif-
icant PSTHs are depicted in black) and three classical definitions of a
significant sensory response: 1) the mean response of the neuron on a
30-ms window following stimulus onset goes above a threshold defined
as the mean baseline firing rate � 3 SD (significant PSTHs are under-
lined with a dashed line); 2) activity in any 1-ms bin goes above mean � 3
SD threshold in a 30-ms window following stimulus onset (significant
PSTHs are underlined with a dotted line); 3) the mean firing rate on
a 50-ms window crosses a threshold defined as the mean � 3 SE
(significant PSTHs are underlined with a continuous line) (see Jacob
et al. 2008).

There are two main differences in the detection of significant
responses by these methods versus the surprise method. First, all these
classical methods are to some extent tied to the hypothesis that the
PSTH can be modeled as a Gaussian process, thus allowing the use of
SD or SE to evaluate the firing rate of the neuron. In many cases,

Fig. 2. Surprise method for the detection of significant responses. A: determi-
nation of the surprise threshold corresponding to a 4-ms integration window.
Inset: close-up of the determination of the surprise threshold by intersection of
the false positive ratio curve. B: example of significant responses detection
(RSU cell, stimulation of C1 whisker). B1: PSTH of response (1-ms bin).
B2: nonnormalized surprise values over time for a 4-ms integration window.
Dashed line corresponds to the 1% false positive threshold. C: responses of 2
neurons to rostral deflections of 24 whiskers and comparison of different
methods for detection of significant responses. Neuron in C1 displays a low
baseline firing rate, while neuron in C2 has a higher firing rate. Significant
PSTHs detected by the surprise method appear in black; nonsignificant PSTHs
are depicted in gray.
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because of the low firing rate observed in barrel cortex neurons, this
assumption does not hold, leading to the erroneous detection of
significant responses (see, for example, the significant responses
detected by method 2 in Fig. 2C1).

Second, these different methods rely on a single binning (e.g., 1 ms,
30 ms, or 50 ms), thus missing responses that do not fit such specific
timescales. For instance, very fast responses may be missed by a large
bin size (note the response missed by method 1 in Fig. 2C2). In
contrast, low-amplitude long responses may be missed by small bin
sizes. Such a variety of responses is captured by the multiple bin sizes
used in the surprise method.

Response latencies. As in other studies (Armstrong-James et al.
1994; Petersen and Diamond 2000), the response latency was com-
puted across whiskers previously identified as eliciting a significant
response by using a dedicated method applied to the few milliseconds
between the onset of the stimulation and the beginning of the signif-
icant response. To detect the onset of the response, we used the same
surprise method as before, but instead of a stringent 1% threshold
(which would have resulted in an overestimation of the latencies), we
chose a 50% threshold. The latency time for a given bin size was
defined as the end time of the first significant bin. The shortest of all
these latency measurements was regarded as the whisker latency.
Finally, to avoid detecting the onset of small baseline perturbations as
the response latency, we made sure that every latency computed with
the 50% threshold preceded with 5-ms precision the latency obtained
with a 25% threshold (a more stringent measurement of the latency,
which brought larger latency estimates). If not, the 25% threshold
latency was preferred. Although these thresholds may appear high,
they correspond to a false positive rate across the full width of a
150-ms window after stimulus. However, for the calculation of the
response latency, the algorithm is used on a much shorter window,
going from stimulus onset to response onset (generally �20 ms).
Within this window, the 25% threshold translates into a 3.3% (20/150 �
25) false positive error rate.

We compared (Supplemental Fig. S1A) our surprise-based latency
measurement with the latencies measured with the classical mean �
2 SD method (Foeller et al. 2005; Jacob et al. 2008 for a slightly
different method) across all significant neuronal responses obtained in
this study.1 The overall distributions of latencies were similar, al-
though the SD-based latency method failed at low firing rates, result-
ing in many cases in exceedingly early latency measurements (see
case study in Supplemental Fig. S1B).

Histology

At the end of the experiments, three small electrolytic lesions
(30–50 pulses of 200-ms duration and 10-�A amplitude delivered at
0.3 Hz) were made at known depths, 500 �m apart. The animal was
given a lethal dose of pentobarbital (Dolethal) and perfused transcar-
dially with phosphate buffer (0.1 M, pH 7.4) followed by a fixative
solution (4% paraformaldehyde in 0.1 M phosphate buffer, pH 7.4).
Coronal sections (80-�m width) were cut through the left posterome-
dial barrel subfield and stained with cresyl violet (n � 10) or with
cytochrome oxidase (n � 19) to visualize cortical layers and barrels.
The denser staining of L4 combined with the relatively chromogen-
free appearance of layers II/III and Va provided a very clear demar-
cation of the borders between layers II/III and IV and layers IV and
Va. From histological examination these borders occurred at a mean
depth of 480 �m and 940 �m, respectively. The border between
layers Va and Vb was marked by a gradual increase in cytochrome
oxidase stain, cell density, and the appearance of larger cell bodies.
The transition from layers Va to Vb occurred on average at 1,300 �m.

Electrode tracking and lateral position of recorded cells. Coronal
sections were done to unambiguously determine the recording layer.

As a consequence, the barrel identity from which the neurons were
recorded could not be directly visualized. To recover this information,
a functional positioning method was devised. This method relies on
the fact that multiunit receptive fields were obtained simultaneously
with each cell recording along the electrode track. Each of these
multiunit receptive fields was used as the weights in a two-dimen-
sional (2D) grid representing the barrel positions (colored spheres in
Fig. 3, B and E). Such 2D barrel weight grids were positioned
vertically in a three-dimensional (3D) space at the recording depth
(Fig. 3, C and F) read on the motorized microelectrode driver (Luigs
& Neumann). The weights used for this computation were obtained for
a given whisker by taking the maximum of the corresponding surprise
value over time (from 0 to 150 ms after stimulation onset) and binning
range (1–20 ms) (summing caudal and rostral responses). The weights
were then normalized between recordings (the sum of the weights equals
1 for each layer). To estimate the path of the electrode (straight purple line
in Fig. 3, B, C, E, and F), a weighted least square regression was
computed on the 3D distribution of weights. The position of each cell
recording within the barrel cortex was finally inferred from this estimated
“multiunit” electrode position.

This method was validated by a specific histological control per-
formed on four animals (2 examples are shown in Fig. 3, A–C and
D–F). We recorded multiunit activity at 10 different depths every 100
�m along the electrode track. Animals were then perfused, and the
somatosensory cortex was flattened between two microslides. Tan-
gential sections (100 �m) were stained with cytochrome oxidase
(histological background in Fig. 3, A and D) to visualize the layer IV
barrels (darker regions) and septa (Land and Simons 1985). Barrel
cortices were reconstructed (black outlines in Fig. 3, A and D) with
Neurolucida (MBF Bioscience), and the functional electrode track
defined by the method described above was compared with the
histologically reconstructed track (green outlines in Fig. 3, B and C
and E and F). On all four animals and on all recordings, the computed
and histologically defined barrel columns were the same.

This functional reconstruction permitted us to determine the ana-
tomic position of our recordings. To avoid any misclassification of
layer IV cells between barrel and septum, we considered only those
recordings for which the electrolytic lesion was fully within the limits
of the cytochrome-rich barrels. All cases in which the electrolytic
lesion was in the border between barrels and septa were discarded
from further analysis. We targeted the C2 and Straddler barrels, but in
some cases, however, recordings were done in another barrel (17%).

Receptive Field Properties

Center of mass. The maximum-surprise map was computed. This
grid of values obtained for a given direction of stimulation was used
as the set of weights for the computation of the weighted center of the
receptive field. This measurement was performed in the rows/arcs
coordinates, with the distance between two adjacent barrels/whiskers
in a same row or arc defined as the distance unit.

Eccentricity. An eccentricity vector was obtained by linking the
center of mass of the receptive field to the whisker defined by the
functionally reconstructed position of the recording electrode.

RESULTS

Using a 24-whisker stimulator, we applied deflections in
caudal and rostral directions during extracellular recordings of
well-isolated (Supplemental Fig. S2) RSUs (n � 163) and
FSUs (n � 31). RSUs were subdivided according to their
position in the different cortical layers. To characterize the
receptive fields of these cells, we used forward correlation
techniques and delineated the receptive field corresponding to
both directions of stimulation (see MATERIALS AND METHODS and
Fig. 1A). Among the 163 RSUs, 16% did not respond at all to

1 Supplemental Material for this article is available online at the Journal
website.
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the sparse noise whisker stimulation (layer II/III: 32%, layer
IV: 3%, layer Va: 5%, and layer Vb: 15%). Of the remaining
137 single units that showed significant responses to whisker
deflections, 67% responded significantly to the deflection of
2–16 adjacent whiskers (see an example in Fig. 1B). The
whiskers in multiple-whisker receptive fields were always
contiguously located in the mystacial pad.

The distribution of the number of whiskers for which a
significant response was elicited per neuron was not different
for caudal and rostral receptive fields (Fig. 1C, Kolmogorov-
Smirnoff test, P � 0.89). FSUs displayed receptive field size
distributions almost identical to the RSU distribution (Kolm-
ogorov-Smirnoff test, P � 0.99). A quantitative examination of
the receptive fields obtained with the two deflection directions
showed that several of these functional properties were af-
fected by the direction of whisker deflection, including the
receptive field size, which is the number of whiskers eliciting
a significant response, and the response latencies. Moreover,
the well-established link between the functional representation
of PW and the anatomic identity of the barrel cortex column
from which the recordings were made was also influenced by
the direction of whisker deflection.

Relation Between Receptive Field Center and Anatomic
Identity of Recorded Barrel is Influenced by Direction of
Whisker Deflection

S1 cortex is organized with such a strict anatomic topogra-
phy (McCasland and Woolsey, 1988; Simons 1978; Woolsey
and van der Loos 1970) that the center of a receptive field is
thought to provide a reasonable estimate of the location of an
electrode within S1 cortex. This observation is often consid-
ered as sufficient to conclude that a given cell is located within
the barrel column that matches the functionally defined central
or principal whisker. However, by comparing the responses to
whisker deflection in one direction and the other we have
observed that the center of the receptive field defined function-
ally is not such a good estimate of the anatomic location of the
recording site, since it changes with the direction of whisker
deflection. To study the link between the center of the receptive
field and the anatomic identity of the recording site according
to the direction of deflection of the whiskers, we localized the
barrel column from which the cells had been recorded in each
experiment (see MATERIALS AND METHODS). Cells did not sys-
tematically show a significant response to the stimulation of the

Fig. 3. Functional reconstruction of an electrode
track. A: photomicrograph of a tangential section at
layer IV level with cytochrome oxidase staining and
corresponding to the drawings in B. B: drawings of
the barrel field of successive tangential histological
slices of the barrel field. The colored barrels corre-
spond to the row of barrels schematized in A.
C: weighted least square fit of a line (purple) with
weights provided by the normalized multiunit sur-
prise receptive field at each recording depth (dark
red- to yellow-colored spheres). Histological recon-
struction of the electrode path using electrolytic le-
sions is indicated by green lines. Arrow, electrolytic
lesion. D–F: another example with electrode tracking
localized in C2 barrel column. Same convention as
A–C, respectively.
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whisker corresponding to the recording barrel column (i.e., the
anatomic whisker). Two examples are presented in Fig. 4A. In
Fig. 4A1, a neuron recorded in layer IV of barrel C2 showed
the strongest response for whisker C3 in the rostral direction
and for whisker C2 in the opposite direction. Similarly, in the
example shown in Fig. 4A2 of a neuron recorded in layer Va of
the alpha cortical column, the whisker eliciting the strongest
response was indeed alpha in the caudal receptive field but beta
in the rostral receptive field. These examples illustrate that the
PW defined functionally was shifted according to the angle of
whisker deflection and was not tied to the position of the
anatomic whisker. We quantified the strength of this link to the

anatomic whisker by computing the proportion of neurons that
displayed a significant response to the anatomic whisker in
both directions of stimulation (Fig. 4B). This analysis con-
firmed that layer II/III and layer V RSU neurons have receptive
fields only mildly related to the position of the anatomic
whisker: only 26% of layer II/II, 31% of layer Va, and 40% of
layer Vb included significant responses to the stimulation of
the anatomic whisker in both directions. In contrast, FSU
neurons and layer IV barrel RSU neurons (respectively 49%
and 47% of neurons with anatomic whisker significant for both
directions) corresponded more often to the position of the
anatomic whisker.

Since we only explored the rostro-caudal axis of deflection
and no other angles to which the neuron might respond best,
the number of instances in which the anatomically matching
whisker did not elicit a significant response might be overes-
timated. However, our results show that in a certain subset of
cortical neurons, particularly in layers II/III and V, the func-
tional definition of the PW is not directly tied to the anatomic
position of the neuron.

Receptive Field Size is Modulated by Direction of Whisker
Deflection

Receptive field size was measured by counting the number
of whiskers eliciting a statistically significant response. Recep-
tive field sizes were quantified for RSUs across all cortical
layers as well as for FSUs. As reported previously (Armstrong-
James and Fox 1987; Ghazanfar and Nicolelis 1999 Simons
1978), many S1 cortical neurons exhibited a multiwhisker
receptive field in our recording conditions. Here we quantified
and compared statistically the receptive field size in response to
caudal versus rostral deflections. Figure 5A shows three typical
examples of layer IV and layer Va cells where the number of
whiskers eliciting significant responses varied as a function of
the direction of whisker movement. For example, cell 1 exhib-
ited a caudal receptive field of four whiskers, whereas the
rostral receptive field of the same neuron showed only two
whiskers eliciting significant responses. In some instances, the
receptive fields were only partially in correspondence (see cell
3 in Fig. 5A) and, as described before, the PW—the whisker
that evoked the strongest response—was not necessarily the
same for the two receptive fields of the same neuron. Cell 2 in
Fig. 5A is an example of such a case (see also Fig. 1B).

To study this difference at the population level, we plotted
the distributions of the number of whiskers eliciting a signifi-
cant response for caudal and rostral deflections for every
cortical layer and a joint 2D histogram (Fig. 5B). Deviations
from the diagonal in this histogram indicate differences in the
number of whiskers constituting the caudal and rostral recep-
tive fields. A majority of responsive RSU neurons (93 of 137)
displayed a difference in size between caudal and rostral
receptive fields. This was the case for 63% (n � 24/38) of layer
II/III RSU cells, 63% (n � 22/35) of layer IV RSU cells, 61%
(n � 23/36) of layer Va RSUs, and 85% (n � 24/28) of layer
Vb RSUs. Similarly, FSUs displayed in 61% (19/31) of the
cases a different number of significant whiskers for rostral and
caudal stimulations. The distributions of the size of caudal and
rostral receptive fields were not significantly different, either
for RSU or for FSU neurons (see Fig. 1C; RSU: Kolmogorov-

Fig. 4. The functional principal whisker (PW) of cortical receptive fields
differed according to the direction of deflection. A1: caudal (C) and rostral (R)
receptive fields of a layer IV cell. Cross indicates the PW. PSTHs of responses
to whiskers C2 and C3 are shown on right. A2: Same as in A1 for a layer Vb
cell. PSTHs of response to whiskers � and � are shown on right. B: % of RSU
and FSU neurons with shifts in the PW in caudal and rostral receptive fields.
Only neurons fulfilling the following 2 conditions were considered: 1) a
significant response to the whisker matching the recorded barrel column in 1
of the receptive fields and 2) no response to that whisker but to an adjacent
whisker (AW) in the other receptive field.
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Smirnoff, P � 0.89; FSU: Kolmogorov-Smirnoff test, P �
0.99).

Receptive Field Mismatch as Function of Direction of
Whisker Deflection

Classically, neurons encountered in a given electrode pene-
tration are maximally activated by the deflection of the same
vibrissa, the PW. Other AWs can also activate neurons, but the
strength of the response is generally weaker (Simons 1985).
This is indeed what we have observed here using one direction
of whisker deflection. However, we also observed striking
differences between receptive fields of a given neuron deter-
mined with caudal and rostral deflections. These differences
included, as we have already seen, the number and identity of
the whiskers eliciting a significant response, but also the
displacement of the receptive field center of mass.

We determined the position of the centers of mass of caudal
and rostral receptive fields and calculated the distance between
them (see Fig. 6A and MATERIALS AND METHODS). A value equal
to 1 means that the centers of mass in the two receptive fields
were separated by one whisker. The displacement was calcu-
lated only for cells showing at least one whisker eliciting
significant responses in each receptive field (RSU, n � 106;
FSU, n � 29). Figure 6A shows an example RSU neuron with
a displacement of the center of mass of 1.13 whiskers. This is
because the caudal receptive field includes only whisker C1,
whereas the rostral receptive field includes whiskers C2 and
C3, introducing an elongation of the receptive field away from
C1. Several more examples of caudal and rostral receptive fields
for neurons recorded in the different cortical layers are presented
in Fig. 6B. This figure illustrates on one hand the diversity of
multiwhisker cortical receptive fields and on the other hand
several examples of shifts of the PW between caudal and rostral

Fig. 5. Size of the receptive field varies with the
directions of whisker deflection. A: examples of
layer IV (cell 1) and layer Va (cell 2 and cell 3) RSU
receptive fields obtained with caudal (C) and rostral
(R) directions of whisker deflection. Same conven-
tions as Fig. 1B. B: cross-distribution of the number
of whiskers eliciting a significant response in caudal
vs. rostral receptive fields for RSU neurons in each
layer and for all FSU neurons grouped. The propor-
tion of cells is indicated by the color scale.
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receptive fields (see cells 1, 2, 5, 9, 11, 13, and 14 in Fig. 6B). For
the other examples presented in Fig. 6B the PW is the same for
both directions of deflection, although neurons exhibit signif-
icant changes in the receptive field structure and span (see, for
example, cells 7, 8, 15, and 16). The whiskers in multiple-
whisker receptive fields were always contiguously located in
the mystacial pad.

The distribution of the displacements of the center of mass
across the population of recorded neurons is shown in Fig. 7
for the different cortical layers. We observed that 26% (n �
27) of layer II/III, 7% (n � 27) of layer IV, 32% (n � 27) of
layer Va, and 18% (n � 25) of layer Vb cells exhibited a
displacement of the center of mass of more than one whisker.
The mean displacement for RSU neurons was 0.61 � 0.74 in
layer II/III, 0.37 � 0.39 in layer IV, 0.68 � 0.63 in layer Va,
and 0.61 � 0.49 in layer Vb. As expected, the displacement

was significantly smaller in layer IV compared with layer V
(Va and Vb merged vs. IV, Mann-Whitney test, P � 0.05).
Finally, FSU displacement was also low (0.48 � 0.55), al-
though not significantly smaller than the displacement of RSU
neurons. These results showed that the spatial extent of caudal
and rostral receptive fields could be spatially separated. The
spatial separation between responses to opposite directions of
whisker deflections is reminiscent of the structure of simple
cell receptive fields in the primary visual cortex (DeAngelis et
al. 1995; see DISCUSSION). These results indicate that the recep-
tive field can shift spatially as a function of the direction of
whisker deflection. In addition, the displacement occurring in
layer V, but not in other layers, was significantly (Rayleigh test
P � 0.03) biased toward the horizontal direction, with a
circular mean displacement angle of 3.8°. A polar distribution
of the motion direction of the center of mass between caudal

Fig. 6. Quantitative differences between caudal and rostral receptive fields. A, top: distance vector (black arrow) is computed by linking the center of mass of
the caudal (C) and the rostral (R) receptive fields. Bottom: example of a layer IV neuron showing a displacement of the center of mass of 1.13 whiskers. Same
convention as Fig. 3B. Corresponding PSTHs of the significant responses are shown on right. Principal whisker C2 is indicated by a cross and the center of mass
by a white dot. B: caudal and rostral receptive fields of 16 cells recorded across the different layers. Same convention as Fig. 1B. C: polar distribution of the
direction of displacement of the center of mass between rostral and caudal receptive fields. Note the significant bias toward the rostral direction, both for RSUs
and FSUs.
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and rostral stimulations, with the caudal receptive field as the
reference (Fig. 6C), illustrates the orientation bias: rostral
receptive fields were often more rostrally positioned within the
barrel cortex than the corresponding caudal receptive fields.
This observation was true both for RSU and for FSU.

The direction-dependent changes in the receptive field struc-
ture observed here could have been explained by an “iceberg”
effect where a given direction could activate a global inhibitory
input that would reduce responses globally to a point where no
significant response would be detected. If this were the case,
the receptive fields defined with one direction of whisker
deflection should always be a shrunken version of the receptive
field defined with the other direction. However, we observed
many instances where the receptive fields of a given neuron
were very dissimilar in shape, such as cells 13 and 14 in Fig.
6B, thus ruling out this possibility as the sole explanation for
the changes.

Latency of Responses to PW and AWs Changes in Caudal
and Rostral Receptive Fields

Cortical neurons show responses that are selective to the
angular direction of whisker deflection (Simons and Carvell
1989; Wilent and Contreras 2005). The angle of whisker
movement might be represented also in the cortex by the
temporal properties of responses, such as the minimal response
latency. Here we determined and compared the response la-
tency for two directions of whisker deflection for the PW and
AWs. In this analysis, we took into account only cells with the
anatomically matching whisker eliciting a significant response
(RSU: n � 53; FSU: n � 16). For cells with multiple AWs,
only the AW eliciting the strongest response was considered
(RSU: n � 40; FSU: n � 14). Latencies were calculated in a
time window corresponding to the response of the cells to the
first ramp of the stimulus (from 0 to 35 ms). Overall, the

latency of PW responses was significantly shorter for FSU than
for RSU (Kolmogorov-Smirnoff, P � 0.007) when grouping
across layers, suggesting that FSUs receive more direct tha-
lamic input than RSUs (Fig. 8A). Looking at the effect of the
direction of stimulation, we noted that it could impact latency.
Two examples of responses to opposite directions of deflec-
tions of the PW are presented in Fig. 8B. In both cases the
shortest response latencies were clearly different, with a gap of
several milliseconds. For both PW and AW, large latency
differences, up to 12 ms, were often observed (Fig. 8, D and E).
However, differences in latency were highly variable both for
PW and AW, and no systematic bias toward one direction was
observed.

Finally, the relationship between response latencies for PW
and AW pairs for caudal and rostral directions of deflection is
depicted for RSUs in layer IV in Fig. 8C. PW latencies were
significantly shorter than AW latencies for RSUs in layer IV
(Mann-Whitney P � 0.001) and in layer Va (Mann-Whitney
P � 0.002), as well as for FSUs grouped across layers
(Mann-Whitney P � 0.02). In contrast, the difference in
latency of response between PW and AWs was significant
neither in layer II/III nor in layer Vb for RSU neurons. The
noticeable difference in latency values for the PW against
the AW in both directions correlates more consistently with
the identity of the whisker than with the directions of
deflections, even if there is a significant temporal shift in
responses for caudal and rostral angles that might be used by
the system to represent the direction of whisker movement
(but see Kida et al. 2005).

DISCUSSION

Receptive fields of barrel cortex neurons were spatially
characterized for two opposite directions of whisker deflection
in the caudo-rostral axis by using randomized sequences of 24

Fig. 7. Caudal and rostral receptive fields can
be spatially segregated. Distribution of the
distance vector between the center of mass of
caudal and rostral receptive fields (layer II/
III: n � 27, layer IV: n � 27, layer Va: n �
27 layer Vb: n � 22; all FSU: n � 31).
Dashed line indicates a displacement of 1
whisker. The displacement vector was
smaller in layer IV compared with layer V
(Va and Vb merged vs. IV, Mann-Whitney
test, P � 0.05).
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whisker deflections (sparse noise) and forward correlation
analysis. In agreement with previous studies (Armstrong-
James and Fox 1987; de Kock et al. 2007; Ghazanfar and
Nicolelis 1999; Simons 1978), the majority of cortical neurons
(67%) across the different cortical layers, including layer IV,
exhibited multiwhisker suprathreshold receptive fields. More-
over, the neuronal responses of RSUs to two opposite direc-
tions of whisker deflection show no consistency across the
vibrissae that compose the receptive fields (see also Hemelt et
al. 2010 for a similar observation in layer IV neurons). Thus
the size and position of the group of whiskers on the snout
eliciting significant spiking responses was modulated by the

direction of whisker movement. In many instances (23% of
RSUs), this modulation resulted in a clear spatial separation of
caudal and rostral receptive fields. In those cases, we observed
a mismatch between the anatomically and the functionally
defined PW for one of the directions of whisker movement. In
contrast, FSUs showed very similar receptive field structures
for the two opposite directions of whisker deflection. The main
finding of this work is that several properties of the receptive
field of RSUs, such as the size, the response latency, and the
center of mass, are stimulus dependent, meaning that they
varied as a function of the direction of whisker deflection (see
below).

Fig. 8. Latency of responses is affected by the direction of
whisker movement. A: population histogram of the la-
tency response of the PW for RSU neurons (top) and FSU
neurons. B1: example of a layer II/III RSU cell showing a
difference between caudal (C, 10 ms) and rostral (R, 14
ms) latencies for the deflection of the PW. Dashed line
indicates the onset of the stimulation. Arrowhead indi-
cates the minimal response latency. B2: example of a layer
Vb RSU neuron showing a difference between caudal (21
ms) and rostral (14 ms) latencies for the PW. C: scatter-
plot of the PW response latency as a function of the AW
response latency for the caudal and the rostral movement.
D and E: scatterplots of the rostral response latency as a
function of the caudal response latency for the PW (D)
and for the AW (E).
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White Noise Analysis and Receptive Field Mapping

In the visual system, a variety of methods have been used to
map visual receptive fields quantitatively, from the plot of
receptive fields by hand used by Hubel and Wiesel as early as
1962 (Hubel and Wiesel 1962) to line-weighting functions
(Field and Tolhurst 1986) and response plane techniques
(Palmer and Davis 1981). More recently, sophisticated recep-
tive field mapping approaches have been developed based on
the use of a modified version of white noise analysis (i.e.,
randomized spatiotemporal stimuli). In this approach, a rapid
succession of impulse stimuli (spots of light for the visual
system or short whisker deflections here) are presented ran-
domly and the spiking activity that results from the stimulation
is correlated to the stimulus sequence. This analysis leads to
the definition of the transfer function of the recorded neuron
and has the advantage of being very efficient in terms of the
experimental time needed to explore the receptive field, since
the stimuli are presented discontinuously at frequencies usually
higher than 20 Hz (see review in DeAngelis et al. 1995 of an
application of this analysis to the visual system). In principle,
this analysis can provide a full characterization of input-output
functions of linear and nonlinear systems (Marmarelis and
Marmarelis 1978).

To our best knowledge this is the first attempt to apply such
a system-analysis approach to the whisker/barrel cortex sys-
tem. Applying this approach requires the use of a stimulation
device that allows deflecting consecutively most whiskers in a
random order. We dispensed such sparse noise stimulation in
two opposite directions of whisker movements by using a
24-whisker stimulator (Jacob et al. 2010) centered on whisker
C2. We established spatiotemporal receptive fields of well-
isolated single neurons across different cortical layers from
layer II/III to layer V. Since we integrated the spiking activity
over a time window of several tens of milliseconds after the
stimulation, we only considered here the 2D spatial projection
of the spatiotemporal receptive field. Of particular concern was
the possibility that the high-frequency stimulation of adjacent
whiskers used here would produce a generalized lateral inhi-
bition that would suppress the activity of the recorded neuron.
However, we could determine significant receptive fields for
the great majority of the recorded neurons, strongly suggesting
that this approach is efficient in obtaining a complete descrip-
tion of the input-output relationship of cortical neurons.

Receptive Field Center is Modulated by Direction of
Whisker Deflection

The classical anatomic description of the barrel cortex cor-
responds to a one-to-one mapping of facial whiskers into layer
IV barrels (Woolsey and van der Loos 1970). This anatomic
observation is reinforced by functional studies showing that the
majority of cortical neurons in layer IV exhibit monowhisker
receptive fields (Armstrong-James and Fox, 1987; Simons
1978).

The inverse relationship (the fact that neurons in a barrel
column are more sensitive to the corresponding PW) has been
often used as an indication of the anatomic identity of the
recording site (see, e.g., Kida et al. 2005). At odds with this
assertion, we have found that the PW, corresponding to the
anatomic barrel column where the cell was recorded from, did
not necessarily elicit a significant response. Our results are in

agreement with Wright and Fox (2010), who showed that the
whisker eliciting the strongest response may often differ from
the anatomically defined PW, mainly in layer Va. Similar
observations were made by Armstrong-James and Fox (1987),
showing by histological analysis that the principal vibrissa was
not synonymous with the appropriate vibrissae in 14% of
occasions. It must be taken into account that all of the record-
ings included in our study correspond to barrel column loca-
tions and not to septa, where strong influences of several
surrounding whiskers are expected.

Difference in Direction Preference for PW and AWs

Barrel cortex cells exhibit direction selectivity in response to
PW and AW stimulation (Bruno and Simons 2002; Puccini et
al. 2006; Simons 1978; Simons and Carvell 1989; Wilent and
Contreras 2005). Several models exist for the relation between
the angular preference of the PW and of the AWs in the
receptive field. Preferred angles can be correlated, meaning
that all whiskers in a receptive field share the same preference,
can be anticorrelated where whiskers show opposite angular
preference, or may show no particular interdependence. Exper-
imental support for these hypotheses is scarce but has been
recently provided. In agreement with the first possibility, Kida
et al. (2005) have shown that the direction preference of
responses in the rostro-caudal axis to one or multiple AW
stimulations is consistent with that of the PW. More recently,
Hemelt and colleagues (2010) have reported, however, that
most layer IV neurons that respond to several adjacent vibris-
sae show a wide range of tuning similarity across the receptive
field, in support of the third hypothesis. In agreement with that
report, we observed here in all cortical layers that the direction
selectivity to stimulation of AWs often differed from the
direction selectivity of the PW in the rostro-caudal axis. From
our data, however, we cannot exclude the anticorrelated hy-
pothesis because we did not study the full direction tuning
curve.

Tuning to the direction of whisker deflection has been
reported also in thalamic (Brecht and Sakmann 2002a; Min-
nery and Simons 2003; Shosaku et al. 1985; Timofeeva et al.
2003; Waite 1973) and subthalamic (Bellavance et al. 2010;
Furuta et al. 2006) nuclei. Indexes of directionality for the PW
are globally decreasing along the whisker-to-cortex pathway,
while the impact of AWs is increasing.

Since the cortical direction selectivity in response to PW
stimulation most probably derives from converging thalamic
inputs (Minnery and Simons 2003) but that of AWs from
combined thalamic inputs and intracortical connections (Arm-
strong-James and Callahan 1991; Fox et al. 2003; Goldreich et
al. 1999; Wright and Fox 2010), the processing of information
by the two sources do not seem to operate in a coordinate
manner to produce similar direction selectivity. Interestingly,
cortical FSUs are thought to receive convergent inputs from
thalamic cells with various angular preferences (Swadlow and
Gusev 2002). As a consequence, their angular tuning is broad
and their receptive field is not modulated by the direction of
whisker deflection. For RSUs, we observed a laminar differ-
ence with stronger modulation of the receptive field structure
of nongranular neurons, suggesting that cortico-cortical con-
nections are involved.
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The spatial properties of receptive fields we explored here in
the barrel cortex could serve, as in the visual cortex, to detect
spatial contrasts between stimulations arising in AWs and,
consequently, the detection of object edges. For example, it has
been reported that the movement of AWs can diverge (Sachdev
et al. 2002). During contact with objects, one whisker can
move while the adjacent one remains stationary or the two
whiskers can simultaneously move in opposite directions.
Moreover, one whisker can be maintained in contact with an
object while the other is retracted and protracted. In all these
situations, responses of a cortical neuron to the movement of
the PW in one direction and to an AW in the opposite direction
will combine synergistically to produce a maximal response.

In conclusion, our results show that although the whisker-
barrel system is somatotopically arranged in functional vertical
modules (Woolsey and van der Loos 1970) receiving inputs
from the somatotopically corresponding whisker (Welker
1976), the functionally defined receptive field is stimulus
dependent. Thus not only the response level but also the spatial
structure of S1 receptive fields can differ in a significant way
with different input patterns.
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Supplementary Figure 1. Comparison of latency measurements obtained by a Surprise 

method and by a traditional mean + SD measurement. (A1) Histogram of all latency 

measurements, computed with the surprise based measurement (see methods). (A2) 

Histogram of all latency measurements, computed as the first time the PSTH reaches a value 

above the prestimulus mean firing rate + 2SD, on two consecutive bins. Note the many 

latency estimates lower than 5ms when using this method. (B) Case study. Low firing rate 

leads to spurious latency measurements by the mean + 2SD method, in contrast with the 

Surprise method. 

 

Supplementary Figure 2.  Distinction of RSU and FSU neurons based on the shape of the 

extracellularly recorded spike. (A) Spike shapes of RSU (left) and FSU (right) neurons. 

Notice the slower rebound observed in the case of RSU neurons. (B) Population histogram of 

spike duration across all neurons. We clusted RSU (large spike duration) and FSU neurons 

(small spike duration) on the basis of this bimodal distribution (vertical line: threshold). 
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Chapter 4

Non-linear facilitations and
suppressions in barrel cortex
neurons support
context-dependent cortical
processing

In contrast with barrel cortex linear filters, non-linear interactions in this cortex have
striking functional implications, ranging from strong suppression up to clear facilita-
tion of the neurons functional responses. Here we review the diversity of these non-
linear interactions as characterized by stimulating subsets of whiskers in passive (anaes-
thetized/paralysed) rat preparations. So far, all studies of barrel cortex non-linearities have
been carried in the context of a forward correlation approach (meaning PSTH based) by
studying the difference between functional responses to independent versus synchronous
or dephased stimulations of a set of whiskers (up to 6). The reported non-linearities are
the difference between the linear summation of the responses to independent stimulation
of each studied whisker versus the actual response to a combination in time of their de-
flections. Interactions are "suppressive" when the the actual response is surpassed by the
linear sum, and "facilitative" in the opposite situation.

4.1 Barrel cortex functional responses depend non-
linearly on the time sequence of whisker deflections

4.1.1 A dominant suppressive interaction

Initial studies of this phenomenon have been carried in the awake paralysed rat [Simons,
1985] and subsequently in layer IV neurons recorded in the fentanyl anaesthetized rat
[Simons and Carvell, 1989]. These works have looked at how the functional response to
a 7ms long, 11° amplitude ramp and hold deflection applied on the principal whisker (PW)
is affected by applying an earlier (identical) stimulation on one of the adjacent whiskers
and by varying the inter-stimulus interval (ISI) from 0 ms to 100 ms. In these two studies,
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PW responses were generally suppressed by the preceding stimulation, with the strongest
suppression occurring at 10 ms and 20 ms ISI: for this delay, up to 55% of the recorded
units were suppressed (meaning that an 45% of the neurons were either unaffected or
facilitated by this protocol).

In addition, in a subset of neurons (3% of barrel cortex regular spiking units), 50 ms
ISI and larger ISI resulted in a clear facilitation of the functional response. However, no
other facilitations were reported in these studies.

In good match with these initial studies, other works have reproduced the full suppres-
sion curve [Boloori and Stanley, 2006] or have focused on the properties of barrel cortex
neurons at 20 ms ISI, the stimulation delay that lead to suppression in the largest possible
population of barrel cortex neurons [Higley and Contreras, 2005]. More recently, a simi-
lar ISI approach was used to build a quantitative model of the response of a barrel cortex
neuron to sequential PW impulse deflections (combined with the neuron tuning curve for
stimulus amplitude). In this case where consecutive stimulations were applied on the same
whisker and not on adjacent whiskers, a strong suppression was also observed, followed
by facilitative ISI. However, there, suppressive ISI extended on a much larger duration
(from around 10 ms up to 90 ms) and the follow-up facilitation was stronger and more
consistent across the recorded pool of neurons [Boloori et al., 2010].

4.1.2 Functional responses are facilitated at shorter ISI

However, further study of the AW→PW ISI paradigm showed that not only are barrel
cortex neurons response to PW suppressed by preceding stimulations of one AW, but they
may also be enhanced. Indeed, shorter ISI (from 5 ms to 0 ms) resulted in a facilitation of
the functional response in 69% of layer II/III, in 15% of layer IV and in 24% of the layer
V barrel cortex neurons recorded in the barrel cortex of lightly (1.25 mg/kg) urethane
anaesthetized rats [Shimegi et al., 1999, 2000]. More recently, at a different frequency
of stimulation, a comparable protocol has been carried out [Ego-Stengel et al., 2005]
using slightly deeper urethane anaesthetized rats (1.5 mg/kg). Although not coherent with
[Shimegi et al., 1999] regarding the proportion of suppression/facilitation across layers,
this work also found both facilitation (11% in layer II/III, 20% in layer IV, 7% in layer
V, there, fig. 13.a) and suppression (5% in layer II/III, 30% in layer IV, 40% in layer V)
of functional responses in the AW→PW ISI paradigm. In addition, the ISI corresponding
to the peaks in facilitation turned out to be comparable across studies, with only short
ISI triggering facilitation across layers (3 to 10 ms ISI) except in layer V where a wide
distribution of ISI from 0 to 40 ms could result in facilitation in both studies.

However, when performing control analysis with the same ad hoc criterion as
[Shimegi et al., 1999] (the so called "facilitation index"), [Ego-Stengel et al., 2005] found
a much more comparable proportions of facilitation across experiments, while when us-
ing a more rigorous statistical measurement (the classical condition-test ratio [Simons,
1985; Simons and Carvell, 1989]), the proportion of facilitation observed in the popula-
tion was strongly reduced, thus suggesting that the large proportion of facilitation reported
in [Shimegi et al., 1999, 2000] may be overestimated due to the lack of a well defined
statistical analysis in this study.

4.1.3 Intracellular recordings suggest a competition between a divisive
and an additive mechanism

Initial intracellular sharp recordings carried in the awake paralysed rat with again the
same protocol suggested that single whisker deflections result in an EPSP (Excitatory
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Post-Synaptic Potential) followed by an prolonged hyperpolarization of the membrane
potential, thus making it harder for the EPSP triggered by an additional whisker deflec-
tion to result in a spike [Carvell and Simons, 1988].

However, a more recent intracellular study in the deeply isoflurane anaesthetized rat
proposes a different subthreshold mechanism for AW→PW facilitation and suppression
[Higley and Contreras, 2005]. In this study, whisker stimulations were also found to
trigger an EPSP, followed by a slow hyperpolarization. However, in contrast with the
previous study, here, suppression of the PW response was shown to be mainly due to
the division of the amplitude of the response to the PW with respect to the response to
an isolated PW stimulation (average division by 2.42), and not due to an hyperpolariza-
tion of the Vm: on average, the membrane potential was actually depolarized and not
hyperpolarized at the time of the second ("test") whisker stimulation.

In the same study, the response to a 3 ms AW→PW ISI was examined. There, similar
to the 20 ms ISI, the PW stimulation was divided (in this case by 2.8 on average) and
seated on top of the depolarized membrane potential resulting from the preceding the
AW stimulation. However, at this 3 ms ISI, the membrane potential was much more
depolarized than for a 20 ms ISI with respect to baseline Vm (on average 73% of the
depolarization induced by an independent PW stimulation). As a consequence, neurons
responded to the PW stimulation either in a linear fashion or in a supralinear manner.
Such combination of EPSP with the ongoing membrane potential may fit with the general
mechanism for EPSP summation in the barrel cortex. Indeed, in this cortex, the amplitude
of EPSPs was shown to be linearly proportional to the value of the ongoing Vm [Wilent
and Contreras, 2005; Crochet et al., 2011], including when the ongoing Vm value was
sitting on top of a membrane potential set by an EPSP from a previous deflection of the
same whisker [Crochet et al., 2011].

4.2 Non-linear interactions are amplified by increasing the
number of stimulated whiskers

4.2.1 Even remote whiskers strongly impact responses to consecutive
PW stimulations

What is the spatial extent of the whiskers involved by such non-linear interaction ? Barrel
cortex neurons have been shown to receive EPSP in response to the deflection of virtu-
ally any of the rat whiskerpad vibrissae [Moore and Nelson, 1998; Brecht and Sakmann,
2002; Brecht et al., 2003; Manns et al., 2004]. To test the involvement of theses remote
vibrissae in the non-linear processing of whisker stimulations, a group of whiskers 2 rows
or 2 arcs away from the PW was stimulated by piezoelectric actuators [Brumberg et al.,
1999] or an air puff [Higley and Contreras, 2003]. This stimulation turned out to affect
non-linearly the PW response to the same extent as a similar stimulation of whiskers im-
mediately adjacent to the PW. Subthreshold EPSPs resulting from remote versus adjacent
whisker stimulations were also highly comparable in time course and amplitude [Higley
and Contreras, 2003]. Such results show that barrel cortex non-linearities span over the
whole whiskerpad. They also suggest that even remote parts of the whiskerpad have a
prominent role in the non-linear processing carried by barrel cortex neurons. Non-linear
processing should thus (also) be studied at this whiskerpad wide scale.
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4.2.2 Most multiwhisker stimulations lead to the suppression of PW
functional responses

The first strategy used to study the properties of multiwhisker non-linearities was to focus
on their spatial spread, regardless of any precise stimulus timing. Such a study was car-
ried by producing a centre-surround situation where a principal whisker was stimulated
with a ramp and hold deflections, in contrast with the 4 adjacent whiskers that were stim-
ulated with an identical dorsoventral white noise (noise with an uneven power spectrum)
[Brumberg et al., 1996]. This stimulus resulted in a strong suppression of the response
to the PW. A follow-up study found that such stimulation of all adjacent whiskers with
common noise has a limited impact in layer II/III, but a much stronger one in layer IV
and V [Brumberg et al., 1999].

The effect of this surround white noise protocol seems actually highly comparable to
the impact of a progressive reduction of the ISI used during the acquisition of receptive
fields across multiple whiskers using a sparse protocole. This experiment has been re-
ported in the literature for two ISI (5 s and 0.1 s, [Hirata and Castro-Alamancos, 2008])
and that we tested for several shorter ISI (50 ms, 30 ms, 18 ms 11 ms, 7 ms, 4 ms. see
fig. 3.1). Indeed, large functional responses were observed when no white noise was ap-
plied on surround whisker as well as during the acquisition of the receptive field with long
ISI. When white noise was applied/when the ISI was decreased, these receptive fields
turned spatially smaller and remaining functional responses were smaller.

Actually, these two protocols (sparse→dense and white noise) are fundamentally sim-
ilar in their design: in both cases, an independent PW stimulation situation (because there
is no white noise stimulus in the surround or because the ISI is so large that stimulation
on different whiskers do not interact) is compared with a situation where this same PW
stimulus is combined with randomly occurring whisker deflections in the surround (white
noise or densely packed dirac deflections randomly occurring across surround whiskers
for receptive field acquition). We argue that to explain these two results, it could be
sufficient to consider the same ISI-dependent mechanism that is engaged by AW→PW
2 whiskers non-linear interactions. Indeed, when faced with random surround stimula-
tions (read: dense PW-AW whisker stimulations with equal probability of occurrence for
any ISI), such non-linear interactions will result in a systematic global suppression of the
functional response due to the comparatively much smaller range of ISI that resulted in a
facilitation versus suppression in the AW→PW interaction curve.

4.2.3 Simultaneous multiwhisker stimulations lead to large increases in
firing rate in a subset of neurons

As we have just seen, random patterns of multiwhisker stimulations (such as white noise
or dense random stimulations) result regardless of their precise temporal sequence in a
reduction of the extent and strength of the neurons functional response. Still, based on
the model previously obtained for AW→PW 2 whiskers non-linear interactions, other
patterns of multiwhisker stimulation should result in facilitation (for instance multiwhisker
stimuli that concentrate AW-PW ISIs in the 0-5 ms facilitative range for all whiskers).

Several studies have indeed attempted to better control the timing of multiwhisker
deflection. All such studies have been carried under 1.5 mg/kg urethane anaesthesia and
have opted for identical and synchronous deflection of all surround whiskers as a manner
to limit the dimensionality of the stimulus.

When performing such synchonous multiwhisker stimulations, multiunit activity was
always a subliminal summation of the functional response to independent functional re-
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sponse [Mirabella et al., 2001]. In contrast, single unit responses always revealed in
a proportion of neurons either a multiwhisker response stronger than the PW response
[Hirata and Castro-Alamancos, 2008; Brecht and Sakmann, 2002; Manns et al., 2004],
or even a multiwhisker response stronger than the sum of independent responses to all
stimulated whiskers (supralinear responses [Ghazanfar and Nicolelis, 1997]). In addi-
tion, such simultaneous multiwhisker stimulations resulted in shorter latencies and sharper
subthreshold EPSPs, as well as a deeper post-EPSP hyperpolarization [Hirata and Castro-
Alamancos, 2008]. As for 2-whisker interactions, the proportion of "supra-PW" neurons
(neurons that show a response to a multi-whisker deflection that is stronger than the re-
sponse to the PW alone) differed across cortical layers: few neurons showed multiwhisker
facilitation in layer II/III [Brecht et al., 2003] in contrast with layer IV where a major-
ity of barrel pyramidal neurons were facilitated [Brecht and Sakmann, 2002; Hirata and
Castro-Alamancos, 2008] (if layer IV is the 500 µm to 900 µm deep cortical layer), while
septum neurons were not [Brecht and Sakmann, 2002].

Finally, a comparable proportion of supralinear and infralinear neurons were found in
layer V [Ghazanfar and Nicolelis, 1997; Manns et al., 2004] where striking case studies
demonstrate the presence in this layer of neurons that have almost no functional response
to independent whisker stimulations and a strong response to synchronous deflections of
several whiskers at a time [Ghazanfar and Nicolelis, 1997].

As predicted by the AW→PW ISI non-linearity curve, the enhancement of the princi-
pal whisker functional response was dependent on the precise coincidence of the multiple
whisker stimulations. As soon as delays were introduced in the whisker stimulation, the
PW response went back to a reduced response [Hirata and Castro-Alamancos, 2008], an
observation that comes to support our hypothesis that multiwhisker non-linear interac-
tions are carried by the same set of subthreshold mechanisms as 2-whiskers non-linear
interactions.

4.3 Non-linear multiwhisker interactions may be involved
in higher order barrel cortex processing

Due to the non-linearity of their response to multiwhisker stimulations, barrel cortex neu-
rons respond in markedly different manners to different multiwhisker stimulation time
courses. If coupled with the asymmetric spatial structure of their linear receptive fields
[Simons, 1985; Le Cam et al., 2011], such non-linearities could explain the demonstrated
selectivities for the direction [Jacob et al., 2008] (by taking into account non-linearities
beyond the second order, see discussion therein) and onset [Drew and Feldman, 2007] of
a multiwhisker stimulus that mimics the displacement of a rod through the whiskerpad.

Barrel cortex neurons nonlinear functional responses tomultiwhisker stimulation could
also be the basis of a stimulus "context-dependent" change in their processing properties.
Indeed, the statistical properties of two tactile stimuli such as an homogeneously textured
wall and the edge of a bar are largely different on many respect.

In the visual system, such effects have been demonstrated when going from a spatially
unstructured white noise to a spatially structured natural image. Indeed, going from the
first to the second stimulus resulted in the appearance of a marked antagonist surround
in the receptive field of these neurons [Lesica et al., 2007] and lead to a strong increase
in the sharpness and time precision of EPSPs [Vinje and Gallant, 2002; Baudot, 2006;
El Boustani et al., 2009] and in the reliability of much sparser spike trains across stimulus
repetitions [Baudot, 2006; Haider et al., 2010].
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We hypothesized that similar context-dependent processing indeed takes place in the
barrel cortex when it is submitted to changing stimulus statistics. Since natural multi-
whisker stimulations are not sufficiently characterized at the moment, we studied the re-
sponse of barrel cortex neurons to white noise stimulations across the 24 largest whiskers
of the rat by the mean of reverse correlation analysis, and we changed the large scale
statistics of the input by increasing the level of interwhisker correlation in the stimulation.

The impact of this 'toy' change of sensory statistics on the processing carried by barrel
cortex neurons is presented in the following manuscript - currently undergoing a major
revision at Nature Neuroscience.
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Chapter 5

A topographical organization for
barrel cortex neurons tunings

The intracortical connectivity of pyramidal neurons decreases strongly with increasing
distance to the soma (with a 100 µm characteristic distance) as seen in the rat S1 cortex
using simultaneous patch clamp recordings [Lefort et al., 2009; Perin et al., 2011] as well
as using glutamate uncaging connectivity mapping [Bureau et al., 2006].

Such dominance of local connectivity results in neighbouring cortical cells being key
contributors to the processing carried by any given neurons. Thus, the identification of any
rule that structures the functional properties of these neighbourhood neurons is extremely
useful to the understanding of the sensory processing carried by cortical neurons.

In particular, the identification of the spatial organization of tunings on the cortical
volume (so called "sensory maps") makes it possible to study the cortical processing with
a good knwoledge of the neurons functional inputs.

For instance, in the cat V1 cortex, a strikingly accurate and systematic topographical
organization of orientation tuning — including sharp 'pinwheel' singularities — has been
observed [Hubel and Wiesel, 1963; Bonhoeffer et al., 1991; Ohki et al., 2006]. In this
cortical area, this knowledge of the spatial organization of orientation tunings has allowed
the comparison of the processing carried by functionally homologous neurons, but that
receive input either from an homogeneous or from heterogeneous set of inputs. This
has been achieved by recording neurons with comparable tunings, either at a "smooth"
position in the orientation map, or near the centre of a pinwheel singularity, where nearby
neurons have extremely different orientation tunings [Marino et al., 2005; Nauhaus et al.,
2008].

In a similar fashion, any accurate mapping that would be present in the barrel cortex
may be key to unveil some of the processing performed by the neurons of this cortical
area.

5.1 Introduction

5.1.1 The whisker to barrel topy

The dominant topy in the barrel cortex—as in the visual cortex— is the direct mapping of
the spatial extend of the peripheral sensory apparatus into the cortical surface: retinotopy
in the case of the visual cortex, and the faithfully mapping of the whiskerpad onto the
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barrel cortex in the case of the whisker system (compare whiskers in fig 1.1.a and barrels
in layer IV of the barrel cortex in fig 1.1.b).

In contrast with the continuum of V1 retinotopy, this barrel cortex mapping is spotted:
blobs — the barrels — receiving a dominant input from the dorso-medial area of the
VPM (and from the POm in layer V) are separated by areas that receive their input from
the ventrolateral VPM (see review in [Diamond et al., 2008]). However, if in terms of
anatomy the barrel/septummap is striking, it is not as much the case in terms of functional
properties: it is hard to tell if a neuron pertains to the barrel or to the septum on the sole
basis of its linear receptive field.

Indeed, in one hand, layer IV septum neurons show broad receptive fields and they
lack a well defined dominant whisker, at least in the urethane anaesthetize rat [Brecht
and Sakmann, 2002]. Similarly broad receptive fields with a limited principal whisker
responsewere also generally observed in septum related neurons of layer II/III, as recorded
in urethane anaesthetized rats [Brecht et al., 2003]. Such receptive fields properties match
well with the wide receptive fields of the dominant input to septa: POm [Koralek et al.,
1988; Yu et al., 2006].

However, in the other hand, although barrel neurons have been classically reported
as responding chiefly to a single, principal whisker both in the in-vivo [Simons, 1978]
and in the slice preparation [Petersen and Sakmann, 2000, 2001], such reduced receptive
fields have not been observed consistently. Indeed, in many other studies (including ours,
see Chapter 3), barrel cortex layer IV neurons responded to the stimulations of several
adjacent whiskers [Chapin, 1986; Ghazanfar and Nicolelis, 1999; Jacob et al., 2008] and
were hard to squarely distinguish from septal receptive fields.

Thus, overall, the anatomical split that can be noted in layer IV of the barrel cor-
tex does not seem to be complemented by a comparably strong functional devide in the
response to whisker stimulations.

5.1.2 A directional tuning topy in the barrel

An additional dimension of the barrel cortex feature space is whisker direction of deflec-
tion [Simons, 1978]. Sharp tuning within this sensory dimension are often reported as
being widely shared by neurons across layers [Simons, 1978; Lee and Simons, 2004; Kida
et al., 2005] but systematic evaluations of the proportion of significantly tuned neurons
are scarce and yield contradictory results: in the same condition (isoflurane anaesthetized
juvenile rats) and with the same technique (two photon imaging in layer II/III) one study
found that only 21% of barrel cells and 15% of septum cells were direction tuned [Kerr
et al., 2007], while another observed a significant tuning in 79% of barrel cortex neurons
[Kremer et al., 2011].

Still, the potential mapping of the tunings to this additional stimulus dimension on
the barrel cortex surface has been explored by several studies. Initial electrophysiology
recordings coupled with histological reconstructions of barrel cortex border suggested in
fentanyl anaesthetized adult rats that clusters of nearby layer IV neurons share similar
directional tuning [Bruno et al., 2003], although in this study the directional tuning of
adjacent neurons was not correlated. A followup study looked both at layers II/III and
IV with similar methods, using isoflurane anaesthetized adult rat grown in an enriched
environment. In that particular study, a weak radial mapping of the directional tuning was
observed in neurons of layer II/III, but not in layer IV [Andermann and Moore, 2006]: in
layer II/III, a correlation was observed between the preferred direction of PW deflection
and the position of the neuron with respect to the centre of the barrel.
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More recently, the development of two-photon [Denk et al., 1990] calcium imaging
of the local neuronal network spiking activity [Stosiek et al., 2003] has brought a valuable
method to explore the spatial organization of functional tunings. This attractive method
has been successfully applied to the exploration of potential mappings present in superficial
layers of the visual [Ohki et al., 2005, 2006], auditory [Rothschild et al., 2010], piriform
(olfactory) [Stettler and Axel, 2009] and gustatory cortex.In the latter case, this method
revealed a clear spatial split of the areas devoted to the different basic tastes [Chen et al.,
2011].

Similar to the work on these different cortices, efforts have also been undertaken to
image the spatial organization of S1 cortex barrel neurons with respect to their direction
tuning. Remarkably, a first two-photon study of this direction mapping in juvenile isoflu-
rane anesthetized rats didn't show the expected, instead revealing a spatially disorganized
layer II/III with respect to directional tuning [Kerr et al., 2007]. However, more recently,
an additional study has shown that a certain level of radial organization of the neurons in
function of their direction tuning is present in the layer II/III of adult rats, but not in juve-
niles [Kremer et al., 2011]. Such unexpectedly late emergence of the directional mapping
is likely to be the reason for the diverging observation made across electrophysiology and
two-photon based studies of this property.

5.1.3 Barrel cortex neurons tuning: beyond direction

In the previous chapter (see Article 3), we have explored the linear filters that best trigger
spiking activity in barrel cortex neurons when applied in the rostrocaudal orientation.
We have shown that across all studied neurons, these optimal linear filters are part of
a common phase space that is sufficient to capture 76% of their variance (see Article 3,
fig. 1 as well as fig 5.4.a of this chapter). Similar to the direction of whisker deflection, this
additional stimulus dimension - orthogonal to the direction of stimulation (see fig 5.4.b)
- is encoded in a sharp manner by a subset of highly selective neurons (so called 'simple
cells' in our work) but also modulates in a limited way the firing of most other neurons
('complex cells'). We hypothesize that the network mechanisms engaged in the buildup
of phase selectivity may be the same as those involved in direction selectivity, with the
excitatory component of the sensory response being constant and the tuning of the neuron
spiking output being solely modulated by a direction (and phase ?) dependent delay of
the inhibitory component [Wilent and Contreras, 2005].

In the same study, we also observed another, high order dimension of the sensory
space to which barrel cortex neurons are tuned: inter-whisker correlation (see Article 3,
fig. 3). Indeed, we found that two different populations of neurons were either sensitive
only to correlated stimulations at the scale of the whiskerpad ('global' neurons), or to
uncorrelated stimulus as well as local contrasts ('local' neurons).

These two additional barrel cortex neurons tunings (phase and local/global) were
strong in our hands and may thus be good candidates for a spatial mapping, at least not
less than the tuning to the direction of deflection.

To explore in the barrel cortex the presence of spatial maps in response to this widened
stimulus space (from direction of deflection up to phase/orientation/correlation), we car-
ried in collaboration with Julien Bertherat (a PhD student, École Normale Supérieure,
also co-directed by Laurent Bourdieu and Daniel Shulz) a two-photon calcium imaging
study of the functional response of barrel cortex layer II/III neurons during a whiskerpad-
wide systematic forward correlation exploration of (1) two orthogonal orientations (the
rotro-caudal and ventrodorsal axes), (2) four cardinal phases for each orientation (3) two
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Figure 5.1 – A custom made two-photon microscope. (a) optical schematic of the
microscope. Red path: femtosecond pulsed IR excitation beam generated by the laser.
Green path: fluorescence collection path aiming at photon counting photomultipliers
1 and 2 ("PMT1" and "PMT2"). Mirrors are in blue. RS: Resonant Scanner (horizontal
scan). GM: Galvanometric Mirror (vertical scan). M1: retractable mirror to switch
between PMT and binocular collection paths. DM: Dichroic mirror (to separate the
excitation and collection paths). BS: Beam spliter. λ/2: Motorized wave plate (tunes
laser power). P: polarizer. L1-L9: lenses. FW: filter wheel holding OGB1 and SR101
selective filters. (b) X/Y and Z sections of the miscroscope point spread function. Full
width at half maximum are X/Y: 0.5 µm and Z: 5 µm. (c) Comparison of measured
noise on neuron somas (abscissa, see text) versus theoretical photon noise (ordinate)
across 4 experiments, following stabilization (different point colours).
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levels of interwhisker-correlation (0% and 100% correlation) across all orientations and
phases.

5.2 Methods

5.2.1 Surgery

All surgical procedures were in accordance with the European Community guidelines on
the care and use of animals (86/609/CEE, CE official journal L358, 18th December 1986).
Adult rats (P81–112; weight 350 g) male wistar rats were anaesthetized with isoflurane
(1–1.5%) in 20%O2, 80% N2O and placed on a heating blanket. A light anaesthesia level
(stage III, planes 1/2) was carefully maintained through the experiment with the help of
constant breathing and EEG monitoring.

On a stereotactic frame, a metal post was glued with dental cement on the rat left
skull, tangent to the bone at the stereotactic position of the barrel cortex (centered at
2.5 mm from bregma and 5.5 mm laterally). The rat was then transferred on the surgery
and imaging frame where it was held by the metal post, with the head but not the body
approximately 45° tilted. A craniotomy was then performed at the centre of the recording
chamber, and the dura mater was removed. Following this step, the craniotomy was kept
moisturized with artificial cerebrospinal fluid (ACSF).

5.2.2 Two-photon microscopy.

Multicellular bolus loading of Oregon-Green BAPTA 1-AM (OGB1-AM) was performed
using a protocol adapted from [Stosiek et al., 2003]. Instead of a classical pressure control
on the dye injection, a glass micropipette (tip diameter 10 µm) was filled with the OGB1-
AM/Pluronic/Alexa fluor standard bolus injection mix and advanced into the craniotomy
under a fluorescence stereo-microscope. At the selected injection site, the teflon coated
piston of a gastight microsyringe (Exmire, Japan) was progressively inserted into the mi-
cropipette to inject a controlled 1 pL dye volume into the cortical tissue.

To specifically stain astrocytes, a drop of sulforhodamine 101 (100 µM in ACSF) was
then applied on the cortex and washed 2 min later [Nimmerjahn et al., 2004]. Finally,
the craniotomy was filled with agarose gel (1.5%; type III-A, Sigma-Aldrich) and sealed
with a glass coverslip secured with cyanoacrylate glue.

Fluorescence was monitored with a custom two-photon microscope (fig. 5.1.a, see
picture in fig. 5.1.d) powered by a Mai-Tai broadband laser (Spectra Physics). 150 µm
fields of view were scanned at 40 Hz using a X axis resonant scanner (CRS-Series, GSI)
combined with a Y axis galvanometric scanner (M-Series, 9 x 20 mm, GSI). Experiments
were performed with an Olympus XLum 20X, NA 0.95 objective. Fluorescence pho-
tons were epi-collected by imaging the objective back aperture onto two H7421 photon
counting photomultiplier (PMT) modified to allow linear photo-counting up to a photon
incident rate of 10MHz. Each PMT was equipped with a motorized filter wheel with sets
of fluorescence filters selective for OGB1 and SR101 fluorescence.

5.2.3 Whisker stimulation

Amultiwhisker/multidirectionwhisker stimulation device (full details in Patent andArticle
1) was set within the frame of the two-photon microscope (see picture in fig. 5.1.d) to
allow the delivery of independent multidirectional arbitrary deflections across 24 whiskers
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Figure 5.2 – A tradeoff in photon collection. (a) Grey shades: mean photon count
per 40 Hz frame and per pixel included in neurons ROI, across five 80 min recording
session obtained during different experiments. Black curve: exponential fit. Arrows
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(b) For a comparable photon flow, modeled effect of 1,2 or 3 spikes on the signal
extracted from a typical neuron ROI. Arrow: spike time.

on the animal right whiskerpad. If a follicle contained two whiskers, the smaller one was
removed, and all remaining whiskers were cut to 1 cm length. Whisker were then inserted
5 mm into their corresponding whisker stimulator.

To obtain an adequate reproduction of the chosen stimulus, stimulus waveforms were
pre-multiplied by the inverse transfer function of the piezoelectric actuators. Resulting
whisker stimulations were validated by comparing the input signal wit the actual move-
ment of the actuator measured with a high speed laser telemeter (Micro-ε OptoNCDT
1700).

5.2.4 Histology

At the end of the recordings, rats were killed by pentobarbital overdose and transcardially
perfused. The left barrel cortex was flattened. 100 μm thick slices were cut tangentially
and stained for cytochrome oxydase to visualize layer IV barrels.

5.3 Results

5.3.1 A two-photon imaging setup with photon noise sensitivity

One specificity of the miscroscope used in these experiments is that the collection of flu-
orescent light is performed by two photomultipliers (PMT) used in their photon-counting
mode and not in analog mode.
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To better understand the impact of this technological choice on the quality of the
resulting recordings of neuronal activity, we characterized the recording noise obtained in
four different isoflurane anaesthetized rats using our standard recording conditions: OGB-
1 stained barrel cortex neurons soma fluorescence was recorded across a 150 µm field of
view at a 40 Hz frame rate. In these fluorescence traces, we selected all 2 s epochs that
were devoid of any visible calcium transients (selection criterium: signal skewness <
5.10−4). Due to the photon-counting nature of the PMTs, we could then compare the
actual noise found in these epochs (their standard deviation σphoton count) to the expected
level of the photon noise (√photon count) based on the observed photon count (fig. 5.1.c).
These two values were always highly similar, thus suggesting that our two-photon imaging
setup offers the highest theoretically possible level of signal/noise ratio for a given number
of collected fluorescence photons.

This two-photon miscroscope will soon be more fully described in a manuscript cur-
rently being written ("Fast image scanning, efficient photon collection and photon count-
ing in two photon microscopy.", Julien Bertherat, Luc Estebanez et al.).

5.3.2 Minimization of photobleaching at the expense of single spike
detection

Hour long recordings with a steady flow of calcium dependent fluorescence were needed
to build up significant functional responses across the many explored stimulus dimensions
(phases, directions, correlation). We obtained such steady fluorescence (average reduction
of collected fluorescence after 80 min recordings: 20%) by starting from an initially low
level that produced limited photobleaching, and by progressively increasing the IR light
excitation power along the recording (as little as 25 mW excitation power reached the
craniotomy at the beginning of the recording).

However, a reduced excitation beam power to minimize bleaching also resulted in a
limited flow of collected fluorescence (on average a 2 MHz green photon flow across the
150 µm wide field of view). To understand the consequence of this reduced photon flow
on the detection of neuron soma calcium transients, a modelling study was carried in the
laboratory. We studied the impact of pure photon noise (the only identified noise source
in our microscope) on standard calcium transients (as reported in [Grewe et al., 2010])
corresponding to 1, 2 ou 3 spikes. The photon flow, ROI and neuron soma size mimicked
our experimental conditions.

On these model calcium signals, attempts to detect back the spike times using a state
of the art "peeling algorithm" [Grewe et al., 2010] failed for the 1 spike condition (S/N
ratio: 1.43), in contrast with the 2 and 3 spikes condition (respective S/N ratio: 2.74 and
4.07).

We conclude from this modelling study that, to best extract functional information
from data acquired during our experiments, a spike extraction approach may not be op-
timal. Instead, we chose to create peri-stimulus time histograms (PSTH) of the fluores-
cence traces: a procedure that averages out photon noise without losing the information
corresponding to the low S/N action potential evoked calcium transients.

5.3.3 40Hz full frame imaging based acquisition allows high-frequency
noise removal on hours long acquisitions

The microscope excitation laser scanning was carried by a pair of galvanometers, with
the X axis galvanometer being resonant and tuned at 8 kHz, thus making possible the
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Figure 5.3 – Image-based acquisition makes for a temporally and spatially resolved sig-
nal registration. (a) A 60 µm thick reference stack centered around the acquisition
plane is acquired both in the OGB-1 channel and in the SR101 channel (not shown)
to differentiate neurons and astrocytes. (b) Principle of frames registration with re-
spect to the stack. (c) Left: Power spectrum density (PSD) of the x,y,z position of
the recorded images within the stack. Middle: PSD of neurons fluorescence collected
without carrying the registration. Right: signal collected with registration. Note the
disappearance of the heartbeat peak at 5 Hz and overall reduction in signal power.
(d) OGB-1 fuorescence signal collected simultaneously on 6 neurons of the stack pre-
sented in a. Purple arrows: synchronous calcium transients across neurons. Orange
arrows: single neuron calcium transients.

acquisition of images in the XY plan at rates going up to 80 Hz. However, based on a
model of the expected single frame S/N ratio at such frequency, and in order to limit file
size, we chose instead to carry our experiments at a 40 Hz frame rate.

One advantage of full frame microscopes — in contrast with their "smart-scanning"
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counterparts [Gobel et al., 2006; Reddy et al., 2008; Otsu et al., 2008; Grewe et al., 2010]
— is that this method allows a systematic and precise registration of the collected signal
(acquired images at time t) into an initially collected stack of reference structural images of
the recorded area (in our case a 400 x 400 pixels, 150 µm wide and 60 µm thick reference
stack, see fig. 5.3.a).

Neurons ROI selection

Offline, using a dedicated software [Peng et al., 2010], neuron soma volumeswere selected
as spherical ROIs on the basis of this OGB-1 stack combined with a matching SR101
stack (reporting astrocytes). These ROIs were then reduced to vertical cylinders of same
diameter and only half height. We chose to apply this change in the ROI volumes for two
reasons.

First, as classically noted with other two-photon microscopes designs [Denk et al.,
1990], our custom-built microscope has a much wider point spread function in the Z
axis (5 µm full width at half maximum, FWHM) than in the X/Y axis (0.5 µm FWHM,
see fig. 5.1.b). The ROIs Z extrema were thus contaminated by extraneuronal (neuropil)
signal. The suppression of the top and bottom half of the initial ROI sphere corresponded
in most neurons (with 10 µm diameter) to the removal of this neuropil contaminated area.

Second, we found that the large jumps in pixel count that occur when a spherical
ROI is sectioned at changing depths (Z) over time produced a vast increase in the level of
noise present in the recorded fluorescence signals. By transforming the initial sphere into
a vertical cylinder, we removed altogether this noxious source of noise.

Image registration mechanism

To increase the S/N ratio during the registration process, binning was applied: a 3× spa-
tially and 4× temporally binned version of the activity film was registered on an X/Y 3×
binned version of the OGB-1 stack. This was done by looking, at each frame, for the
X,Y,Z position in the stack that maximized image/stack correlation.

Such procedure resulted in an (X,Y,Z) 1 µm precise and 10 Hz temporally precise
registering of the 40 Hz fluorescence film onto the neurons ROI defined by the initially
acquired stack.

This level of spatial and time precision was sufficient to detect (left panel fig. 5.3.c)
movements on the 3 axes up to 10 Hz (including 5 Hz heart-beat related movements),
and to remove the corresponding artefacts in the fluorescence signal (mid and right panels
in fig. 5.3.c). Crucially, it also took into account large scale driftings of the imagings
plan into the stack over 80 min recordings, thus ensuring an accurate identification of the
recorded neurons through the experiment.

Following this registration, the neurons fluorescence traces displayed eye-visible cal-
cium transients, more likely due to spiking bursts than to temporally isolated spike – single
spikes are masked by photon noise in our conditions (see section 5.3.2 and fig. 5.3.c for
further explanations).

5.3.4 A topographically organized cortex

Observations presented here are preliminary as only a limited subset of data could be
analysed in time for the submission of this thesis. To characterize the spatial organiza-
tion on the barrel cortex surface of the functional coding of the stimulus direction, phase
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Figure 5.4 – A forward correlation protocol for the exploration of orientation, phase
and correlation sensitivity across 24 whiskers. (a) Direction and phase are orthogo-
nal dimensions that can be freely combined. (b) Included in the stimulation protocol
are the four cardinal phases (left) and two cardinal orientations (rostro-caudal and
ventro-dorsal, right). (c) Stimuli corresponding to a specific phase and orientation are
occurring as a Poissonian sequence on each whisker. Uncorrelated and correlated ver-
sions of the stimulus are obtained by applying on the different whiskers either different
(top) or identical (bottom) stimulations.

(fig. 5.4.a) as well as sensitivity to correlation, we designed a forward correlation protocol
that extensively explored the cardinal dimensions of this wide sensory space (fig. 5.4.b-c).

We had previously found that forward correlation analysis of a 2D stimulus subpace
using extracellular recording techniques could be resolved in a 10 min recording time. In
addition, we hypothetized that to sufficiently sample an 8 times larger space (4 phases,
2 orientations, 2 degrees of inter-whisker correlation) a 8 times longer recording time
was required. We thus carried 80 min long two-photon recordings on the barrel cortex
of rats subjected to our multiwhisker forward correlation stimulus, with all parameters of
the two-photon acquisition identical to those chosen during the method development (see
previous subsections).

The calcium activity that we recorded during these experiments (fig. 5.4.d) was more
dense than what is classically reported in the barrel cortex, with a mixture of synchronous
(pink arrows) and asynchronous (orange arrows) transients across the cortex. We expect
that one reason for this higher firing rate is that we usedmultiwhisker stimulations. Indeed,
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such stimulations have been recently found to trigger (by the mean of air puffs) strong
bursting activity in layer II/III of the barrel cortex [Lutcke et al., 2010]. Another potential
reason is that we maintained a very light level of anaesthesia through the experiment.
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Figure 5.5 – Local and global neurons are aggregated in layer II/III of the barrel cortex.
(a) Diagram describing the conventions used to color label the neurons in function
of their functional response to uncorrelated and correlated multiwhisker stimulations.
Global neurons (orange to red) are specifically sensitive to correlated multiwhisker
stimulation and respond at most residually to uncorrelated stimulations. In contrast,
most local neurons (yellow to blue) are suppressed by correlated multiwhiskers stim-
ulations but in all cases respond clearly to uncorrelated stimulations. (b) Representa-
tive examples of the functional responses collected across one field of view where only
global functional responses were collected. Uncircled neurons: neurons present in the
stack but unsampled during the acquisition of the receptive field. Neurons circled in
white: neurons properly sampled during the receptive field acquisition, but functionally
unresponsives. (c) Same as b, for a different field where local responses dominate.

5.3.5 Local and global responses are strongly spatially segregated

We first analysed the functional response to correlated versus uncorrelated whisker stim-
ulations. To this aim, for each neuron ROI, we built two PSTH by grouping the responses
to all phase and orientations. One PSTH grouped the whisker stimulations that were pre-
sented in a correlated context, while the other grouped responses to stimuli obtained in a
correlated context.

Across recorded fields, we observed an aggregations either of correlation sensitive
neurons (fig.5.5.b, 'global' neurons) or of neurons responsive to uncorrelated stimulations
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but suppressed by correlated input (fig.5.5.c, 'local' neurons). We hypothesize that these
two types of functional response aggregates (see Article 3 for their in-depth exploration)
match different histological compartments, such as the septum and barrel related areas of
the layer II/III. Indeed, we have previously observed using electrophysiological recordings
a similar aggregation of local/global neurons in septum/barrel areas in the deeper layers
of the barrel cortex (see supp. fig. 3 of the manuscript in Chapter 4).

A precision reconstruction of the position of our recordings with respect to barrel and
septum is currently being carried on the basis of the cytochrome oxydase histology that
was performed immediately after each experiment. Such additional structural information
should provide us with the needed data to test our hypothesis.

5.3.6 The complex phase/orientation co-tuning is visibly organized in
space.

To study the neurons tuning to the phase/orientation of stimulations, PSTHs were built
independently for each of the explored phase/orientation combination. Overall, we thus
obtained 8 PSTHs exploring two extrema of each of the 4 phase/orientation dimensions
of the stimulus (two spatial orientations and for each orientation two phase families).

It was clear from the collected data that:

- the phase/orientation subspace is represented in layers II/III in a spatially structured
manner, with neighbouring neurons sharing a similar tuning to the subspace. This
spatial coherence extended across the 150 µm wide field of view of the microscope
(see case study in fig. 5.6).

- the neurons tuning within the phase/orientation subspace cannot be reduced to a
simple tuning either to an orientation subspace or to a phase subspace. Instead,
neurons responded to a complex combination of these two dimensions. In partic-
ular, from the few cases that were studied in depth so far, it seems that markedly
phase tuned neurons for one spatial orientation are much less so in the other orien-
tation.

Overall, this mapping of orientation and direction seems both a strong and complex
phenomenon that will require a full analysis of the available data before any conclusions
are drawn. We don't see this complex link between phase and direction as a surprise.
Indeed, one should note that a given phase stimulus is actually a sequence of temporal
combinations of whisker deflections with opposite directions. It should thus be expected
that the direction tuning [Simons, 1978] is combining in an intricate manner with the
phase tuning when explored together as in this work.

5.4 Discussion

The observation of a clear mappings in layer II/III of the barrel cortex seems at odd with
the much lower clarity of the previously reported spatial mappings in this cortical area
[Andermann andMoore, 2006; Kremer et al., 2011]. We hypothesize that a major reason
for such a discrepancy is the difference between the stimulus shapes used to carry the
forward correlation analysis in these different studies. Indeed, in the two previous studies
that reported a spatial mapping of direction tuning, a "ramp followed by a slow decay",
sawtooth-like stimulus was used. Although classical in the literature [Simons, 1978], such
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obtained during correlated epochs, a systematic visualization of the eight dimensions
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same orientation, either rostrocaudal (left) or ventrodorsal (right). Different phases
are in different arrow colors. (b) The same stimulus shape (the so called 'phase axis')
and different directions of stimulation (arrow colors). (c) example PSTHs collected
for the 8 stimulsu dimensions: two orientations and four phases for each orientation,
explored in the neuron ROI circled in white across all panels.

stimulation shapes choice is only supported by an unverified hypothesis regarding the role
of whiskers as speed/acceleration event detectors.

In contrast, in our study, we chose to explore a specific phase/orientation/correlation
subspace on the basis of a previous electrophysiological study of barrel cortex neurons
(Article 3) that identified — with a method that limit bias (reverse correlation) — the
stimulation subspace that best triggers their functional response. We hypothesize that the
spatial mapping of neurons tunings observed in this specific subspace may appear much
less prominent if explored with another, ad-hoc set of stimuli such as sawtooth deflections.

The data we presented here is a limited subset of all recordings that we collected using
the same protocol: overall, we obtained data in the same conditions in 13 experiments,
and we combined each experiment with cytochrome oxydase histology. During these
experiments, we sytematically carried 80 min recordings and we acquired on average four
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different 150 µm fields per animal. Once analysed, such data should thus provide us with
a sufficiently rich data set to properly characterize the spatial organization of local/global
neurons. It should also give us a large pool of data to understand the link between phase
and orientation, as well as the spatial organization of that particular tuning.

If fully confirmed at the population level, the observations of strict spatial mappings of
the local/global and phase-orientation tunings will set the stage for an in-depth exploration
of the mechanisms that support the direction and phase tuning in the barrel cortex: are the
direction and phase tuning mechanisms purely feed-forward or instead are they supported
by a lateral cortico-cortical propagation of similary tuned inputs at the subthresholdd level
[Bringuier et al., 1999]? What is the spatial organization of the inhibitory network in
charge of direction selectivity [Wilent and Contreras, 2005]? Is there a similar mapping
for inhibitory neurons, and/or are inhibitory neurons involved in a purely non-selective
iceberg effect [Hirsch et al., 2003] ?

Regarding local and global neurons, the question of the contribution of nearby global
neurons clusters to the antagonist surround of local neurons (see manuscript in Chapter
4) could also be better explored once a clear view of the spatial organization of local and
global neurons will be known.
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Chapter 6

Sensori-motor integration in the
rodent barrel cortex

The different experimental approaches and the results obtained during the course of this
thesis are all focusing on the whisker system as a purely sensory modality. However, it
is known for a long time that this view of the whisker system is partial: when exploring
their environment, rodents are actually often actively moving their whiskers by the mean
of the whiskerpad musculo-skeletal apparatus [Vincent, 1912; Welker, 1964; Carvell and
Simons, 1990].

6.1 Whisker movements: whisking, and more

Such movements are produced by the activation of two families of muscles: intrinsic
whiskerpad muscles [Carvell et al., 1991] that protract (move on the rostral direction) the
whiskers, while extrinsic whiskerpad muscles [Berg and Kleinfeld, 2003] actively retract
them (move them on the caudal direction).

Among the most often reported active whisker movement is "whisking", a fast (5-
15 Hz in the rat) alterning cycle of whiskerpad-wide protractions and retractions of the
whiskers on both sides of the animal snout [Vincent, 1912; Welker, 1964; Carvell and
Simons, 1990].

6.1.1 The whisking CPG hypothesis

These "whisking" oscillatory movements are thought to be driven by a brainstem central
pattern generator (CPG, [Gao et al., 2001]). This is the same CPG that also seems to
support the rodent rhythmic sniffing behaviour. Indeed, whisking and sniffing have been
found to be strikingly synchronized [Welker, 1964]. Actually, it turns out that if whisking
is always coupled with sniffing, in contrast sniffing can still occur in the absence of whisk-
ing in rats [Deschenes et al., 2011]. This conditionality of whisking on sniffing suggest
that a base function of the rats — sniffing — has been reused as a whisking CPG, and
that it has been put under the control of an additional gating mechanism.

Remarkably, the activation of this hypothetized CPG is correlated with a deep change
in the characteristics of the ongoing cortical state of the barrel cortex [Krupa et al., 2004;
Fanselow and Nicolelis, 1999; Ferezou et al., 2007]. Such change in cortical state is
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internally driven [Poulet and Petersen, 2008], potentially by the same gating mechanism
that is responsible for allowing the whiskers to be entrained by the sniffing rhythms.

Still, the precise anatomical identification of this whisking CPG is currently lacking.
The mechanism responsible for its activation and supression are so far limited to the ob-
servation of the occurence of whisking bursts following M1 microstimulations [Brecht
et al., 2004; Matyas et al., 2010], thus suggesting an involvement of M1 in the opening
of whisking gate hypothesized in the previous paragraph.

6.1.2 Large modulation of the whisking basal properties during rodents
active environment exploration

Despite their likely drive by a CPG, whisking movements are far from stereotyped. In-
stead, they are vastly modulated by rodents during their active exploration of the envi-
ronment: the right and the left whiskerpad whisking cycles can desynchronize [Towal
and Hartmann, 2006; Mitchinson et al., 2007] ; individual whisker positions are adjusted
in function of the position of the contacted objects [Grant et al., 2009] ; the angle they
make with adjacent whiskers can be widely modulated by the animal, resulting in whisk-
ing cycles that are delayed and have different amplitudes for different, adjacent whiskers
[Sachdev et al., 2002].

Similar degrees ofmodulation over the base CPG rythmic pattern have been previously
described in other systems. The walking CPG of quadrupeds [Sherrington, 1910; Brown,
1911] illustrates well the two main sources of such modulations: (1) internal control (for
instance gait switching, a phenomenon that deeply impacts the dynamic equilibrium of
the CPG, see [Ijspeert et al., 2007]) and (2) sensory perception, such as the detection of
obstacles.

6.2 Cortical control on whisker movements

Followingmany striking demonstrations of the unique role of the primarymotor area (M1)
in body motor control [Penfield and Boldrey, 1937; Georgopoulos et al., 1986; Wessberg
et al., 2000; Graziano et al., 2002; Brecht et al., 2004], a consensus view had emerged,
stating that primary motor functions were located solely in M1.

In particular, in mammals, the modulation of CPGs by sensory inputs is thought to
involve the primary motor cortex. Indeed, in the M1 area of cats engaged in a walking
behavior, patterns of neuronal activity correlate with the ongoing gait rhythm. When no
obstacles are set on the animals path, their gait is very regular and they manage to walk
even when their M1 cortical area is tetrodotoxin suppressed. In contrast, when obstacles
are set in the animals path, M1 activity becomes critical, as tetrodotoxin on M1 makes
them unable to modulate their gait and to succeed in the walking task [Beloozerova and
Sirota, 1998]).

6.2.1 Cortical control on whisker movements is carried by a dis-
tributed network comprising at least M1 and S1

However, recently, the barrel cortex itself has been shown to be involved in the direct
motor control of whisker retraction [Matyas et al., 2010], while M1 itself appears to con-
trol whisker protractions and to be involved in the onset of whisking [Matyas et al., 2010;
Brecht et al., 2004]. Further, the strong anatomical connectivity between M1 and the
barrel cortex [Ferezou et al., 2007; Matyas et al., 2010; Mao et al., 2011] suggests that
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they are in fact forming together a unitary cortical module that is in charge of the sensory
driven adjustments of whisker positions.

6.2.2 Tight cortical sensori-motor integration may support optimal
sensing strategies

The fact that this whisker cortical motor module includes the barrel cortex — the pri-
mary sensory cortex for the whisker tactile modality— opens intriguing possibilities con-
cerning a potentially rich integration of whisker motor control with previously described
whisker sensory processings that are carried by barrel cortex neurons. For instance, one
could envision that an object contact on a whisker would drive different motor responses
(retraction, protraction of the whisker) depending on the strength of the sensed contact,
thus allowing the efficient whisker sensing of a wide range of sensory stimuli (from fine
grained textures to large irregularities that may potentially producemore powerful whisker
movements).

Such kind of motor-regulated sensing strategies may be implemented in different man-
ners: one way would be a movement amplification mechanism resembling the one used
by the cochlea. Indeed, in this auditory sensory apparatus, outer hair cells actively am-
plify weak sounds signals by generating a mechanically amplified version of the sound
waves that they detect (reviewed in [Hudspeth, 1997]).

Another strategy is the so called "minimal impingement" [Mitchinson et al., 2007].
This hypothesis states that the sensori-motor loop simply ensures that a light but steady
contact is kept with the sensed texture at all times. Such sensori-motor rule is simpler (it
does not implement an active amplification of the precise whisker micromotions) and it
is supported by phenomenological observations made on behaving rodents [Mitchinson
et al., 2007; Grant et al., 2009]. It may also be sufficient to explain the sensitivity the
whisker system shows over a wide range of texture granulometries [Guic-Robles et al.,
1989; Carvell and Simons, 1990; Morita et al., 2011], as well as the lack of difference
in the firing rate of barrel cortex neurons when awake behaving rats touch rough versus
smooth textures [Prigg et al., 2002].

One should also note that these different "simple" sensory-motor feedback loops could
be compared to the gain-control strategies that have been previously observed in the barrel
cortex of a purely sensory model: the urethane anaesthetized rat [Maravall et al., 2007]

6.2.3 Towards attention-driven whisking patterns

More elaborate sensori-motor algorithms may also be implemented by the M1-S1 mod-
ule. For instance, the processing carried by the barrel cortex 'local' cell types increases
the salience of whiskers that touch irregularities on an otherwise homogeneous object
surface (see Article 3). We thus hypothesize that rodents may (1) increase the sensori-
motor "amplification gain" of those specific whiskers, but also (2) focus other adjacent
whiskers onto these information rich spots once they have been found at the surface of the
explored object. One clear benefit of such strategy would be the creation of a foveal point
in the whiskerpad that could be a focusing point for certain cognitive processes, similar to
the way the attention is carried across a visual scene in correlation with eye movements
[Duhamel et al., 1992; Corbetta et al., 1998; Moore and Fallah, 2001].
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6.3 Roadblocks in the study of the whisker S1-M1 cortical
module

To carry such fine-grained integration of the sensory and motor processes in the whisker
system S1-M1 loop, one major non-resolved difficulty is the current lack of a mean to
simultaneously control the multiwhisker sensory input provided to an awake behaving rat
whiskerpad (see Chapter 1) while measuring back voluntary whisker movements.

However, beyond this challenging technical issue, we believe that the main roadblocks
in this study are (1) a lack of theoretical tools to represent in a common frame both sensory
and motor related neuronal activity; and (2) our currently poor knowledge of the different
functional roles of the primary motor cortex, and the corresponding neuronal circuits
thereof.

6.3.1 Mismatching motor and sensory representations preclude the
study of the interactions between these two components

The somatosensory system is fundamentally different from the motor system. One system
measures movements, while the other produces them. One has a periphery made of an
array of independent sensors, while the other has effectors made of a set of highly inter-
connected muscles [Dorfl, 1982] that build movement with respect to rigid skeletal parts
and — adding to the complexity — an elaborate semi-rigid collagen support structure
[Haidarliu et al., 2011].

Such fundamental differences between the functional properties of motor and sen-
sory systems have lead to an increasing division between the approaches and knowledge
garnered from these two systems.

In one side, sensory systems have been seen through the prism of increasingly complex
receptive fields properties and mappings (see Chapters 3 and 4).

In contrast, while the initial large scale views of the motor system were also soma-
totopic [Penfield and Boldrey, 1937], such mapping in fact turned out to be blurry at
smaller scales [Dombeck et al., 2009] and topographic 'motor receptive field' never fully
materialized [Rathelot and Strick, 2006].

Instead, more adequate kinetic models either of the whole limb/body motion [Geor-
gopoulos et al., 1986] or of single motor units [Todorov, 2000] were proposed to describe
the functional properties of motor cortex neurons. However, such functional representa-
tions are devoid of the topographic aspect that makes sensory receptive fields attractive
and easy to work with.

Even further, a large proportion of the more recent research on motor cortex has
focused on brain machine interfacing [Wessberg et al., 2000; Serruya et al., 2002; Tay-
lor et al., 2002; Moritz et al., 2008; Velliste et al., 2008]. These engineering develop-
ments went one step further in the suppression of all direct reference to classical struc-
ture/function linkage between motor neurons spiking activity and the body spatial orga-
nization. Indeed, in such studies, any functional mapping of the motor neurons activity
is left to a machine learning algorithm: an information processing black box.

Such "implicit" approaches where functional models are built and stored as the
weights of a Kalman filter are now being extended to the whole sensory-motor loop
[O'Doherty et al., 2011] by the mean of microstimulations of the somato-sensory cor-
tex [Romo et al., 2000; Talwar et al., 2002] in correlation with contacts of the prosthesis
with objects. Without attempting to build any explicit functional representation of the
recorded or microstimulated neurons, this approach has demonstrated its hability to sup-
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port a functional brain-controlled prosthesis with sensory feedback. Nevertheless, it gives
only limited clues to understand the coding mechanims used both by the primary motor
cortex and by the primary somatosensory cortex.

In contrast, we argue that to really understand the sensory-motor processing taking
place in the M1-S1 loop, further attempts to model the motor system with representations
that are as powerful as the sensory receptive fields will be more valuable than the current
trend towards the use of efficient but blind encoding and decoding algorithms.

6.3.2 The many functional circuits of M1 are poorly known

Even before such theoretical issues can be tackled, knowledge of the precise M1 neuronal
networks involved in sensory-motor processing should be advanced.

Indeed, in contrast with the relatively simple and well identified set of inputs that
feeds sensory cortices, motor cortex is a major brain output area, and as such it receives
input from many cognitive modules, supporting a diversity of functions that take place at
different time scales:

(1) Premotor areas driven long and medium term goals leading up to the build up
of complex motor plans — such as goal directed limb movements [Georgopoulos et al.,
1986] — are at least partly prepared and them executed by the primary motor cortex
[Scott, 2004].

(2) At much shorter time scales, direct sensory input has been shown to promote
'cortical reflexes' [Evarts, 1973; Beloozerova and Sirota, 1998]: quick M1 driven motor
action in response to sensory feedback on a limb.

(3) Finally, also at a very short time scale, internally driven 'stop' decisions arising from
a network that includes prefrontal cortex and basal ganglia network are able to quickly
suppresses previously planned actions [Slater-Hammel, 1960; Voss et al., 2006; Stinear
et al., 2009] that have become suddenly irrelevant in the light of the current environment.

The circuit implementation within M1 of these several functions is still poorly known.
We see the proper characterization of the neuronal networks engaged in these several
functions (particularly 2 and 3) as an urgent and key first step towards a functional de-
scription of the cortical sensory-motor loop.
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