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Introdu
tionThe development of the 
lassi
al theory of ele
tromagnetism at the end of the 19th
entury by, among others, James C. Maxwell, Heinri
h R. Hertz and Oliver Heaviside hasmarked a turning point in the history of mankind. So, the availability of a physi
al modeldes
ribing the propagation of ele
tromagneti
 waves and their intera
tion with matter haspaved the way to appli
ations that have positively 
hanged the daily life of billions of people.Wired and wireless tele
ommuni
ations, medi
al imaging and healing te
hniques, radio andtelevision, G.P.S.: these are but a few of them.Although usually not addressed to su
h a wide publi
, a number of striking appli
ationsis founded on the following observation: in presen
e of an obsta
le, the 
hara
teristi
s of apropagating ele
tromagneti
 wave are altered (e.g. its wavefront shape is modi�ed). Sin
ethe nature of this alteration depends on the properties of the obsta
le, it 
an in prin
iplebe possible to retrieve at least some of them from the observation of the �modi�ed� wave.The de�nition of the so-
alled inverse problem 
an then be drawn: the 
hara
terization ofone or more s
atterers (the obsta
les) from the knowledge of the total �eld (the �modi�ed�wave) generated by the intera
tion of the in
ident �eld (the illuminating wave) with thes
atterers. In 
ase both the total and the in
ident �eld 
an be measured, their di�eren
e,
alled the s
attered �eld, 
onstitutes the data to be inversed. Non-destru
tive testing ofbuilding materials, again medi
al imaging, geophysi
al prospe
tion, anti-personal landminedete
tion, and to some extent also RADAR are examples of su
h appli
ations.As it is formulated, the inverse problem is a non-linear and ill-posed problem: thereis no guarantee that a solution exists, is unique, and is 
ontinuous when noise a�e
tsthe data [1℄. Two di�erent approa
hes arise then to ta
kle the problem. When only thedete
tion and lo
alization of the s
atterers is of interest, a qualitative inversion is 
arriedout. In a way, the sought quantity is now the distribution of the indu
ed 
urrents over thesupport of the s
atterer, and it 
an be shown that their relation with the data is linear. Onthe other hand, when a quantitative 
hara
terization is needed (shape, 
omposition), more
ompli
ated mathemati
al tools are deployed to transform the problem into a well-posedone. Yet, the non-linear 
hara
ter remains and the existen
e of multiple lo
al solutions maylead to untrustworthy results.Among the qualitative approa
hes, the potentialities of Time Reversal te
hniques havebeen 
lear sin
e the �rst reports at the end of the '80s [2℄. These methods, based on the timereversal invarian
e of the propagation equation, allow in e�e
t to build waves sele
tively1



2 INTRODUCTIONfo
using onto di�erent s
atterers by a simple and �blind� manipulation of the data. Ane�e
tive dete
tor is thus built by observing the distribution of the ba
kpropagated �eldover spa
e. Namely, the DORT method [3℄ as well as the re-interpretation of the MUSICalgorithm in the frame of deterministi
 s
attering [4, 5℄, have led to impressive resultsespe
ially in 
luttered and multi-target s
enarii.Con
erning quantitative inverse s
attering, gradient-based methods have proven to bee�e
tive in retrieving the properties of the s
atterers. Maxwell's equations are here dire
tlyused to measure the mis�t, in the sense of a given norm, between the s
attered �eld data andan estimation obtained from a guessed pro�le of the s
atterer. This mis�t is then minimizedthrough a 
onjugate gradient algorithm interpreted in a variety of ways [6�8℄. Nonetheless,due to the ill-posedness of the initial problem, these methods are extremely sensitive to noiseand 
lutter, and give meaningful results only when the amount of information 
ontained inthe data is su�
iently large with respe
t to the parameters to be re
onstru
ted. Taking intoa

ount, within the inversion pro
ess, any a priori known information about the s
atterer(shape, minimum allowable permittivity value, et
.) helps then in regularizing the problem,in
reasing the 
on�den
e level of the results.This work aims at giving an experimental proof of the e�e
tiveness of the aforemen-tioned te
hniques under realisti
 operational 
onditions. The data are gathered through aprototype made of a small linear array of linearly-polarized ultrawideband antennas of theexponentially tapered slot type (ETSA), whose realization 
overs by itself an importantportion of the PhD duration. The a

ent is put on the experimental behavior of thesemethods when only a small aperture angle is available. Subsurfa
e sensing and, in general,appli
ations where only a partial a

ess to the sounded medium is possible are therefore tar-geted. To somehow 
ountera
t su
h limitations, a large frequen
y band (from 2 to 4 GHz)is used. This is also motivated by the overwhelming progress in nanoele
troni
s and bythe innovative antenna design solutions making su
h bandwidths easily available in mod-ern systems. Con
erning in parti
ular quantitative inverse problems, only few attempts toexperimentally image extended targets with small arrays and/or with non-standard anten-nas (�.e. horn or wire antennas) have yet been reported in literature [9�11℄. Hen
e theoriginality of the thesis.Furthermore, an attempt is made to build a bridge between qualitative and quantitativeinversion methods. In 
ase of 
luttered media, namely, the latter are known to be poorlye�e
tive due to the small Signal-to-Clutter Ratio of the s
attered �eld. Using the in
ident�eld issued from the DORT method, whi
h fo
uses onto the targets of interest, might thenbe a good solution to in
rease the robustness of the inversion algorithms. A quantitativeinverse s
heme repla
ing the �raw� in
ident and s
attered �elds with the respe
tive DORT�elds is thus proposed.The manus
ript is arti
ulated as follows. The �rst 
hapter is dedi
ated to the des
riptionof the prototype that will be operated throughout the manus
ript. The hardware ar
hite
-



3ture 
omprises two antenna arrays, one of whi
h is equipped with a beamforming network.It is therefore possible to perform 
omplete Time Reversal experiments, as shown in these
ond 
hapter. The signal pro
essing steps ne
essary to exploit the system and to improveits performan
es are also presented. They in
lude the antenna modeling strategy and adrift 
orre
tion algorithm aimed at 
ompensating mainly the thermal drift a�e
ting thedata during their a
quisition.The exploitation begins with the following 
hapter, fo
used on qualitative inversion.Parti
ular attention is 
ast into the theoreti
al ba
kground of the DORT method, validatedthrough a number of experimental setups. The performan
es are systemati
ally 
omparedwith those obtained through the 
lassi
al Kir
hho� migration method, and with the resultsof another Time Reversal-based method known as Time Reversal-MUSIC. Di�erent waysof exploiting frequen
y diversity, as well as di�erent geometri
 
on�gurations, are alsoinvestigated. In addition, the experimental results from a measurement 
ampaign targetingThrough-The-Wall imaging are shown.The quantitative inversion framework is presented in the third 
hapter. An e�ort is�rst made to understand the origin of the ill-posedness of the inverse problem from atheoreti
al point of view. Follows an explanation of the 
on
ept of available informationasso
iated to the data, extremely important in appli
ations with small arrays and a limitednumber of views. Then, the sele
ted inversion algorithm, the so-
alled Modi�ed2 GradientAlgorithm introdu
ed by Belkebir and Tijhuis in [12℄, is detailed. In order to apply it tothe experimental data, the adaptation to the 2.5D 
on�guration, in
luding an a

urate
alibration step, must be performed. Finally, for a number of 
on�gurations and targets,the experimental inversion results are presented.In the last 
hapter, the DORT 
on
ept is applied to the quantitative inversion frame, thussomehow merging the bene�ts of the methods developed in the two previous 
hapters. Theinversion s
heme modi�ed a

ordingly is tested on a linear array 
on�guration where thetarget of interest is embedded in a 
luttered medium. The same appli
ations are targeted,namely medi
al imaging or subsurfa
e sensing. Syntheti
 data-only are used to inquire onthe e�e
tiveness of the approa
h.Publi
ationsA number of publi
ations witnesses the work 
arried out during these three years. Theirlist follows:Book 
hapters
• L. Bellomo, M. Saillard, S. Pio
h, F. Barbares
o, and M. Lesturgie, �Waveformdesign based on Phase Conjugation and Time Reversal�, in Waveform Designand Diversity for Advan
ed RADAR Systems, IET, 2012, to be published



4 INTRODUCTIONJournal arti
les
• L. Bellomo, S. Pio
h, M. Saillard, and E. Spano, �Time Reversal Experimentsin the Mi
rowave Range: Des
ription of the RADAR and results�, Progress InEle
tromagneti
 Resear
h, vol. 104, 427-448, 2010Invited 
onferen
es
• L. Bellomo, K. Belkebir, M. Saillard, S. Pio
h, and P. Chaumet, �Inverse S
at-tering Using a Time Reversal RADAR�, 2010 URSI International Symposium onEle
tromagneti
 Theory (EMTS), 381-384, Berlin, 2010
• K. Belkebir, L. Bellomo, S. Pio
h, M. Saillard, and P. Chaumet, �Mi
rowaveimaging using a time-reversal radar system�, 2009 International Conferen
e onEle
tromagneti
s in Advan
ed Appli
ations (ICEAA), Torino, 2009Conferen
e pro
eedings
• R. Dubro
a, N. Fortino, J-Y. Dauvigna
, L. Bellomo, S. Pio
h, M. Saillard, T.Lepetit, J. de Rosny, C. Prada, P.Millot, N.Maaref, and B.Boudamouz, �TimeReversal-Based Pro
essing for Human Targets Dete
tion in Realisti
 Through-The-Wall S
enarios�, 2011 European Mi
rowave Week (EuMW-EuRAD), Man
h-ester, 2011
• L. Bellomo, M. Saillard, S. Pio
h, K. Belkebir, and P. Chaumet, �Mi
rowaveimaging in 
luttered media with an Ultrawideband Time Reversal-based pro-totype�, 2011 Symposium on Progress in Ele
tromagneti
 Resear
h (PIERS),Marrake
h, 2011
• L. Bellomo, S. Pio
h, M. Saillard, and E. Spano, �An S-band UltrawidebandTime Reversal-based RADAR for Imaging in Cluttered Media�, 2010 IEEE In-ternational Symposium on Phased Array Systems and Te
hnology, Boston, 2010
• L. Bellomo, S. Pio
h, M. Saillard, and E. Spano, �Mi
rowave-range Imagery withan Ultrawideband Time Reversal-based RADAR�, 2010 European Mi
rowaveWeek (EuMW-EuRAD), Paris, 2010
• L. Bellomo, M. Saillard, S. Pio
h, K. Belkebir, and P. Chaumet, �An Ultrawide-band Time Reversal-based RADAR for Mi
rowave-range Imaging in ClutteredMedia�, 13th International Conferen
e on Ground Penetrating Radar (GPR),Le

e, 2010



Notation
i imaginary unit
e+iωt time dependen
y 
onvention
~r ve
tor notation
v one-dimensional array (ve
tor) notation
V two or more-dimensional array notation
1k ve
tor with all zeros ex
ept 1 in the kth position
sinc(x) sin(x)/x

‖·‖ Eu
lidean norm (norm-2), if not indi
ated with an index(I)FT, (I)FFT (Inverse) Fourier Transform, (Inverse) Fast Fourier Transform
(·)∗ 
onjugate operator
(·)T transpose operator
(·)H 
onjugate transpose operator

5



6 NOTATION



Chapter 1Mi
rowave imaging prototypeBuilding a Time Reversal-based RADAR was an already ki
ked-o� proje
t at LSEETwhen the PhD started [13℄. Although some remarkable results existed in a
ousti
s [14�16℄and the foundations of a theoreti
al frame had been established in ele
tromagneti
s [17�23℄,only a few experiments had been reported in the latter domain [24�30℄. Joining my PhDsupervisor's savoir-faire [6,7,31℄ to this ba
kground had led to the idea of exploiting TimeReversal for improving the quantitative re
onstru
tion of obje
ts lo
ated in 
luttered orrandom media [32℄.All this had 
onverged to the 
hoi
e of building a mi
rowave prototype with the following
hara
teristi
s:1. linear antenna array with transmit/re
eive 
apability;2. ultrawideband working frequen
y range;3. easeness of a
quisition of multi-view multi-stati
 data;4. possibility of experimentally retransmit the waveforms issued from Time Reversal-based methods.The linear array 
hoi
e follows dire
tly from the established LSEET's expertise in 
urrent-measuring RADAR's [33, 34℄ also working with linear arrays; more parti
ularly, it targetsburied obje
ts and ground penetrating RADAR appli
ations [35℄. From the inverse s
atter-ing point of view, the ultrawideband is required as a 
ountermeasure to the limited apertureof a small linear array in order not to limit too mu
h the a

essible portion of the spe
tralsupport of the ele
tromagneti
 
ontrast (
fr. �3.4). Spe
i�
ation 3. arises from the will ofstudying subspa
e methods su
h as DORT [3,20℄, Time Reversal-MUSIC [5, 36℄, or LinearSampling Method [37�39℄ whi
h all need the knowledge of the multi-stati
 data matrix ofthe array. The latter requirement is �nally interesting in order to be able to observe andanalyze the super-resolution phenomena asso
iated to Time Reversal [40, 41℄.7



8 CHAPTER 1. MICROWAVE IMAGING PROTOTYPEIn this 
hapter, an overview of the state of the art of the existing wideband prototypesis �rst given. Then, the retained solution is des
ribed in detail. Further on, the general yetfundamental signal pro
essing operations performed on the measured data are presented,�nally followed by the des
ription of the pro
edure used for the experimental retransmission.1.1 State of the artLet us brie�y re
all and des
ribe here the hardware solutions employed in some ofthe most representative ele
tromagneti
 Time Reversal-based prototypes re
ently reported.Due to the parti
ular interest in wideband solutions, this review deliberately dis
ards nar-rowband appli
ations (that is, purely Phase Conjugation ones), parti
ularly explored sin
ea long time in the RADAR 
ommunity sin
e the seminal Van Atta patent [42℄ (whi
hdes
ribes a wideband approa
h, though) up to nowadays [26, 43�48℄.As the Time Reversal-Phase Conjugation duality [44, 49℄ holds, at least for propagativewaves [50℄, two di�erent instrumental approa
hes 
an be distinguished. In the �rst one,experiments are a
hieved dire
tly in the time domain with an Arbitrary Waveform Gener-ator (AWG) at transmission and a Digital Sampling Os
illos
ope (DSO) at re
eption. These
ond approa
h is the stepped-frequen
y one with systems based on the use of a Ve
torNetwork Analyzer (VNA) both as signal sour
e and re
eiver.1.1.1 Time domain implementationCon
erning the time domain approa
h, some of the �rst publi
ations 
ome from MathiasFink's group [24, 25℄ in 2004 and 2006. Here, working at the 
entral frequen
y 2.45 GHz,bandwidths of 2 MHz and 150 MHz, respe
tively, are reported. They are a
hieved withan AWG, a DSO and thanks to 
ommer
ially-available general purpose IQ trans
eiversperforming the baseband-RF (Tx) and RF-baseband (Rx) 
onversions. Later arti
les [27,30℄report larger bandwidths (more than 2 GHz at around 1.5 GHz 
entral frequen
y) madepossible by the availability of more rapid AWG's and DSO's thus making obsolete the useof external trans
eivers. Another remarkable experiment 
on
erns an HF over-the-horizonRADAR based on a double-pass Time Reversal strategy, where the mu
h lower frequen
ies(bandwidth approximately going from 3 MHz, due to the antennas used, to 20 MHz) easilyallow the use of the AWG/DSO ar
hite
ture [51℄.Finally, a 
ommon 
hara
teristi
 of these experiments is the use of one single a
tiveantenna as Time Reversal Mirror (TRM). Nevertheless, a virtual array 
an be built in virtueof Maxwell's equations linearity by swit
hing ON/OFF or displa
ing the a
tive antenna [25℄.1.1.2 Stepped-frequen
y implementationThe �rst report of a frequen
y domain Time Reversal system is most probably [52℄.The ar
hite
ture used is very similar to the one presented in this 
hapter, with an antenna



1.2. PROTOTYPE DESCRIPTION 9array and a ve
tor modulator per 
hannel to experimentally steer the array and 
reate thewaveform to be retransmitted. Nevertheless, a very narrowband is used (2 MHz) and thephase 
onjugation law is the one of the 
entral frequen
y 2.45 GHz. In other papers, astepped-frequen
y a
quisition over a given frequen
y band and pulse synthesis are ratherperformed, while retransmission is only done numeri
ally. The bandwidths are instead verywide, e.g. 10 GHz in [28℄ and 6.5 GHz in [29℄.Dually with respe
t to the time-domain approa
h, the time 
oheren
y is here retrievedby re
ombining all the frequen
ies via a Fourier Transform.1.1.3 Time Reversal through dispersive opti
al �bersYet another, 
ompletely di�erent approa
h exists. In 1999, Coppinger et al. [53℄ reportedthe experimental demonstration of broadband TR by employing dispersive opti
al �bers.The idea 
onsists in generating an opti
al pulse with a laser and �rst letting it run througha �ber with negative dispersion module D1 and length L1: the e�e
t is a delayed pulsewith more delay 
orresponding to the higher wavelengths. At its output, an ele
tro-opti
almodulator modulates the amplitude of the resulting pulse with the RF signal that has tobe time reversed. Then, the signal propagates through another �ber of length L2, withpositive dispersion index D2 this time, whi
h will delay more and more lower wavelengthsuntil they will lead in time with respe
t to the higher ones (whi
h were the leading ones atthe �ber input). As a result, when D2L2 = −2D1L1, the initial opti
al pulse as well as theRF signal have been reversed in time; after a �nal �ber, whose role is to stret
h in time theRF signal, a 
omplete TR 
an be observed. Similar results and the possible implementationof an antenna array based on this te
hnology have also been published in [54℄.There are mainly two drawba
ks to this solution. First, very long �bers (some kilome-ters!) are needed to time reverse wideband RF signals. Se
ond, it only works with TR:in other words, it is impossible to pro
ess the re
eived data to �arbitrarily� beamform thefollowing transmitted wave. Sin
e we want to use antenna arrays to investigate te
hniquessu
h as DORT, based on a Singular Value De
omposition (SVD) of the multi-stati
 matrix,the latter drawba
k prevents us from adopting this implementation.1.2 Prototype des
riptionEx
luding the opti
al solution, it might seem that the approa
hes in �1.1.1 and �1.1.2 arerather equivalent, given today's te
hnology, for what 
on
erns bandwidth availability andeaseness of implementation of experimental beamforming. Nevetheless, for a 
omparablefrequen
y band, both 
ost and dynami
 range still seem more favorable in the former 
ase.Given this, and also in order to provide the LSEET with an instrument that other teamsmight be interested in using1, the stepped frequen
y implementation has been 
hosen, with1Namely, the team developing the 
urrent-measuring RADAR, whi
h works at VHF.
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hite
-ture later repla
ed by (b) a se
ond antenna array. In both ar
hite
tures, the antennaarray-1 a
ts as TRM.
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���B���A�Figure 1.2: Photograph of the prototype in the TRM array + additional antenna version(Fig. 1.1(a)).a frequen
y band going from 2 to 4 GHz.1.2.1 RF se
tionThe initial ar
hite
ture of the prototype is presented in Fig. 1.1(a), and a photograph isshown in Fig. 1.2. The system is built around the VNA, a two-port Rohde & S
hwarz ZVB8



1.2. PROTOTYPE DESCRIPTION 11able to work from 300 kHz to 8 GHz and a
ting both as RF signal sour
e and re
eiver. TheTRM is made of an array of 8 antennas, ea
h of them 
onne
ted to the VNA via two possiblepaths sele
ted through a single-pole double-throw (SPDT) ele
trome
hani
al swit
h. The�rst path, 
alled MUX path, is a simple 
onne
tion through a single-pole 8-throw (SP8T)50 Ω-terminated swit
h (Multiposition swit
h in Fig. 1.1); the MUX path provides smalllosses (≈4 dB at 3 GHz) and allows to sele
t the a
tive antenna. The other path, the A/Φpath, is responsible of the beamforming implementation via a pair of numeri
ally-
ontrolledattenuator (A) and phase shifter (Φ) followed by an 8-
hannel power splitter. Note thatsin
e all the 
omponents are passive and re
ipro
al, both TX and RX beamforming 
an berealized. On the other hand, the array-2 only presents an SP7T swit
h to sele
t the a
tiveantenna, giving an overall path loss (in
luding 
ables) of ≈6.25 dB at 3 GHz.In order to perform experiments in transmission 
on�gurations and to measure fo
usingspots, one additional antenna, dire
tly 
onne
ted to the VNA, was present in the initialar
hite
ture (Fig. 1.1(a)). It has later been repla
ed by a se
ond 7-antenna array withoutbeamforming 
apabilities but equipped with a Multiposition swit
h2 (Fig. 1.1(b)).A summary of the ele
tri
 
hara
teristi
s of the RF 
omponents is given in Tab. 1.1.Attenuators 
ome from Waveline; they have an attenuation range of 32 dB and 8 
ontrolbits, giving a rather linear-in-dB resolution of 0.125 dB/LSB. Phase shifters, also fromWaveline, assure a phase shifting range of more than 360 deg with 10 
ontrol bits, givinga linear resolution of 0.35 deg/LSB (see Tab. 1.2). The insertion losses are 2.75 dB for theformer (at minimum attenuation) and 6 dB for the latter; in
luding power splitter (9 dBnominally plus 0.8 dB insertion losses), swit
hes and 
ables, the losses of the whole A/Φpath amount to ≈21 dB at 3 GHz.The antennas are antipodal symmetri
 Exponentially Tapered Slot (ETS) antennas,printed on a Duroid substrate of permittivity εr = 2.2 and dimensions 8 
m × 9 
m(length × height). They show very good input impedan
e mat
hing (SWR < 2) in the[2�18℄ GHz frequen
y band and radiate a verti
ally-polarized (perpendi
ular to the planeof Fig. 1.1(a)) ele
tri
 �eld [55℄. Antennas based on the same design have also been employedin [29,56℄. As shown in Fig. 1.1, when used within an array, they have usually been spa
edof ∆x = 5 
m, equivalent to λ0/2 at 3 GHz. This allows a good 
ompromise betweenantenna 
oupling, whi
h has more impa
t for a smaller ∆x, and grating lobes, whi
h aremore of an issue for larger ∆x values. In parti
ular, at the worst 
ase frequen
y 4 GHz,grating lobes are present at end-�re for a pointing angle of 30 deg, rather hard to obtain inour �long-and-narrow� ane
hoi
 
hamber (see �1.2.3).Finally, the systems operates in the [2-4℄ GHz band. The lower limit was imposed bythe adaptation of the antennas, whi
h were available before the whole proje
t began; theupper limit results from a trade-o� between performan
es and 
ost of all the other RF
omponents.2There were originally 8 antennas in the se
ond array, too. Unfortunately, one 
hannel of the SP8Tswit
h has broken, leaving us with seven usable 
hannels only.



12 CHAPTER 1. MICROWAVE IMAGING PROTOTYPESPDTswit
h SP8Tswit
h Powersplitter A Φ AntennasFrequen
y operatingrange (GHz) [0-4℄ [0-4℄ [2-4℄ [2-8℄ [2-4℄ [2-18℄Insertion loss/Gain� 3 GHz (dB) -0.1 -0.1 -0.8 -2.75 -6 +3Table 1.1: Main ele
tri
al 
hara
teristi
s of the RF 
omponents.A ΦAttenuation/phase shift range 32 dB 360 degNumber of bits 8 10Resolution 0.125 dB/LSB 0.35 deg/LSBTable 1.2: More ele
tri
al 
hara
teristi
s of attenuators and phase shifters.Con
erning the VNA frequen
y step, it must be 
hosen in su
h a way that the alias-free distan
e range be at least equal to the total ele
tri
 length of the �longest� prototypepath. Indeed, with referen
e to Fig. 1.1, the longest path is the array-2 one, 
omprisingone 5 m and one 2 m 
ables (the SP8T siwth ele
tri
al length is negligible). Adding tothis the length of the 
hamber (almost 2 m, see �1.2.3), multiplying by two to handle theretrodi�usion measurement 
ase, and keeping into a

ount the diele
tri
 
onstant of our
ables (approximately 1.9 and 1.4 for the 2 m and 5 m 
ables, respe
tively), the maximumlength is:
2
(

2
√
1.9 + 5

√
1.4 + 2

)

m ≈ 21.5 m . (1.1)This value must be 
ompared with the alias-free range asso
iated to a given frequen
y step,
∆f . This gives:

1

2

(
c0
∆f

)

≤ 25 m ⇒ ∆f ≤ 7.1 MHz , (1.2)where 
0 = 30 
m/ns is the speed of light in va
uum and the 1/2 fa
tor 
omes from thealias-free requirement. Being a little 
onservative, we have �nally 
hosen ∆f = 5 MHz (401points between 2 GHz and 4 GHz).1.2.2 Drive and 
ontrol ele
troni
sThe entire system 
an be 
ontrolled from a PC. For this purpose, a Matlab-based Graphi-
al User Interfa
e (GUI) has been developed. It 
an autonomously perform a 
omplete dataa
quisition or a Phase Conjugation/DORT retransmission.There are three 
onne
tions handled by Matlab's Instrument Control Toolbox, one tothe VNA (Ethernet) and two to the PIC mi
ro
ontrollers (one USB 
able per PIC) drivingthe RF 
omponents of ea
h of the arrays (see Fig. 1.1(b)). The way these 
onne
tions areset and handled in Matlab is des
ribed in �A.
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(b)Figure 1.3: (a) Simpli�ed s
hematization of the way the PC 
ontrols the RF 
omponents throughthe PIC mi
ro
ontroller. (b) State ma
hine implemented in the PIC mi
ro
on-troller.The VNA is remote-
ontrolled in order to set the features of a frequen
y sweep (n. offrequen
ies, IF �lter bandwidth, n. of averages), to trigger it and to read the measurementinto the PC.With referen
e to the PIC driving the TRM array, in Fig. 1.3(a) one 
an s
hemati
allysee the PIC 
onne
tions to the swit
hes (SPDT's and SP8T's) and to attenuators and phaseshifters. They were designed, together with the ele
troni
 board layout, by Mar
 Bian
hieri-Astier during its Master 2 internship [?℄. The swit
hes are 
onne
ted to the PIC through asimple bu�er (not shown in the �gure). In order to implement the wanted attenuation/phaseshift, the 
hannel is addressed through three bits (1 to 8) and A/Φ 
ouples 
ontrolled withthe I2C proto
ol through two wires: one 
arries a 
lo
k signal, the other the data sent bitafter bit (a �rst byte representing the address of either the attenuator or the phase shifter,followed by two bytes 
ontaining the 
ode giving the wanted attenuation/phase shift asdes
ribed in �1.8).A 
ommuni
ation proto
ol between PIC, PC and RF 
omponents has been established.It has a �server� side in Matlab and a �
lient� side running in the PIC (
oded in a spe
ialPIC-adapted C language, 
fr. �A). The PIC state ma
hine is depi
ted in Fig. 1.3(b). Afterinitialization the PIC is in the wait state; when a reset 
hara
ter (arbitrarily 
hosen andknown to both Matlab and the PIC) is read, a 
ounter i is initialized and the evaluationstate is rea
hed. Two bytes are now read, de
oded (a binary to de
imal 
onversion isneeded), and sent ba
k to the PC in the transmit to PC state for veri�
ation. This loopis repeated 17 times, 1 for the swit
hes and 2×8 times for all the attenuators and phase
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(a) (b)Figure 1.4: Photographs of the ane
hoi
 
hambers built at LSEET with (a) �at and (b) pyra-midal absorbing panels.shifters. On
e this is done, the PIC �nally goes to the I2C state: the PIC drives its outputs
onne
ted to the swit
hes and uses the I2C proto
ol to 
ommuni
ate with attenuators andphase shifters one after the other. Noti
e that during the I2C 
ommuni
ation, after writingthe attenuation/phase shift 
ode into the 
omponent, the PIC reads ba
k the 
ode forveri�
ation. The whole 
y
le approximately takes 2 se
onds.1.2.3 The ane
hoi
 
hamberA �rst ane
hoi
 
hamber was built with �at absorbing panels (Fig. 1.4(a)) with dimen-sions 1.8×0.6×0.6 m3 (length×width×height). It was used for the initial validation of theprototype. Nevertheless, as soon as the �rst quantitative inverse s
attering experimentswere realized, the need for pyramidal panels, mu
h more e�e
tive in absorbing ele
tromag-neti
 waves under grazing angle in
iden
es, be
ame impellent in order to re
reate free-spa
e
onditions. A se
ond 
hamber with pyramidal panels has then been built (Fig. 1.4(b)),whose internal (exploitable) dimensions are 1.4×0.8×0.8 m3. This 
hamber is provided ofa door and of a removable panel on the TRM side, and it is 
ompletely rigidi�ed by a 3 
m-thi
k wood shell. Furthermore, two plexiglas supports (one of them is visible in Fig. 1.4(b))have been realized in order to a
hieve a pre
ise positioning of the array antennas. These
ond ane
hoi
 
hamber was �nan
ed by the Institut Fresnel in Marseille; the plexiglassupport was realized by the Laboratoire d'Éle
tronique, Antennes et Télé
ommuni
ations(LEAT) in Ni
e-Sophia Antipolis.1.3 Measurement 
on�gurationsFor a given 
on�guration, a 2-port VNA measures 4 S-parameters de�ned, with referen
eto Fig. 1.5, as
[

b1

b2

]

=

[

S11 S12

S21 S22

][

a1

a2

]

, (1.3)



1.3. MEASUREMENT CONFIGURATIONS 15where (ai, bi)|i=1,2 are the so-
alled power waves [57℄, and 
onventionally the 1st index standsfor the re
eiving port and the 2nd for the transmitting one.
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��Figure 1.5: De�nition of the S-parameters for a 2-port network.In pra
ti
e, if the signal re
eived by antenna Aj when antenna Ak transmits has to bemeasured, the VNA port 1 must be 
onne
ted to Ak and the port 2 to Aj . As a result,using the formalism in (1.3), the following quantities are obtained:
[

Skk Sjk

Skj Sjj

]

, (1.4)among whi
h the desired Sjk appears. This notation is used throughout the manus
ript.With respe
t to the ar
hite
ture in Fig. 1.1, the system 
an be used in one of the following
on�gurations.1.3.1 Re�e
tionIn this 
on�guration, the TRM antennas a
t both as sour
es and re
eivers, array-2 is nota
tive. The following 8× 8 inter-element matrix Kreflec 
an be measured at ea
h frequen
y:
Kreflec =









S11 S12 · · · S18

S21 S22 S28... . . . ...
S81 S82 · · · S88









(1.5)The path losses, Lpath, asso
iated to the re�e
tion 
on�guration 
an be evaluated. Forretrodi�usion measurements, i.e., for the diagonal elements of Kreflec, the signal runs twi
ethrough the TRM MUX path; hen
e, Lpath ≈ 8 dB at 3 GHz. For all the other terms,there is a MUX path followed by an A/Φ path, giving Lpath ≈ 25 dB at 3 GHz (Tab. 1.3).Noti
e that sin
e all the prototype RF 
omponents are passive and re
ipro
al, if the wavepropagation medium is re
ipro
al (in the sense of Lorentz), then Kreflec is symmetri
.1.3.2 TransmissionThe TRM antennas a
t in this 
ase as sour
es and array-2 antennas as re
eivers (or vi
eversa), giving the following 7× 8 Ktransm matrix:
Ktransm =









S91 S92 · · · S98

S101 S102 S108... . . . ...
S151 S152 · · · S158









(1.6)



16 CHAPTER 1. MICROWAVE IMAGING PROTOTYPEMUXpath A/Φpath array-2path Re�e
tion Transmission Full
Sjj Sjk Sjl Sll

Lpath � 3 GHz (dB) 4 21 6.25 8 25 10.25 12.5Table 1.3: Path loss, Lpath, for the di�erent paths and measurement 
on�gurations. j and kindi
es 
over the TRM array (j, k = 1, 8), l is for the array-2 antennas (l = 9, 15).Con
erning path losses, for any element of Ktransm the signal runs through the MUX pathof the TRM and through the array-2 path. The result is Lpath ≈ 10.25 dB at 3 GHz.With the same assumptions made for the re�e
tion 
on�guration, Ktransm is theoreti
ally asymmetri
 matrix.1.3.3 FullIt is in prin
iple possible to merge the re�e
tion and transmission 
on�gurations above,giving a 15×15 Kfull matrix. Nevertheless, the ar
hite
ture in Fig. 1.1(b) does not allow tore
ord the array-2 inter-element responses, ex
ept for the retrodi�usion 
oe�
ients Sll|l=9,15.Indeed, it 
ould have been possible to build a se
ond TRM equipped with A/Φ pairs insteadof the �simple� array-2 of Fig. 1.1(b). The full matrix 
ould have then be measured, butat the pri
e of a redu
ed dynami
 range due to the additional 
omponents. The 
hoi
e hasbeen therefore made to have only one TRM while optimizing the dynami
 range, extremelyimportant for imaging low-s
attering obje
ts. Finally, the global measurable matrix Kfullis
Kfull =



















S11 S12 · · · S18 S19 S110 · · · S115

S21 S22 S28 S29 S210 S215... . . . ... ... . . . ...
S81 S82 · · · S88 S89 S810 · · · S815

S91 S92 · · · S98 S99 ◦ · · · ◦
S101 S102 S108 ◦ S1010 ◦... . . . ... ... . . . ...
S151 S152 · · · S158 ◦ ◦ · · · S1515



















, (1.7)
where the symbol `◦' stands for an unavailable measurement. The retrodi�usion termsbelonging to array-2 (Sll|l=9,15) have Lpath = 12.5 dB at 3 GHz.1.4 Dynami
 rangeFor s
attering experiments, where very low-level signals must often be sensed, it is essen-tial to 
on�gure the VNA to have a dynami
 range as wide as possible. Indeed, the signalpower level to observe might be very low for small and/or far targets. At the same time agood measurement pre
ision is needed, espe
ially in the framework of quantitative inverses
attering (see �3).



1.4. DYNAMIC RANGE 171.4.1 VNA output powerTo optimize the dynami
 range, de�ned as the ratio between the measurement poweravailable at the test port and the noise �oor of the re
eiver, the �rst VNA parameter to setis the output power level, Pout. Despite one would tend to use the maximum VNA powerlevel not to waste any of the available dynami
 range, a too high value would produ
enon-linearity errors a�e
ting the measurement pre
ision. To understand why these errors
ome into play, 
onsider a VNA 
alibration pro
edure (TOSM 
alibration, for instan
e) runwith a power level beyond the re
eiver linear range. Sin
e harmoni
s and spurious tonesare 
reated by the non-linearity, at ea
h frequen
y the 
alibration 
oe�
ients will 
orre
tfor them, too. Nonetheless, when real measurements are performed with passive devi
esas ours, whi
h by de�nition attenuate the signal, the power level at the re
eiver is lowerthan the one seen during 
alibration. As a result, despite there is no non-linearity in there
eiver now, the 
alibration 
oe�
ients tend to 
orre
t for it, i.e., a wrong 
alibration isapplied. In pra
ti
e, the VNA should be operated at a power level below the 0.1 dB re
eiver
ompression point to have negligible non-linearity errors [58℄.To verify up to what Pout value the VNA 
an be used, the re
eiver 
ompression levelmust be evaluated. This is done by measuring, with the un
alibrated VNA, the S21 (trans-mission 
on�guration) and the S11 (re�e
tion 
on�guration) with an open 
ir
uit and athru 
onne
tor, respe
tively, dire
tly 
onne
ted to the VNA test port, at three di�erent
Pout levels: -20 dBm (10 µW), +13 dBm (20 mW), and +14 dBm (25 mW). At -20 dBmthe re
eiver is 
onsidered in its linear range, as stated in the VNA datasheet and whi
hwe have veri�ed with a power sweep; +13 dBm is the maximum nominal output power re-ported in the datasheet. To sense the 
ompression level, the ratio between the linear-rangemeasurement (-20 dBm) and the non-linear ones must be observed:

Sj1|−20 dBm

Sj1|+13 dBm
and Sj1|−20 dBm

Sj1|+14 dBm
, j = 1, 2 . (1.8)The results for the transmission and re�e
tion 
on�gurations are in Fig. 1.6 (a) and (b),respe
tively. At +13 dBm the re
eiver is below the 0.1 dB 
ompression point throughoutthe entire [2-4℄ GHz band, ex
ept for two small sub-bands in the re�e
tion 
ase 
entered at3.725 and 3.905 GHz, where an ex
ess ≤ 0.015 dB is measured. At +14 dBm the re
eiveris more often, and more deeply, beyond the 0.1 dB 
ompression point. A

ording to theseresults, the VNA has been operated at Pout = +13 dBm, although it would have beenenough to further ba
k-o� of as few as 0.5 dB to always stay beyond 0.1 dB 
ompression.1.4.2 VNA Noise �oorCon
erning the noise �oor (NF), the ZVB8 datasheet reports a value ≤ −110 dBm,obtained with an IF �lter bandwidth of 10 Hz. For a trade-o� between measurementspeed and dynami
 range, the IF �lter bandwidth has been set to 200 Hz, giving a LIF =

10 log10(200/10) = 20 dB dynami
 range redu
tion.
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(a) transmission 
on�guration, S21 (b) re�e
tion 
on�guration, S11Figure 1.6: Measurement of the 
ompression of the VNA re
eiver port in the 
ases (a) of trans-mission (S21) and (b) of re�e
tion (S11) measurements.For experiments involving only a
tive sour
es, e.g., Time Reversal of the �eld radiatedby an a
tive antenna (see �2.2), the dynami
 range DR 
an therefore be evaluated, whi
hgives, at 3 GHz,
DR = Pout − (NF + LIF + Lpath)

= +13 dBm− (−110 dBm + 20 dB + 10.25 dB) = 92.75 dB ,
(1.9)where Lpath is ne
essarily related to the transmission 
on�guration (see Tab. 1.3).1.4.3 Thermal driftFor s
attering experiments, an additional element must be taken into a

ount to evaluatethe available dynami
 range. As detailed later in �1.6, two measurements must be performedin order to retrieve an exploitable s
attered �eld term, Es , Ss

jk: the in
ident �eld, Ei ,

S i
jk, measured without the target, and the total �eld, E , Sjk, measured with the targetpresent in the s
ene. This is referred to as di�erential measurement te
hnique, sin
e thedi�eren
e E − Ei gives the s
attered �eld one works with [10, 11, 29℄. Nonetheless, despitea long (at least an hour) VNA warm up time, a temperature drift has systemati
allybeen experien
ed. Su
h drift is responsible of an altered pre
ision between two identi
almeasurements performed at di�erent times. And a 
ertain amount of time is indeed needed,for instan
e to �ll the in
ident �eld Ki matrix before measuring the total �eld one, K.Inspired by [59℄, it is possible to model the e�e
t of su
h a drift as follows:

{

Ei = Ẽi + w1

E = Ẽi + Ẽs +∆E + w2

⇒ Es = Ẽs + ∆E
︸︷︷︸

drift

+w2 − w1
︸ ︷︷ ︸

noise

, (1.10)where the quantities topped with `∼' represent the ideal quantities in the absen
e of drift,and wj|j=1,2 are the VNA noise realizations related to its NF. Two e�e
ts 
an therefore bedistinguished:
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• the ne
essity of performing di�erential measurements results in a 3 dB dynami
 rangeloss due to the term w2 − w1;
• temperature drift 
auses an additional �noise� term, ∆E, that a�e
ts the dynami
range as well. This 
an be further split into two 
ontributions. Indeed, sin
e the driftphysi
ally a
ts on the in
ident �eld, ∆E is the sum of an in
ident �eld drift term,
∆Ei, and of another term representing its e�e
t onto the s
attered �eld:

∆E = ∆Ei + S(∆Ei) , (1.11)where S is the linear s
attering operator relying in
ident and s
attered �elds (Ẽs =

S(Ẽi)).Overall, the temperature drift term may or not be larger than the �
lassi
al� w2 − w1term. This of 
ourse depends dramati
ally on the time between the total and in
ident �eldmeasurements. On this purpose, it has rather paradoxi
ally been found that not doing anyaverage in the VNA gives a 
leaner s
attered �eld after di�eren
e, and this is be
ause alesser amount of time has �own between the two measurements. Nevertheless, for a 
ommon8×8 K matrix re
orded with an IF �lter bandwidth of 200 Hz, it appears that the thermaldrift noise is higher than the VNA noise �oor, hen
e imposing the �nal dynami
 range asshown in Fig. 1.7.
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Figure 1.7: S
hematization of the dynami
 range for s
attering experiments. A

ording to ex-perimental eviden
e for typi
al measurements, the thermal drift is higher than the�augmented� NF. Noti
e also that sin
e the drift is signal-dependent, the dynami
range �nally depends on the amplitude of the in
ident �eld.In order to further understand the drift phenomenon, the following experiment has beenperformed. For a single antenna 
ouple, e.g. S46, the in
ident �eld in absen
e of s
atterershas �rst been re
orded twi
e in very rapid su

ession (about 5 s). Then, during a wholenight, N = 50 total �eld measurements, with a time step δt = 15 min, have been re
ordedas well. The s
atterer is a small metalli
 
ylinder (radius equal to 3.1 mm) pla
ed at around75 
m from the 
ouple of antennas. Finally, this results in Ei
1 ≈ Ei

2 , Ei and En|n=1,50,
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attered �elds Es
n = En − Ei. The assumption is that, due to their rapidsu

ession, the in
ident �eld measurements are pra
ti
ally indeti
al, i.e., the thermal driftamount is lower than the VNA NF, whereas a sensible drift-indu
ed di�eren
e is observablein the total, hen
e s
attered, �elds.Before presenting the results, let us adapt the model in (1.10)-(1.11) in the 
ase of thepresent experiment. It is assumed that the drift e�e
t is linear with respe
t to the time

δt between two measurements. Then, for the N 
onse
utive measurements with the sametime interval, one obtains
∆Ei = nδEi ⇒ Es

n = Ẽs + n
[
δEi + S(δEi)

]
, (1.12)where δEi is the variation of the in
ident �eld during the δt. VNA noise has been negle
tedfor 
on
iseness.In Fig. 1.8(a) the time-domain 
omplex envelopes (or analyti
al signals) in dB of someof the measured signals are shown. In parti
ular, it 
an be 
learly seen how, with respe
tto the Ei

1 − Ei
2 di�eren
e (bla
k 
urve), the bun
h of s
attered �elds Es

n (from dark tobright green 
orresponding to a growing n) is stronger even at the very �rst time instants(t < 4 ns) where the target e
ho is not yet arrived. The hypothesis that the thermal drift
umulated in a δt = 15 min overrules the VNA NF is then validated (
f. Fig. 1.7).Fig. 1.8(b) shows the amplitude of the largest normalizedEs
n sample, that is,maxt(E

s
n/E

s
1)within two separate time windows depi
ted in Fig. 1.8(a): the dire
t antenna 
oupling win-dow (bottom sub�gure) and the target e
ho window (top sub�gure). In the former window,there is not any s
attered �eld yet - the target e
ho only arrives later. The observed signalis then nδEi in (1.12), whose rather linear behavior 
on�rms the drift-linearity assumptionmade in (1.12). On the other end, the 
urve pertaining to the target e
ho 
ontains thethree 
ontributions in (1.12). Sin
e it is pra
ti
ally 
onstant - barely a 20 % variation inmore than Nδt ≈ 12 hours -, it 
an be assumed that Ẽs ≫ n

[
δEi + S(δEi)

], whi
h basi-
ally means that for these target and 
on�guration there is still su�
ient dynami
 range toobserve the s
attered �eld even after 12 hours.Another interesting result is presented in Fig. 1.9. Here, two 
onse
utive s
attering (ortotal) �eld measurements have been subtra
ted, giving the green 
urves Es
n −Es

n−1. Sin
e,as just observed, the drift e�e
t is pra
ti
ally linear in time, the mean of su
h signals 
an be
omputed at any t. The result is the red thi
k 
urve, whi
h with respe
t to (1.12) is nothingbut δEi + S(δEi). It is interesting to observe that this 
urve is partially 
orrelated to thein
ident �eld one (blue line), e.g. within the antenna dire
t 
oupling window (t < 4 ns),whereas there is no 
orrelation with the s
attered �eld 
urve (bla
k line). Indeed, sin
e thes
atterer is small and relatively far from the antenna, its s
attered �eld is rather isotropi
and very small, giving S(δEi) ≈ S0E
i ≪ Ei, where S0 is the isotropi
 s
attering matrix
oe�
ient.



1.5. VNA CALIBRATION 21
����������	�A��
ABCDE��F

��	F����A�B

(a) (b)Figure 1.8: (a) Time-domain 
omplex envelopes in dB of Ei (blue line), E1 (magenta), Ei
1 −

Ei
2 (bla
k) representing a sort of noise �oor, and Es

n (from dark to bright green
orresponding to a growing n). (b) Linear amplitude of the largest Es
n samplewithin the target e
ho (red line, top) and the dire
t antenna 
oupling (blue line,bottom) �windows�. Comparing the amplitude s
ales, a rather linear behavior 
anbe appre
iated in the latter, well 
orresponding to the model in (1.12), whereas thetarget e
ho �window� exhibits a rather 
onstant value.

Figure 1.9: Time-domain 
omplex envelopes in dB of Ei (blue line), Es
1 (bla
k), Es

n − Es
n−1(from dark to bright green 
orresponding to a growing n), and their mean value atea
h time instant.1.5 VNA CalibrationThe VNA 
alibration is an essential task for obtaining pre
ise measurements. Sin
e any
on�guration (see �1.3) ne
essitates both retrodi�usion and transmission measurements,the TOSM 
alibration type has always been used. This method, employing a Short (S),Open (O), Mat
h (M), and Thru (T) 
onne
tor set (also 
alled standards) applied to bothports of the VNA, is one of the most 
omplete and a

urate existing 
alibration methods.Con
erning the interfa
e at whi
h the 
alibration must be performed, a fundamental
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hoi
e has to be made. In e�e
t, 
alibrating the VNA means setting its phase origin at the
onne
tor where the standards are applied. Hen
e, espe
ially for s
attering measurements,it seems natural to 
alibrate the VNA at the 
onne
tors of the array antennas, sin
e, bydoing so, the data measured by the VNA would dire
tly represent the wave propagationfrom the transmitting to the re
eiving antenna. Nonetheless, two major problems arise:
• taking for instan
e the re�e
tion 
on�guration in �1.3, assuming re
ipro
ity, and
onsidering that the retrodi�usion parameters Sjj|j=1,...,8 are obtained �for free� whenmeasuring any (j, k)th, j 6= k antenna pair, there are C2

8 = 8!/2!(8− 2)! = 28 di�erentantenna 
ouples to be tested to �ll the 8×8 K matrix. This means 28 di�erent TOSM
alibrations, ea
h of them lasting ≈ 3 minutes, whi
h apart from the obvious �manuale�ort� 
over a long time with respe
t to the VNA thermal drift issue previouslymentioned.
• as shown in Tab. 1.3, up to 25 dB path loss exist for a tranmission measurementinvolving the TRM array. Su
h a loss must be subtra
ted from the VNA dynami
range during 
alibration and greatly a�e
ts the pre
ision of the 
alibration fa
tors
al
ulated. The result is then an impre
ise 
alibration giving impre
ise measurements.Due to the last item, then, not even an 8-port VNA would solve the issue, despiteits 
apability of 
alibrating all 8 ports simultaneously. The solution found 
onsists in
alibrating the VNA at its own test ports, and in retrieving the wave propagation part ofthe measurement by using the transfer matrix formalism as explained next.1.5.1 Extra
tion of the propagating medium through the use ofthe transfer matri
esAmong the 
on�gurations in �1.3, the example of a re�e
tion 
on�guration involvingthe TRM array, i.e., Sjk (j 6= k, j, k ≤ 8), is used here. Fig. 1.10 shows that the VNAa
tually measures the 
as
ade of three 2-port networks, the kth MUX path, the propagatingmedium, and the jth A/Φ path. The overall measurement is the S-parameters matrix S,whereas the sub-network matri
es are, respe
tively, SMUX

k , Sair, and S
A/Φ
j .

���������	�
ABC�DA

EF�������� ����������

�
�
�
��
�
��
��

�
�
�
��
�
��
��

� � �

����� � ����� ���� � � ��� �
���
� � �

���
�Figure 1.10: Cas
ade of 2-port networks for a re�e
tion measurement 
on�guration (Sjk) in-volving the TRM array.Nevertheless, the only sought 
ontribution is the one of the propagation medium, Sair.In order to extra
t it, the following pro
edure is used.



1.5. VNA CALIBRATION 231. Ea
h prototype path is 
hara
terized by dire
t measurement, resulting in a fulldatabase 
omposed of SMUX
k |k=1,...,8, SA/Φ

j |j=1,...,8, and Sarr2
l |l=1,...,7 (the latter, repre-senting the array-2 path for the antenna Al, is needed for transmission 
on�gurationsinvolving array-2).2. Ea
h of these matri
es, and the overall S matrix, are transformed into the respe
tivetransfer matri
es T (T-matri
es) [60℄, a

ording to the relationships

[

a1

b1

]

= T

[

b2

a2

]

⇒







[

T11 T12

T21 T22

]

=








1

S21
−S22

S21

S11

S21
−det(S)

S21








[

S11 S12

S21 S22

]

=








T21
T11

det(T)

T11

1

T11
−T12
T11








. (1.13)
3. Thanks to T-matri
es, sin
e sub-networks 
an be easily 
as
aded through a simplemultipli
ation, the T-matrix 
ontaining the propagation medium 
ontribution, Tair,is obtained as

T = TMUX
k Tair T

A/Φ
j ⇒ Tair =

[
TMUX
k

]−1
T
[

T
A/Φ
j

]−1

. (1.14)4. Finally, Tair is re
ast ba
k into the respe
tive S-matrix by using (1.13).Two remarks 
on
erning the use of T-matri
es must be done:
• using T-matri
es for 
as
ading 2-port networks is an exa
t te
hnique, i.e., one does notintrodu
e any error due, for instan
e, to disadaptation between 
onse
utive networks(T-parameters, like S-parameters, do not depend on the 
hara
teristi
 impedan
evalue and keep into a

ount the a
tual impedan
e seen at the port of a 
omponent);
• T-matri
es, like S-matri
es, are a rigorous tool only if all the 
onsidered networks arelinear with respe
t to input power. Su
h is the 
ase for our 
omponents when usingthe VNA at Pout = +13 dBm.An example of the e�e
tiveness of this te
hnique is given in Fig. 1.11 for an S11 measure-ment without targets (in
ident �eld). Sin
e this is a retrodi�usion measurement, the signalruns twi
e through the same path, the MUX path, shown in Fig. 1.11(a) (
f. Fig. 1.1). Inthe raw signal a
quired by the VNA, whose time-domain 
omplex-envelop in dB is plottedin Fig. 1.11(b), it is possible to individuate all the re�e
tions due to the desadaptationbetween 
onse
utive 
omponents, whose arrival times well 
orrespond with their ele
tri-
al path lengths (taken twi
e be
ause of the retrodi�usion 
on�guration). The resultingtime-domain signal after applying the transmission matrix te
hnique is in Fig. 1.11(
): the
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(
)Figure 1.11: Example of the e�e
tiveness of the transmission matrix te
hnique. For the S11in
ident �eld measurement 
orresponding to the path in (a), the raw time-domainsignal is in (b). After applying the 
hain matrix te
hnique, the propagatingmedium portion of the signal is extra
ted, giving (
) with its new phase (time)origin. Noti
e that the swit
hes in (a) have a negligible ele
tri
al length.new phase origin (t=0 ns) 
orresponds to the antenna 
onne
tor interfa
e (t≈43 ns inFig. 1.11(b)), while all the desadaptation re�e
tions have been time-shifted a

ordingly.As a 
on
lusion, by employing the transfer matrix formalism, only one 
alibration, notdepending on the given measurement 
on�guration, is required. This dramati
ally simpli�esthe utilization of the prototype. There is a pri
e to pay, though, and it is the introdu
tion ofan error due to the VNA thermal drift des
ribed in �1.4.3. This happens be
ause while thepath database is measured on
e, at a given temperature, humidity, et
., it is systemati
ally



1.6. SIGNAL PROCESSING FOR SCATTERING MEASUREMENTS 25used for retrieving the propagation part of the signal measured at - in prin
iple di�erent- ambient 
onditions. Nevertheless, it has been found that su
h an error is tolerable withrespe
t to the pre
ision given by the VNA and required by our algorithms. From nowon, unless otherwise spe
i�ed, any time-domain s
attered signal will be plotted after theappli
ation of the te
hnique just des
ribed.1.6 Signal pro
essing for s
attering measurementsThis paragraph is intended to 
over all the signal pro
essing that is systemati
ally appliedto the raw measured s
attering data before utilizing it for any of the methods des
ribed inthe following 
hapters (DORT, inverse s
attering, et
.).1.6.1 Di�erential measurements for antenna dire
t 
oupling redu
-tionAs already mentioned in �1.4.3, for s
attering measurements a di�erential mode is 
hosen.This means that for a given s
attering experiment, two measurements are performed, thetotal �eld, E, with the targets in pla
e and the in
ident �eld, Ei, without them. Then,their di�eren
e, Es , E − Ei, 
alled s
attered �eld, is used [11, 29℄. Indeed, although it isthe s
attered signal that is of interest, the in
ident �eld is in pra
ti
e most often so high to�shadow� the s
attered one, whi
h e.g. for ele
tri
ally small di�ra
ting obje
ts 
an be verysmall.Although this 
an be easily understood for a transmission 
on�guration (the emittingantenna dire
tly illuminates the re
eiving one), it also true in re�e
tion due to the antennadire
t 
oupling. Su
h 
ontribution 
an be identi�ed as any signal transmitted by the emit-ting antenna and �sensed� at the re
eiving one beside the di�ra
tion pro
ess. A spe
ial
ase is the re�e
tion, due to imperfe
t adaptation, at the antenna 
onne
tor in the 
ase ofa retrodi�usion measurement. In the time-domain, this 
ontribution typi
ally pre
edes thearrival of the s
attered �eld e
ho and 
an therefore be �ltered out. Nevertheless, due to allthe imperfe
t adaptations in the prototype paths (see Fig. 1.11), the dire
t 
oupling signalenters the re
eiving 
hannel and reverberates; at ea
h 
onne
tor re�e
tion it loses powerand �nally vanishes below the VNA noise �oor after some ns.Let us observe both phenomena for ea
h of the three possible signal types (
f. �1.3),namely a) retrodi�usion, Sjj|j=1...8 and Sll|l=9...15, b) TRM array re�e
tion, Sjk|j,k=1...8, and
) transmission, Sjl|j=1...8;l=9...15. The time-domain 
omplex envelope in the 
ase of thes
attering of a metalli
 
ylinder is shown in Fig. 1.12. In a) and b), the dire
t antenna 
ou-pling is immediately visible during the initial 2-3 ns, whereas at ≈4 ns (
orresponding to2×60 
m=120 
m round-trip distan
e) the target e
ho appears, followed by the reverbera-tion in the respe
tive prototype 
hannels. Noti
e how the di�erential measurement redu
esby ≈40 dB the initial 
oupling 
ontribution, letting the s
attering signature emerge. On
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(
) transmission 
on�guration, S29Figure 1.12: Measured time-domain 
omplex envelope of a (a) retrodi�usion, (b) re�e
tion,and (
) transmission signals, in the 
ase of the s
attering of a metalli
 
ylinder.the other hand, for the transmission 
on�guration (Fig. 1.12(
)), nothing is re
eived by A2until the dire
t signal (in
ident �eld) emitted by A9 and the s
attering 
ontribution botharrive almost at the same time. Here again, using the E −Es di�eren
e helps in retrievingthe target e
ho.1.6.2 FFT window and time-gatingThere is a simple signal pro
essing routine, 
ommon to any of these 
on�gurations, thatis applied to the raw signals measured by the VNA. It 
an be des
ribed as follows for a
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ouple of total/in
ident �eld measurements, E(ω) and Ei(ω):1. apply the transfer matrix te
hnique in �1.5.1 to retrieve the �air� part of ea
h mea-surement,
{

E(ω)→ Eair(ω)

Ei(ω)→ Ei;air(ω)
; (1.15)2. evaluate the s
attered �eld by taking the di�eren
e

Es;air(ω) = Eair(ω)−Ei;air(ω) ; (1.16)3. through an FFT frequen
y-domain window, Wω(ω), go to time domain:
Es;air(ω)Wω(ω) −→ es;air(t) ∗ wω(t) ; (1.17)4. apply a time-gate, wt(t), to remove the initial and �nal parts of the signal, 
ontain-ing dire
t antenna 
oupling and parasite reverberations in the prototype 
hannels,respe
tively:

[
es;air(t) ∗ wω(t)

]
wt(t) ; (1.18)5. go ba
k to the frequen
y domain (no additional FFT window is needed sin
e wt(t)already a
ts as su
h):

[
es;air(t) ∗ wω(t)

]
wt(t) −→

[
Es;air(ω)Wω(ω)

]
∗Wt(ω) . (1.19)Some details on the 
hoi
e of Wω(ω) and wt(t) are presented next. Con
erning theformer, the 
hoi
e must be done by observing its time-domain transform, wω(t), and itsimpa
t on the s
attered signal through the time-
onvolution in (1.17). The 
lassi
al trade-o� between main lobe width vs. side lobe attenuation drives the 
hoi
e. The �rst 
ontrolsthe a
hievable time - hen
e spa
e - resolution; the se
ond the impa
t, in the time domain,of strong e
hoes �polluting� small ones. With referen
e to Fig. 1.12, the required side lobeattenuation is driven by the ratio between antenna dire
t 
oupling residual after di�eren
eand minimum dete
table target e
ho. The worst 
ase is the retrodi�usion 
ase, where theamplitude of the antenna 
oupling signal is the highest. In Fig. 1.12(a), for instan
e, it isaround -60 dB, whereas the noise �oor appears at around -100 dB. This gives a 40 dB ratioat a minimum time distan
e of 2 ns (
orresponding to a target at a distan
e of 30 
m).Fig. 1.13 shows two windows satisfying this requirement: the hann and the lan
zos (or sin
)windows, the latter being the one used for plotting Fig. 1.13. On the other hand, their mainlobes rea
h an attenuation of 3 dB (half power) at, respe
tively, 0.5 and 0.42 ns, givinga spa
e resolution of 10.5 and 9 
m, respe
tively3. Unless otherwise stated, the lan
zos3This distan
e must of 
ourse be 
ompared to the measurement 
on�guration. For instan
e, given aretrodi�usion measurement and two identi
al targets pla
ed on the same antenna-target line, the a
tualresolution is halved.
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(a) (b)Figure 1.13: FFT of two frequen
y-domain windows Wω(ω) (hann and lan
zos windows) sat-isfying (a) the side lobe attenuation requirement of 40 dB at t = 2 ns. In (b), thespa
e resolution 
an be derived from the main lobe attenuation at 3 dB.

(a) (b)Figure 1.14: Tukey (tapered-
osine) window 
hosen as time-gate window in (a) time domainand (b) its FT.window has been adopted, whi
h writes as
Wω(ω) =







0 , 0 ≤ ω < ωm

sinc

(
2 (ω − ωm)
ωM − ωm

− 1

)

, ωm ≤ ω ≤ ωM
, (1.20)where ωm = 2π 2 ·109 rad/s and ωM = 2π 4 ·109 rad/s, 
orresponding to the lower andhigher frequen
ies used, respe
tively.As for the time-gating window, wt(t), it has no parti
ular requirement. A good 
hoi
eseems to be the tukey (or tapered-
osine) window, whi
h has the advantage of having a �at�plateau� surrounded by 
osine-shaped rise and fall parts. As a 
onsequen
e, outside of therise/fall part, the signal integrity is preserved. An example is given in Fig. 1.14, both intime and frequen
y domain. The start and stop time instants, tstart and tstop, resepe
tively,within whi
h the signal is gated must be 
hosen. With respe
t to the former, the goal is to
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ut o� the dire
t antenna 
oupling signal present in the �rst time instants. In the worst 
ase(S18), this e�e
t has a duration equal to twi
e the antenna array length (2×35 
m) dividedby c0, i.e., approximately 2.3 ns. Assuming that 
oupling from the farthest antennas isalready su�
iently low, and exploiting the attenuation of the rise part of wt(t), we have set
tstart = 2 ns. This ultimately sets a blind dete
tion range of 30 
m in re�e
tion and 60 
min transmission. Instead of dire
tly setting tstop, it is preferable to deal with the mid-heightlength twndw in Fig. 1.14(a). It must be large enough to 
ontain all the s
attering signatureand small enough to 
ut out all the signal queue 
ontaining reverberation in the prototype
hannels. Generally, a good enough value is around 9 ns (equivalent to 135 
m antenna-target distan
e in re�e
tion and twi
e in transmission). Finally, the tapering parameter α,de�ned as the ratio between the lengths of the tapered (both rise and fall) and the 
onstantportions of the window, is �xed as a fun
tion of the signal bandwidth fbw (2 GHz):

α =
2 trise

twndw − trise
, where trise = 3/fbw , (1.21)where the fa
tor `3' has been 
hosen to impose a rise/fall speed (or slew-rate) slightly lowerthan the one belonging to a pulse with bandwidth fbw and already �slowed up� by theappli
ation of Wω(ω).

(a) (b)Figure 1.15: E�e
t of signal pro
essing in the (a) time and (b) frequen
y domain for the retrod-i�usion S11 measurement shown in Fig. 1.12(a).In Fig. 1.15 an example of the e�e
t of the signal pro
essing routine is presented. Themeasurement 
on�guration is the one in Fig. 1.12(a). The total, in
ident, and s
attered�elds are shown, and the e�e
t of the time-gating is also visible (red dashed tra
e). Noti
ethat the signals are plotted after the appli
ation of the FFT frequen
y-domain window,
Wω(ω), whi
h explains why in Fig. 1.15(b) the low and high frequen
y ends are dumped.1.6.3 Drift 
orre
tionAs des
ribed in �1.4.3, for s
attering measurements the VNA thermal drift overules thetheoreti
ally available dynami
 range, thus imposing the minimum dete
table signal level.
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Figure 1.16: Re�e
tion setup used as referen
e for the drift 
orre
tion algorithm.To mitigate this problem, a drift 
orre
tion algorithm has re
ently been reported whi
h hasproven to be e�e
tive for the almost 
ir
ular setup of Institut Fresnel [59, 61℄ and even fora measurement line [62℄.The 
orre
tion algorithm is based on the work by Bu

i and 
o-workers in [63℄, whoseunderlying hypotheses are:
• the target is su�
iently far from the antennas (at least λ0/2);
• antennas are 
onsidered isotropi
;
• the 
enter (xc, yc) and the radius ac of the smallest 
ir
le (sphere for 3D s
atterers)en
ir
ling the target support are known (see Fig. 1.16)4. This of 
ourse implies 
lean-enough data to be able to retrieve su
h parameters by any of the methods presentedin �2 or even in �3.The authors have shown that, for a given sour
e and at a given frequen
y, the s
attered�eld measured at di�erent lo
ations has a limited spatial bandwidth, provided the �eldused for the bandwidth 
omputation is the so-
alled redu
ed �eld [64℄. This is de�ned byextra
ting from the raw data an analyti
ally 
omputed phase fun
tion ψ. In free-spa
e,with an eiωt time-dependen
y, and for a measurement line along the x-axis [64℄, the redu
ed�eld asso
iated to the sour
e Ak is given by
Ẽk(ω; xj) , Ek(ω; xj)e

iψ(xj), where ψ(xj) = k0

√

r2j − a2c − k0accos−1

(
ac
rj

)

, (1.22)
xj and rj are the x-
oordinate and the target distan
e belonging to the re
eiver Aj (Fig. 1.16),and k0 = 2π/λ0 is the wavenumber in va
uum.4If multiple targets are present, the position and the radius must be evaluated with respe
t to thesmallest 
ir
le en
ir
ling all the targets.
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orre
tion is applied for ea
h transmitting antenna Ak and atea
h frequen
y ω. With referen
e to the drift model developed and analyzed in (1.10)-(1.12),it simply writes as
Ẽs;corr
k (ω; xj) = Ẽk(ω; xj)− beiφẼi

k(ω; xj) , (1.23)where for notation simpli
ity (b, φ) is used instead of (bk(ω), φk(ω)). The value of this
omplex 
oe�
ient is determined by minimizing the spatial bandwidth of the 
orre
teds
attered �eld, Bk(ω), that 
an be obtained by [65, 66℄
B2
k(ω; b, φ) =

∫∞

−∞
κ2x|Ês;corr

k (ω; κx)|2dκx
∫∞

−∞
|Ês;corr

k (ω; κx)|2dκx
, (1.24)where Ês;corr

k (ω; κx) is the spatial Fourier Transform along xj of Ẽs;corr
k (ω; xj) de�ned as

Ês;corr
k (ω; κx) =

∫ ∞

−∞

Ẽs;corr
k (ω; xj)e

iκxxjdxj . (1.25)1.6.3.1 Implementation of the algorithmTo the best of our knowledge, the drift 
orre
tion algorithm just des
ribed was onlyapplied in [59℄ and [62℄. In both 
ases, a bistati
 setup with a single pair of Tx/Rx antennasis used, so that a virtual array is obtained by displa
ing ea
h of them. A 
ir
ular arraywith an aperture angle θ ≈ 260 deg and N = 261 re
eiving antenna positions is built inthe �rst 
ase, a linear one with θ ≈ 70 deg and N = 41 in the se
ond. With respe
t to this
on�gurations, the present setup presents two additional di�
ulties:
• antennas are dire
tive enough to require taking into a

ount their radiation pattern;
• very small aperture angle and number of re
eiving antennas are available, θ varyingfrom 50 to 20 deg a

ording to the target-array distan
e, and N = 8.The �rst item invalidates the isotropi
ity hypothesis under whi
h the bandwidth limitednessresult is obtained. Thus, sin
e anisotropi
ity alters the s
attered �eld measured by there
eiving antennas, the �eld should be brought ba
k to the one measured by hypotheti
alisotropi
 antennas. On top of this, sin
e a real antenna array is used here, antennas do
ouple ea
h other, resulting in an altered radiation pattern that should be 
ompensated aswell. The se
ond point, on the other hand, might be very limiting sin
e with a small arrayas the one utilized here, one has a

ess only to a very poor spatial frequen
y resolution(∆κx = 2π/L, L being the array length - see Fig. 1.16).The sequen
e of operations performed to implement the drift 
orre
tion while dealingwith the aforementioned issues is presented next. Every step is performed for ea
h transmit-ting antenna Ak and at ea
h frequen
y ω, by 
onsidering all the re
eiving antennas at on
e.The index k and the re
eiving antenna dependen
y xj have been removed for simpli
ity.1. starting from the quantities in (1.15) and removing for 
on
iseness the subs
ript �air�,the total and in
ident redu
ed �elds, Ẽ(ω) and Ẽi(ω), are 
al
ulated a

ording to(1.22);



32 CHAPTER 1. MICROWAVE IMAGING PROTOTYPE2. assuming an antenna radiation pattern RP (ω) , RP (ω;~rj) taking into a

ount the
oupling e�e
ts is experimentally retrieved (the way this is done is des
ribed in de-tail in �1.7.2), an antenna pattern 
orre
tion is applied so to re
reate the neededisotropi
ity requirement on the re
eiving antennas
Ẽ(ω)

RP (ω)
and

Ẽi(ω)

RP (ω)
; (1.26)3. using (1.25), the spatial spe
tra Ê(ω) and Êi(ω) are obtained;4. �half� of the time-gating detailed in (1.17),(1.18), and (1.19) is performed. By �half�,we mean that√wt(t) is used, sin
e - similarly to the root raised 
osine �ltering used intele
ommuni
ation systems - the other �half� will be applied after the drift 
orre
tion.Noti
e that this step implies an IFFT, the a
tual appli
ation of √wt(t), and a �nalFFT ba
k to the frequen
y domain;5. apply the 
orre
tion by minimizing the bandwidth in (1.24); the minimization isperformed through a Polak-Ribière Conjugate Gradient algorithm whose step sear
his simply dealt with Matlab's min fun
tion, and the �nal 
orre
ted s
attered �eld is

Ês;corr(ω);6. through an inverse spatial FFT the 
orre
ted redu
ed s
attered �eld, Ẽs;corr(ω), isretrieved;7. the antenna radiation pattern is applied ba
k
Ẽs;corr(ω)RP (ω) ; (1.27)8. the redu
ed �eld phase fa
tor in (1.22) is removed, giving Es;corr(ω);9. the other �half� of the time-gating is performed (implying other frequen
y → time→frequen
y FFTs).Noti
e that the FFT frequen
y-domain window Wω(ω) in (1.20) 
an only be applied atstep 4., whereas at step 9. a re
tangular window (equivalent to no window) 
an be used.Indeed, it is ne
essary to use an FFT window with low temporal sidelobes before the time-gating of step 4., whereas at step 9. the strong antenna dire
t 
oupling signal has alreadybeen gated out and a re
tangular FFT window is su�
ient. Finally, the need for the �half�time-gating 
an be justi�ed as follows. It is important, in step 4., to use a time-gate beforethe a
tual 
orre
tion. In e�e
t, the 
orre
tion being run at ea
h frequen
y, all the timeinstants 
ontribute to the �nal minimizing (b, ψ) value. It is therefore ne
essary to 
utout those initial and �nal parts of the signal 
ontaining residual antenna dire
t 
ouplingand reverberation through the prototype 
hannels, whi
h would otherwise in�uen
e the
orre
tion. Nevertheless, steps 7. and 8. a
t separately on ea
h frequen
y 
omponent, thus
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Figure 1.17: Re�e
tion measurement setup used to test the drift 
orre
tion algorithm.partially �polluting� (when observing Es;corr in the time domain) the time-gating of step 4.The result is an imperfe
t gating at the initial and �nal time instants, that must be 
leanedout by applying the other �half� of the time-gate.Experimental resultsIn order to validate the algorithm, we have used the measurement setup in Fig. 1.17,
onsisting of a re�e
tion 
on�guration where the s
attering obje
t is a wooden 
ylinderwith radius rc = 4.5 mm, relative permittivity εr ≈ 2, and pla
ed at a distan
e 1.16 m fromthe measurement line. Let us �rst study the 
hara
teristi
s of the dis
rete spatial spe
trum
Ês;corr(ω) in (1.25). The resolution ∆κx and the maximum a

essible frequen
y Kx 
an bewritten as

∆κx =
2π

(N − 1)∆x
=

2π

(N − 1)λ0/2
=

2

N − 1
k0 , (1.28a)and

Kx =

⌈
N

2
− 1

⌉

∆κx ≈ k0 , (1.28b)where ∆x is the spa
ing between the antennas 
onsidered equal to λ0/2 at 3 GHz (seeFig. 1.1). Noti
e how small is the resolution ∆κx given the few available antennas (N = 8).In Fig. 1.18, some results are presented. In (a) and (b), for A4 as transmitting antennaand A8 as re
eiving one (S84), the time- and frequen
y-domain signals before and afterthe 
orre
tion are shown, respe
tively. The gain in dynami
 range, espe
ially visible inthe time-domain plot, rea
hes up to 10 dB; as a result, the 
orre
ted frequen
y-domains
attered �eld (green full line) is 
onsiderably smoother than the time-gated un
orre
tedsignal (red dashed line), testifying a lesser amount of noise in the signal. Fig. 1.18(
) showsthe e�e
t of the 
orre
tion on the spatial spe
trum at 3 GHz, again for A4 as transmittingantenna. While a redu
tion of the sidelobes 
an indeed be observed for all indi
es but one,
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(a) (b)
(
) (d) (e)Figure 1.18: Impa
t of the drift 
orre
tion algorithm for the setup in Fig. 1.17. (a) and (b)are the time- and frequen
y-domain S84 signals before and after the 
orre
tion.In (
) the spatial spe
trum bandwidth redu
tion at 3 GHz 
an be appre
iated. Inall these 
ases, A4 is the transmitting antenna. (d) and (e) �nally show theDORT eigenvalues distribution as a fun
tion of frequen
y without and with thedrift 
orre
tion, respe
tively.it 
an be noti
ed how poor is the κx resolution due to the very small array aperture; indeed,the a
tual redu
ed s
attered bandwidth Bκx is most probably smaller than 0.25k0.Finally, Fig. 1.18(d) and (e) show the eight DORT eigenvalues (see �2.3.3) as a fun
tionof frequen
y for the un
orre
ted and 
orre
ted 
ase, respe
tively. The 
orre
tion impa
tis again on the smoothing of the largest eigenvalue, but also in the in
rease of the ratioamong the two largest ones. Indeed, the �rst being asso
iated to a sort of target RADAR
ross se
tion and the others mainly to the noise power (the antisymmetri
 relative to this
on�guration is theoreti
ally mu
h lower), this 
an be seen as yet another sign of dynami
range improvement.1.7 Experimental 
hara
terization of the antennasThe 
hara
terization of the ETS antennas is a ne
essary step before performing anyexperiment. In parti
ular, if one wants to numeri
ally simulate the �eld radiated by theantennas, a mathemati
al model must be available. By 
hara
terization and modeling of
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�Figure 1.19: Axes and angles 
onvention used for de�ning the radiation pattern of ETS anten-nas.the antennas it is meant here the knowledge of a) their radiation pattern and b) theirtime-domain behavior, the latter espe
ially important be
ause of the wide frequen
y bandused.1.7.1 Far-�eld, un
oupled antennaAs a �rst step, one ETS antenna has been 
hara
terized at the ane
hoi
 
hamber ofLEAT (mu
h bigger than ours), in Sophia Antipolis. Measurements have been realizedin far-�eld 
onditions with one single ETS antenna (no 
oupling e�e
ts). The axes andangles 
onvention used here are those in Fig. 1.19. Hen
e, the antennas being verti
allypolarized, Eθ , E · θ̂ is the main (or 
o-) polarization 
omponent of the ele
tri
 �eld,whereas Eϕ , E · ϕ̂ is the 
ross-polarization. Furthermore, sin
e the experiments are allperformed at elevation angle θ = 90 deg (no elevation) and only 2D targets are employed(theoreti
ally in�nite along the z-axis), the only pertinent quantity is the ele
tri
 �eld inthe H-plane, that is, the xOz plane des
ribing the azimuthal behavior of the antennas at
θ = 90 deg. With respe
t to the measured radiation patterns between 2 and 4 GHz shownin Fig. 1.20, some observations 
an be drawn:1. 
on
erning Eθ, the antennas are rather isotropi
 in the vi
inity of the broadside di-re
tion, namely 60 deg ≤ ϕ ≤ 120 deg, with amplitude variations equal at most to3 dB;2. the 
ross-polarization reje
tion, de�ned as Eθ/Eϕ, is almost always beyond 20 dB inthe same azimuth range;3. despite the results in Fig. 1.19 are drawn from far-�eld measurements, the patternvalues at ϕ = 0, 180 deg (end-�re dire
tion), give some insights on the behavior ofthe antennas on
e they are arranged into an array. For instan
e, for frequen
ies up to2.8 GHz at least, the antennas are prone to 
ouple ea
h other rather strongly, sin
ethe 
o-polarization amplitude at end-�re is around 3 dB, whereas for the highestfrequen
ies mu
h less 
oupling 
an be expe
ted.Finally, the gain 
urve is shown in Fig. 1.21(a). Although a �strange� negative-gain region
an be observed around 2.2 GHz, it 
an be explained by the �hole� in dire
tivity visible at
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(a) 2 GHz (b) 2.4 GHz (
) 2.8 GHz

(d) 3.2 GHz (e) 3.6 GHz (f) 4 GHzFigure 1.20: H-plane far-�eld radiation patterns of the ETS antennas measured at LEAT inSophia Antipolis.broadside in Fig. 1.21(b). Elsewhere in the band, a gain between 7 and 2 dB is measured.

(a) (b)Figure 1.21: (a) Gain of the ETS antennas and (b) H-plane far-�eld radiation pattern at2.2 GHz measured at LEAT in Sophia Antipolis.1.7.2 Arrayed antennasWhen the antennas are pla
ed into an array their 
hara
teristi
s are altered be
auseof 
oupling. This has to be taken a

ount in the modeling pro
edure, and is espe
ially
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Figure 1.22: Measurement setup for the 
hara
terization of the antennas.important for quantitative inverse s
attering, where a quantitative des
ription of the �eldradiated by the antennas as well as their radiation pattern at re
eption is required. It istherefore mandatory to model the antennas starting from data a
quired in the very samearray 
on�guration used for any of the measurements.The antenna 
hara
terization measurement setup is shown in Fig. 1.22. It is a transmis-sion setup with two arrays made of seven antennas ea
h. Dummy antennas have also beenused at the edges of ea
h array, in order to somehow �equalize� the 
oupling impa
t on A1and A7 to that on Aj |j=2,6 (and analogously for array-2). Two antenna spa
ings have beentested to further study the impa
t of 
oupling: ∆x = {5.3, 6.55} 
m.The �rst goal is to �nd a mathemati
al expression for ea
h measured parameter, Scal
jl(e.g., Scal

3 10 in Fig. 1.22), in terms of transmitted (Tx) and re
eived (Rx) ele
tri
 �elds. Forthis purpose, the antenna e�e
tive length ~le(θ, ϕ) is introdu
ed. It is de�ned as �the ratio ofthe magnitude of the open-
ir
uit voltage developed at the terminals of the antenna to themagnitude of the ele
tri
 �eld strength in the dire
tion of the antenna polarization [67℄�,and is thus a ve
tor with 3 
omponents asso
iated with the spheri
al 
oordinate system. Fora generi
 �eld ve
tor ~E(θ, ϕ) impinging on a re
eiving antenna with azimuth and elevationangles θ and ϕ, respe
tively, we have then
Voc = ~E(θ, ϕ) ·~l Rx

e (θ, ϕ) , (1.29)where Voc is indeed the open-
ir
uit voltage at the antenna terminals and ~l Rx
e is the re
eivingantenna e�e
tive length.Be
ause of re
ipro
ity, the e�e
tive length 
an be used for the Tx radiation pattern aswell. Solving the Helmholtz equation and in
luding in the e�e
tive length any angulardependen
y, the radiated �eld ~E(θ, ϕ) at a distan
e r may then be written as

~E(θ, ϕ) = −iωµ0
e−ikr

4πr
Iin~l

Tx
e (θ, ϕ) , (1.30)
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urrent inje
ted into the emitting antenna. By merging (1.29) and (1.30),we obtain
Voc = −iωµ0

e−ik0r

4πr
Iin~l

Tx
e (θ, ϕ) ·~l Rx

e (θ, ϕ) . (1.31)For the present setup, the previous equation 
an be simpli�ed in virtue of the followingremarks:
• sin
e the antennas are verti
ally polarized, that is, the 
ross-polarization 
omponent ofthe �eld 
an be negle
ted, both ~l Rx

e and ~l Tx
e 
an be approximated by s
alar quantities;

• negle
ting mismat
h between antennas due to the fabri
ation pro
ess, it is assumedthat lTx
e = lRx

e , le;
• only the azimuthal dependen
y ϕ needs to be 
onsidered, sin
e, as already stated, theexperiments are always performed with the antennas at elevation angle θ = 90 degand with 2D targets.In the end, for the measured Scal

jl parameter, (1.31) be
omes
Voc = −iωµ0

e−ik0rjl

4πrjl
Iinl

2
e(ϕjl) . (1.32)
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Figure 1.23: Cir
uit equivalents of transmitting and re
eiving antennas.Now, the S-parameter measured by the VNA is a 
urrent (or voltage) ratio. Voc mustthen be related to the 
urrent Iout a
tually read by the VNA. With respe
t to the dis
rete-parameters 
ir
uit model in Fig. 1.23, where ZVNA is the input/output impedan
e of theVNA, assumed to be equal to 50 Ω, and ZA is the input/output impedan
e of the antennain
luding the a
tual radiation impedan
e (the one responsible of the radiated/re
eived �eld)and the ohmi
 lossy part, it follows that
Iout =

Voc
ZA + ZVNA

, η
Voc
50

, (1.33)where η plays the role of an e�
ien
y fa
tor independent of ϕ that takes into a

ount,through ZA, the desadaptation of the antennas.Before 
arrying on, noti
e that although the e�e
tive length is de�ned in literature as afar-�eld quantity, whi
h is 
on�rmed from the modelization in (1.30), the Scal
jl are not ne
-essarily measured under far-�eld 
onditions. To 
ope with this, it is su�
ient to interprent

le as a generi
 quantity des
ribing the dis
repan
y between the �eld measured at far-�eld
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 antenna, represented by the e−ik0r/r term, and the one a
tually measuredunder whatsoever 
ondition. It is then 
onvenient to expli
itly add an rjl dependen
y to
le, whi
h, putting all the results together, gives

Scal
jl =

Iout
Iin

= −iηωµ0

50

e−ik0rjl

4πrjl
l2e(rjl, ϕjl) = Aω

e−ik0rjl

rjl
l2e(rjl, ϕjl) , (1.34)where A regroups all the 
onstant quantities.With respe
t to Fig. 1.22, 49 (7×7) measurements are available, and they 
an be re
astthrough (1.34) into a set of 49 le values. Nevertheless, the sought quantity is the �eldradiated by an antenna at �any� point in spa
e, that is, a 
ontinuous des
ription of the 
o-polarization 
omponent of the �eld, Eθ(r, θ, ϕ). Under free-spa
e 
onditions, this quantityveri�es the Helmholtz equation outside the volume of the antenna,

∇2Eθ(r, θ, ϕ) + k20Eθ(r, θ, ϕ) = 0 , (1.35)where k0 is the wavenumber of the propagation medium, 
onsidered homogeneous. Thesolution of this equation 
an be found through the methof of separation of variables. It
an then be written as the produ
t of two fun
tions, one with a radial dependen
y only, r,and another fun
tion of the angular variables, (θ, ϕ). Applying the Sommerfeld 
ondition(or 
ausality 
ondition if expressed in the time-domain) to the result and assuming an eiωttime-dependen
y, the result is
Eθ(r, θ, ϕ) =

∞∑

m=0

m∑

n=−m

γm,nh
−
m(k0r)Ym,n(θ, ϕ) , (1.36)where h−m is the spheri
al Hankel fun
tion of order m and se
ond kind (h−m = H−

m+1/2),
Ym,n is the (m,n)th spheri
al harmoni
, and {γm,n} are the set of 
oe�
ients whose valuesdepend on the boundary 
onditions of the problem [68℄. The Hankel fun
tions bear the
e−ik0r/r radial dependen
y, the spheri
al harmoni
s des
ribe the multipolar behavior of the�eld with respe
t to θ and ϕ.To �nd the 
oe�
ients γm,n, the retrieved le values need to be related to (1.36). This isdone by simply equating (1.36) and (1.30). Then, taking into a

ount the fa
t that everymeasurement is made at θ = π/2, one 
an write for ea
h (j, l)th measurement

ω
e−ik0rjl

rjl
le(rjl, ϕjl) =

∞∑

m=0

m∑

n=−m

γm,nh
−
m(k0rjl)Ym,n(π/2, ϕjl) , (1.37a)where the 
onstants in (1.30) do not expli
tly appear and will therefore be 
ontained in the

γm,n. Eq. (1.37a) 
an be re
ast into the linear system
le = Hγ , (1.37b)where le is the 49-element ve
tor made of the left-side member of (1.37a), H is a matrix
ontaining the Hankel fun
tion-spheri
al harmoni
 produ
t, and γ is the ve
tor of theunknowns.
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(a) (b)Figure 1.24: (a) Normalized amplitude of the inverse of the singular values λi of the H matrixin (1.37b), and (b) amplitude of the 
oe�
ients γm,n for M = 1, 2, 3 at 3 GHz.The setup is the one in Fig. 1.22 with ∆x = 6.5 
m and dummy antennas.Of 
ourse, the development must be trun
ated at a �niteM , max(m), giving (M +1)2
oe�
ients γ to be retrieved5. If this number is smaller than the measurements (here 49),the �nal linear system is over-determined. It 
an then be solved in the least squares sense,that is, by minimizing the mis�t
F(γ) = ‖le −HΛ‖22 , (1.38)where the subs
ript 2 indi
ates the norm-2 operator. The solution 
an, for instan
e, befound through the linear Conjugate Gradient method, or by using the Singular Value De-
omposition (SVD) of the H matrix. This writes as

H = UΛVH , (1.39)where the 
olumns of the square matri
es U and V are the left and right singular ve
tors,respe
tively, and Λ is, in the general 
ase, a re
tangular matrix with diagonal elements λi,known as singular values and arranged in des
ending order with respe
t to their amplitudes,and elements equal to 0 elsewhere. After de�ning the pseudo-inverse [69℄ of H as
H+ = VΛ+UH , (1.40)where Λ+ has diagonal elements equal to 1/λi and all the others equal to 0, the solution of(1.37b) is �nally

γ = H+le . (1.41)The role played by the value ofM results 
an be understood with both mathemati
al andphysi
al 
onsiderations. It 
an �rst be noti
ed that for a large M H is an ill-
onditionedoperator, that is, the ratio between the largest and the smallest singular values is very big.As an example, for the setup in Fig. 1.22 with ∆x = 6.5 
m and dummy antennas, the5In fa
t, sin
e Yl,m(π/2, ϕ) = 0 if l+m is unpair, the number of unknowns redu
es to (M2+3M+2)/2.
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(a) M = 1 (b) M = 1

(
) M = 2 (d) M = 2Figure 1.25: (a,
) Coe�
ients γm,n, and (b,d) re
onstru
ted radiation pattern at 2.2 GHz.Noti
e that γm,n = 0 for n+m unpair sin
e Ym,n(π/2, ϕjl) = 0 in (1.37a).quantity |λ1/λi| is plotted in Fig. 1.24(a) with a logarithmi
 s
ale for M = 1, 2, 3. Theratio in
reases exponentially, and it is as high as 105 for M = 2. The result is that Λ+has very large elements and, sin
e these are multiplied by the measurements ve
tor le in(1.41), the unavoidable presen
e of noise makes the γ elements �explode�, 
orresponding toa non-
onverging series (1.37a). The values of the γm,n 
orresponding to Fig. 1.24(a) aregiven in Fig. 1.24(b): indeed, due to the logarithmi
 s
ale, the values in
rease by a fa
tor
102 when in
reasing M by one.For a given Signal-to-Noise Ratio (SNR), the series should then be trun
ated [70℄ at avalue of M as small as possible, whi
h is analogous to the Trun
ated-SVD approa
h oftenused in literature to solve linear inverse problems [71℄ as the present one. Nonetheless, atoo small value, that is, the use of only a few spheri
al harmoni
s (small m value in (1.36)),
orresponds physi
ally to re
onstru
t a �eld with slow spatial variations, i.e. low spatialfrequen
ies. The result is therefore a too ��at� radiation pattern. To demonstrate su
ha trade-o�, the aforementioned modelization pro
edure is applied at 2.2 GHz, where theun
oupled, or �ideal�, radiation pattern in Fig. 1.21(b) has a hole at broadside. The 
hosendataset is the same of Fig. 1.24. The retrieved radiation pattern and the 
o�
ients γm,nare shown in Fig. 1.25 for M = 1 and M = 2. Con
erning the radiation pattern, the
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(a) Raw data (b) Multipolar model (1.37a)Figure 1.26: (a) Raw measurements performed at LEAT (equivalent to Eθ in Fig. 1.20) and(b) radiation pattern retrieved by applying the multipolar model (1.37a) on su
hraw data. There is no antenna 
oupling in these data.azimuth range is limited to the largest ϕjl available in the measurement setup, approxi-mately ±20 deg. In the 
ase M = 1 (Fig. 1.25(b)), the shape of the radiation pattern (blueline) 
orresponds well to the un
oupled pattern (dashed red line). On the other hand, theamplitude varies mu
h less than in the ideal 
ase, sin
e with M = 1 su
h a rapid varia-tion 
annot be re
reated by the basis fun
tions of the expansion. On the other hand, for
M = 2, the 
oe�
ients seem to �explode�, their values being all larger by a fa
tor 20 atleast with respe
t to those forM = 1. As a 
onsequen
e, the shape of the radiation pattern(Fig. 1.25(d)) does not follow at all the ideal one. This behavior is systemati
ally 
on�rmedat any frequen
e and for any dataset. From this result and from the �explosion� of the
γm,n in Fig. 1.24, the 
on
lusion is that, with arrays made of 7 antennas and separated by adistan
e of the order of 1 m (
f. Fig. 1.22), the antenna spa
ing/array aperture 
ompromisedoes not allow to go beyond M = 1: this will then be the value used from now on.Fig. 1.26(a) shows Eθ, extra
ted from Fig. 1.20, as a fun
tion of both frequen
y andazimuth angle. Applying the multipolar model to this raw set of data, but limiting theazimuth angle ϕ from roughly 70 to 110 deg, gives the �extrapolated� radiation pattern inFig. 1.26(b). Although a good mat
hing is obtained, rapid azimuthal variations of the �eld
annot be tra
ked with M = 1. This result has to be 
ompared with those in in Fig. 1.27,showing the experimental radiation patterns obtained with the same model for the setupin Fig. 1.22 with ∆x = {6.5, 5.2} 
m with or without dummy antennas. Con
erning the
ase ∆x = 5.2 
m, sin
e the maximum available azimuth angle is redu
ed with respe
t tothe setup with ∆x = 6.5 
m, a smaller ϕ range is plotted. The four �gures are di�erentfrom ea
h other. Consider �rst the e�e
t of dummy antennas, whi
h for instan
e allow inFig. 1.27(b,d) to retrieve the 2.2 GHz dire
tivity hole that is not visible without dummyantennas. Again, espe
ially in the 
urves with dummy antennas, the in
reased dire
tivityof the antennas at the high end of the frequen
y band is 
on�rmed. Overall, a largerantenna spa
ing ∆x in addition to the use of dummy antennas produ
es a radiation pattern
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(a) ∆x = 6.5 
m, w/o dummies (b) ∆x = 6.5 
m, w/ dummies

(
) ∆x = 5.2 
m, w/o dummies (d) ∆x = 5.2 
m, w/ dummiesFigure 1.27: Experimentally retrieved radiation patterns for the setup in Fig. 1.22.
loser to the un
oupled one in Fig. 1.26. Nonetheless, Fig. 1.27(b) and Fig. 1.26(b) stilldi�er sensibly, whi
h 
on�rms that antenna 
oupling is responsible of an alteration of theradiation me
hanism that must be taken into a

ount when inversing s
attering data.It is �nally worth to be noted that outside the measured ϕ range, the radiation patternsretrieved through (1.36) rapidly give aberrant values. Indeed, the extrapolation we impli
-itly ask to the model makes the series divergent at su
h unmeasured angles. One musttherefore be aware of su
h limitation and 
oherently use the methodology developed in thisse
tion.1.7.2.1 Time-domain 
hara
terizationThe model in (1.36) is applied at all the frequen
ies between 2 and 4 GHz. This givesan important insight on the UWB (hen
e time-domain) behavior of the antennas. Beforeemploying it, two ETS antennas, A1 and A2, have been pla
ed one in front of ea
h other(ϕ21 = 0 deg) at a distan
e r ≈ 1m (10λ0 at 3 GHz), and the transmission and retrodi�usion
oe�
ients, S21 and Sjj|j=1,2, respe
tively, have been measured. Their time-domain 
omplexenvelopes in dB are shown in Fig. 1.28. For the S21 
ase, the square marker indi
ating thearrival time is shifted by around 0.33 ns after the free-spa
e arrival time r/c0, giving a
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(a) (b)Figure 1.28: (a) Transmission and (b) retrodi�usion measurements for the setup with two an-tennas fa
ing ea
h other at a distan
e of approximately 1 m.distan
e of twi
e 4.98 
m. Also, with respe
t to the retrodi�usion measurements, the peakof the re�e
tion is not at t = 0 ns, 
orresponding to the antenna 
onne
tor, but ratherbetween 0.375 and 0.5 ns (the antennas are a bit mismat
hed), giving a distan
e betweentwi
e 5.6 and 6.5 
m.These di�eren
es with respe
t to the behavior of a simple dipole antenna are generatedby the nature itself of the ETS antennas. They work on the prin
iple of traveling waves,meaning that the radiation does not take pla
e in a single point in spa
e, but all alongthe antenna length/height. In addition, the substrate is made of duroid, a material with
εr ≈ 2.2. Assuming that the wave speed along the substrate is c0/√εr (TEM or pseudo-TEM mode), the 4.98 
m 
orrespond to a physi
al length of 3.36 
m, basi
ally half thelength of the metallization of the antenna (
f. Fig. 1.19).It must now be veri�ed that su
h behavior, at least the one in transmission (the re�e
tion
oe�
ient of the antennas is not modeled), 
an be retrieved through the model developedso far. Whether antenna 
oupling in�uen
es the time-domain behavior is also to be veri�ed.

Figure 1.29: Pulse sent by an antenna des
ribed by the model in (1.36) at a distan
e of ap-proximately 1 m.
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t to the same setup in Fig. 1.22 from whi
h the development 
oe�
ients γ aredetermined, Fig. 1.29 shows the pulse re
eived by an ideal antenna (in�nitesimal dipole)pla
ed at the same distan
e r ≈ 1 m and at ϕ = 90 deg, for the 
ases with dummy antennasand ∆x = {6.5, 5.2} 
m. Su
h pulse is built performing the IFT from 2 GHz to 4 GHzof the experimentally retrieved ele
tri
 �eld, and applying the lan
zos (or sin
) window(1.20). The arrival times (here they must not be divided by 2) are slightly di�erent, andtheir di�eren
e with respe
t to the free-spa
e arrival time 
orrespond to the distan
es of6.2 and 5.45 
m. These values must be 
ompared to the 4.98 
m found for the un
oupled
ase. The 
on
lusion is that, put aside the limitations of the model, the additional length
orresponding to a propagation delay in the substrate of the antennas is well re
onstru
tedthrough the model in (1.36). In addition, 
oupling also seems to a�e
t the time-behaviorof the antennas, sin
e the two 
urves in Fig. 1.29 present some di�eren
es in the sidelobesafter 4 ns.1.8 Experimental beamformingAs stated in �1.2, the prototype is equipped with a beamforming hardware based on onenumeri
ally-
ontrolled A/Φ pair per RF 
hannel. Given a 
omplex steering law (ã, φ̃) at agiven frequen
y, then, the question of how to implement it in the system arises. Namely,the set of 
odes (ÑA, ÑΦ) to download into the A/Φ pairs 
orresponding to (ã, φ̃) need tobe found.The A/Φ transmission 
hara
teristi
s are shown in Fig. 1.30. Despite the fa
t that bothattenuators and phase shifters have rather linear attenuation-in-dB and phase shift 
urves,respe
tively, as a fun
tion of their input 
ode (Fig. 1.30(a,
)), they also have non-
onstantphase shift and attenuation laws, respe
tively (Fig. 1.30(b,d)), whi
h 
an be seen as defe
tsthat must be kept into a

ount.Let aA and φA be the attenuation-in-dB and phase shift laws - either in rad or s - of theattenuators, and aΦ and φΦ those of the phase shifters. For the jth 
hannel (the index j isomitted for 
on
iseness), in order to obtain the 
omplex 
oe�
ient (ã, φ̃), the input 
odes
NA and NΦ must ful�ll

{

ã = aA(NA) + aΦ(NΦ)

φ̃ = φA(NA) + φΦ(NΦ)
. (1.42)Sin
e the dis
rete system is perfe
tly determined, its solution is found iteratively. Theinitial estimate 
an be written as

{

N0
A = a−1

A (ã− āΦ)
N0

Φ = φ−1
Φ (φ̃− φ̄A)

, (1.43)where āΦ (φ̄A) is the mean value of the attenuation of the phase shifter (phase shift of theattenuator), and a−1
A (·) and φ−1

Φ (·) are the inverse dis
rete laws. The iterative rule at the
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(a) aA(NA) (b) φA(NA)

(
) aΦ(NΦ) (d) φΦ(NΦ)Figure 1.30: Amplitude and phase at 3 GHz of attenuators (A) and phase shifters (Φ) as afun
tion of their input 
ode. Ea
h 
urve stands for a di�erent RF 
hannel.
ith iteration is then {

N i+1
A = a−1

A [ã− aΦ(N i
Φ)]

N i+1
Φ = φ−1

Φ [φ̃− φA(N
i
A)]

, (1.44)whi
h has to be applied until 
onvergen
e:
{

N i+1
A = N i

A , ÑA

N i+1
Φ = N i

Φ , ÑΦ

. (1.45)The feasibility of a given (ã, φ̃) set must be guaranteed. The �rst issue 
omes from theratio max ã/min ã, that has to be smaller than the dynami
 range of the attenuators. Thisis de�ned as the maximum output amplitude variation with respe
t to the input 
ode, e.g.approximately 30 dB in Fig. 1.30(a). Sin
e the prototype 
annot provide any ampli�
ation,the �rst step 
onsists in normalizing the whole set of 
oe�
ients with respe
t to the onewith the largest amplitude:
ã← ã−max ã . (1.46)The phase, on the other hand, is not an issue sin
e it 
an be wrapped and sin
e up to4 GHz the phase shifters have a dynami
 range of more than 360 deg.



1.8. EXPERIMENTAL BEAMFORMING 47Then, one has to deal with the fa
t that, as visible in Fig. 1.30, A/Φ 
ouples are rathermismat
hed from 
hannel to 
hannel. The sought set of 
oe�
ients 
an then be written as






ã← ã+min [aA(0)] + minmin
NΦ

[aΦ(NΦ)]

φ̃← φ̃+max [φΦ(0)] + maxmax
NA

[φA(NA)]
, (1.47)where even in the worst mismat
h 
ase 
onvergen
e is assured (this is why min and maxvalues for the attenuation and phase, respe
tively, are 
onsidered).The drawba
k of this solution is the loss in attenuation dynami
 range resulting fromthe ne
essity of 
overing even the worst mismat
h 
ase. For instan
e, a

ording to (1.47)the smallest attenuation, instead of the 0 dB resulting from (1.46), would be 8.5 dB(min [aA(0)] + minminNΦ

[aΦ(NΦ)] in Fig. 1.30(a,
)), giving 8.5 dB dynami
 range loss.Furthermore, the same quantity must be subtra
ted from the prototype dynami
 range(see �1.4)!To ta
kle the issue, on
e a �rst set of 
odes (ÑA, ÑΦ) is found with (1.47), a newin
remented set of values (ã + 0.5 dB, φ̃) is sought, and so on until mismat
h a
tuallyprevents the algorithm from 
onvergen
e. At the end, the mismat
h will impa
t the dynami
range by the minimum possible amount, whereas using only (1.47) would result in the most
onservative loss.
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Chapter 2Dete
tion/lo
alization with TimeReversal-based methodsIn wave imaging, the �rst di�
ulty 
onsits in dete
ting the presen
e of �interesting�obje
ts in the inspe
ted medium, then in lo
alizing them. Time Reversal, through themethods inspired from - or related to - it, has proven to be an e�e
tive tool to a
hievethese tasks. This 
hapter, after presenting the physi
s beneath TR, presents some of thesemethods as applied to experimental data 
olle
ted through the prototype des
ribed in �1.Results from a measurement 
ampaign targeting Through-The-Wall (TTW) imaging arealso presented [72℄. Parti
ular attention is 
ast into a smart use of the frequen
y diversity(or degrees of freedom) given by the available UWB.2.1 Time Reversal theoreti
al ba
kgroundThe prin
iple of Phase Conjugation (of whi
h Time Reversal is the time-domain 
oun-terpart) is employed in ele
tromagnetism sin
e the late 1950's [42℄ and in opti
s sin
e the1980's [73℄. The idea 
onsists in illuminating a s
atterer with an in
ident time-harmoni
 -or narrowband - wave, re
ording the s
attered �eld, and �nally ba
k-propagating its phase
onjugated version. The result is a new wave fo
using onto the s
atterer despite the ar-bitrariness of the propagation medium (some hypotheses do exist, though, as mentionnedlater).In 1989 [2℄, M. Fink generalized the �old� 
on
ept to wideband signals, using a so-
alledTime Reversal Mirror (TRM) in a
ousti
s. At the time, the availability of ele
troni
 
ompo-nents (ampli�ers, A/D and D/A 
onverters, memories) rapid enough to deal with widebandsignals at ultrasoni
 frequen
ies (from hundreds of kHz to some MHz) easily allowed to workdire
tly in the time domain; this was of 
ourse impossible in ele
tromagneti
s and in op-ti
s, given 
arrier frequen
ies going from hundreds of MHz to hundreds of THz. From thenon, a

ompanied by the overwhelming progress in solid-state ele
troni
s, both theoreti
alstudies [23,74,75℄ and experimental results [24,28,76�78℄ have �ourished, motivated either49



50 CHAPTER 2. DETECTION/LOCALIZATION WITH TIME REVERSALby the quest for fo
using beyond the di�ra
tion limit -the so-
alled super-resolution [41℄-, or by promising appli
ations in tele
ommuni
ations [27, 30, 79�83℄, RADAR [26, 45, 84℄,biomedi
ine [85℄, or geophyisi
s [86, 87℄.Despite a ve
torial theory of TR in ele
tromagnetism exists [22, 23℄, a s
alar 2D for-mulation is preferred here for simpli
ity. This is motivated by the fa
t that all the tar-gets used in the experiments performed with the mi
rowave prototype are 
onsidered in-�nite along the polarization dire
tion of the antennas (E// or TM 
on�guration). Withreferen
e to Fig. 1.19, the antennas are linearly polarized along the z-axis, resulting in
~e(x, y, z; t) ≈ ez(x, y; t)ẑ, where ~e(x, y, z; t) is the ele
tri
 �eld in the time domain. With
~r = (x, y), the propagation of ez(x, y; t) is ruled by the d'Alembert equation

∇2ez(~r; t)−
1

c2(~r)

∂2ez(~r; t)

∂t2
= 0 , (2.1)where c(~r) is the wave speed in the medium, supposed inhomogeneous but non-dispersive.Two operators are therefore applied to the �eld, a spatial (∇2) and a temporal one (∂2/∂t2).Sin
e the latter only 
ontains even-order derivatives, both ez(~r; t) and ez(~r;−t) are solutionsof (2.1), whi
h is known as the time reversal invarian
e property of the �eld. Dually, in thefrequen
y domain, with Ez(~r;ω) = FT [ez(~r; t)] (ω), phase 
onjugation invarian
e resultsfrom the Helmholtz equation

∇2Ez(~r;ω) + k2(~r)Ez(~r;ω) = 0 , (2.2)where k2(~r) is the real wavenumber at ea
h point of the propagation medium. Indeed, both
Ez(~r;ω) and E∗

z (~r;ω) are solutions of (2.2).Ba
k in the time domain, the 
onsequen
e of time reversal invarian
e is that, if ez(~r, t) isre
orded everywhere on a 
losed surfa
e Γ surrounding the sour
e of the wave (a
quisitionstep), and ez(~r,−t) is transmitted ba
k into the same medium (ba
k-propagation step), thenthe new wave, solution of the same equation, will retra
e the life of the initial one in theinverse sense of time, thus 
onverging onto the initial sour
e. Rigorously, the 
onditionsregarding the propagation medium needed by Time Reversal are 1) losslessness (
ondu
-tivity σ(~r) = 0), 2) linearity and isotropy, and 3) stationarity between the a
quisition andba
k-propagation phases. Noti
e that the hypotheses 2) are the same hypotheses neededfor Lorentz's re
ipro
ity.It is interesting to further study the behavior of the ba
k-propagated wave. Consider aline-sour
e (point-sour
e in 3D) pla
ed in ~rS, and a TRM lo
ated at the surfa
e Γ supposedin the far-�eld of both the sour
e and the medium inhomogenities (if any). In the frequen
ydomain, it has been shown [22℄ that the ba
k-propagated �eld ETR(~r;ω) is proportional tothe imaginary part of the Green fun
tion of the medium, G(ω;~r, ~rS),
ETR(~r;ω) ∝ ℑ [G(ω;~r, ~rS)] . (2.3)



2.2. ACTIVE SOURCE CASE 51In free-spa
e, where G(ω;~r, ~rS) = −i/4 H−
0 (k0|~r − ~rS|), this result 
on�rms the 
lassi
al

λ0/2.6 (λ0/2 in 3D) resolution limit. On the other hand, for an heterogeneous medium withwavenumber �u
tuations in proximity of the sour
e, ℑ [G(ω;~r, ~rS)] 
an vary mu
h morerapidly, giving a resolution spot beyond the 
lassi
al limit as in [41℄, even with an openmeasurement line instead of a 
losed surfa
e surrounding the target. Noti
e that severalother explanations 
an be given to justify the super-resolution results lately reported, usingeither evanes
ent waves (
ontaining higher spatial frequen
ies) [41℄, multi-path (whi
h isused 
onstru
tively 
reating a sort of virtual array with a larger aperture) [27, 28℄, orplasmoni
 modes [88℄.Finally, it is important to mention the fundamental di�eren
e between Phase Conjuga-tion and Time Reversal in 
haoti
 media [49℄. It must be �rsts understood that spatialfo
using is generated by spa
e diversity at emission. This is why a Phase Conjugation Mir-ror (PCM) 
an a
hieve fo
using, sin
e the spa
e diversity 
omes from the di�erent lo
ationsof the array antennas. For the same reason, it is impossible to obtain fo
using in free-spa
ewith a PCM or TRM made of a single antenna. Nevertheless, in a disordered medium, aone-antenna TRM 
an produ
e fo
using if a su�
iently large bandwidth is available, whi
h
annot be the 
ase with a PCM. The explanation lies in the 
orrelation bandwidth δω ofthe medium, that is, in the separation of two frequen
ies at whi
h the medium responseis su�
iently de
orrelated. When a single antenna ex
ites the medium with a bandwidth
∆ω > δω, Time Reversal is 
apable of re
asting the ∆ω/δω degrees of freedom into spa
ediversity. In other words, the frequen
y diversity of the medium is �transformed� into spa
ediversity thanks to TR [15,89℄. In this sense, the advent of Time Reversal as �improvement�of Phase Conjugation may lead to very interesting experiments and appli
ations.2.2 A
tive sour
e 
aseTime Reversal 
an be favorably employed in appli
ations where one wants to fo
usenergy onto an a
tive sour
e, e.g., an antenna that sends data and needs to be adressedba
k in return. One of the �rst spe
ta
ular examples was given in 1998 in underwatera
ousti
s [16℄: two vessels several kilometers spa
ed were able to 
ommuni
ate through aTRM atta
hed to one of them despite the 
ompli
ated marine waveguide 
hara
teristi
s.Indeed, the tele
ommuni
ations domain appear as a most re
eptive one with respe
t to theuse of Time Reversal.2.2.1 Time Reversal experimentsThe e�e
tiveness of Time Reversal for this 
lass of appli
ations is demonstrated herethrough the mi
rowave prototype. The impa
t of antenna 
oupling, due to the arrayed
on�guration, and of �disorder� added to the propagation medium, is also studied.



52 CHAPTER 2. DETECTION/LOCALIZATION WITH TIME REVERSAL2.2.1.1 Details of measurementsThe setups of the experiments are shown in Figs. 2.1-2.4. The distan
e between theantennas is ∆x = 5.3 
m. In any 
ase, sin
e the prototype works in the frequen
y domain,the experiment 
onsists of phase-
onjugating the �eld radiated by one array-2 element, A12,over the entire bandwidth. Two steps 
an be distinguished:(a) a
quisition step. The TRM antennas re
eive the wave radiated from A12, giving an8-element ve
tor, Sda , {Sj12}j=1,8, at ea
h frequen
y in the [2-4℄ GHz band.(b) ba
k-propagation step. The TRM plays the role of emitter and the array-2 elementsthat of re
eivers. The normalized PC steering ve
tor, (Sda
)∗
/‖Sda‖, is implemented inthe A/Φ pairs as des
ribed in �1.8. The ba
kpropagated signal re
eived by Al|l=9,...,15is 
alled SPC. To redu
e the time needed to 
over the whole 2 GHz-wide band, afrequen
y step of 100 MHz (Nω = 21 points) is used.Noti
e that, di�erently with respe
t to what des
ribed in �1.6, no signal pro
essing what-soever is applied to the raw measured data (no time-gating, no drift 
orre
tion). Signals
ontain therefore all the ringing through the 
ables and 
omponents of the prototype, andthey are time-reversed as well. The only operation performed before step (b) 
omes fromthe following 
onsideration. Wat
hing 
arefully at sub�gures (a) and (b) in Figs. 2.1-2.4, it
an be noti
ed that the RF signal does not follow the same path when the TRM a
ts (a) asa re
eiver or (b) as a transmitter. In e�e
t, in the a
quisition step it is preferable that there
eived signal pass through the multiposition swit
h rather than through the A/Φ 
han-nels; sin
e the latter is mu
h more lossy than the former (see Tab. 1.3), the measurementwould otherwise su�er from a redu
ed pre
ision. In order to re-establish the stationarityneeded between steps (a) and (b), the 
hain matrix te
hnique des
ribed in �1.5.1 is em-ployed to re
ast Sda into a new ve
tor 
ontaining the �eld that would have been measuredif the signal passed through the A/Φ pairs.
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ed to study the spatial fo
using provided by Time Reversal.
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(b) Ba
k-propagationFigure 2.2: Time Reversal experiment setup. Array-2 has one single antenna during the a
-quisition step (a), whereas in the ba
kpropagation step (b) the entire array-2 ispresent.
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(b) Ba
k-propagationFigure 2.3: Time Reversal experiment setup. The entire array-2 is present during both thea
quisition (a) and ba
k-propagation (b) steps.
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(b) Ba
k-propagation (
)Figure 2.4: Time Reversal experiment setup. With respe
t to Fig. 2.3 three metalli
 
ylindersare pla
ed in front of the array-2.The three �rst setups allow to study the impa
t of antenna 
oupling in the array-2. Whilein Fig. 2.1, both in the a
quisition and ba
k-propagation steps, only A12 is present (it isdispla
ed in step (b) to observe the spatial fo
using of the returned �eld), in Fig. 2.2 theentire array-2 is present during step (b), so that antenna 
oupling is supposed to alter the



54 CHAPTER 2. DETECTION/LOCALIZATION WITH TIME REVERSALreturned signal invalidating the stationarity hypothesis. In Fig. 2.3, on the other hand, theentire array-2 is present in both steps; it 
an therefore be expe
ted that the 
oupling presentin step (a) be favorably exploited by Time Reversal in step (b). Finally, in Fig. 2.4 three4 
m-diameter metalli
 
ylinders are pla
ed in front of the array-2 at a distan
e of 22 
m1,so to heavily perturbate the signal transmitted by A12. Time Reversal is again expe
ted totake bene�t of the disorder introdu
ed in the medium to a
hieve a better resolution thanwithout the 
ylinders (Fig. 2.3).2.2.1.2 Experimental results and dis
ussionThe ba
kpropagated signal measured by Al 
an be written as
SPC
l =

(
Sda
)H

‖Sda‖ Sbp , (2.4)where Sbp = {Slj}j=1,8; l=9,15 a

ounts for the propagation between the TRM array element
j to Al. Two 
ases 
an be distinguished:

{

SPC
l = ‖Sda‖ ∈ R Al = A12

SPC
l ∈ C Al 6= A12

. (2.5)In the �rst 
ase, the time-reversed signal is measured at the initial position of the array-2sour
e. The result holds in virtue of re
ipro
ity, whi
h assures that Sda = Sbp. Physi
ally,the waves emitted by the TRM array elements interfere 
onstru
tively at Al. On theother hand, when Al 6= A12, re
ipro
ity does not hold anymore and destru
tive interferen
eo

urs. Noti
e also that for the setup in Fig. 2.1, although in step (b) the same antennaA12 is displa
ed, ea
h position is still abusively denoted by l = 9, . . . , 15.Quality of the experimental ba
k-propagationIn order to validate the experimental ba
k-propagation pro
edure des
ribed in �1.8, the�rst setup (Fig. 2.1) is 
hosen. For the 
ase l = 12, the measured SPC
l is 
ompared againstthe theoreti
al quantity ‖Sda‖, whi
h 
an indeed be 
omputed with the a
quisition stepdata only. In the frequen
y domain, the theoreti
al phase must be equal to zero; themeasurements in Fig. 2.5(a) show a good agreement, with a mean error µ = −3.9 degand standard deviation σ = 4 deg. A 
omparison 
an also be done in the time domain,by taking the inverse FFT of the measured and theoreti
al signals without using any FFTwindow. In Fig. 2.5(b) the two 
urves mat
h very well. In parti
ular, a quanti�
ation of theexperimental error 
an be found in the ratio between the two signals at the time t = 0 ns;indeed, naming sPCl (t) any of the two time-domain signals,

sPCl (0) =

Nω∑

i=1

SPC
l (ωi) , (2.6)1Distan
es are measured from the antenna 
onne
tor. Considering the extremity of the ETSA substrateand the 
ylinder extremity, the distan
e redu
es to 12 
m.
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(a) Frequen
y domain (b) Time domainFigure 2.5: Time Reversal experiment for the setup in Fig. 2.1. For l = 12 (re
ipro
ity betweena
quisition and ba
k-propagation steps), ideal (dashed blue line) and measured (fullmagenta line) signals are 
ompared: (a) in the frequen
y domain through theirphases, and (b) in the time domain.that is, a 
oherent sum of all the frequen
y 
omponents is done. The ratio is as small as0.92, and its departure from the ideal value 1 is due to the resolution of attenuators andphase shifters (
f. Tab. 1.2), and to the VNA pre
ision impa
ted by its dynami
 range (
f.�1.4).Similar results are obtained for the stationary 
on�gurations in Fig. 2.1 and Figs. 2.3-2.4. Di�erent 
onsiderations hold for the setup in Fig. 2.2, where antenna 
oupling, presentin step (b) but not in step (a), invalidates the time reversal invarian
e. For l = 12, thereturned phase 
urve in the frequen
y domain (Fig. 2.6(a)) has a mean value µ = 6 deg,more sensibly o�set with respe
t to the ideal 0 deg value than in Fig. 2.5(a). As for thestandard deviation, though, its value σ = 5 deg has hardly 
hanged. The e�e
t of 
ouplingon the SPC
l (ω) seems then to be a rather 
onstant phase o�set of about 10 deg. The timedomain result in Fig. 2.6(b) is somehow surprising, sin
e the error at t = 0 ns is even slightlysmaller with respe
t to Fig. 2.5(b)! In the end, 
oupling seems to have a limited e�e
t inthis 
on�guration.Spatiotemporal fo
usingThe quality of spa
e-time fo
using determined by wave interferen
e is analyzed throughthe B-s
an showing {sPCl (t)}l=9,...,15, and extra
ting a sort of dire
tivity pattern of the TRarray by pi
king max

t

[
sPCl (t)

] for ea
h position l. The results are given in Fig. 2.7 forthe 
on�gurations in Fig. 2.1 and Figs. 2.3-2.4. The result related to the non-re
ipro
al
on�guration in Fig. 2.2, not presented, is very similar to the one in Fig. 2.1 with slightlyworse - whi
h is to be expe
ted - fo
using resolution.In both the free-spa
e un
oupled and 
oupled 
ases of Fig. 2.1 and Fig. 2.3, respe
itvely,
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(a) Frequen
y domain (b) Time domainFigure 2.6: Same as Fig. 2.5 for the setup in Fig. 2.2.the hyperbola 
onstituing the wave front is 
learly visible in the B-s
an, with very smalldi�eren
es due to antenna 
oupling. The returned pulse is 
lean at A12 whereas it is dampedfor all the other positions. The resolution spot size at 3 dB is approximately 18 
m, quitein line with the 
lassi
al resolution spot formula for a linear array in free-spa
e2, λ0F/D,where D is the TRM aperture (37.1 
m) and F the distan
e from the sour
e (90 
m), thatgives a value between 36.4 
m (2 GHz) and 18.2 
m (4 GHz).The result when the 
ylinders are introdu
ed is presented in Fig. 2.7(
). Noti
e that thearray-2, during ba
k-propagation, in addition to the regular measurement, has also beendispla
ed by ∆x/2 in order to sample more densely the time reversed �eld, giving a total of14 positions. The result is quite impressive, sin
e the resolution spot size at 3 dB is 7.5 
m,a fa
tor 2.4 smaller than without 
ylinders, going therefore far beyond the 
lassi
al limit.As mentioned, su
h improvement 
an be explained with the imaginary-part-of-the-Green-fun
tion-theory (see (2.3)), whi
h indeed varies rapidly in proximity of the array-2 dueto the presen
e of the 
ylinders, or invoking multi-path and the 
onstru
tive/destru
tiveinterferen
e me
hanisms already mentioned.As for temporal resolution, although a widening, or temporal stret
hing, of the signalsaway from A12 might be expe
ted due to the imperfe
tly 
ompensated multiple s
attering,this 
an hardly be noti
ed in any of the results in Fig. 2.7. It 
an then be 
on
luded thatneither the antenna 
oupling nor the metalli
 
ylinders 
onstitute a �su�
ient� degree ofdisorder to observe su
h behavior.
2Rigorously, this formula gives the distan
e between the maximum energy point and the �rst zero of thedire
tivity pattern. Nevertheless, for a sin
-like fun
tion, it is almost equivalent to - it slightly overestimates- the 3 dB fo
using spot size.
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������(a) W/o antenna 
oupling (Fig. 2.1)

������(b) W/ antenna 
oupling (Fig. 2.3)

�������

(
) W/ antenna 
oupling and �disorder� (Fig. 2.4)Figure 2.72.3 S
attering 
aseS
atterers 
an be assimilated to a
tive sour
es on
e they are illuminated by an in
identwave. The resulting s
attered �eld 
an indeed be pro
essed through Time Reversal similarly
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(d)Figure 2.7: (a-
) B-s
ans and respe
tive dire
tivity patterns. In (d) the dire
tivity patterns ofthe 
on�gurations without antenna 
oupling (Fig. 2.1, dashed-dotted blue line),with antenna 
oupling (Fig. 2.3, dashed magenta line), and with antenna 
ouplingand �disorder� (Fig. 2.4, full bla
k line) are 
ompared.to what des
ribed until now. In addition, disposing of an array of antennas allows one tore
ord, at ea
h frequen
y, the so-
alled inter-element matrix (or multi-stati
) K(ω), whose
Kij(ω) element 
orresponds to the response of the medium to a unitary ex
itation fromantenna j measured at antenna i. Working with this matrix, and in parti
ular exploitingits SVD, opens the way to a 
lass of subspa
e-based methods that 
an somehow be relatedto Time Reversal.An overview of some of these methods is presented next, 
ompleted by their appli
ationto both numeri
al and experimental data. In any 
ase, one or two lines of measurementsare 
onsidered, hen
e only treating the limited-view 
ase. For syntheti
 data, generatedthrough the rigourous integral formalism presented in �3.1, a simple line-sour
e model isassumed for the antennas, implying isotropy and absen
e of 
oupling. Con
erning exper-imental results, the basi
 signal pro
essing is the one des
ribed in �1.6. In parti
ular,di�erential measurements are performed, thus retrieving a s
attered �eld inter-element ma-trix K(ω) , Ks(ω). FFT windowing and time-gating are also applied, whereas the drift
orre
tion is implemented when appli
able. Finally, the antennas are either modeled asin�nitesimal dipoles or, if the experimental 
hara
terization data is available, using themultipolar model developed in �1.7.2.3.1 Kir
hho� migrationKir
hho� migration [90℄ is a well-established (espe
ially in geophysi
al prospe
tion) andmaybe one of the simplest methods for imaging with antenna arrays. It is based on the
on
ept of arrival time and requires the knowledge of the wave speed in the propagationmedium - it applies then in a parti
ularly straightforward manner in free-spa
e. Although



2.3. SCATTERING CASE 59it is not related to Time Reversal, it is presented here as a sort of referen
e method due toits e�
ient use of both spa
e (antenna array) and frequen
y diversity (UWB).Consider the time-domain version of the inter-element matrix, K̃(t). Either the 
omplexenvelope or the real signal 
an be used, the former being preferred here. An image of thes
atterer(s) within an investigation domain Ω is sought, ~r being the position within Ω. Dueto the 2D 
on�guration, only the se
tion of the s
atterer(s) in the plane z = 0 is sought.The Kir
hho� migration image IKM(~r) is built by evaluating K̃(t) at the round-trip time
tdjk(~r) asso
iated to the emitting antenna k and the re
eiving antenna j for the position ~r:

IKM(~r) =

∫ δt

−δt

∣
∣
∣
∣
∣

∑

j,k

K̃jk

[
tdjk(~r) + τ

]

∣
∣
∣
∣
∣

2

dτ . (2.7)The integration over a 2δt interval is needed to take into a

ount the �nite pulse length,equal to the inverse of the bandwidth (in our 
ase, 1/2 GHz = 0.5 ns). In free-spa
e, theround-trip time writes as
tdjk(~r) , tj + tk =

dj(~r)

c0
+
dk(~r)

c0
, (2.8)with dj (dk) being the distan
e between antenna j (k) and the position ~r. The idea behind(2.7) 
onsists then in mat
hing the position-dependent arrival time tdjk(~r) to the targetarrival time 
ontained in K̃jk(t), whi
h 
an be written as

tdjk(~rtgt) , τj + τk =
dj(~rtgt)

c0
+
dk(~rtgt)

c0
. (2.9)Equivalently, Kir
hho� migration 
an be seen as an algorithm performing time-domainbeamforming3 both at emission and at re
eption for ea
h investigation domain point ~r.The points with maximum energy after the beamforming pro
edure form the image of thetarget.Noti
e also that keeping only the diagonal elements of the K̃ matrix in (2.7), that is,imposing j = k in the sum, 
orresponds to the pro
essing usually employed in Syntheti
Aperture RADARs (SARs), where a single antenna is displa
ed and the retrodi�used signalmeasured [91℄.Under far-�eld 
onditions (F ≫ D and F ≫ λmax), the resolution4 performan
es givenby Kir
hho� migration, analyti
ally derived in �B.1, 
an be summarized as follows.Down-range The resolution RKM

dn only depends on the bandwidth of the signal, ωbw, andequals half the 
orresponding wavelength, λbw = 2πc0/ωbw, as in mat
hed-�lter pro-
essing 
ommonly used in RADAR [92℄:
RKM

dn ≈
λbw
2

. (2.10)3While in frequen
y domain beamforming 
onsists of steering an antenna array with a 
omplex am-plitude per 
hannel, in time-domain beamforming is equivalent to using di�erent time delays for ea
h
hannel.4Given an in�nitely long wire (a point in 3D) s
atterer in far-�eld and an image I(~r) of it, the resolutionis de�ned as the distan
e between the highest-energy spot and the nearest zero.
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ti
e a negligible impa
t on RKM
dn .Cross-range On the other hand, RKM

x depends also on the 
entral frequen
y, ωc, and on Fand D similarly to Phase Conjugation. When ωbw < ωc, though, the in�uen
e of thebandwidth be
omes negligible. For the parameters of our system (2 GHz bandwidthand 3 GHz 
entral frequen
y), only the 
entral frequen
y determines the 
ross-rangeresolution, giving
RKM

x ≈ λcF

D
. (2.11)For the 
on�gurations used in this 
hapter, with ωbw = 2π3 GHz, antenna spa
ing

∆x = 5.3 
m, and N = 8 antennas, (2.11) gives RKM
x ≈ 0.27F .Noti
e that, in general, the resolution spot size at 3 dB 
an be approximated by the valuesjust mentioned.Experimental resultsThe results obtained with the Kir
hho� migration method 
hange 
onsiderably underthe re�e
tion or transmission 
on�gurations. They are therefore presented separately.Re�e
tion 
on�gurationFirst, some results pertaining to the re�e
tion 
on�guration, that is, one single arraytransmitting and re
eiving (see �1.3), are presented. The simple 
ase of a metalli
 s
at-terer with 
ir
ular se
tion and diameter 4 
m is treated in Fig. 2.8. With syntheti
 data(Fig. 2.8(b)), one 
an appre
iate a resolution spot with a maximum pla
ed at the point ofthe 
ylinder support nearest to the antenna array. The primary reason is that the wave doesnot penetrate into the obje
t. Furthermore, given the small dimensions of the obje
t andthe small array aperture, only a redu
ed portion of the s
attering support is visible to thearray, so that the s
attering phenomenon appears as 
on
entrated into a point. The widthof a half of the resolution spot in down-range is approximately equal to λbw/2 = 7.5 
m, ingood a

ordan
e with the theoreti
al RKM

dn value. Con
erning the 
ross-range, a half of thespot size is approximately equal to 11 
m, also in good agreement with the 13 
m foundin �B.1. Noti
e that these values are also a�e
ted by the FFT lan
zos window Wω(ω) in-trodu
ed in �1.6.2, whi
h unavoidably lowers the e�e
tive bandwidth and therefore mainly
RKM

dn .When using experimental data (Fig. 2.8(
)), while the shape of the resolution spot isbarely 
hanged, the highest-energy spot is shifted by about 10 
m away from the antennaarray. This is due to the time delay introdu
ed by the ETS antennas be
ause of the travelingwave propagation through the duroid substrate. In �1.7.2.1, su
h delay has been estimatedto approximately 5 
m in free-spa
e, giving the observed 10 
m due to both the emittingand re
eiving antennas.An alternative strategy to 
orre
t for this artefa
t 
onsists in dire
tly using the experi-mental antenna radiation pattern to build the migration 
hart. On
e the 
hara
terization
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ABCDE(a) Setup (b) Syntheti
 data

(
) Experimental data (d) Experimental data withantenna pattern 
orre
tionFigure 2.8: Kir
hho� migration applied to the re�e
tion setup in (a). In (d), the shaded regionidenti�es the pixels whose azimuth angles with respe
t to all of the array antennasare within the range measured during the antenna 
hara
terization pro
edure de-s
ribed in �1.7.2. For experimental data, the drift 
orre
tion is always applied. Inall the images, the white 
ir
le represents the target support, and the bla
k 
rossthe hottest spot found.
oe�
ients have been retrieved as des
ribed in �1.7.2, the s
attering of a target pla
ed in ~rfor the (j, k)th pair of re
eiving and emitting antennas, respe
tively, 
an be 
al
ulated (
f.Fig. 1.29). The peak of the retrieved pulse is then the tdjk(~r) to be used in (2.7). The resultis the 
hart in Fig. 2.8(d), where indeed the �hot� spot is again at the front fa
e of the 
ylin-der. Nevertheless, the result appears globally more perturbated. The reason is that, duringthe antenna 
hara
terization step, the available aperture angle ∆ϕ ≈ 40 deg; beyond thisvalue the radiation pattern extrapolation is untrustable. Hen
e, the region where all theantennas are within su
h range is shaded in Fig. 2.8(d), showing that almost everywhere inthe 
hart an extrapolation is done for at least one antenna, whi
h unavoidably alters theresult.Experimental results pertaining to di�erent targets are shown in Fig. 2.9. Two diele
tri
(wooden, εr ≈ 2) targets, one with 1.5 
m-diameter 
ir
ular se
tion and the other with10.5×7 
m2 re
tangular se
tion, are �rst imaged separately; then, a 
on�guration with the
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(a) 3 
m-diameter woodentarget (εr ≈ 2) with 
ir
u-lar se
tion (b) 10.5×7 
m2 wooden target(εr ≈ 2) with re
tangular se
-tion (
) 4 
m diameter metalli
target with 
ir
ular se
tionand 10.5×7 
m2 wooden tar-get (εr ≈ 2) with re
tangularse
tionFigure 2.9: Kir
hho� migration applied to several 
on�gurations. In all 
ases, the drift 
orre
-tion is applied whereas the experimental antenna radiation pattern is not used.re
tangular one and the metalli
 target of Fig. 2.8 together is studied. The drift 
orre
tionis applied, whereas the experimental 
hara
terization of the antennas is deliberately notused - hen
e all the spots should be shifted by roughly 10 
m towards the antenna array.With diele
tri
 targets, Kir
hho� migration behaves slightly di�erently, due to theirpenetrability. For instan
e, 
omparing Fig. 2.9(a) and Fig. 2.8(
) the diele
tri
 target,although smaller than the metalli
 one, looks bigger. Nevertheless, in Figs. 2.9(a)-2.9(b)some indi
ations on the shape of the target 
an rouglhy be dedu
ed. Finally, even with twotargets (Fig. 2.9(
)) a fair image is obtained. Indeed, the 
enter of the targets are 12.5 
mspa
ed, slightly more than RKM
x ≈ 12.5 
m here. Noti
e also that the metalli
 target is�hotter� as 
ompared to the wooden one due to its stronger s
attering power.A last result under the re�e
tion 
on�guration aims at ta
kling the 
ase of a partiallyunknown propagation medium. In Fig. 2.10, the Kir
hho� migration is applied to twoidenti
al two-target 
on�gurations, ex
ept that in one of them a tile wall and a metalli
plate are added laterally with respe
t to the down-range dire
tion in order to perturbatethe propagating medium. Using then the free-spa
e Green fun
tion to fet
h the arrivaltimes ne
essary to build IKM(~r) is erroneous in the sense that the e
hoes 
oming from there�e
tions on the walls are thus ignored. The result is a degradation in the images when
omparing Fig. 2.10(
) and Fig. 2.10(d), although the targets 
an still be dete
ted andlo
alized.Transmission 
on�gurationKir
hho� migration behaves di�erently when used in a limited-aspe
t transmission 
on-�guration as those in Figs. 2.11(a)-2.12(a). Either with syntheti
 or experimental dataand regardless of the 
ondu
ting or diele
tri
 nature of the target, the image is elongated
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(
) (d)Figure 2.10: Kir
hho� migration applied to the 
on�gurations in (a) and (b).along the down-range. This is to be expe
ted, sin
e for a given 
ouple (Ak,Aj) of emit-ting/re
eiving antennas belonging ea
h to a di�erent array, the arrival time tdjk(~r) in (2.8)is identi
al for all the points ~r along the line going from Aj to Ak, and only slightly 
hangeswhen the point moves away from su
h line. As a demonstration, ellipti
al patterns are
learly visible in Fig. 2.11(
).2.3.1.1 Con
lusionsIn re�e
tion 
on�gurations, Kir
hho� migration behaves very well under free-spa
e as-sumptions. Care must be taken when imaging diele
tri
 targets, sin
e their penetrabilityalters the dimensions given by the the Kir
hho� image. In transmission 
on�gurations,when the arrays have a limited aperture D, the down-range resolution is on the 
ontraryvery rough.In any 
ase, Kir
hho� migration is deeply a�e
ted by a wrong des
ription of the Greenfun
tion of the medium. In other words, if strong multiple s
attering or 
lutter are presentin the medium, the estimation (2.8) of the arrival times be
omes wrong and very noisyimages must be expe
ted (
f. Fig. 2.10(d)).
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hho� migration applied to the transmission setup in (a). Metalli
 target.
�� �� �� �� �� �� �� �	

�
�
��
��
�

������

�	�����

����

ABBC
DEF�����

��� ��� ��� ��� ��� ��� ��

A
	
��
��
�

(a) Setup (b) Syntheti
 data (
) Experimental dataFigure 2.12: Kir
hho� migration applied to the transmission setup in (a). Purely diele
tri
target.2.3.2 Time ReversalWith respe
t to the a
tive sour
e 
ase des
ribed previously in �2.2, it is relatively straight-forward to adapt the TR method to the s
attering 
ase5. The emitting array must illu-minate the s
ene with an in
ident wave, and the s
attered ve
tor - whose 
omponents arethe s
attered signals re
eived by ea
h re
eiving antenna - must be ba
k-propagated afterphase-
onjugating ea
h frequen
y 
omponent. The result is a new in
ident wave fo
usingonto the s
atterer(s) populating the medium. The main di�eren
e with the a
tive sour
e
ase, is that now there is a new s
attered wave, whi
h 
an again be phase-
onjugated andba
k-propagated. An iterative TR pro
edure [93℄ 
an then built up, whi
h, in 
ase of mul-5In a
ousti
s, this 
on�guration is known as pulse-e
ho mode.
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(a) (b) (
) (d)Figure 2.13: S
hematization of the iterative TR pro
ess. (a) Two targets are illuminated by anin
ident wave (here a wave emitted by a single array antenna); (b) their s
attered�eld is re
orded into a memory by the array antennas; (
) the array antennasretransmit the time-reversed signals, giving a wavefront fo
using onto the targets.The pro
ess 
ontinues iteratively, until (d) the array wavefront fo
uses only ontothe brightest target.tiple s
atterers, 
onverges to a ��nal� in
ident wave fo
using onto the brightest s
atterer(see Fig. 2.13).Time Reversal has two main drawba
ks:1. in 
on�gurations with a relatively high amount of noise (additive noise on the re
eiver,
lutter in the propagation medium, et
.), the number of iterations needed to rea
h asu�
ient Signal-to-Noise Ratio (SNR) might be su�
iently high to prevent fo
usingonto targets moving too fast or, rather equivalently, too distant from the array;2. in presen
e of multiple targets, TR allows in prin
iple to fo
us only onto the brightestone. Although it is possible to fo
us onto the others as well by re-starting the iterativepro
ess with an in
ident wave having a null in the dire
tion of the previously dete
tedtarget(s), the pro
edure takes even more time and further limits the maximum speedof dete
table targets.Both limitations are elegantly solved by the DORT method, as des
ribed next.2.3.3 DORTThe DORT method, from the fren
h a
ronym Dé
omposition de l'Opérateur de Retourne-ment Temporel, was �rst introdu
ed in 1994 by Prada et al. [3℄. It is issued from thematrix-based analysis of the iterative TR pro
ess, and works with mono
hromati
 datajust as Phase Conjugation. Although, in order to derive it, the ω depen
y is removed for
on
iseness, all the quantities have to be meant as time-harmoni
.Consider two antenna arrays with N1 and N2 antennas, that might, but need not, be thesame (re�e
tion 
on�guration). At the beginning of the TR iterative pro
ess, a steeringve
tor s
(0)
Tx is transmitted into the medium by the �rst array - this might 
orrespond to a



66 CHAPTER 2. DETECTION/LOCALIZATION WITH TIME REVERSALbeamformed wave or simply to a wave emitted by a single antenna. The s
attered ve
tormeasured at the other array is then
s
(0)
Rx = Ks

(0)
Tx , (2.12)whereas its phase-
onjugated version is ba
k-propagated into the medium:

s
(1)
Tx = K∗

[

s
(0)
Tx

]∗

. (2.13)After p iterations of TR, the ve
tor to be ba
k-propagated by the �rst array is
s
(p)
Tx =

(
KHK

)p/2
s
(0)
Tx , (2.14)whi
h in pra
ti
al implementations should be normalized to the wished emitting powerlevel. The eigenvalue de
omposition of KHK = VΛ2VH, 
alled Time Reversal Operator(TRO), allows to simplify (2.14). In pra
ti
e, the same result is more easily obtained usingthe SVD of K = UΛVH , where Λ is a diagonal matrix whose elements are the real singularvalues λl arranged in des
ending order, and U and V are unitary matri
es6 whose 
olumnsare the left and right singular ve
tors ul and vl, respe
tively. Eq. (2.14) be
omes then

s
(p)
Tx =

min(N1,N2)∑

l=1

λpl

[

vHl s
(0)
Tx

]

vl . (2.15)Unless s
(0)
Tx is orthogonal to the �rst singular ve
tor v1, it is easy to see that as p → ∞,(2.15) redu
es to

s
(p)
Tx ≈ λp1

[

vH1 s
(0)
Tx

]

v1 . (2.16)This result shows that, apart from the s
alar terms λp1 and vH1 s
(0)
Tx, the iterative TR pro
ess
onverges to a steering ve
tor equal to the �rst right singular ve
tor of K, v1. In pra
ti
alterms, then, there is no need to perform the iterations: provided the K matrix has beenmeasured, it is su�
ient to steer the array with v1 to obtain the same result.Imaging through the DORT method 
onsits then in building the �eld 
hart asso
iatedto the ba
k-propagation of vl:

IDORT
ω (~r;vl) = |iω vTl Ĝ(~r)|2 , (2.17)whi
h physi
ally 
orresponds to an iterative TR pro
ess triggered with a ve
tor s(0)Tx orthog-onal to the l − 1 �rst singular ve
tors vl. Ĝ(~r) is the unit-norm Green fun
tion ve
torwhose 
omponents are the normalized Green fun
tions between the image pixel ~r and theantennas Aj , j = 1, N1:

Ĝ(~r) ,
G(~r)

‖G(~r)‖ , with G(~r) = [G(~r, ~r1) G(~r, ~r2) · · ·G(~r, ~rN)]T . (2.18)6A unitary matrix A is a matrix su
h that AH
A = AA

H = I.



2.3. SCATTERING CASE 67The normalization term 1/‖G(~r)‖ helps in nulling the amplitude de
rease due to the 1/√|~r|(1/|~r| in 3D) dependen
y of the Green fun
tion, thus 
onsiderably improving the down-range resolution for targets pla
ed far from the array. Also, the iω fa
tor 
omes from thefa
t that the �eld 
hart 
orresponds to an ele
tri
 �eld distribution whereas the antennasare fed in 
urrent (see �C for more details).The �eld 
hart 
an also be built as the ba
k-propagation of the left singular ve
tor ulusing the se
ond antenna array (Aj , j = 1, N2), giving
IDORT
ω (~r;ul) = |iω uHl Ĝ(~r)|2 , (2.19)whi
h 
orresponds to an iterative TR pro
ess triggered by the se
ond array. Of 
ourse,sin
e in a re�e
tion 
on�guration K is symmetri
 in virtue of re
ipro
ity, u∗

l and vl are
o-linear, and (2.17) and (2.19) give the same result. On the other hand, in a 
on�gurationwith two separate arrays, e.g. in a transmission 
on�guration, the result is not the same.Noti
e also that (2.17) and (2.19) assume ideal dipolar antennas in far-�eld; on thispurpose, a rigorous derivation of the �eld 
hart formula is given in �C. Alternatively, theexperimentally retrieved antenna radiation pattern, arranged into the unit-norm ve
tor
R̂P(~r), 
an be utilized in spite of Ĝ(~r).Con
erning the resolution given by the DORT method when vl fo
uses onto a target,with referen
e to �B.2 (although the results are obtained for the time-domain extension ofDORT to be studied next), the following results hold.Down-range For a very small array aperture, DORT gives an in�nitely large down-rangeresolution, sin
e it is here 
onsidered as a mono
hromati
 method whi
h is then unableto exploit the arrival time, or range, information:

RDORT
dn ≈ ∞ . (2.20)With a �nite array aperture D with respe
t to the target distan
e F (see Fig. 2.14),the resolution be
omes �nite yet very large.Cross-range As Kir
hho� migration, DORT performs beamforming, even though at asingle frequen
y and at emission (or re
eption) only. The same resolution is thenobtained, that is,

RDORT
x ≈ λF

D
, (2.21)where λ is the wavelength relative to the permittivity of the propagation medium.2.3.3.1 Extended target in near-�eldAn analyti
al study of the DORT method was for the �rst time 
arried out in [18℄ for the
omplete 
on�guration 
ase (antennas surrounding the propagating medium), and in [20℄for the limited-aspe
t 
on�guration 
ase (measurement line in re�e
tion). The present workis mainly fo
used on the latter setup. Under this frame, it has been shown through the
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Figure 2.14: Con�guration for deriving the properties of the DORT method.multipolar expansion of the �eld s
attered by a target, that DORT basi
ally isolates, orextra
ts, the proje
tion of the multipolar 
omponents onto the measurement line [20℄.To explain this, with referen
e to Fig. 2.14 and 
onsidering ideal 2D sour
es/re
eivers,
Kjk 
an be expressed through the use of the Graf's formula [94℄ and the s
attering matrixformalism [95℄. The result is

Kjk =
∑

m,n

Sm,nH
−
n (krk)e

inϕkH−
m(krj)e

−imϕj , (2.22)where Sm,n is the (m,n)th element of the s
attering matrix and H−
n is the Hankel fun
tionof nth order and se
ond kind7.With respe
t to the dimensions of the target as 
ompared to the wavelength of theba
kground λ, two regimes 
an be distinguished:Low-frequen
y regimeWhen the dimensions of the target equal at most a fra
tion of λ, and for targets witha rather regular support, (2.22) is well approximated by 
onsidering the s
atteringmatrix as a diagonal matrix8 with only three non-negligible terms, S−1,−1, S0,0, and

S1,1 = S−1,−1. Therefore, using the fa
t that H−
1 = −H−

−1,
Kjk ≈ S0,0H

−
0 (krk)H

−
0 (krj) + 2S1,1H

−
1 (krk)H

−
1 (krj) cos(ϕk − ϕj) . (2.23)Adding the hypothesis that the target is at least λ/2 far from the array, Mi
olau andSaillard [20℄ have shown that

• one singular spa
e of K is given by an anti-symmetri
 singular ve
tor vasym,whose jth 
omponent is
vasymj = H+

1 (krj) cos(ϕj) , (2.24)7The reason why H−

n is used in spite of H+
n is the time dependen
y 
onvention, here e+iωt.8This is rigorously true for 
ir
ular-se
tion targets.



2.3. SCATTERING CASE 69and a singular value λasym whose amplitude in
reases with χ2, where χ ∝ ϕN−ϕ1basi
ally represents the angular aperture of the array;
• two other singular ve
tors are linear 
ombinations of two symmetri
 ve
torsdes
ribed by

{

H+
0 (krj)

H+
1 (krj) sin(ϕj)

, (2.25)whereas for the singular values, λsym,1 ∝ χ0 and λsym,2 ∝ χ2. In addition, for
χ→ 0, that is, for a small aperture, vsym,1j ≈ H+

0 (krj).As long as χ is relatively small, λsym,1 is the largest singular value, followed by λasymand λsym,2. The anti-symmetri
 one, λasym, tends to be
ome larger than λsym,1 whenin
reasing the array aperture and at higher frequen
ies.Resonan
e regimeWhen removing the low-frequen
y regime assumption, that is, when the dimensionsof the target are 
omparable to λ, interestingly enough, DORT is still able to separatesymmetri
 and anti-symmetri
 
omponents of the s
attered �eld, only the amplitudehierar
hy of the singular values 
hanges and the largest one is not ne
essarily thatasso
iated with a symmetri
 �eld. Also, other anti-symmetri
 singular ve
tors withmore than one π phase jumps be
ome signi�
ant.Experimental resultsBy means of an example based on experimental data, it is useful to give an insightinto the physi
al meaning of �symmetri
� and �anti-symmetri
� ve
tors. The 
on�gurationis shown in Fig. 2.15(a): a 2 
m-radius metalli
 
ylinder is imaged in re�e
tion. Thetarget dimensions do not really ful�ll the low-frequen
y regime hypotheses, espe
ially atthe high end of the frequen
y band. This, in addition to the relatively high apertureangle (around 50 deg), result in Fig. 2.15(d) in an anti-symmetri
 singular value, λ2, �only�20 dB lower than the symmetri
 one, λ1. As for the other singular values, they have anirregular, os
illating aspe
t sin
e they are asso
iated to noise. Although �pure� noise shouldpresent a �at behavior - apart from the amplitude damping at the band edges due to theFFT window Wω(ω) - 
orresponding to the noise �oor of the VNA, two fa
tors alter theirfrequen
y dependen
y: 1) the RF signal ringing due to unperfe
t adaptation of 
ables and
onne
tors of the prototype, and 2) the thermal drift that pollutes the total/in
ident �elddi�eren
e and generates a sort of 
orrelated noise (
f. �1.4.3).The 
omplex laws of the singular ve
tors and the mono
hromati
 �eld 
harts at 3 GHzasso
iated to λ1 and λ2 are shown in Fig. 2.15(b-
) and Fig. 2.15(e-f), respe
tively. v1 is thesymmetri
 singular ve
tor sin
e it 
orresponds to the isotropi
, or monopolar, 
omponentof the s
attered �eld: its phase keeps the same sign over the ve
tor elements and theasso
iated �eld 
hart fo
uses in the dire
tion of the target. On the other hand, v2 is an
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(d) (e) IDORT
ω (~r;v1) (f) IDORT

ω (~r;v2)Figure 2.15: DORT method applied to the re�e
tion setup in (a). (d) K matrix singular valuesas a fun
tion of frequen
y. (b-
) and (e-f) v1 and v2 
omplex laws and 
orre-sponding mono
hromati
 �eld 
harts at 3 GHz, respe
tively.anti-symmetri
 singular ve
tor. Its phase has a π jump 
orresponding to the �rst order ofanistropy, or multipolarity, of the s
attered �eld. As a 
onsequen
e, it generates a wavewith a null at the position of the target. This behavior 
an somehow be interpreted aswell as a fo
using property, in the sense that it might favorably exploited in lo
alizing thetarget, as des
ribed for the subspa
e methods introdu
ed later. As for the other frequen
ieswithin the [2-4℄ GHz band, the respe
tive �eld 
harts fully 
on�rm the behavior observedin Fig. 2.15(e-f).2.3.3.2 Time-domain extensionAs opposed to TR, DORT is instrinsi
ly a time-harmoni
 method. Extending it to thetime-domain is parti
ularly important when using an array with a small aperture angle inre�e
tion. In e�e
t, although this 
on�guration is favorable for well separating symmetri
and anti-symmetri
 singular values/ve
tors as explained in the previous paragraph, DORTimages are very poorly resolved in down-range (
f. Fig. 2.15(e)). An e�
ient exploitationof the available bandwidth 
an then greatly improve the down-range resolution, as seen forinstan
e with the Kir
hho� migration method (
.f. Figs. 2.8-2.9).As a starting point, the SVD of K(ω) separately at ea
h frequen
y within the operatingband must be performed. For imaging purposes, all the mono
hromati
 �eld 
harts in
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an be either summed in
oherently, giving
IDORT
ωω (~r;vl) =

ωM∑

ω=ωm

∣
∣
∣iω vTl (ω)Ĝ(ω;~r)

∣
∣
∣

2

, (2.26)or re
omposed 
oherently,
IDORT
t (~r;vl) = IFT

[

iω vTl (ω)Ĝ(ω;~r)
]

(t) . (2.27)Physi
ally speaking, (2.27) des
ribes the propagation in time of the ele
tri
 �eld produ
edby an array steered with the time-domain singular ve
tor ṽl(t) , IFT [vl(ω)] (t).Of 
ourse, thanks to 
oheren
y in frequen
y, (2.27) allows to greatly improve the down-range resolution performan
es, very poor in the mono
hromati
 
ase (2.17) as well as in(2.26). Unfortunately, the singular ve
tors are mathemati
ally determined up to a 
omplex
onstant, that is, if vl(ω) is a singular ve
tor, then also a(ω)vl(ω) is one, with a(ω) ∈ C,meaning that an in�nity of them rigorously exist. Therefore, it is in prin
iple in
orre
tto dire
tly perform the IFT of the singular ve
tors, sin
e the 
oheren
y in frequen
y islost due to the indetermination of the 
onstant a(ω), and more importantly of its phase
φa(ω) = arg[a(ω)].Some solutions to the 
onstru
tion of 
oherent temporal singular ve
tors are reviewednext in �2.3.3.3. Here, it must be stressed that one of the 
onsequen
es of su
h phaseindetermination is that the time instant at whi
h the ba
k-propagated wave (2.27) fo
usesonto the target, tfoc, is unknown, whereas a

ording to the time-inversion prin
iple of TRit should be equal to 0 s. To form a single image of the s
atterer, it is then ne
essary to�extra
t� from the �movie� in (2.27) one single frame. Su
h frame 
orresponds in prin
iple to
tfoc, sin
e it is at the target lo
ation and at the fo
using instant that 
onstru
tive interferen
etakes pla
e. Two approa
hes 
an then be used to fet
h the �best� image.
• Choose tfoc as the instant where the maximum of (2.27) is rea
hed.
• Choose tfoc as the instant where the entropy H(t) of the image is minimized [96℄.This is motivated by the fa
t that, at the fo
using instant, the ba
k-propagated wavealmost 
orresponds to the wave initially s
attered by the target when hit by the �eldimpinging on it. Thus, it should be a �well-ordered� [96℄ wave, hen
e its entropy - ameasure of the disorder of an image - should be the smallest among all the frames.The resolution obtained with (2.27) has been analyti
ally studied in �B.2.Down-range IDORT

t is based on time-domain beamforming either at emission with vl or atre
eption with ul. Assuming the fo
using instant tfoc is well 
hosen, the down-rangeresolution is then equal to λbw, twi
e the value found for Kir
hho� migration whi
hperformes beamforming both at emission and at re
eption:
RDORT

dn ≈ λbw . (2.28)
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ross-range resolution is basi
ally given by the
entral frequen
y mono
hromati
 result, that is,
RDORT

x ≈ λcF

D
. (2.29)2.3.3.3 Time-domain singular ve
torsBa
k to (2.27), it has already been mentioned that the phase indetermination broughtby the SVD of the K matrix prevents from building 
oherent time-domain singular ve
tors.A hint on how to solve this problem might 
ome from the des
ription of the iterative TRpro
ess. In e�e
t, it is easy to see that (2.16) a
tually preserves the frequen
y 
oheren
e,sin
e the e−iφa(ω) fa
tor appears both in v1 and, 
onjugated, in vH1 .In this sense, TR and time-domain DORT are stri
tly equivalent (apart from the absen
eof iterations and the sele
tive fo
using 
apability given by DORT). But the question to beasked is whether the same spatiotemporal fo
using obtained with TR in the a
tive sour
e
ase 
an be obtained by DORT with a passive target. Some possible answers have re
entlyappeared in literature.Free-spa
e propagationIn free-spa
e, the optimal spatiotemporal fo
using is simply obtained by triggeringthe iterative TR pro
edure with the emission of a single array antenna, say the jthone. This 
orresponds to substituting s

(0)
Tx(ω) = 1j in (2.16)9, whi
h gives, in the 
aseof a single target lo
ated at ~rtgt, the new steering ve
tor v̂1(ω)

v̂1(ω) = λ1(ω)
[
vH1 (ω)1j

]
v1(ω)

= λ1(ω)v1(ω)e
−i arg[v1,j(ω)] .

(2.30)Re
alling now �2.3.3.1, in the low-frequen
y regime and negle
ting any amplitudenormalization fa
tor, the singular ve
tor given by any SVD routine is of the kind
v1(ω) = Ĝ∗(ω;~rtgt)e

iφa(ω), sin
e in free-spa
e G(ω;~rj, ~rtgt) = −iH−
0 (k|~rtgt − ~rj |)/4.Thus, as

arg [v1,j(ω)] = k|~rtgt − ~rj |+ φa(ω) , (2.31)(2.30) be
omes
v̂1(ω) = λ1(ω)Ĝ

∗(ω;~rtgt)e
−ik|~rtgt−~rj | . (2.32)Ba
k-propagating v̂1(ω) at the target lo
ation ~rtgt results in

v̂T1 (ω)Ĝ(ω;~rtgt) = λ1(ω)e
−ik|~rtgt−~rj | , (2.33)that is, the frequen
y 
omponents of the ba
k-propagated �eld hit the target with alinear phase dependen
y with respe
t to ω. Then, as 
ompared to the �ideal� 
ase9Of 
ourse, if a parti
ular pulse shape p̃(t) is to be emitted, then 1j needs to be multiplied by its IFT

p(ω).
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v1(ω) = Ĝ∗(ω;~rtgt) that would give the same zero-phase at ~rtgt at any frequen
y, thisstrategy only produ
es a simple delay equal to tfoc = |~rtgt − ~rj|/c, not altering thefo
using quality at all. Indeed, (2.27) evaluated at ~r = ~rtgt gives

IDORT
t (~rtgt; v̂1) = IFT

[

iω v̂T1 (ω)Ĝ(ω;~rtgt)
]

(t) =
∂λ̃1

(
t− tfoc

)

∂t
, (2.34)where λ̃1(t) = IFT [λ1(ω)] (t).With this method, there is no need to know a priori the target position and if, in
ase of multiple targets, their separation is assured by DORT, there is no degradationwhatsoever of the sele
tive fo
using quality. The present analysis is also meaningfulto explain experimental results su
h as those reported in [29℄ for free-spa
e 
on�gura-tions, sin
e no mathemati
al justi�
ation is given for the very good fo
using a
hieved.SVP te
hniqueSin
e in the a
tive sour
e 
ase all the mono
hromati
 ba
k-propagated ve
tors hit theinitial sour
e with the same phase (namely 0 deg, 
f. Fig. 2.5(a)), it is natural to builda new singular ve
tor v̂l(ω) = vl(ω)e

iφcorr(ω), whose 
orre
tion phase φcorr(ω) has to bedetermined by imposing that, given the target position ~rtgt, the ba
k-propagated �eld
v̂Tl (ω)Ĝ(ω;~rtgt) has the same phase at ea
h frequen
y ω. The method, introdu
ed byPhilippe et al. [97℄, has been named SVP from the fren
h a
ronym Syn
hronisationdes Ve
teurs Propres (eigenve
tors syn
hronization).Despite its �elegant� simpli
ity, this method relies on the a priori knowledge of ~rtgt.Although this information 
an be retrieved through another method (mono
hromati
DORT, Kir
hho� migration, et
.), the pre
ision of the estimation is resolution-limited.Furthermore, it is not 
lear where exa
tly ~rtgt should be pla
ed in 
ase of an extendedtarget in the resonan
e regime. Lastly, in 
omplex propagating media whose Greenfun
tion is not fully known, the estimation of ~rtgt might even be too erroneous to beused for the 
orre
tion.Spa
e-frequen
y DORTA totally di�erent approa
h is followed in [98℄ by Yavuz et al.. It 
onsists in performingthe SVD of one big spa
e-frequen
y matrix (or N smaller ones for ea
h emitter)
ontaining all the measured data: its 
olumns are spanned by the frequen
y ω andits lines by the emitters/re
eivers positions. By doing so, there is no more loss of
oheren
y, sin
e one single SVD must be performed to pro
ess all the data.Although a s
heme des
ribing how to use the new right and left singular ve
torsin 
onjun
tion with the singular values is proposed, and although some interestingresults have been reported, there is no mathemati
al or physi
al eviden
e on whythe method should work and be robust to 
lutter. Also, due to the same la
k ofmathemati
al/physi
al derivation, it is not 
lear how to 
hoose the number of leftand right singular ve
tors when building the time-domain ve
tors.



74 CHAPTER 2. DETECTION/LOCALIZATION WITH TIME REVERSALArrival time estimationYet another approa
h is used by Bor
ea et al. in [99℄. As a �rst step, k = 1, Nmodi�ed versions of the singular ve
tor vl(ω) are built by proje
ting onto it the
olumns of the K matrix, K[k], giving
[

v
[k]
l (ω)

]∗

=
[
vTl (ω)K

[k](ω)
]
v∗
l (ω) . (2.35)The quantity in (2.35) is 
oherent in frequen
y, sin
e both vl and its 
onjugate appear.An IFT 
an then safely be done. Physi
ally, the kth among the N resulting time-domain signals 
orresponds to the limit of an iterative TR pro
edure triggered by theve
tor K[k](ω) (
f. (2.16)). It is then easy to see that the target e
ho arrival times inthe elements of (2.35) are τ̃k + τ̃j|j=1,N , the former inherited from K[k] and the latterfrom the elements of v∗

l .Then, the N modi�ed singular ve
tors (2.35) must be reorganized into the matrix
K̂(ω) =

[ [

v
[1]
l (ω)

]∗ [

v
[2]
l (ω)

]∗

· · ·
[

v
[N ]
l (ω)

]∗
]

, (2.36)whi
h resembles to the orginal K matrix but is 
leaner in the sense that the 
ontri-bution from the lth target is in prin
iple isolated. By extra
ting the arrival time fromea
h element of K̂(ω) (through a simple peak dete
tion algorithm), an equivalent ma-trix of arrival times T̃ su
h that T̃jk = τ̃j+ τ̃k is built. From this, for instan
e throughthe least squares method, the single arrival times t̃ , [τ̃1 τ̃2 · · · τ̃N ]T are evaluated10.Finally, the time-domain singular ve
tor is built by averaging the singular ve
tors(2.35) after syn
hronizing them with the respe
tive τ̃k:
˜̂vl(t) , IFT [v̂l(ω)] (t) = IFT

[

1

N

N∑

k=1

v
[k]
l (ω)e−iωτ̃k

]

(t) =
1

N

N∑

k=1

ṽ
[k]
l (t− τ̃k) , (2.37)where ṽl(t) , IFT [vl(ω)] (t). When ba
k-propagating the new singular ve
tor, sin
ethe arrival times of the elements of ˜̂vl(t) are −τ̃j |j=1,N , fo
using produ
es at tfoc = 0 s,that is, the normal behavior of TR is reestablished. Also, a new and 
leaner estimationof the arrival times τ̃j |j=1,N 
an be done on ˜̂vl(t), sin
e, as explained below, theaveraging is expe
ted to redu
e the e�e
t of noise.10To apply the least squares method, the matrix T̃ must �rst be unfolded 
olumn-wise into a ve
tor a

T̃
.Then, ea
h of its elements must be linked to the unknown ve
tors through a 
oe�
ients matrix C:

a
T̃
= Ct̃ .Finally, the single arrival times are obtained by minimizing the squared error with respe
t to a

T̃
, whi
h ismathemati
ally obtained through the pseudoinverse C

+ of C:
t̃ = C

+
a
T̃

.The pseudoinverse C
+ 
an be 
al
ulated by means of the SVD of C [69℄.



2.3. SCATTERING CASE 75This solution, ne
essitating no a priori information, 
an be parti
ularly e�e
tive inrandom propagation media. In e�e
t, provided the single arrival times ve
tor t̃ isproperly estimated, averaging the N modi�ed singular ve
tors in (2.37) results insmoothing the e�e
t of disorder in the medium while 
onstru
tively summing the
ontribution of the target, in prin
iple identi
al on ea
h ṽ
[k]
l (t− τ̃k). In other words,if the medium response, ex
luding the target, is well de
orrelated when sounding itwith di�erent antennas - 
orresponding to the N versions of ṽ[k]

l (t− τ̃k) -, then (2.37)sort of averages N realizations of disorder.It must be noti
ed that the given method is also rather robust with respe
t to the
oupling of singular ve
tors in 
ase of multiple targets (see �2.3.3.5). Again, for l = 1,the averaging in (2.37) redu
es the 
ontribution of the other targets, whi
h are notsyn
hronized among the N ve
tors ṽ[k]
1 (t− τ̃ 1k ), where τ̃ 1k is the estimated arrival timerelative to the �rst target. The same happens for l = 2, Ntgt, of 
ourse. Nonetheless,a ne
essary 
ondition is that the singular values λl(ω) are ea
h asso
iated to the sametarget at all the frequen
ies explored [99℄. If this is not true, that is, if the singularvalues 
ross ea
h other at di�erent frequen
ies, the 
oheren
y in (2.35) is lost, resultingin wrong estimates of the arrival times and in the failure of the syn
hronization (2.37).Experimental resultsThe �rst experimental 
on�guration is shown in Fig. 2.16(a). The wooden target (εr ≈ 2)is small and relatively far from the array: the low-frequen
y approximation 
onditions hold.Syntheti
 data for this setup predi
t a λ1/λ2 ratio (symmetri
 over anti-symmetri
 singularvalues) equal to 60 dB. The largest singular value in Fig. 2.16(b) 
orresponds in e�e
t to

λ1: it is rather smooth over the frequen
y band, whi
h 
orresponds well to the theoreti
alshape of the symmetri
 singular value of a non-resonant target. Nonetheless, due to the lows
attering strength of the target and in spite of the drift 
orre
tion, the experimental setuphas not enough dynami
 range to observe λ2. So, the other singular values in Fig. 2.16(b)are related to noise.The time-domain images, or frames, built a

ording to (2.27) and using the free-spa
esolution (2.30) are presented in Fig. 2.16(
-l). The experimentally retrieved antenna patternis used11. During the �rst frames a fo
using wave builds up; its amplitude grows, thanks toneater 
onstru
tive interferen
e among ea
h emitted wave, until it rea
hes the s
atterer at
t = 4.25 ns. Afterwards, the wave diverges and the resolution spot widens. The fo
usinginstant tfoc 
orresponds to the delay that appears in (2.34). Namely, sin
e the N th antennahas been used as triggering antenna, tfoc = |~r ltgt − ~rN |/c = 4.15 ns. This is very well in line11Noti
e that using the experimental antenna radiation pattern does not blur the �eld 
harts as it was the
ase for Kir
hho� migration in Fig. 2.8(d). Indeed, although only a small region of ea
h 
hart 
orrespondsto azimuth angles available during the 
hara
terization step (
f. the grayed area in Fig. 2.8(d)), destru
tiveinterferen
e outside this region makes the �eld su�
iently small despite the erroneous extrapolated antennapattern.
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(
) t = 1.625 ns (d) t = 2 ns (e) t = 2.375 ns (f) t = 2.75 ns (g) t = 3.125 ns

(h) t = 3.5 ns (i) t = 3.875 ns (j) t = 4.25 ns (k) t = 4.625 ns (l) t = 5 nsFigure 2.16: DORT method applied to the re�e
tion setup in (a). (b) K matrix singular values.(
-l) Di�erent frames of the time-domain �eld 
harts IDORT
t (~r;v1). In (j), theba
k-propagated wave fo
uses onto the target. Drift and experimental antennaradiation pattern 
orre
tions are used.with the 4.25 ns experimentally found, with an error of 0.10 ns (3 
m), smaller than thetime (spa
e) sampling of the �eld 
harts given by π/ωM = 0.125 ns (3.75 
m).Con
erning the way of �automati
ally� 
hoosing the fo
using instant tfoc, the maximumof the �eld 
harts and their entropy as a fun
tion of time are plotted in Fig. 2.17 (a) and(b), respe
tively. With either method the 
hosen value does not mat
h tfoc = 4.25 ns of
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(a) max
~r

IDORT
t (~r;v1) (b) minH(t)Figure 2.17: Time-domain DORT method applied to the re�e
tion setup in Fig. 2.16(a). Evo-lution of the �eld 
hart (a) maximum value, and (b) entropy as a fun
tion oftime.Fig. 2.16(j), although espe
ially for the former method the error is as small as 0.125 ns.In fa
t, the entropy-based method systemati
ally anti
ipates the fo
using instant whenthe target is far from the array, even with syntheti
 data, sin
e for larger distan
es Fthe fo
using spot widens as λcF/D, and the entropy value starts to grow. On the otherhand, the maximum-based strategy seems more robust (the Green fun
tion normalizationis mandatory here); in this 
ase, for instan
e, the error 
orresponds to the time resolution,it is then minimum.Another example is given in Fig. 2.18. A large PVC 
ylinder �lled with tap wateris imaged in re�e
tion in the ane
hoi
 
hamber �rst (Fig. 2.18), then in a reverberatingmedium (Fig. 2.19). While two singular values 
learly emerge from noise in Fig. 2.18(b) -symmetri
 and anti-symmetri
 - reverberation alters them and seemingly adds new singularvalues in Fig. 2.19(b), probably asso
iated to the s
attering from the metalli
 plate and/orthe tiled wall. The time-domain �eld 
harts IDORT

t (~r;v1) are built either with the free spa
emethod (2.27) (Fig. 2.18(
) and Fig. 2.19(
)) 
oupled with the maximum-based approa
hfor pi
king the right tfoc, or with the arrival time estimation-based method (2.35)-(2.37)(Fig. 2.18(d) and Fig. 2.19(d)). In the ane
hoi
 
ase, both approa
hes give a very 
leanimage at the instant of fo
using. As for the 
hoise of tfoc in Fig. 2.18(
), the entropy-basedmethod (not shown) is again in advan
e by 0.125 ns with respe
t to the maximum-based
riterion, but both give a fo
using instant pre
eeding the one found in Fig. 2.18(d).The reverberating 
ase is more intriguing. Applying the free-spa
e method gives a noisy�eld 
hart, regardless of the 
hoi
e of tfoc (both maximum- and entropy-based approa
hesgive here the same tfoc value). Indeed, a se
ond fo
using wave temporally following thestronger one plus some �warm� spots all around appear. The reason for this lies in themismat
h between time-domain Green fun
tions of the medium and of free-spa
e. Theformer 
omprises the e�e
t of the re�e
ting surfa
es, similarly to what observed when



78 CHAPTER 2. DETECTION/LOCALIZATION WITH TIME REVERSAL
�� �� �� �� �� �� �� �	

�
�
��
�

�������

��	���

A���

ABCDEF����
�F��D��� 
����
���D�D	��(a) (b)

(
) (d) (e)Figure 2.18: DORT method applied to the re�e
tion setup (a) in the ane
hoi
 
hamber. (b)Singular values distribution over frequen
y. (
,d) Time-domain DORT �eld 
harts
IDORT
t (~r;v1). In (
), the fo
using instant tfoc is retrieved through the maximum-based approa
h; in (d), the arrival times estimation method (2.35)-(2.37) is used,so that tfoc = 0 s.applying DORT in waveguides [100, 101℄; the latter is the one intrinsi
ally used duringba
k-propagation. On the other hand, the arrival time estimation-based method resultsin a great improvement, so that almost the same 
hart Fig. 2.18(d) found in free spa
e isretrieved here. As explained, it is the averaging of the syn
hronized singular ve
tors (2.37)that redu
es the e�e
t of reverberation, whi
h behaves on ea
h version of the singularve
tors (2.35) as a di�erent sto
hasti
 realization of the medium.2.3.3.4 Di�erent Tx and Rx arraysAn issue somehow similar to the one of building time-domain singular ve
tors appearswhen dealing with a 
on�guration with two separate arrays, e.g. the transmission 
on�g-uration. In e�e
t, sin
e two di�erent �eld 
harts 
an be obtained at a given frequen
y byusing the right and left singular ve
tors vl and ul, respe
tively (see (2.17) and (2.19)), itseems natural to re
ombine them 
oherently, that is, summing them, in order to improvethe resolution of the images. Hen
e, the similarity with the time-domain DORT method
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(
) (d) (e)Figure 2.19: DORT method applied to the re�e
tion setup (a) in a reverberating medium. (b)Singular values distribution over frequen
y. (
,d) Time-domain DORT �eld 
harts
IDORT
t (~r;v1). In (
), the fo
using instant tfoc is retrieved through the maximum-based approa
h; in (d), the arrival times estimation method (2.35)-(2.37) is used,so that tfoc = 0 s.
onsisting of 
oherently re
ombining all the mono
hromati
 �eld 
harts.Unfortunately, exa
tly the same phase indetermination issue forbids the 
oherent re
om-bination, sin
e from the SVD of K(ω) it 
an be seen that

{

vl ∝ eiφb

ul ∝ eiφb
, (2.38)where φb is the undetermined phase, and the two �eld 
harts are built using vl and u∗

l .Some of the methods developed for the time-domain approa
h 
an therefore be appliedto remove this indetermination. Namely, a sort of SVP te
hnique setting the phase of both�eld 
harts to a same value at the target lo
ation would be e�e
tive in re
ombining them,although under the same 
onstraints mentioned in �2.3.3.2 [102℄. Alternatively, the arrivaltimes estimation method (2.35)-(2.37) 
an be applied to estimate the �rst and se
ond arrayarrival times, τ̃ 1j |j=1,N1 and τ̃ 2k |k=1,N2, respe
tively12. Then, the separate syn
hronization12For a two-arrays 
on�guration, the method des
ribed in �2.3.3.2 must be slighlty modi�ed. Given an
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tors assures that both �eld 
harts fo
us at tfoc = 0 s,thus allowing their 
oherent re
ombination.Experimental resultsThe test 
ase is the 
on�guration already used with Kir
hho� migration in Fig. 2.11(a). Ametalli
 target is imaged in transmission by two separate arrays. In Fig. 2.20(a), the arrivaltimes retrieved with the singular ve
tor-based method in (2.35)-(2.37) are �rst shown.They 
orrespond well to the distan
es of the respe
tive antennas, and they are used tobuild, in Fig. 2.20(b,
), the time-domain DORT �eld 
harts IDORT
t (~r;v1) and IDORT

t (~r;u1),respe
tively. Su
h 
harts show how fo
using is �rst obtained separately by ea
h array at
tfoc = 0 s. Then, the two 
harts are summed 
oherently thanks to the syn
hronization(2.37): the plotted frames in Fig. 2.20(d-h) depi
t the formation of both fo
using wavesat t < 0 s, then the fo
using instant t = tfoc = 0 s at whi
h they both 
onverge onto thetarget, and �nally their respe
tive departure from the fo
using position at t > 0 s.Noti
e that for a transmission 
on�guration, the only improvement given by the 
oherentuse of right and left singular ve
tors 
onsists in an enhan
ed temporal fo
using, that is, theamplitude of the fo
using waves de
reases more rapidly at t 6= 0 s with respe
t to either
IDORT
t (~r;v1) or IDORT

t (~r;u1). For an improved spatial resolution, di�erent 
on�gurationsare needed, for instan
e two interleaved or side-by-side arrays.2.3.3.5 Multiple targets 
aseThe se
ond drawba
k of TR, the impossibility of separately imaging two targets, 
anunder 
ertain 
onditions also be over
ome with DORT. As initial assumptions, the targets,lo
ated at ~r 1
tgt and ~r 2

tgt, must be in the low-frequen
y regime and their 
ross-range distan
emust be larger than the resolution limit λF/D.Using syntheti
 data, in Fig. 2.21 two identi
al small metalli
 targets pla
ed at 60 
mand 70 
m from the array are imaged. Fig. 2.21(b) 
ompares the two largest singular valuesof K, λ1 and λ2, to the largest singular values obtained when either one or the other targetare present, λ̄11 and λ̄21. It appears that the new singular values �os
illate� around the single-target ones, hen
e the mutual presen
e of the targets alters the result. First Tortel et al.in 1999 [18℄, and later Minonzio et al. in 2006 [103℄ who added multiple s
attering to themathemati
al derivation, have indeed shown that:
N2 ×N1 K matrix, the k = 1, N1 versions of the left singular ve
tor are

u
[k]
l (ω) =

[

u
H
l (ω)K[k](ω)

]

ul(ω) ,where K
[k] is now the kth line of K. Then, the N2 × N1 arrival times matrix T̃ is built identi
ally.Nonetheless, sin
e T̃jk = τ̃1k + τ̃2j , where τ̃1 and τ̃2 are the estimated arrival times pertaining to the �rstand se
ond arrays, respe
tively, the extra
tion of the single arrival times t̃

1 and t̃
2 must be modi�eda

ordingly.
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(a) (b) IDORT
t (~r;v1) (
) IDORT

t (~r;u1)

(d) t = −1 ns (e) t = −0.5 ns (f) t = 0 ns (g) t = 0.5 ns (h) t = 1 nsFigure 2.20: Time domain DORT method applied to the transmission setup in Fig. 2.11(a).The arrival times estimation method (2.35)-(2.37) is applied. (a) Arrival times forea
h array. (b,
) Time domain DORT �eld 
harts for the right and left singularve
tors v1 and u1, respe
tively. (d-h) Di�erent frames of the movie resulting fromthe 
oherent ba
k-propagation of both v1 and u1.
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(a) (b)Figure 2.21: Syntheti
 data with two small metalli
 targets. (a) Setup and (b) DORT singularvalues as a fun
tion of frequen
y (blue and red 
urves) 
ompared to the largestsingular values obtained with one single target in pla
e for ea
h of the targets(bla
k dashed and dotted-dashed 
urves).
• The quadrati
 nature of the SVD operator, even without multiple s
attering betweentargets, is responsible of su
h behavior. The key fa
tor is the s
alar produ
t (v̄1

1)
H
v̄2
1
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(a) IDORT

ω (~r;v1) (b) IDORT
ω (~r;v1) (
) IDORT

ω (~r;v1) (d) IDORT
ω (~r;v1) (e) IDORT

ω (~r;v1)

(f) IDORT
ω (~r;v2) (g) IDORT

ω (~r;v2) (h) IDORT
ω (~r;v2) (i) IDORT

ω (~r;v2) (j) IDORT
ω (~r;v2)

2 GHz 2.5 GHz 3 GHz 3.5 GHz 4 GHzFigure 2.22: DORT images from 2 GHz to 4 GHz asso
iated to the (a-e) �rst and (f-j) se
ondsingular values of the K matrix relative to the 
on�guration in Fig. 2.21.between the unperturbated singular ve
tors
(
v̄1
1

)H
v̄2
1 ≈

∑

j

H−
0 (k|~rj − ~r 1

tgt|)H+
0 (k|~rj − ~r 2

tgt|) , (2.39)that strongly a�e
ts λ1 and λ2. Although it 
an been shown, for example through theuse of the Graf's formula for ea
h Hankel fun
tion, that in the 
omplete 
on�guration
(v̄1

1)
H
v̄2
1 ∝ J0(k|~r 2

tgt − ~r 1
tgt|) = ℑ

[
G(ω;~r 1

tgt, ~r
2
tgt)
] [18℄, in the 
ase of a measurementline no su
h simple result holds. Nevertheless, an os
illating behavior 
an be expe
ted,exa
tly as in Fig. 2.21(b), where the period of the os
illations of λ1 and λ2 around λ̄11and λ̄21 is in a range between 600 MHz and 800 MHz, 
lose to c/|~r 2

tgt−~r 1
tgt| ≈ 800MHz.

• In presen
e of multiple s
attering, yet another term os
illating with k|~r 2
tgt − ~r 1

tgt|appears [103℄.
• As for the singular ve
tors v1 and v2, they are linear 
ombinations of v̄1

1 and v̄2
1,and this again regardless of multiple s
attering. This generates a 
oupling that isresponsible of parasite fo
using in the dire
tion of the �wrong� target.The e�e
t of the presen
e of two targets onto the singular ve
tors is 
learly shown inFig. 2.22, where the �eld 
harts 
orresponding to v1 and v2 between 2 GHz and 4 GHz areplotted with a step of 500 MHz. At those frequen
ies where, in Fig. 2.21(b), the singularvalues are unmodi�ed, e.g. 3 GHz and 4 GHz, the �eld 
harts show 
lean fo
using beamsin the dire
tions of either target. On the other hand, when the singular values are altered,e.g. at 2 GHz and 3.5 GHz, the beams 
ouple, although more energy is always sent in thedire
tion of the �right� target.
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ed that the ni
e sele
tive fo
using a
hieved in Fig. 2.22 is not alwaysensured. In [103℄, for the 
ase of two identi
al targets pla
ed symmetri
ally with respe
t tothe array axis, it is shown that v1 and v2 are proportional to v̄1
1 ± v̄2

1, whi
h implies thatboth of them fo
us onto both of the targets, although with di�erent phases. On the otherhand, if the targets have di�erent s
attering power and/or are pla
ed at di�erent distan
eswith respe
t to the array, some degree of sele
tive fo
using 
an be obtained as in Fig. 2.22.In the general 
ase, there exists no solution to the best of our knowledge to the problemof retrieving v̄1
1 and v̄2

1 given the 
oupled v1 and v2. Nonetheless, the availability of a largebandwidth is somehow helpful in this sense. In e�e
t, if fbw > 2c/|~r 2
tgt − ~r 1

tgt|, a

ording to(2.39), there is at least one frequen
y where (v̄1
1)
H
v̄2
1 nulls, that is, a minimum amount of
oupling a�e
ts the singular ve
tors and true sele
tive fo
using is obtained. Furthermore,using all the mono
hromati
 
harts, one for ea
h frequen
y, as previously explained in�2.3.3.2, helps in in
reasing the quality of target separation with respe
t to the single-frequen
y 
ase.Experimental resultsThe experimental result proposed here is relative to a transmission 
on�guration. Asdes
ribed in �1.3, the transmission 
on�guration is experimentally parti
ularly interestingbe
ause of a far larger dynami
 range than in the re�e
tion 
on�guration. In the frameof DORT, the same behavior observed in re�e
tion must be expe
ted. In e�e
t, (2.3.3.1)is formally un
hanged, so that all the subsequent derivations hold as well provided thegeometri
 hypotheses (low-frequen
y regime and so-on) are veri�ed for both the antennaarrays.In Fig. 2.23 the results of a two-target setup are presented. The imaged obje
ts arepla
ed at the same distan
e from the array, rather symmetri
ally with respe
t to its axis,but they have di�erent s
attering strengths, the �rst being metalli
 and the se
ond wooden(εr ≈ 2) and slightly smaller. Thanks to the large dynami
 range, at least four singularvalues emerge neatly from noise. As shown by the time-domain �eld 
harts asso
iated tothe three largest singular values, a symmetri
 
omponent per target and an anti-symmetri
one - a sort of �
ommon� anti-symmetri
 for both targets - are extra
ted. The arrival timesestimation method (2.35)-(2.37) has been applied to plot the �eld 
harts, so that tfoc = 0 s13.Coupling between v1 and v2 is at the origin of the parasite fo
using onto the wooden target,13For a two-arrays 
on�guration, the method des
ribed in �2.3.3.2 must be slighlty modi�ed. Given an

N2 ×N1 K matrix, the k = 1, N1 versions of the left singular ve
tor are
u
[k]
l (ω) =

[

u
H
l (ω)K[k](ω)

]

ul(ω) ,where K
[k] is now the kth line of K. Then, the N2 × N1 arrival times matrix T̃ is built identi
ally.Nonetheless, sin
e T̃jk = τ̃1k + τ̃2j , where τ̃1 and τ̃2 are the estimated arrival times pertaining to the �rstand se
ond arrays, respe
tively, the extra
tion of the single arrival times t̃

1 and t̃
2 must be modi�eda

ordingly.
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(a) (b)

(
) IDORT
t (~r;v1) (d) IDORT

t (~r;v2) (e) IDORT
t (~r;v3)Figure 2.23: DORT method applied to the transmission setup in (a). (b) K matrix singularvalues as a fun
tion of frequen
y. (b-d) Time-domain �eld 
harts asso
iated tothe right singular ve
tors vl|l=1,2,3 built using the arrival times estimation method(2.35)-(2.37). The experimentally retrieved antenna pattern is used.normally asso
iated to v2, when plotting IDORT

t (~r;v1), and vi
e versa. Nonetheless, using atemporal approa
h over a so large bandwidth helps in improving the reje
tion of the wrongtarget: with respe
t to those frequen
ies where 
oupling is 
onsiderably higher (e.g. only3-5 dB reje
tion, 
f. Fig. 2.22), the reje
tion is in
reased, without any frequen
y sele
tionpro
edure, up to around 8-10 dB. Noti
e also that the �eld 
harts are built using theexperimentally retrieved antenna pattern. Indeed, the maximum point (bla
k 
ross) of thefo
using 
harts well 
orresponds to the target position, and in parti
ular for the metalli

ase to the side nearest to the emitting array.2.3.3.6 A
quisition of the K matrixThe advantages given by the DORT method, namely the immediate availability of thefo
using ve
tor (without TR iterations) and the sele
tive fo
using 
apability, ne
essitatethe knowledge of the inter-element matrix K. Given an array of N antennas, the moststraightforward way of re
ording K 
onsists in illuminating the medium with the �rst



2.3. SCATTERING CASE 85antenna and measuring the response over the entire array, then swit
hing to the se
ond,and so on until the N th. The steering ve
tors are then s1 = 1T1 , s2 = 1T2 , up to sN = 1TN ,and the 
orresponding measurements are the 
olumns of K. As 
ompared to TR, whi
hne
essitates the a
quisition of only one 
olumn of K, this pro
edure takes at least N timesmore time, ultimately limiting the dete
tion range or, equivalently, the target speed or�degree of unstationarity� of the medium under whi
h dete
tion is still ensured. This is thepri
e to pay when using DORT in pra
ti
al appli
ations.Nevertheless, at least two alternative strategies aimed at redu
ing the a
quisition time
an be 
onsidered.
• In [104℄, the authors propose to sound the medium withN orthogonal ve
tors {sl}l=1,Nea
h involving all the antennas and not simply �turning on� one single antenna peremission. The idea 
onsists in improving the SNR in the re
eived signals, sin
e ea
hemitted beam is now more energeti
 whereas the re
eiver noise is un
hanged. Build-ing a matrix S = [s1 s2 · · · sN ], the measured matrix is simply KS. Naming λ̂l and v̂lthe new lth singular value and ve
tor, respe
tively, it is easy to see that λ̂l = λl and
v̂l = SHvl, where λl and vl are the lth singular value and ve
tor of K. The latter,whi
h is the a
tual sought steering ve
tor, 
an �nally be retrieved as Sv̂l.Folégot et al. have proposed in [105℄ to redu
e to M < N the number of orthogonalsounding ve
tors, whi
h indeed redu
es by a fa
tor N/M the a
quisition time. Al-though the measured matrix KS is now a [N ×M ] matrix, if M is su�
iently largerthan the number of targets (espe
ially if in the low-frequen
y regime), the SVD ofthe new matrix gives exa
tly the same informations obtainable with K.
• A di�erent approa
h, requiring wideband signals, 
onsists in sounding the mediumagain with all the antennas transmitting at the same time, but ea
h sending a pulsebelonging to an orthognal set. At re
eption, through de
onvolution at ea
h re
eiver,the orthogonality in the time domain is re
ast into the spa
e domain, allowing toretrieve the impulse response of the medium to ea
h emitting antenna. After IFT,one element of the K(ω) matrix is thus measured. Of 
ourse ideal 
odes havingboth impulsive auto-
orrelation and zero 
ross-
orrelation do not exist (unless in�nitesequen
es, or emission time, are 
onsidered!). Hen
e, the K matrix measured throughthis te
hnique su�ers from a redu
ed SNR, ultimately limiting the pre
ision of theDORT method (or any other method based on the use of K). In [106℄, a study onhow to build e�
ient 
odes for a given appli
ation is 
arried out.2.3.3.7 Con
lusionsThe DORT method 
an be favorably exploited in an experimental multi-stati
, multi-frequen
y setup. Dete
tion and lo
alization work well in free-spa
e. For a single-target inre�e
tion, though, the down-range resolution is poorer than with Kir
hho� migration, asvisible for instan
e when 
omparing Fig. 2.8(
) and Fig. 2.16(j). As for 
ross-range, the
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omparable.In transmission, on the other hand, while Kir
hho� migration su�ers from the limitedarray aperture and is extremely sensitive to the estimation of the arrival times, DORTa
hieves the same good results observed in re�e
tion. This happens be
ause DORT doesnot rely on a round-trip estimation as Kir
hho� migration, it rather extra
ts the feedingve
tors of ea
h array separately throught the SVD of the K matrix.One very interesting feature o�ered by the DORT method 
on
erns sele
tive fo
using.Indeed, apart from the sele
tive imaging 
apability (
f. Fig. 2.23), it is possible to naturallyretrieve, via the SVD of the multi-stati
 matrix, the fo
using law that, as for TR, 
an be usedto experimentally transmit a fo
using wave. Although 
oupling between singular ve
tors,present even in absen
e of multiple s
attering, prevents from perfe
t sele
tive fo
using,more than 10 dB �wrong� target reje
tion is observed for targets in far-�eld and su�
ientlyseparated.The time-domain extension of DORT, leading to 
oherent temporal singular ve
tors, isfeasible espe
ially through the arrival times-based method (2.35)-(2.37). This te
hniquedoes not ne
essitate any a priori information and seems rather robust with respe
t to
lutter. The only requirement is that the pertinent singular value be always asso
iatedto the same target within the frequen
y band employed. Indeed, in 
on�gurations withvery small or even negative-in-dB SNR, it might be impossible or very hard to tra
k overfrequen
y the singular values asso
iated to the targets of interest, resulting in wrong arrivaltimes estimations and singular ve
tors syn
hronization. An example of su
h a deli
ate 
aseis given in �2.3.5 for an experimental through-the-wall 
on�guration.Finally, a �side-e�e
t� of the SVD at the heart of the DORT method is the possibility of
lassifying the singular values as belonging to the signal or noise subspa
es. This distin
tion
asts the basis of a 
ategory of lo
alization methods, among whi
h the TR- (or DORT-)MUSIC is probably the most representative and is therefore presented next.2.3.4 TR-MUSICTR-MUSIC as a method for dete
ting targets with a multi-stati
 system was proposedin 2000 by Lev-Ari and Devaney [4℄ and formalized in 2003 by Prada and Thomas [5℄ bymerging the non-linear MUSIC estimator prin
iple [107, 108℄ with the Time Reversal and,more expli
itly, DORT methods. The idea 
onsists in borrowing the statisti
al 
on
epts ofsignal and noise subspa
es and in applying them to the deterministi
 frame of DORT, andnamely to the SVD of the multi-stati
 matrix K. These subspa
es are the (λm;um,vm)singular spa
es into whi
h K is de
omposed: the signal subspa
e 
ontains those asso
i-ated to the target(s) - for instan
e symmetri
 and anti-symmetri
 spa
es in the 
ase of ameasurement line; the noise subspa
e all the others. The assumption that the m = 1,M�rst singular spa
es form the signal subspa
e is usually done for de�ning the TR-MUSICmethod.



2.3. SCATTERING CASE 87Now, due to the orthogonality of the singular ve
tors, it 
an be expe
ted that thosebelonging to the noise subspa
e do not fo
us onto the target(s), whereas the signal subspa
eones do. Therefore, inspired by the �
lassi
al� MUSIC method, the measure of the distan
ebetween the signal subspa
e {vm}m=1,M and the normalized Green fun
tion ve
tor Ĝ(~r)gives an indi
ation on whether the point ~r belongs or not to the fo
using region of thetarget. For instan
e, sin
e for a point target lo
ated at ~rtgt DORT gives v1 = eiφaĜ∗(~rtgt),the aforementioned distan
e, 1 − ∣∣∣vT1 Ĝ(~r)
∣
∣
∣

2 equals 0 at ~r = ~rtgt, that is, it is minimized.Finally then, the TR-MUSIC image 
an be obtained as
ITR−MUSIC
ω (~r;M) =

[

1−
M∑

m=1

∣
∣
∣v

T
mĜ(~r)

∣
∣
∣

2
]−1

=





min(N1,N2)∑

m=M+1

∣
∣
∣v

T
mĜ(~r)

∣
∣
∣

2





−1

, (2.40)whi
h is supposed to be maximum at the target lo
ation.Con
erning the a
hievable resolution, it must be noti
ed that in absen
e of noise, sin
e asjust stated the signal subspa
e-Green fun
tion distan
e is null for ~r = ~rtgt, (2.40) diverges.Therefore, the image redu
es to a point and the resolution is in�nitely small! The presen
eof noise brings ba
k the resolution to a �nite value that depends on the SNR. As an example,the 
ase of a measurement line with a large number of antennas imaging two very 
losepoint targets (distan
e d < λ/2) has been analyti
ally studied by Davy in [109℄ assuminggaussian noise de
orrelated over the antennas.Of 
ourse, the main di�
ulty in (2.40) 
onsists in 
hoosing the 
orre
t signal subspa
edimension M . On this purpose, thresholding me
hanisms as those employed in RADARsignal pro
essing to a
hieve a 
onstant false-alarm rate (CFAR) [92℄ in 
onjun
tion withthe use of random matrix theory to estimate the distribution of noise singular values [110℄might be useful.What is interesting here, is the role of the anti-symmetri
 singular ve
tors in the 
aseof extended targets. Indeed, although they rigourously belong to the signal subspa
e -they 
annot exist in absen
e of targets - the �eld 
harts asso
iated to them have a null inthe dire
tion of the target (
f. Fig. 2.15(f)). Thus, it seems advisable to rather 
lassifythem as part of the noise subspa
e, whi
h is supposed to further improve the quality ofthe TR-MUSIC image. In Fig. 2.24, a numeri
al example based on the setup in Fig. 2.18is presented. For the PVC 
ylinder �lled with tap water εr = 80 has been 
hosen for thenumeri
al resolution. The results show that settingM = 1 indeed gives almost a single pointwith in�nite resolution, whi
h is limited here only by the pixel dimensions in the �eld 
hart.Noti
e that the position of this point does not 
orrespond to the 
enter of the 
ir
le mainlybe
ause the array aperture angle ∆ϕ is not in�nitely small (
.f. �2.3.3.1). Adding also the�rst anti-symmetri
 singular spa
e to the signal subspa
e (M = 2) brings the resolutionto a �nite, although very small, value. This 
an be explained sin
e the symmetri
 singularvalue 
orresponds to an isotropi
 �eld and hen
e to a point target, whi
h is indeed retrievedin Fig. 2.24(b). On the other hand, adding anti-symmetri
 singular values means imagingan extended target, justifying the �nite-dimension spot in Fig. 2.24(
). This is also why
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reasing M gives results very similar to the M = 2 
ase.

(a) (b) ITR−MUSIC
ω (~r; 1) (
) ITR−MUSIC

ω (~r; 2)Figure 2.24: Syntheti
a data relative to the 
on�guration in Fig. 2.18. (a) Singular values dis-tribution, and (b-
) TR-MUSIC images at 3 GHz with signal subspa
e dimension
M = 1 and M = 2, respe
tively.Experimental resultsThe absorbing and reverberating 
on�gurations presented in Fig. 2.18(a) and Fig. 2.19(a),respe
tively, are tested in Fig. 2.25. Con
erning the former (top row), for whi
h the symmet-ri
 and anti-symmetri
 singular values were 
learly distinguished from noise in Fig. 2.18(b),the down-range resolution is severely impa
ted with respe
t to the syntheti
 results juststudied. Swit
hing to M = 2 degrades even more the 
ross-range resolution.The results related to the reverberating 
on�guration (bottom row) globally show re-du
ed resolution and image 
ontrast, or reje
tion, in 
ross-range, espe
ially in the 
ase

M = 1. This is due to the perturbation of the propagating medium with respe
t to free-spa
e, whi
h alters the 
omplex amplitude laws of the singular ve
tors. It is interesting tonoti
e how using M = 2, 3 adds additional spots in the dire
tion of the metalli
 plate (onthe left of the array) and of the tiled wall, whereas the 
ross-range reje
tion is improved.The additional spots are due to the fa
t that vm|m=2,3 generate themselves additional beamsin their dire
tions. The improved 
ross-range reje
tion, on the other hand, 
omes from the
oupling between vm|m=2,3 and v1 due to their small amplitude separation in Fig. 2.19(b).In other words, vm|m=2,3 
ontain a part of the signal s
attering 
ontribution as well and itmakes thus sense to in
lude them within the signal subspa
e.2.3.4.1 Time-domain extensionAs DORT or Phase Conjugation, TR-MUSIC deals with time-harmoni
 signals. Never-theless, as already dis
ussed in the 
ase of DORT, extending the method to time-domain
an be advantageous under several aspe
ts.As done for DORT in (2.26), summing all the frequen
ies already improves the result.



2.3. SCATTERING CASE 89

(a) ITR−MUSIC
ω (~r; 1) (b) ITR−MUSIC

ω (~r; 2)

(
) ITR−MUSIC
ω (~r; 1) (d) ITR−MUSIC

ω (~r; 2) (e) ITR−MUSIC
ω (~r; 3)Figure 2.25: TR-MUSIC at 3 GHz applied to the 
on�gurations (a,b) in the absorbing 
hamberof Fig. 2.18(a), and (
-e) in the reverberating medium of Fig. 2.19(a).Two possible ways of doing so exist:

ITR−MUSIC
ωω (~r;M) =











ωM∑

ωm

min(N1,N2)∑

m=M+1

∣
∣
∣v

T
m(ω)Ĝ(ω;~r)

∣
∣
∣

2





−1

type 1

ωM∑

ωm





min(N1,N2)∑

m=M+1

∣
∣
∣v

T
m(ω)Ĝ(ω;~r)

∣
∣
∣

2





−1

type 2

. (2.41)Nonetheless, either solution does not exploit frequen
y 
oheren
y.In [99℄, Bor
ea et al. have proposed an interesting frequen
y-
oherent approa
h. As a�rst step, the following time-domain ve
tor must be built:
A(t;~r;M) = IFT







min(N1,N2)∑

m=M+1

[

vTm(ω)Ĝ(ω;~r)
]

v∗
m(ω)






(t) . (2.42)It represents a sort of time-domain ba
k-propagated noise subspa
e not su�ering from thephase indetermination issue due to the SVD (thanks to the presen
e of both vm and v∗

m).The image is �nally obtained by re
ombining the 
omponents of the ve
tor A(t;~r;M) afterevaluating them at the antenna-investigation point arrival time tdj (~r):
ITR−MUSIC
t (~r;M) =







∫ δt

−δt

∣
∣
∣
∣
∣

N1∑

j=1

Aj
[
tdj (~r) + τ ;~r;M

]

∣
∣
∣
∣
∣

2

dτ







−1

, (2.43)



90 CHAPTER 2. DETECTION/LOCALIZATION WITH TIME REVERSALwhere the integration over a 2δt interval is needed to take into a

ount the �nite probingpulse length. The arrival time is simply
tdj (~r) , tj =

dj(~r)

c0
. (2.44)Noti
e that this solution 
ould in prin
iple be applied to the signal subspa
e of the Kmatrix, with no need for the (·)−1 in (2.43). A 
oherent time-domain DORT image wouldthen be obtained. Nonetheless, it would su�er from redu
ed resolution performan
es withrespe
t to TR-MUSIC, both in 
ross- and in down-range.As already des
ribed in the 
ase of DORT (see �2.3.3.4), the 
oherent re
ombination ofthe images built with the right and left singular ve
tors is possible with TR-MUSIC. But,while for DORT a sort of syn
hronization of the two 
harts were needed by extra
ting thearrival times from the target to ea
h antenna, (2.42) assures 
oheren
y between right andleft singular ve
tors just as it does in time. Therefore, two time-domain ve
tors 
an bede�ned:

A1(t;~r;M) = IFT







min(N1,N2)∑

m=M+1

[

vTm(ω)Ĝ1(ω;~r)
]

v∗
m(ω)






(t) (2.45a)and

A2(t;~r;M) = IFT







min(N1,N2)∑

m=M+1

[

uHm(ω)Ĝ2(ω;~r)
]

um(ω)






(t) , (2.45b)where Ĝ1 and Ĝ2 are the normalized Green fun
tion ve
tors pertaining to the �rst andse
ond arrays, respe
tively. Finally, the TR-MUSIC image 
an be built as

ITR−MUSIC
t (~r;M) =

{∫ δt

−δt

∣
∣
∣
∣
∣

N1∑

j=1

A1; j

[
td1; j(~r) + τ ;~r;M

]
+

+

N2∑

k=1

A2; k

[
td2; k(~r) + τ ;~r;M

]

∣
∣
∣
∣
∣

2

dτ







−1

, (2.46)where the arrival times td1; j(~r) and td2; k(~r) have to be 
al
ulated with respe
t to the positionof the antennas of the �rst and se
ond arrays, respe
tively. It is easy to see in (2.45) that byevaluating the elements of A1 and A2 at the 
orresponding arrival times, the 
ontributionsof the two arrays sum up 
onstru
tively and, depending on the geometry of the setup, animprovement in the DORT image 
an be obtained.Experimental resultsAs a �rst step, the same re�e
tion 
on�gurations studied in Fig. 2.25 are tested here.Fig. 2.26 
orresponds to the absorbing 
hamber setup. With respe
t to the mono
hromati
result in Fig. 2.25(a,b), using ITR−MUSIC
ωω gives an overall 
leaner image than in Fig. 2.25(a),



2.3. SCATTERING CASE 91in the sense that eventual side lobes are averaged out by the in
oherent frequen
y sum.Apart from this, the 
ross-range reje
tion is barely 
hanged. As for the di�eren
e betweenthe two solutions in (2.41), almost none 
an be appre
iated. On the other hand, the
oherent time-domain approa
h ITR−MUSIC
t in (2.42)-(2.43) drasti
ally improves 
ross-rangeresolution and reje
tion.

(a) ITR−MUSIC
ωω (~r; 1), type 1 (b) ITR−MUSIC

ωω (~r; 1), type 2 (
) ITR−MUSIC
t (~r; 1)Figure 2.26: Time-domain extensions of TR-MUSIC applied to the re�e
tion 
on�guration inthe absorbing 
hamber of Fig. 2.18(a).

(a) ITR−MUSIC
t (~r; 1) (b) ITR−MUSIC

t (~r; 2) (
) ITR−MUSIC
t (~r; 3)Figure 2.27: Time-domain extension of TR-MUSIC applied to the re�e
tion 
on�guration inthe reverberating medium of Fig. 2.19(a).As for the reverberating 
ase in Fig. 2.27, only ITR−MUSIC

t has been used by varying Mfrom 1 to 3. The mono
hromati
 results are 
on�rmed: using M = 2 and M = 3 improvesthe quality of the image in 
ross-range. In addition, with respe
t to Fig. 2.27, the frequen
y
oheren
y of this method helps in redu
ing the energy of the �lobes� dire
ted towards thesides of the 
hamber.A �nal example 
on
erns the transmission setup already shown in Fig. 2.23(a) with twotargets, a metalli
 and a wooden 
ylinder 15 
m spa
ed (from 
enter to 
enter). Giventhe singular values distribution in Fig. 2.23(b), and sin
e λm|m=1,2 are ea
h asso
iated to atarget, M is set to 2. The results in Fig. 2.28 again show the better 
ross-range reje
tiongiven by the 
oherent time-domain approa
h and, remarkably, the improved quality of theimage obtained when 
oherently merging the 
harts of the two arrays (Eq. (2.46)).
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(a) ITR−MUSIC
ωω (~r; 3) (b) ITR−MUSIC

t (~r; 3) - (2.43) (
) ITR−MUSIC
t (~r; 3) - (2.46)Figure 2.28: Time-domain extensions of TR-MUSIC applied to the transmission 
on�gurationin Fig. 2.23(a). The experimentally retrieved antenna pattern is used.2.3.4.2 Arrival time regularizationFrom the experimental results just presented it is 
lear that while TR-MUSIC has a verygood 
ross-range resolution be
ause of its non-linear nature, its performan
es in down-rangeare rather poor. In �B.2, under the frame of DORT, that is, using the signal subspa
e insteadof the noise one in (2.42)-(2.43), it is shown that the theoreti
al down-range resolution isindeed in�nitely large, be
oming �nite but yet very poor if 
onsidering the e�e
t of thearray aperture. This happens be
ause in (2.42)-(2.43) the image is formed by trying to nullthe dis
repan
y between the following di�eren
es

[
tdk(~r)− tdj (~r)

]
− (τk − τj) , (2.47)where, with referen
e to (2.42)-(2.43), the antenna-target arrival times τj−τk are 
ontainedin v∗

m and vm, respe
tively, and the pixel-dependent arrival times tdj (~r)− tdk(~r) are broughtby the Green fun
tion and by the evaluation of (2.42) at tdj (~r). Indeed, under the paraxialapproximation, that is, for F ≫ D, it is easy to see that when moving in down-rangethe two di�eren
es are approximately equal, resulting in a la
k of down-range resolution.Although employing the noise singular ve
tors provides some more down-range resolvingpower, almost the same behavior has to be expe
ted with TR-MUSIC.The key for obtaining a satisfying down-range resolution lies in a proper estimation ofthe antenna-target arrival times τ̃j |j=1,N . A possible way of retrieving them based on thesyn
hronization of the singular ve
tors (2.35)-(2.37) has already been dis
ussed in �2.3.3.2.On
e they are known, again inspired by [99℄ and 
onsidering the 
ase of a single array forsimpli
ity, it is possible to in
lude them for imaging as a regularizing term,
ITR−MUSIC−AT
t (~r;M) =







∫ δt

−δt

∣
∣
∣
∣
∣

N∑

j=1

Aj
[
tdj (~r) + τ ;~r;M

] ∣
∣tdj (~r)− τ̃j + τ

∣
∣

∣
∣
∣
∣
∣

2

dτ







−1

. (2.48)Here, the regularizing term is based on the di�eren
e between single arrival times, theantenna-pixel arrival time, tdj (~r), and the estimated antenna-target one, τ̃j . With respe
t



2.3. SCATTERING CASE 93to (2.47) where the di�eren
e between di�erential arrival times appears, the image is nowmu
h better resolved in down-range.In 
ase of multiple targets, say Ntgt, it easy to adapt (2.48) as
ITR−MUSIC−AT
t (~r; {Mn}n=1,Ntgt) =

Ntgt∑

n=1







∫ δt

−δt

∣
∣
∣
∣
∣

N∑

j=1

Aj
[
tdj (~r) + τ ;~r;Mn

] ∣
∣tdj (~r)− τ̃nj + τ

∣
∣

∣
∣
∣
∣
∣

2

dτ







−1

, (2.49)where Mn and τ̃nj are the signal subspa
e dimension and the estimated arrival time per-taining to the nth target, respe
tively.Experimental resultsThe arrival time regularization has been tested against the experimental 
on�gurationsalready studied in �2.3.4.1. For both the ane
hoi
 and reverberating 
on�gurations inFig. 2.26 and Fig. 2.27, the arrival times extra
ted from the raw K matrix or through thesingular ve
tor-based method (2.35)-(2.37) are also shown in Fig. 2.29(a,d). While in theane
hoi
 
ase both methods give roughly the same values, a signi�
ant di�eren
e is observedin the reverberating 
on�guration. Again, through the use of the singular ve
tors and theiraveraging, the redu
tion of the e�e
t of reverberation produ
es a signi�
ant improvement inthe estimates, sin
e theKmatrix-based values di�er from 0.25 ns to 0.5 ns, 
orresponding toa down-range error of 7.5 
m to 15 
m. As expe
ted, a great improvement in the down-rangeresolution is obtained in Fig. 2.29(
) and Fig. 2.29(f), whi
h merge the TR-MUSIC resultsof Fig. 2.26(
) and Fig. 2.27(
) with the arrival time regularizations shown in Fig. 2.29(b)and Fig. 2.29(e), respe
tively.A similar improvement is also observed in Fig. 2.30 for the transmission two-target
on�guration already studied in Fig. 2.28, where the multiple target approa
h (2.49) hasbeen used in addition to the 
onjoint use of both arrays (2.46).2.3.4.3 Con
lusionsThe importan
e of TR-MUSIC lies mainly in the improved - theoreti
ally in�nitelysmall - 
ross-range resolution with respe
t to linear methods su
h as DORT or Kir
hho�migration. This is 
on�rmed even with realisti
 values of SNR. Its extension to time-domainfurther enhan
es the a
hievable resolution, and proves to be rather e�e
tive in 
lutteredmedia to redu
e the blurring of the images.The drawba
k of TR-MUSIC is 
learly its poor down-range resolution in the 
ase of asmall measurement line. Nonetheless, an image regularization based on the estimation ofthe antenna-target arrival times 
an 
onsiderably improve the results. Here, it has beenvalidated through experimental results.The main di�
ulty, as for DORT, is hidden in the 
lassi�
ation of the singular spa
esissued from the SVD of the K matrix. A 
larifying example is given in the next paragraph,
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(a) (b) (
) ITR−MUSIC−AT
t (~r; 1)

(d) (e) (f) ITR−MUSIC−AT
t (~r; 3)Figure 2.29: Arrival time regularization applied to TR-MUSIC for the ane
hoi
 (top) and rever-berating (bottom) 
on�gurations in Fig. 2.26(
) and Fig. 2.27(
), respe
tively.(a,d) Extra
ted arrival times - from the raw K matrix or through the singularve
tor-based method (2.35)-(2.37). (b,e) Chart of the regularization term onlybased on the arrival times. (
,f) Regularized TR-MUSIC 
hart.

Figure 2.30: Arrival time regularization applied to TR-MUSIC, ITR−MUSIC−AT
t (~r; 2, 2), for thetransmission 
on�guration in Fig. 2.28(
).where a low SNR makes it hard to separate signal an noise subspa
es. An additionaldegree of di�
ulty 
omes from the ne
essity of tra
king the singular spa
es over frequen
y,sin
e it is mandatory - espe
ially for the estimation of the arrival times - that a signalsubspa
e be asso
iated to the (same) target at all the frequen
ies within the band. In thissense, Kir
hho� migration appears as a more robust method for imaging purposes, sin
eno 
lassi�
ation whatsoever is required. If high resolving power is needed and a low SNR
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(a) (b)Figure 2.31: (a) S
hematization of the room sounded with the antennas shown in (b) and pla
edbehind the wall.is available, though, algorithms 
apable of 
lassifying and tra
king the singular spa
es arerequired for TR-MUSIC to work properly.2.3.5 An experimental 
ase study: the Through-The-Wall mea-surement 
ampaignDuring the PhD period, the LSEET parti
ipated to a national proje
t �nan
ed by theFren
h Ministry of Defen
e (REI / 2008 34 0022). It 
onsisted in exploring the potentialitiesof Time Reversal-based pro
essing for dete
tion of human targets in a room sounded frombehind a wall. This kind of topi
 is known in literature as Through-The-Wall (TTW)imaging. Other partners of the proje
t were the Laboratoire d'Éle
tronique, Antennes etTélé
ommuni
ations (LEAT) in Ni
e-Sophia Antipolis, responsible for the experimentalworkpa
kages, the Institut Langevin in Paris, exploiting the data just as the LSEET, andthe O�
e National d'Études et Re
her
hes Aérospatiales (ONERA) as 
oordinating entity.Two measurement 
ampaigns, resulting into two experimental databases, were held innovember 2009 and july 2010, respe
tively, in an old fort lo
ated at La Turbie, Fran
e14.Some of the details 
on
erning the 
on�guration explored here are listed next:
• the room where the targets are pla
ed has a surfa
e of 4 × 5.5 m2, and is separatedfrom the antennas by a 1 m-deep wall built with limestone ro
ks (see Fig. 2.31(a));
• the wall thi
kness and permittivity, dw and εwr respe
tively, are experimentally esti-mated to dw = 1 m and εwr ≈ 11.8;
• the room is furnished, and the target is a human being lo
ated at one of the positionsin Fig. 2.32;14LSEET also parti
ipated to the �rst 
ampaign in support of the leading group from LEAT
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(a)
(b) P11 (
) P12 (d) P17 (e) P18Figure 2.32: (a) Measurement positions of a human target moving in the furnished room ofFig. 2.31(a). The antennas are behind the wall (not shown) at the bottom of the�gure. (b-e) Pi
tures of the positions 11, 12, 17, and 18, whi
h are used later astest 
ases.

• an array made of 8 ETS antennas15 separated by ∆x = 30 
m is used in a multi-stati

on�guration;
• the K matri
es, with and without targets, are measured with an 8-port VNA in afrequen
y band going from 0.45 to 5 GHz with a step of 5 MHz and 100 Hz IF �lterbandwidth; the K matrix a
quisition time is approximately 75 s;
• the antennas are pla
ed right against the wall (see Fig. 2.31(b)), sin
e it has exper-imentally been found that this assures a better dynami
 range than a 
on�gurationwith the antennas away from the wall. Also, the antennas are surrounded (in theba
k) by absorbing panels that avoid the propagation of the signal re�e
ted from thewall in the room where the antennas are pla
ed.Some of the results have been published in [72℄.Con
erning the signal pro
essing adapted for this kind of experiments, most of the meth-ods developed in �1.6 are used here. For instan
e, as shown in Fig. 2.33(a), ea
h elementof the K matrix is time-gated in the time domain in order to extra
t only the 
ontributionof the targets within the room. Parti
ular attention must be 
ast into the 
hoi
e of theFFT window, Wω(ω). For any retrodi�usion element Kjj, it must indeed be avoided thatthe e
ho of the front side of the wall, stronger than the antenna re�e
tion 
oe�
ient (see15Although based on the same design, these ETS antennas are larger than those used at LSEET, resultingin a bandwidth shifted towards the low frequen
ies.
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(a) (b)Figure 2.33: (a) Time domain retrodi�usion measurement (in
ident, total, and s
attered S11).(b) Singular values distribution as a fun
tion of frequen
y for the position P12 inFig. 2.32.Fig. 2.33(a)), does not alias upon the target e
ho after windowing. Although the di�erentialapproa
h redu
es here by more than 70 dB this 
ontribution, and although the target e
hois rather �far� in time due to the long propagation of the signal through the wall, still awindow other than the re
tangular fun
tion must be employed. The 
hoi
e has fallen ontoa tukey window (
f. �1.6.2) with a tapering of 100 MHz at both edges of the frequen
yband.Propagation through the wall must properly be taken into a

ount when plotting �eld
harts or evaluating arrival times. Although a formal, exa
t derivation (at least in the
ase of a wall in�nitely large in the 
ross-range with respe
t to the antenna array) isfeasible, the approximation in [111℄ is simply employed here. It 
onsists in des
ribing thesignal propagation as a single path from one side to the other of the wall, hen
e negle
tingthe multiple re�e
tions within its width. With respe
t to the rigorous expression, it is
omputationally extremely faster, while the results are hardly a�e
ted due to the relativelyhigh 
ondu
tivity value of the wall, σw, whi
h determines a rapid attenuation of the signalrebounding within its width. The parameters of su
h a model are dw and εwr . As for thelateral and rear walls of the room in Fig. 2.31(a), they are not taken into a

ount at all.The singular values of the K matrix as a fun
tion of frequen
y for the 
on�guration P11in Fig. 2.32 are plotted in Fig. 2.33(b). As a �rst remark, the amplitude of the largest onede
reases rapidly as the frequen
y grows. Up to 3.5 GHz, the de
rease is rather linear indB, that is, exponential in natural units, whi
h 
orresponds to the attenuation within thewall due to the non-zero σw value. For larger frequen
ies, it is possible to state that anysignal is 
ompletely overruled by noise. In pra
ti
e, for any method utilizing the SVD of
K, only the frequen
y band [0.45-1.5℄ GHz is exploited.The results presented next aim at 
omparing the performan
es of the Kir
hho� migrationmethod (�2.3.1) against those relative to the time-domain TR-MUSIC method 
ombined



98 CHAPTER 2. DETECTION/LOCALIZATION WITH TIME REVERSALwith the arrival time regularization (�2.3.4.2). In Fig. 2.34, this is done for the four positionsshown in Fig. 2.32 and using the di�erentialK matrix 
al
ulated, as usual, as the di�eren
ebetween the matri
es relative to the room with and without target(s). On the other hand,Fig. 2.35 gives the results when theK matri
es related to two 
on�gurations are subtra
ted,namely P12-P11 in Fig. 2.35(a-
) and P18-P17 in Fig. 2.35(d-f). Doing so, there is no needfor the measurement of the empty room, whi
h might be problemati
 in real appli
ations.As for the resulting signals, they are equivalent to those that would be measured if twotargets were present in the room, apart from the multiple s
attering between them that
annot be re
reated. Noti
e that the 
olor s
ale in both �gures has been set to 0 to -10 dB,that is, a 10 dB-smaller range than for all the other results of the 
hapter. Although purelyfor visual inspe
tion of the results, this is needed in order to 
ountera
t the e�e
t of a mu
hlower SNR - due to the redu
ed dynami
 range indu
ed by the attenuation of the wall - inthe present TTW setup.Both methods give globally satisfa
tory results. For the positions farther from the arrayside of the room, namely P11 and P12, the proximity of the wall alters the images: forinstan
e, with Kir
hho� migration two hot spots appear, whereas TR-MUSIC gives a single,worse-resolved region in-between su
h spots for P11. As for the multiple targets results, inthe P18-P17 
ase TR-MUSIC fails in dete
ting both of them.The general 
on
lusion is that Kir
hho� migration is a very robust method. If dw and εwrare properly estimated, there is no 
hoi
e whatsoever to be made when building the imageof the targets. Due to its �ne down-range resolution, the e�e
t of a wall in the room pla
edin the down-range dire
tion 
reates sort of repli
as of the target image, probably due to there�e
tion of the wall and its interferen
e with the dire
t e
ho from the target.On the other hand, while these artefa
ts are apparently redu
ed be
ause of a lowerobtainable down-range resolution, TR-MUSIC is very sensitive to the repartition of the Kmatrix singular spa
es. Indeed, for the 
hoi
e of the signal subspa
e dimension M , it isne
essary that the singular value(s) asso
iated to the target(s) do not 
ross in frequen
ywith noise-related ones. This happens 
learly in Fig. 2.34(a) at 660 MHz, 1.025 GHz, and1.375 GHz, in Fig. 2.34(d) at 720 MHz, to mention only a few. Hen
e, only 
on�gurationswith a large SNR 
an really bene�
iate from these SVD-based methods.Nonetheless, in multiple targets s
enarii, even if a high SNR is available, it may happenthat the singular values asso
iated to the targets 
ross. The e�e
ts are then similar to thosejust mentioned for 
rossings with nose-related singular values, be
oming espe
ially 
riti
alif the arrival times estimation based on the singular ve
tor averaging (2.35)-(2.37) is used.It �nally seems that only when additional algorithms 
apable of tra
king the nature ofthe singular spa
es will be available it will be possible to fully - and safely - rely on any ofthese subspa
e-based methods.
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(l)Figure 2.34: (left) Four largest singular values as a fun
tion of frequen
y. (
enter) and (right)Kir
hho� migration and TR-MUSIC with arrival time regularization methods,respe
tively. From top to bottom, the tested positions are P11, P12, P17, and P18in Fig. 2.32.
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(f)Figure 2.35: As Fig. 2.34, but the tested 
on�gurations are P12-P11 and P18-P17 inFig. 2.32.



Chapter 3Quantitative inverse s
atteringDepending on the appli
ations, dete
tion/lo
alization of targets is not su�
ient. Infor-mations on the shape and/or on the nature of a s
atterer are for instan
e mandatory inmedi
al appli
ations, or in geophysi
al prospe
tion, just to mention a few. In addition,non-destru
tive or non-invasive te
hniques are often needed to retrieve them. In this sense,ele
tromagneti
 inverse s
attering appears as a good 
andidate for solving the problem. Ine�e
t, it 
onsists of measuring the ele
tromagneti
 �eld s
attered from a medium - whi
h isa non-des
tru
tive pro
ess as long as the power emitted to sound the medium is relativelylow - and to retrieve a full, quantitative des
ription of the s
atterers.From the mathemati
al point of view, the general problem is a very di�
ult one. Al-though it 
an, in some 
ases, be simpli�ed if a priori informations about the s
atterers areavailable (e.g. its shape or its nature - diele
tri
 or purely metalli
), this 
hapter 
on
en-trates on the unsimpli�ed problem.The rigourous physi
al des
ription of the s
attering pro
ess is 
ontained in the Maxwell'sequation. The problem of solving, or inverting, these equations is �rst mathemati
allyformulated and studied. Then, a short and unexaustive overview of the existing inversionmethods is given, with emphasis on the algorithm 
hosen for the present work, the Modi�ed2Gradient Method [12℄. Finally, the adaptation of su
h algorithm to the experimental setuppresented in �1 is des
ribed, 
ompleted by a 
olle
tion of experimental results.3.1 Problem formulationThe se
tion in the xOy plane of the general setup is shown in Fig. 3.1. Time-harmoni
�elds with a eiωt dependen
y are 
onsidered in the following. An emitting antenna generatesa so-
alled in
ident wave asso
iated to the in
ident �eld ~Ei(ω;~r). The intera
tion of thewave with an obje
t, whose support is D, generates the total �eld, ~E(ω;~r), whi
h is mea-sured by a re
eiving antenna. The di�eren
e between the two aforementioned quantities isintrodu
ed under the name of s
attered �eld, ~Es(ω;~r) , ~E(ω;~r)− ~Ei(ω;~r). The propaga-tion medium is free-spa
e (ε0), whereas the permittivity and 
ondu
tivity of the s
atterer101
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Figure 3.1: General setup for the inverse problem.are εr(~r) and σ(~r), respe
tively, both real quantities. Both the propagation medium and thes
atterer are 
onsidered as non-magneti
 (µ(~r) = µ0); the former is in addition supposedstationary, linear, isotropi
 and 
harge-free.As already stated, Maxwell's equation des
ribe the whole pro
ess. Omitting the ω de-penden
y for 
on
iseness, they 
an be re-arranged to obtain the propagation equation forthe 
omplex amplitude
~∇× ~∇× ~E(~r)− k20 ~E(~r) = k20χ(~r)

~E(~r)− iωµ0
~J0(~r) , (3.1)where χ(~r) is the 
ontrast fun
tion de�ned as

χ(~r) = ǫr(~r)− i
σ

ωǫ0
− 1 , (3.2)and ~J0(~r) is the 
urrent distribution within the sour
e antenna, whose surfa
e is indi
atedwith Σ in Fig. 3.1. All the properties of the s
atterer (position, shape, nature) are 
ontainedin χ(~r), whi
h 
onstitutes then the unknown of the inverse problem.For the experiments performed within this manus
ript, (3.1) 
an be restri
ted to a s
alar�eld. This is possible sin
e 1) in virtue of the good 
ross-polarization reje
tion of theantennas, a single polarization oriented in the z-dire
tion 
an be 
onsidered for the ele
ti
�eld, and 2) the s
atterers are ideally in�nite along z. The propagation equation be
omesthen

∇2E(~r) + k20E(~r) = −k20χ(~r)E(~r) + iωµ0J0(~r) . (3.3)Invoking the Green fun
tion
G(~r, ~r′) = − i

4
H−

0 (k0|~r − ~r′|) , (3.4)solution of
∇2G(~r, ~r′) + k20G(~r, ~r

′) = −δ(~r − ~r′) (3.5)



3.1. PROBLEM FORMULATION 103
ombined with Sommerfeld's radiation 
ondition [68℄, the solution of (3.3) be
omes
E(~r) = G(~r, ~r′) ∗

[
k20χ(~r)E(~r)− iωµ0J0(~r)

]

= k20

∫

D

G(~r, ~r′)χ(~r′)E(~r′)d~r′ + Ei(~r) ,
(3.6)with

Ei(~r) , −iωµ0

∫

Σ

G(~r, ~r′)J0(~r′)d~r′ . (3.7)Hen
e, at any given lo
ation ~r, the total �eld is the sum of two 
ontributions: the in
ident�eld Ei, that is, the �eld generated by the primary sour
es with support Σ that would bemeasured in absen
e of s
atterers, and the s
attered �eld generated by the indu
ed sour
es
χE with support D. The produ
t χE is also known as 
ontrast-sour
e sin
e it plays therole of an indu
ed 
urrent, hen
e a sour
e, within D.The inverse problem 
onsists in retrieving χ(~r) within a pre-determined investigationregion Ω, given the knowledge of the total �eld E|Γ on the measurement line Γ (seeFig. 3.1). In many 
ases, it is also possible to measure the in
ident �eld Ei|Γ in absen
eof s
atterers. Then, the data of the problem are rather the s
attered �eld measurements,
Es|Γ , E|Γ − Ei|Γ, whi
h �ts well the di�erential measurement approa
h adopted in thiswork and des
ribed in the previous 
hapters. The equation relating them to the unknown
χ(~r), known as data equation, is derived from (3.6) when the evaluation position ~r ∈ Γ:

Es(~r) = k20

∫

Ω

G(~r, ~r′)χ(~r′)E(~r′)d~r′ , ~r ∈ Γ , (3.8)where the integral is now performed over the entire investigation region Ω sin
e χ(~r) = 0 if
~r ∈ Ω−D. In order to invert (3.8), though, the total �eld E|Ω over the region Ω is needed.This 
an be obtained from (3.6) evaluated at ~r ∈ Ω, resulting in the state equation

E(~r) = Ei(~r) + k20

∫

Ω

G(~r, ~r′)χ(~r′)E(~r′)d~r′ , ~r ∈ Ω . (3.9)3.1.1 Non-linearity and ill-posednessThe data and state equations 
an be re-written in the following 
on
ise way:
Es = GΓ(χE) (3.10)

E = Ei + GΩ(χE) . (3.11)
GΓ and GΩ are two linear integral operators both mapping the 
ontrast-sour
e χE to as
attered �eld. Nonetheless, it is important to stress the fa
t that GΓ has values in Γ, andis therefore sometimes 
alled the far-�eld radiation operator (although Γ is not ne
essarilyin far-�eld with respe
t to Ω), whereas GΩ has values in Ω itself, hen
e its name of near-�eldradiation operator:

GΓ : Ω→ Γ

GΩ : Ω→ Ω .
(3.12)



104 CHAPTER 3. QUANTITATIVE INVERSE SCATTERINGIn a slightly abusive manner, (3.11) 
an be solved for E, whi
h, substituted in (3.10),produ
es a unique equation. In formulae:
E =

(
I − GΩχ

)−1
Ei ⇒ Es = GΓ

[

χ
(
I − GΩχ

)−1
Ei
]

, (3.13)where I is the identity operator. These results are parti
ularly meaningful. From the leftequation, it 
an be observed that the relation between total and in
ident �elds is linear.On the other hand, the data of the problem, Es, depend non-linearly on the unknown χ:the inverse problem is therefore a non-linear problem.Furthermore, sin
e it 
an be shown that the operator GΓ has an analyti
al kernel1,it is a 
ompa
t operator. Mathemati
ally, the inverse of a 
ompa
t operator 
annot be
ontinuous [112℄. The 
on
lusion is that, sin
e GΓ needs to be inverted in (3.13) in order to�nd χ, its la
k of 
ontinuity 
an make the solution diverge if the data are a�e
ted by noise- whi
h is unavoidable in pra
ti
e. Hen
e, a

ording to Hadamard's de�nition, the problemis ill-posed [1℄.These two properties (non-linearity and ill-posedness) make parti
ularly hard the resolu-tion of the inverse problem. They are at the origin of a wide litterature of algorithms, meth-ods, regularization s
hemes that alleviate these issues trading-o� exe
ution speed and/orpre
ision of the solution. Some of them are brie�y presented next.3.2 Overview of inversion methodsFrom a mathemati
al point of view, the solution of the inverse problem 
onsisting in�nding the 
ontrast χ(~r) given the s
attered �eld Es|Γ is re
ast into an optimization problemwhi
h, in most 
ases, is solved in the least-squares (or norm L2) sense. Under this frame,two errors 
an be de�ned: one with respe
t to the data equation,
eΓ , ‖Es;meas − GΓ(χE)‖2Γ , (3.14)where Es;meas are the measured s
attered �eld data, and one to the state equation,
eΩ , ‖E − Ei − GΩ(χE)‖2Ω . (3.15)The ‖ · ‖ symbol stands for L2 norm, and the indexes Γ and Ω indi
ate their domain ofvalidity. Then, a 
ost, or mis�t, fun
tion that evaluates the overall error 
an be built:
F(χ) = wΓeΓ + wΩeΩ , (3.16)where wΓ and wΩ are two weights to be set (although the only relevant tuning parameteris their ratio). Noti
e that the true data estimation mis�t is given by the �rst term of1The kernel of an operator L is the set of all operands v su
h that L(v) = 0. From a physi
al pointof view, it is well known that there exist values of χE, the so-
alled non-radiating sour
es, su
h that

GΓ(χE) = 0, hen
e the kernel of GΓ is not empty. Finally, a kernel is said analyti
 if it 
an be expressed inan analyti
 form, whi
h is the 
ase for GΓ.
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ond one, related to the state, or auxiliary, variable E, plays the role of aregularization in a 
onstrained optimization problem.Starting from this formulation, a �rst distin
tion among the approa
hes to solve theinverse problem is between global and lo
al optimization s
hemes. In the �rst 
ase, theglobal minimum χ̄ of the 
ost fun
tion is sear
hed exhaustively, for instan
e using the
on
ept of neural network [113�115℄. It is easy to see the drawba
k of this approa
h: whenthe number of unknowns in
reases (e.g. for large investigation domains Ω and/or in 3Dproblems), the 
omputational burden be
omes too heavy. For this reason, they are not
onsidered in this manus
ript and are not detailed further. Lo
al optimization s
hemes,on the other hand, try to �nd a lo
al minimum χ̂ of (3.16) in an iterative fashion startingfrom an initial estimation. The 
omputation burden is obviously redu
ed, at the pri
e ofthe risk of 
onverging to a lo
al minimum of F(χ).Among the lo
al optimization methods, further 
ategories 
an be distinguished. A �rstone 
on
erns the role of the state equation. In many 
ases, it is indeed preferred to removeit from the minimization pro
edure by 
onsidering a simpli�ed 
ost fun
tion with only thestate equation term. Then, given the estimate χn at the nth iteration, Ẽn is found by dire
tlysolving the state equation (3.9) (whi
h is linear in E), and a new estimate χn+1 is retrievedfrom the minimization of the 
ost fun
tion. This way, an un
onstrained minimizationof the data equation is realized, and the problem is as a matter of fa
t linearized. Theminimization of the 
ost fun
tion 
an at least be done in two ways: 1) through Newton-based approa
hes, as in the well-known Newton-Kantorovi
h Method [116�119℄ or in theequivalent [120℄ Distorted Wave Born Method [121, 122℄, or 2) through the use of thestandard Polak-Ribière 
onjugate gradient (CG) pro
edure, as in the Born Method [123℄or in the Modi�ed Born Method (MBM) [124℄.On the other hand, the auxiliary unknown E 
an be sought 
onjun
tly with χ by min-imizing the whole 
ost fun
tion (3.16). The problem is again non-linear. In this 
ase, theCG minimization is always preferred to Newton-based methods, sin
e the latter require ahigher 
omplexity that must be added to the already in
reased 
omplexity of the problem.The resulting approa
h is 
alled Modi�ed Gradient Method (MGM) [118,125�127℄. To this
ategory also belong two other methods based on a di�erent yet equivalent mathemati
alformulation of the problem aimed at de
reasing its degree of non-linearity. They are theContrast Sour
e Inversion (CSI) method [128℄, where both sides of the state equation aremultipled by χ so that the 
ontrast-sour
e χE repla
es E as state variable, and the Con-trast Sour
e-Extended Born (CS-EB) Method [129�131℄. Today, the �rst is probably themost employed inversion method for ele
tromagneti
 problems [11, 132�135℄.As opposed to these deterministi
 inversion te
hniques, the Bayesian framework hasre
ently been adopted to solve the inverse s
attering problem [136�140℄. While a rigorousmathemati
al formulation is still adopted to des
ribe the problem, it is here a fun
tionalbased on an a posteriori probability density fun
tion that is maximized (as opposed to the
ost fun
tion minimization 
arried out in the deterministi
 approa
hes). Sin
e this work
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uses on the experimental approa
h and not on an investigation about optimal inversionmethods, su
h sto
hasti
 approa
hes are not dealt with in this manus
ript.3.3 M2GM inversion algorithmThe 
ategory of inversion methods sele
ted for this thesis is the MGM. Its mathemati
alformulation is the following. The investigation domain Ω is dis
retized through an equis-pa
ed grid along x and y, with a pixel area of ∆x∆y , d2pix and a total of NxNy , Npixpoints. Both the unknown χ and the state variable E are de�ned, at nth iteration of theminimization algorithm, through the pie
ewise bilinear expansions
χn =

Npix∑

i=1

χn,iψi (3.17)
En =

Npix∑

i=1

En,iψi , (3.18)whose basis fun
tions are [141℄
ψi = Λ(x− xi)Λ(y − yi) , (3.19)with (xi, yi) being the 
oordinates of the ith pixel, and Λ(τ) the triangular fun
tion

Λ(τ) =

{

1− |τ |/h if |τ | < h

0 otherwise
. (3.20)Thus, at ea
h iteration, the values of the expansions 
oe�
ients χn,i and En,i be
ome thea
tual sought quantities, represented through the ve
tors χn and En.The Method of Moments (MoM) is used to dis
retize the equations. To stress this, thefar- and near-�eld operators are from now on indi
ated through the matri
ial notations GΓand GΩ, respe
tively, so that the 
ost fun
tion 
an be written as

F(χ;E) = wΓ‖Es;meas −GΓχE‖2Γ + wΩ‖E − Ei −GΩχE‖2Ω . (3.21)The weights are set to �physi
al� values meant to equilibrate the impa
t of ea
h of the twoterms on the minimization pro
edure, namely
wΓ = ‖Es;meas‖−2

Γ (3.22)
wΩ = ‖Ei‖−2

Ω . (3.23)As it 
an be seen, their values only depend on the data of the problem, hen
e they do not
hange during the iterations. This 
hoi
e di�ers from that employed, for instan
e, in theCSI s
heme [128℄, where wΩ is a fun
tion of χ and thus evolves at ea
h iteration. Althoughthere is no eviden
e that the values used here are optimal in any mathemati
al sense, they



3.3. M2GM INVERSION ALGORITHM 107have proven to lead to senseful results and they indeed have a physi
al meaning. Veryinteresting remarks on the 
hoi
e of the weights 
an be found in [135℄.The 
onstrast is a
tually split into two unknowns, its real and imaginary parts. Further-more, a positivity 
onstraint, or a priori information, is added through the use of squaredvariables. The result is
χn = 1 + ξ2

n − εr;b − i
η2
n − σb
ωǫ0

, (3.24)where εr;b and σb are the (known) ba
kground permittivity and 
ondu
tivity, respe
tively.In all the experiments performed herein εr;b = 1 and σb = 0, that is, free-spa
e propagation
onditions are 
onsidered. This justi�es 
ompletely the positivity assumption. The updaterules are
ξn+1 = ξn + βξnd

ξ
n+1 (3.25)

ηn+1 = ηn + βηnd
η
n+1 , (3.26)where βξn, βηn ∈ R are the steps minimizing Fn+1, and d

ξ
n+1,d

η
n+1 are the standard Polak-Ribière CG des
ent dire
tions. These are de�ned as

d
ξ
n+1 = −gξn+1 + ζξn+1d

ξ
n (3.27)

d
η
n+1 = −gηn+1 + ζηn+1d

η
n , (3.28)where g

ξ
n+1, g

η
n+1 are the gradients of Fn with respe
t to ξn and ηn, respe
tively, and

ζξn+1 =

(

g
ξ
n+1 − gξn

)T

gξn

‖gξn‖2
(3.29)

ζηn+1 =

(
g
η
n+1 − gηn

)T
gηn

‖gηn‖2
. (3.30)Noti
e that des
ent dire
tions, gradients, and ζξn+1, ζ

η
n+1 are all real quantities. As for theexpressions of the gradients, they are given later in �3.3.1 for the more generi
 
ase of amulti-view multi-frequen
y inversion s
heme.For the ele
tri
 �eld, a similar approa
h is followed. Nonetheless, the 
hoi
e of employinga modi�ed version of the MGM is done here, 
onsisting in the update rule

En+1 = En + αnd
E
n+1 + γn

(

Ẽn − En

)

, (3.31)where Ẽn is the solution of the state equation (3.9) given χn. The last term in (3.31),representing the modi�
ation to the standard MGM, 
an be 
alled Born term sin
e inthe MBM this is the only term used for updating the total �eld (that is, αn is set to 0).The modi�ed MGM resulting from this new term has been introdu
ed by Belkebir et al.in [12,31℄ and has been named Modi�ed2 Gradient Method (M2GM). As it will be detailedlater, it 
an be seen as a �hybrid� method blending the bene�ts of solving the forward
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h iteration to the frame of the MGM. As for the CG des
ent dire
tion,it writes as
dEn+1 = −gEn+1 + ζEn+1d

E
n , (3.32)where gEn+1 is the gradient of Fn with respe
t to E∗

n, and
ζEn+1 =

ℜ
{(

gEn+1 − gEn
)H

gEn

}

‖gEn ‖2
. (3.33)Noti
e that here, sin
e the total �eld is a 
omplex quantity, the gradient and the des
entdire
tion are 
omplex quantities, whereas the Polak-Ribière fa
tor ζEn+1 must be real.Some 
omments are now in order. As just stated, the only di�eren
e with a standardMGM method lies in the update rule (3.31) for the total �eld, where, in addition to thestandard 
onjugate-gradient term, the solution Ẽn of the state equation is taken into a
-
ount. The �rst bene�t of this 
orre
tion 
omes from a 
onsiderably de
reased number ofiterations ne
essary to rea
h 
onvergen
y (given a required pre
ision value) with respe
t tothe 
lassi
 MGM (or CSI) [12℄. Unfortunately, this does not ne
essarily imply a redu
edexe
ution time, sin
e the pri
e to pay at ea
h iteration is the resolution of the state equationfor E, whi
h is not required in the MGM. Nevertheless, a 
onsiderable redu
tion is e�e
-tively rea
hed thanks to the very powerful dire
t solver used. This has two main features:�rst, it solves the state equation through a linear CG method relying on an FFT (CG-FFT) to 
ompute the spatial 
onvolution GΩ(χE). Then, it employs a so-
alled �mar
hingon in frequen
y and sour
e� strategy to generate the initial estimate for the CG based onthe solutions found for previous sour
es and at previous frequen
ies, redu
ing in turn thenumber of linear CG iterations needed to rea
h 
onvergen
y [141℄. See also [142℄ for furtherimplementation details on the CG-FFT method.In addition, the degree of non-linearity of the problem is redu
ed. This 
an be understoodby a
knowledging that, without the Ẽn 
orre
tion, the value of En might be far from the

Ẽn solution of the state equation. Mathemati
ally, su
h a dis
repan
y 
an be produ
ed bythe 
onvergen
y of the algorithm into a lo
al minimum of the 
ost fun
tion; physi
ally, bythe in�uen
e of the so-
alled non-radiating sour
es [143, 144℄, that is χE values su
h that
GΓ(χE) = 0 whereas GΩ(χE) 6= 0. Motivated by the same reasoning, a di�erent way oftaking into a

ount Ẽn had already been introdu
ed by Lambert et al. in [127℄, who on
eevery I iterations used, instead of the MGM update rule, simply En+1 = Ẽn. Nevertheless,this approa
h 
aused a jump in the value of Fn+1 and needed an empiri
al value for I,whereas here a rather proper minimization is 
arried on.It is also worth mentioning that the implementation (3.24) of the positivity 
onstrainton χ, if re
ast into (3.13), undoubtedly in
reases the non-linearity of the problem. Yet, as
ompared to a harsh thresholding of the χn values, it seems to be a safer solution from anumeri
al point of view.Finally, noti
e that playing with the values of αn and γn in (3.31) some of the previouslymentioned methods 
an be obtained (see Tab. 3.1).
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αn 0 0 ×
γn 1 × 0Table 3.1: Values of αn and γn parameters transforming the M2GM into a Born, Modi�ed Born,or Modi�ed Gradient method. The symbol '×' means that the parameter is left to beoptimized.3.3.1 Multi-view multi-frequen
y inversionThe M2GM des
ribed so far applies to single-view single-frequen
y data. When manysour
es and/or many frequen
ies are available, they in
rease the information 
ontent, oravailable information, of the data. Thus, it is of 
ru
ial importan
e to add them to theinversion ma
hinery. Con
erning frequen
ies (but the same approa
h 
ould in prin
iple beapplied for sour
es), the so-
alled frequen
y-hopping approa
h has been su

esfully appliedin many 
ases [141, 145�147℄. It 
onsists in starting from inverting mono
hromati
 dataat the lower frequen
y, that is, where the problem is less non-linear, then in using theresult as initial estimate for the su

essive frequen
y, and so on. Nonetheless, it is has beenshown [147℄ that in
orporating all the data into a unique 
ost fun
tion results into a s
hememore robust to noise. This 
ost fun
tion 
an be written as

F(χp;Ej,p) = wΓ
P∑

p=1

J∑

j=1

‖Es;meas
j,p −GΓ

pχpEj,p‖2Γ+

wΩ
P∑

p=1

J∑

j=1

‖Ej,p − Ei
j,p −GΩ

p χpEj,p‖2Ω ,

(3.34)
whose weights are

wΓ =

(
P∑

p=1

J∑

j=1

‖Es;meas
j,p ‖2Γ

)−1 and wΩ =

(
P∑

p=1

J∑

j=1

‖Ei
j,p‖2Ω

)−1

. (3.35)
The j index stands for the sour
es and p for the frequen
ies.Noti
e that as the number of unknowns des
ribing the 
ontrast, namely ξn and ηn isun
hanged, the number of auxiliary variables En;j,p is multiplied by JP . Indeed, there isnow one total �eld per sour
e and per frequen
y. As a 
onsequen
e, there are also JP steps
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αn and γn. Finally, keeping this into a

ount, the expressions of the gradients are

gξ , ∇ξF = −4ξ
{

wΓ
∑

j,p

ℜ
[(
GΓ
pEj,p

)H
eΓj,p

]

+ wΩ
∑

j,p

ℜ
[(
GΩ
pEj,p

)H
eΩj,p

]
} (3.36)

gη , ∇ηF = 4
η

ε0

{

wΓ
∑

j,p

ℑ
[(

1

ω
GΓ
pEj,p

)H

eΓj,p

]

+

+wΩ
∑

j,p

ℑ
[(

1

ω
GΩ
pEj,p

)H

eΩj,p

]} (3.37)
gEj,p , ∇E∗

j,p
F = −wΓ

(
GΓ
pχp
)H

eΓj,p + wΩ
(
I −GΩ

p χp
)H

eΩj,p , (3.38)where the iteration dependen
y has been omitted for 
on
iseness of the notations. Con
ern-ing the latter, the de�nition of gradient of a 
omplex variable has been adopted [148, 149℄.This 
onsists in evaluating the partial derivative of F with respe
t to E∗ while 
onsidering
E and E∗ as independent variables.The role played by the terms of F at di�erent frequen
ies deserves more 
onsideration.As anti
ipated, as the frequen
y grows the non-linearity of the inverse problem in
reases.Inversely, the obtainable resolution is better at higher frequen
ies. Therefore, it is advisedto penalize higher frequen
ies with respe
t to the lower ones, but not too mu
h in ordernot to waste the �ne resolution given by them [122℄. Dubois et al. have shown [146℄ thatdividing ea
h term of ea
h sum in (3.34) by 1/ω2 is an e�e
tive strategy to improve theresults. In pra
ti
e, this is a

omplished by symply modifying the in
ident and measureds
attered �elds, before the iterative pro
edure starts, as follows:

Ei
j,p ← Ei

j,p/ω

Es;meas
j,p ← Es;meas

j,p /ω .
(3.39)3.3.2 Line sear
h and stop 
riterionAt ea
h iteration n of the CG s
heme just des
ribed, the following (2JP + 2)-elementve
tor 
omprising all the steps 
an be 
onstru
ted:

sn ,
[
βξn βηn αn;1,1 . . . αn;1,P . . . αn;J,P γn;1,1 . . . γn;1,P . . . γn;J,P

]T
. (3.40)The value of sn that minimizesFn+1 must then be determined. This minimization pro
edureis 
alled line sear
h. Di�erently from 
lassi
al CG s
hemes, the line sear
h is here multi-dimensional, sin
e 2JP + 2 steps are a
tually sought instead of a single one.In order to re
ast this problem into a 
lassi
al s
alar line sear
h problem, a nested CGis applied on the steps ve
tor. The update rule for the steps is then

sn;k+1 = sn;k + λkd
s
k+1 , (3.41)where k indi
ates the iterations of su
h nested CG routine, and dsk+1 is the Polak-RibiéreCG des
ent dire
tion with respe
t to s. The resulting s
alar line sear
h 
onsisting in



3.3. M2GM INVERSION ALGORITHM 111�nding the λk that minimizesF(sn;k+1) is implemented through the derivative-based Brent'smethod [150℄.stopped at the simultaneous ful�llment of Wolfe's 
onditions [151℄ (see �D for a des
rip-tion of these 
onditions).As for the line sear
h stop 
onditions, the nested CG uses Wolfe's 
onditions [151℄ (see�D for a des
ription). For the main CG, multi-dimensional Wolfe's 
onditions should bederived given the fa
t that di�erent steps - the elements of sn - for the di�erent variablesof the problem - ξn, ηn, and En - exist. Nevertheless, as underlined in �D, this wouldrequire the 
omputation of additional gradients of F with respe
t to ea
h variable. It isthen preferred to use a user-de�ned pre
ision-based stop 
ondition2, sin
e, be
ause of theadditional 
omputation, no appre
iable gain in exe
ution time would be obtained by usingWolfe's 
onditions.The �ow of the minimization pro
edure might be s
hematized as follows.
◮ Method: CG1

• Update rules: 


ξn+1 = ξn + βξnd
ξ
n+1

ηn+1 = ηn + βηnd
η
n+1

En+1;j,p = En;j,p

+ αn;j,pd
E
n+1;j,p

+ γn;j,p

(

Ẽn;j,p − En;j,p

) j = 1 . . . J, p = 1 . . . P

• Line sear
h (multi-dimensional)� Step: sn ,
[
βξn β

η
n {αn;j,p} {γn;j,p}

]T� Stop 
ondition: user-de�ned pre
ision� Method: CG2

∗ Update rule: sn;k+1 = sn;k + λkd
s
k+1

∗ Line sear
h (s
alar)
· Step: λk
· Stop 
ondition: Wolfe's 
onditions
· Method: derivative-based Brent'sThis implementation strategy di�ers profoundly from the one 
ommonly used for CSI(see for instan
e [132℄). In e�e
t, while in CSI alternate CG iterations are performed onthe auxiliary variables (χE) �rst, and on the unknowns (χ) then, a unique CG on boththe auxiliary variables and unknowns is applied here. As a 
onsequen
e, while s
alar line2The 
ondition is the following:

|Fn+1 −Fn|
|Fn+1|+ |Fn|+ ε

≤ tol ,where tol is a pre
ision set be the user. Empiri
ally, it has been found that the value tol= 10−4 gives agood trade-o� between pre
ision of the solution and exe
ution time.



112 CHAPTER 3. QUANTITATIVE INVERSE SCATTERINGsear
hes are needed in CSI at ea
h alternate iteration, a nested CG is needed here. Forinteresting 
omments on the minimization pro
edure, see [152℄.3.3.3 Initial estimateIn any iterative method used to solve an inverse problem (whether it be linear or not),an initial estimate of the unknown(s) is needed to trigger the inversion pro
edure. In the
ase of the inverse s
attering problem, the quantity χ0 is sought.Ba
k-propagation is a method very often used in the inverse s
attering 
ommunity torapidly provide a �good-enough� initial estimate [12, 126, 128, 153℄. The basi
 idea 
onsistsin inverting the data equation for the 
ontrast-sour
e χE using the adjoint operator of GΓ.Physi
ally, this is equivalent to ba
k-propagating Es;meas within Ω. The whole algorithm
an be resumed as follows.1. For ea
h frequen
y and sour
e antenna, retrieve the 
ontrast-sour
e as
Φj,p , χpEj,p = κj,p

(
GΓ
p

)H
Es;meas
j,p ∀j, p , (3.42)where κj,p is the minimizer of the error

‖Es;meas
j,p −GΓ

pΦj,p‖2Γ , (3.43)whi
h gives
κj,p =

‖
(
GΓ
p

)H
Es;meas
j,p ‖2Ω

‖GΓ
p

(
GΓ
p

)H
Es;meas
j,p ‖2Γ

. (3.44)Noti
e that in the original formulation [126℄, one 
oe�
ient κj per frequen
y is re-trieved by minimizing the data equation error (3.43) summed over all the sour
es. Itis not 
lear whi
h between this solution and the one adopted here gives better results.At any rate, they give de�nitely 
omparable results for all the 
on�gurations studiedin this manus
ript.2. Find the total �eld from the state equation
Ej,p = Ei

j,p + k20G
Ω
pΦj,p . (3.45)3. Sin
e, using (3.24), it holds that







WR
j,p , ℜ

(
Φj,pE

∗
j,p

)
=
(
1 + ξ2 − εr;b

)
|Ej,p|2

W I
j,p , ℑ

(
Φj,pE

∗
j,p

)
= −η

2 − σb
ωpε0

|Ej,p|2
, (3.46)



3.3. M2GM INVERSION ALGORITHM 113the unknowns ξ0 and η0 
an be found by minimizing the following 
ost fun
tions






Fξ =
∑

j,p

[

WR
j,p − (1 + ξ2 − εr;b) |Ej,p|2
√

1 + ξ2 − εr;b |Ej,p|

]2

Fη =
∑

j,p









W I
j,p +

η2 − σb
ωpε0

|Ej,p|2
√

η2 − σb
ωpε0

|Ej,p|









2

, (3.47)
whi
h 
an be done analyti
ally and gives







ξ20 =

√
√
√
√
√
√
√

∑

j,p

(WR
j,p)

2

|Ej,p|2
∑

j,p

|Ej,p|2
− 1 + εr;b

η20 =

√
√
√
√
√
√
√
√

∑

j,p

ωpε0(W
I
j,p)

2

|Ej,p|2
∑

j,p

|Ej,p|2
ωpε0

+ σb

. (3.48)
Noti
e the expression of the denominator of the 
ost fun
tions in (3.47). In fa
t, atleast two other 
hoi
es are possible: no denominator at all, or the square of the oneused in (3.47) (giving dimensionless Fξ and Fη). In both 
ases, though, the ξ20 and η20values found after minimization 
an take negative values, whereas this is not the 
asein (3.48) due to the presen
e of squared-only quantities under the square root sign(and retaining the positive solution of the square root). So, to 
ope with the positivity
onstraint of the 
ontrast χ, the only a

eptable solution is the one in (3.47).The approa
h in (3.42) reminds of the Phase Conjugation/Time Reversal methods de-s
ribed in �2.3, sin
e by ba
k-propagation it is meant here the propagation of Es;meas ba
kin spa
e through the use of the phase-
onjugated far-�eld Green fun
tion. This is exa
tlythe 
onjugated of a Phase Conjugation or DORT time-harmoni
 �eld 
hart (
f. for in-stan
e Fig. 2.15(e) or Fig. 2.22(
))! Based on this, some features of the ba
k-propagationmethod 
an be foreseen. In parti
ular, in the 
ase of a small line, all the energy s
atteredby the target is, when ba
kpropagated, smeared over a large region, very poorly resolvedin down-range and 2λ0F/D wide in 
ross-range (D is the array width and f the array-target distan
e). Then, while the integral of all this energy equals the one re
eived by thearray, that a
tually 
overing the support of the target is very small, hen
e low Φ valueswithin Ω when applying (3.42) are to be expe
ted. As a 
onsequen
e, the small-s
atteringassumption of the Born approximation holds, so that E ≈ Ei in (3.45), and, as a further
onsequen
e, εr and σ take low values typi
al of the Born approximation. This will be oftenshown in the experimental results se
tion (�3.6.4), and di�ers 
onsiderably from the very
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e initial estimates retrieved in the 
ase of 
omplete or almost-
omplete 
on�gurations( [6, 7, 126℄ just to mention a few).As a �nal note, it is worth mentioning that other linear methods exist for inverting thedata equation and rapidly obtaining an initial estimate for the iterative inversion algorithm.For instan
e, re
alling the 
ompa
tness of the far-�eld operator, its trun
ated SVD 
ouldbe employed for evaluating its pseudo-inverse (GΓ
)+, so that

Φj,p =
(
GΓ
p

)+
Es;meas
j,p . (3.49)This approa
h is for instan
e at the heart of the so-
alled Subspa
e-based OptimizationMethod (SOM) [154�156℄, where, as for any trun
ated SVD-based pro
edure, the 
hoi
eof the best trun
ation order is di�
ult yet of 
ru
ial importan
e. Nonetheless, despiteits in
reased 
omplexity with respe
t to ba
k-propagation, the results obtained with thetrun
ated-SVD are impressively similar to those issued from the ba
k-propagation method,at least for the 
on�gurations tested in this manus
ript.3.4 Available information and Ewald's 
ir
leA fundamental question 
on
erning inverse s
attering problems is related to the maxi-mum amount of information that is 
ontained in the data and that it is therefore possibleto extra
t. Then, whether this information is a
tually extra
ted or not, depends on the
hoi
e of the inversion algorithm and is not of 
on
ern in this se
tion.Bu

i and 
o-authors have long worked on this subje
t. Some of the 
on
lusions areprofoundly related to the prin
iple of band-limitedness of the s
attered �eld that is behindthe drift 
orre
tion algorithm des
ribed in detail in �1.6.3. First of all, it has been mentionedthat the far-�eld operator GΓ is a 
ompa
t operator, that is, it has M non-null singularvalues and the remaining ones equal to 0. The value ofM is linked to the e�e
tive bandwidthof the redu
ed s
attered �eld (see �1.6.3), k0ac, where ac is the radius of the smallest 
ir
le
ontaining the support of the s
atterer [63℄. In pra
ti
e, M ≈ 2k0ac for 2D problems((k0ac)2 in 3D) [1℄. Consequently [112℄,

Es;meas = GΓ(χE) ≈
M∑

n=1

λnunv
∗
n(χE) , (3.50)where un and vn are the left and right singular fun
tions, respe
tively, and the operatorialnotation v∗n(χE) means

v∗n(χE) =

∫

Ω

v∗n(~r
′)χ(~r′)E(~r′)d~r′ . (3.51)Exploiting the orthogonality of left (un) and right (vn) singular fun
tions, this equation 
anbe inverted, giving

χE ≈
M∑

n=1

λ−1
n vnu

∗
n(E

s;meas) ,
M∑

n=1

(χE)n , (3.52)
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u∗n(E

s;meas) =

∫

Γ

u∗n(~r)E
s;meas(~r)d~r . (3.53)This result shows that the 
ontrast-sour
e, and so the 
ontrast, 
an be represented, withinany spe
i�ed a

ura
y, through the linear 
ombination of M sub-
omponents (χE)n. Inthis sense, a representation of the unknowns as the one in (3.17) mat
hes well with thelimited-amount-of-retrievable-information point of view. In fa
t, it represents an impli
itregularization of the inverse problem. Noti
e, though, that the same 
on
epts do not holdfor the auxiliary variables, sin
e they are physi
ally determined by a di�erent equation - thestate equation - whose operator, GΩ, is not 
ompa
t. Noti
e also that the present derivationhas been 
arried on in a single-view 
ase. Adding views and frequen
ies helps in in
reasingthe number M of retrievable parameters, as long as the 
orresponding s
attered �elds aresu�
iently de
orrelated from ea
h other.A totally di�erent approa
h to have a grasp of the 
on
ept of retrievable information isgiven by the so-
alled Ewald's 
ir
le (sphere in 3D) theory. The framework is the di�ra
tiontomography one, where the plane wave approximation is used for the in
ident �eld, that is,

Ei ≈ e−i
~ki·~r , (3.54)and the Born approximation is applied, that is, the total �eld within the support D of thes
atterer is well approximated by the in
ident �eld:

E(~r) ≈ Ei(~r) ∀~r ∈ D . (3.55)Under these approximations, it is easy to see that the spatial Fourier Transform of the stateequation gives
Ês(~ks) ≈ k20 ĜΓ(~ks) χ̂(~ks − ~ki) , (3.56)where ~ks is the wavenumber asso
iated to the s
attered wave, and theˆ symbol indi
atesthe spatial Fourier transform. Eq. (3.56) states that among all the wavenumbers, or spatialfrequen
ies, that des
ribe the 
ontrast, only those equal to ~ks − ~ki are available in themeasured s
attered �eld and 
an therefore be retrieved.A graphi
 s
hematization is given in Fig. 3.2. In Fig. 3.2(a), for a re�e
tion 
on�gurationwith a theoreti
al re
eiving array aperture angle of 90 deg, the measured wavenumbers liein the outer half of a 
ir
le in the ~k = ~ks − ~ki plane. Although not shown, for the 
ase ofa transmission 
on�guration with the same in
ident �eld it is rather the inner half of the
ir
le to be sampled. The meaning of this is that the re�e
tion 
on�guration gives a

essto higher spatial frequen
ies (outer half-
ir
le) in the down-range dire
tion y, that is, �nerdetails of the target 
an be retrieved. As a 
onterpart, the 
onvergen
e of the inversionalgorithm to the appropriate minimum of the 
ost fun
tion might be more di�
ult, sin
eas already stated higher frequen
ies - both spatial and temporal - enhan
e the non-linearityof the inverse problem.
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(
) Complete 
on�gurationFigure 3.2: Ewald's 
ir
le representation. (left) Measurement setups and (right) 
orrespondingsampled wavenumbers in the spatial Fourier domain.In Fig. 3.2(b), for a transmission 
on�guration, the e�e
t of a di�erent dire
tion of thein
ident wave results in a rotation around the origin of the 
enter of the half-
ir
le. Further-more, exploiting multiple frequen
ies leads to multiple half-
ir
les, ea
h with a displa
ed
enter and di�erent radius. This shows why the available information in
reases when usingmulti-frequen
y data. Finally, for a mono
hromati
 wave, the sampling of the Fourier plane
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(a) Complete 
on�guration(single-view) (b) In�nite line (re�e
tion ortransmission)

(
) Small line (re�e
tion ortransmission) (d) Small line, multi-frequen
y(re�e
tion or transmission)Figure 3.3: Resolution patterns issued from the Ewald's 
ir
le formalism. All the 
on�gurationsare single view, and the amplitude s
ale is linear. x and y axes are normalized withrespe
t to the wavelength (in (d) it is the one 
orresponding to the 
entral frequen
y,
λc).in a multi-view multi-stati
 
on�guration is shown in Fig. 3.2(
). A dense sampling of theplane 
an be appre
iated, resulting in a large quantity of available information.The same analysis 
asts light on the theoreti
al a
hievable resolution of an inverse s
at-tering system. In line with the de�nition of resolution, 
onsider a point target pla
ed atthe origin of a 
oordinate system. Then, χ(~r) = δ(~r) and χ̂(~k) = 1, that is, the spatialsupport of the s
atterer is in�nite over the ~k plane. Nonetheless, only those frequen
iessatisfying ~k = ~ks − ~ki 
an be measured a

ording to (3.56), that is, the measured χ̂ is

χ̂meas = δ[~k − (~ks − ~ki)]. Its IFT, F−1[χ̂meas](~r), gives then the image of the target as itis �seen� by the system, that is, it gives the resolution pattern shown in Fig. 3.3 for fourdi�erent geometri
 
on�gurations (the amplitude s
ale is linear).Fig. 3.3(a) The �rst sub�gure is for the single-view 
omplete 
on�guration, whi
h 
or-responds in the Fourier plane to only one 
ir
le among those in Fig. 3.2(
). Theresolution along x and y is the same, and the half-width (along either axis) of theresolution spot is λ/2.6, where 2.6 is the �rst zero of J0(x) divided by 2π (for a 3D
on�guration the spot size would have been λ/2).



118 CHAPTER 3. QUANTITATIVE INVERSE SCATTERINGFig. 3.3(b) If an in�nitely long line is 
onsidered with a single in
iden
e (as in Fig. 3.2(a))either in re�e
tion or in transmission, the resolution pattern be
omes asymetri
.While the 
ross-range (y) resolution is barely 
hanged, the down-range pro�le (x)is strongly degraded.Fig. 3.3(
) The array aperture angle is redu
ed to ±30 deg, a small line is thus 
onsidered.The loss in resolution is dramati
 in down-range.Fig. 3.3(d) For the same small array, a frequen
y bandwdith of an o
tave is 
onsidered(
f. Fig. 3.2(b)). As expe
ted, the down-range resolution is improved, and it indeedequals the theoreti
al value c0/2fbw (in this 
ase it was fbw = 2 GHz as in all theexperiments of this manus
ript).As mentioned, the a
hievable resolution patterns shown in Fig. 3.3 hold under the Bornand in
ident wave approximations. The �rst one is parti
ularly important. In fa
t, it is asingle-s
attering approximation, so that it holds for small and/or low-valued-χ s
atterers.If this is not the 
ase, multiple s
attering taking pla
e either within the s
atterer itself- expressed mathemati
ally by the 
onvolution produ
t in the state equation - or amongseparated s
atterers allows in prin
iple to retrieve �ner details than those in Fig. 3.3. This iswhy a rigourous method su
h as the M2GM has been 
hosen instead of one of the linearizedmethods: despite its 
omplexity, it 
an in prin
iple retrieve su
h �ner details of the imageds
atterers.3.5 Experimental inversion: the 
alibration issueFrom the state equation (3.9), the in
ident �eld Ei|Ω, that is, inside the investigationdomain Ω, is 
onsidered as a known quantity within the inverse problem. In fa
t, it isan absolute in
ident �eld that is required, not a normalized one as for dete
tion methods,whi
h are indeed qualitative methods and do not try to mat
h an absolute s
attered �eldto the result of a model. Hen
e, sin
e it is impossible to measure Ei everywhere within Ω,at least in a non-destru
tive way, it must be extrapolated from a model and, if available,from suitable experimental data. In this sense, the pro
edure 
onsisting in mat
hing thetrue Ei with the one issued from a model is known in the inverse s
attering 
ommunity asin
ident �eld 
alibration.An analyti
al model for the in
ident �eld was already developed in �1.7.2. The 
o-polarization 
omponent of the ele
tri
 �eld was modeled through a multipolar expansionwhose 
oe�
ients were retrieved from measurements performed in addition to the s
atteringexperiment. Nevertheless, while the sour
es (antennas) radiate a 3D, or spheri
al, �eld(1/r dependen
y instead of the 1/
√
r dependen
y of a wire antenna), the targets maybe 
onsidered as two-dimensional sin
e their dire
tion of invarian
e is parallel to the 
o-polarization axis of the antennas. Hen
e, the s
attered �eld has a 
ylindri
al front, thatis, it has a 2D nature. A

ording to the de�nition often en
ountered in literature, this isknown as a 2.5D 
on�guration.
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Figure 3.4: Con�guration for the in
ident �eld and Green fun
tion modeling.Of 
ourse, be
ause of the requirement on the absolute knowledge of Ei|Ω, this has to beproperly a

ounted for in the inversion pro
ess. Two possible solutions exist: developing a2.5D 
ode, whi
h would in
lude the dependen
y of the ele
tri
 �eld on the verti
al (z) axis,or adapting the in
ident �eld model to a 2D frame. Sin
e a 2D 
ode was available, and thedevelopment of a 2.5D one would have been (at least!) time-
onsuming, the se
ond optionhas been retained. A similar 
hoi
e has been made, for instan
e, in [10℄.3.5.1 2D in
ident �eld and Green fun
tion modelsThe modeling pro
edure is applied separately at ea
h frequen
y within the used band.For 
on
iseness, the ω dependen
y is omitted here. Considering the kth antenna as sour
e,the 2D in
ident �eld is modeled as
Ei
k =

M∑

m=−M

γtxmH
−
m(k0|~r − ~rk|)e−im(ϕ−ϕk) , (3.57)where the geometri
 quantities are shown in Fig. 3.4, H−

m is the Hankel fun
tion of se
ondkind and mth order, and {γtxm}m=−M...M are the 
oe�
ients to be determined.Similarly, the far-�eld Green fun
tion GΓ has to somehow model the radiation patternof the re
eiving antennas. Then, for the jth re
eiving antenna,
GΓj =

M∑

m=−M

γrxmH
−
m(k0|~r − ~rj |)e−im(ϕ−ϕj) , (3.58)where di�erent 
oe�
ients {γrxm}m=−M...M need to be determined as explained next.



120 CHAPTER 3. QUANTITATIVE INVERSE SCATTERINGAs in �1.7.2, the measurements from where the model 
oe�
ients must be extra
ted arethe in
ident �elds re
orded from the array-1 antennas when either one or all the array-2antennas transmit. The generi
 measurement is indi
ated by Scal
jl (see Fig. 3.4), and it isworth re
alling its expression from �1.7.2:

Scal
jl = Aω

e−ik0rjl

rjl
l2e(rjl, ϕjl) , (3.59)where A is a 
onstant. Here, ωe−ik0rjlle(rjl, ϕjl)/rjl represents the in
ident �eld radiated byAl and impinging on Aj. The latter, in turn, applies its re
eiving pattern modeled by itse�e
tive length le(rjl, ϕjl) and measures Scal

jl . From (3.59), then, one value of le(rjl, ϕjl) permeasurement 
an be retrieved3.Now, these e�e
tive lengths must be related to the unknwown model 
oe�
ients γtxm and
γrxm . Di�erent pro
edures are followed for the in
ident �eld and the Green fun
tion.In
ident �eldIt must be �rst noti
ed that although (3.57) is a 2D model that suits a 2D inversion
ode, it is erroneous in the sense that the 1/

√
r dependen
y of the Hankel fun
tionsdoes not mat
h the experimental 1/r dependen
y of the �eld. This is the 
onsequen
efor having 
hosen a 2D 
ode despite the 2.5D experimental 
on�guration, and 
annotbe avoided. On the other hand, for relatively small investigation regions Ω, thisamplitude error should be small enough to hardly impa
t the inversion results.Nevertheless, it 
an be imposed that at the 
enter of Ω, that is, at ~r = ~0, the measuredand modeled in
ident �elds are perfe
tly mat
hed. To do so, the γtxm are retrievedthrough the hybrid relation (
f. (1.37a))

ω
e−ik0rjl

rjl
le(rjl, ϕjl) =

M∑

m=−M

γtxmH
−
m(k0rjl)e

−inϕjl , (3.60)whi
h results in γtxm ∝ 1/
√
rjl. Then, a set of 
oe�
ients per transmitting antenna Akare evaluated through

γk;txm , γtxm

√
r̄jl
rk

, (3.61)where r̄jl is the mean among all the rjl distan
es in the in
ident �eld 
alibrationsetup. These 
oe�
ients repla
e the γtxm in (3.57). As a result, γk;txm ∝ 1/
√
rk whi
h,
ombined with the 1/

√

|~r − ~rk| dependen
y of H−
m in (3.57), gives the sought 1/rkdependen
y at ~r = ~0.3When taking the square root to obtain le parti
ular attention must be paid to the 
orre
t de�nitionof its phase. Indeed, sin
e any 
omplex number is de�ned up to a ein2π fa
tor, then the le for di�erent

(j, l) pairs and/or at di�erent frequen
ies may have nπ jumps between them resulting in wrong values. Toavoid this, an unwrap (that is, a modulo 2π redu
tion) must be applied to the l2e over (j, l) pairs and overfrequen
ies before taking the square root.
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tionThe re
eiver 
oe�
ients are more simply given by
H−

0 (k0rjl)le(rjl, ϕjl) =
M∑

m=−M

γrxmH
−
m(k0rjl)e

−inϕjl , (3.62)sin
e as already stated the s
attered �eld measured at the re
eivers truly is (at leastas long as the s
atterers 
an be 
onsidered in�nitely long along z) a 2D �eld.Finally, to retrieve the model 
oe�
ients from (3.60) and (3.62), the same approa
hdetailed in �1.7.2 
an be followed. Eq. (3.60) and (3.62) are �rst written in the matri
ialform
le = Hγ , (3.63)where le is the ve
tor 
ontaining the left hand-side terms in (3.60) and (3.62) for all themeasured (j, l) pairs, H is the matrix �lled with the values of the expansion basis fun
tions

H−
m(k0rjl)e

−imϕjl , and γ is the ve
tor of the unknowns (γtxm or γrxm ). Then, H is invertedthrough a trun
ated-SVD, so that the �nal result is
γ = H+le , (3.64)where H+ is the pseudo-inverse of H. The maximum expansion order is set to M = 1 asexplained in �1.7.2.A �nal word about the originality of this approa
h is dued. In most experimental 
on-tributions, it is the monopolar approa
h that is preferred, leading to the determination ofone single 
oe�
ient. This is su�
ient when rather isotropi
 antennas are available [10℄, orin 
ir
ular-s
anner 
on�gurations where the azimuth angle ϕ varies of only a few degreesaround the broadside dire
tion [7, 11℄.Less frequent is the adoption of a multipolar expansion of the �elds. Yet, modelingthe re
eiving antenna pattern in addition to the transmitting one has - at the best of ourknowledge - never been reported in the inverse s
attering 
ommunity. In [70℄, for instan
e,a similar multipolar expansion is used to model the in
ident �eld, but GΓ is not modi�ed atall. Furthermore, the γtxm are retrieved dire
tly from the Scal

jl in (3.59) without any squareroot. They are thus proportional to the square of le, and both the dire
tivities of TX andRX antennas are modeled at the emission side through (3.57). As shown next in �3.6.2, this
an generate important errors in the mat
hing between measured and simulated s
attered�elds, with important reper
ussions on the inversion results. Finally, remark that the modelis also valid in near-�eld 
onditions, sin
e no far-�eld simpli�
ation has been applied.3.5.1.1 Phase 
enter 
orre
tionThe model developed so far does not take into a

ount the lo
alization of the phase
enter of the antennas, whi
h is de�ned as the 
enter of the 
ir
le (sphere in 3D) that best
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Figure 3.5: Illustration of the de�nition of phase 
enter in the 
ase of an ETS antenna.approximates the main lobe of the antenna radiation pattern (see Fig. 3.5). Although itsposition 
an vary with frequen
y and/or polarization, the 
on
ept of phase 
enter is in any
ase asso
iated to 
ylindri
al (spheri
al in 3D) wavefronts, whi
h are exa
tly those modeledthrough the Hankel fun
tions in (3.57) and (3.58). Hen
e, these expressions impli
itlyassume that the position ~rk of the kth antenna is taken with respe
t to its phase 
enter,and not with respe
t to the antenna 
onne
tor as assumed until now. The 
orre
tion thatmust be applied and that is des
ribed next, then, is meant to a
hieve a better mat
hingbetween a
tual and modeled antenna patterns.It is relatively easy to retrieve the exa
t position of the phase 
enter by simulation. Thisis for instan
e very useful to improve the design of an antenna, sin
e in the 
ase of anUWB antenna it is expe
ted that the position of the phase 
enter doest not vary mu
hover frequen
y. On the other hand, how to dire
tly measure the exa
t position of thephase 
enter is a sort of open problem in literature. Yet, as for the radiation patterns, itis mandatory to 
hara
terize the phase 
enter while the antennas are in their operationalenvironment rather than in an ane
hoi
 
hamber. Namely, the e�e
t of 
oupling - in the
ase of an antenna array - might in�uen
e the phase 
enter position.Following this reasoning, two main assumptions on the lo
ation of the phase 
enter aremade:
• it is stable over the [2-4℄ GHz frequen
y band, whi
h 
an be justi�ed in virtue of theUWB behavior of the ETS antennas (SWR < 2 in the [2-18℄ GHz band);
• it is related to the traveling wave behavior of the ETS antennas propagation, andmore spe
i�
ally to the propagation of the RF signal within the duroid substrate.A

ording to this, it is guessed that the phase 
enter is lo
ated, independently of thefrequen
y, at the distan
e dpc 
orresponding to the additional delay τ measured in �1.7.2.1when two ETS antennas are put one in front of the other. Su
h distan
e, keeping intoa

ount the slower propagation through the duroid substrate, had been estimated to dpc =

3.36 
m. Stated di�erently, sin
e the time delay exists and is due to the propagation withinthe duroid substrate, one may assume that the signal has pra
ti
ally not started to radiateuntil having rea
hed the distan
e 
orresponding to τ . Hen
e, the wavefronts will appear as
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entered at this �delayed� point, leading to identify dpc = τc0/
√
2.2, where 2.2is the permittivity of duroid. To validate this guess, an experimental veri�
ation is givenin �3.6.2.Whatever its value, to keep into a

ount dpc within the model, it is su�
ient to pro
eedas if the antennas were shifted, with respe
t to the position of their 
onne
tor, by dpc alongtheir axis. Then, with referen
e to Fig. 3.4,

{

~rk ← ~rk − dpcŷ if Ak ∈ array-1
~rk ← ~rk + dpcŷ if Ak ∈ array-2 , (3.65)where ŷ is the unitary ve
tor oriented along the y dire
tion.In order to show that this 
orre
tion does not undermine the 
orre
tness of the modeldeveloped in the previous paragraph, 
onsider (3.59). The measured Scal

jl 
an better bewritten as
Scal
jl = A′ω

e−ik0rjl

rjl
b2(dpc)e

−2ikdrddpc , (3.66)where A′ is a 
onstant also 
ontaining the dire
tivity value at ϕjl, and rjl must be 
al-
ulated after the 
orre
tion (3.65). This equation models the e�e
t of the phase 
enterposition through an amplitude term, b(dpc), and a phase term, e−ikdrddpc, where kdrd is thewavenumber asso
iated to the duroid substrate, that is, k0√2.2. Both terms are squaredto keep into a

ount the e�e
t of both transmitting and re
eiving antennas. If the sameequation (3.59) is used to retrieve the e�e
tive lengths, it is easy to see that
le(rjl, ϕjl) ∝ b(dpc)e

−ikdrddpc , (3.67)whi
h substituted in both (3.60) and (3.62) gives
γtxm , γ

rx
m ∝ b(dpc)e

−ikdrddpc . (3.68)Finally, a

ording to (3.57) and (3.58), Ei and GΓ also end up being proportional to the
b(dpc)e

−ikdrddpc fa
tor, whi
h represents the 
orre
t 
orre
tion. In addition, the retrievedradiation patterns are improved thanks to the proper handling of the phase 
enter position.3.5.1.2 Elevation radiation pattern 
orre
tionUtilizing a 2D 
ode in spite of a 2.5D one leads to another systemati
 modeling error.In 2D, no dependen
y whatsoever on the elevation angle θ, or on the verti
al dire
tion z, isever 
onsidered. As a 
onsequen
e, the antennas are impli
itly 
onsidered isotropi
 along
θ, whereas they are not in reality - at least in the 
ase of the ETS antennas.To 
ope with this problem, a workaround has been implemented. Given the maximumheight zM of the targets4, the idea 
onsists in 
orre
ting both the TX and RX radiationpatterns by a simple, s
alar, fa
tor given by the ratio of the integrals between ±zM of the4Basi
ally, the height of the ane
hoi
 
hamber.



124 CHAPTER 3. QUANTITATIVE INVERSE SCATTERING

Figure 3.6: Illustration of the elevation radiation pattern 
orre
tion.�elds radiated by an isotropi
 and an ETS antenna. In detail, with respe
t to Fig. 3.6, thefollowing quantities are introdu
ed:
∆θ = tan−1

(zM
r

)

⇒
(
θM
θm

)

=
π

2

(
+

−

)

∆θ,where ~r des
ribes the position over the xOy plane.The pro
edure, whi
h must be repeated at ea
h frequen
y, is:1. for ea
h pixel in Ω, evaluate the integral of the isotropi
 �eld:
Êiso(~r) = ∫ θM

θm

Eiso(~r, θ)dθ = 1√
r
2∆θ . (3.69)2. for ea
h pixel in Ω, evaluate the integral of the dire
tive �eld pertaining to the ETSantennas. For this purpose, the elevation radiation patterns 
hara
terized in theane
hoi
 
hamber of LEAT in Ni
e-Sophia Antipolis are used. Su
h radiation patternsare interpolated by anN-degree polynomial pN (θ) in order to have the following 
losedform for the integration

Êdir(~r) = ∫ θM

θm

Edir(~r, θ)dθ = 1√
r

∫ θM

θm

p(θ)dθ =
1√
r

N∑

n=0

an
n+ 1

(θn+1
M − θn+1

m ) , (3.70)where {an}n=0,...,N are the 
oe�
ients of pN(θ).3. for ea
h pixel in Ω, the ratio of the two quantites gives the sought fa
tor
fdir(~r) , Êdir(~r)

Êiso(~r) . (3.71)4. for ea
h pixel in Ω and for ea
h trasnmitting antenna, 
orre
t the in
ident �eld
Ei(~r)← Ei(~r)fdir(~r) . (3.72)
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h pixel in Ω and for ea
h re
eiving antenna, 
orre
t the far-�eld Green fun
tion
GΓ(~r)← GΓ(~r)fdir(~r) . (3.73)3.6 Experimental results3.6.1 Data preparationIn this se
tion, the experimental s
attered �eld data, Es;meas|Γ, are systemati
ally 
om-pared against syntheti
 data. In virtue of the 
alibration pro
edure des
ribed previously,the former are simply given by the S parameters measured by the VNA (see �1.3). Asfor the syntheti
 data, they are obtained through the so-
alled dire
t problem 
onsisting insolving for Es|Γ the system made of data and state equations given χ and Ei|Ω. As alreadydis
ussed, the in
ident �eld Ei|Ω relies on a given antenna model, so that for syntheti
 dataa further distin
tion 
an be made:

• the antenna model is the simplest one: isotropi
 wire antennas. The resulting data,
alled Ẽs|Γ, are used in �3.6.4 as an ideal referen
e against whi
h the experimentalresults are 
ompared.
• the antenna model is the one used for the experimental data and des
ribed in �3.5.1.The resulting data are indi
ated by Es|Γ and are used in �3.6.2 to validate the 
ali-bration pro
edure.In order to perform �fair� 
omparisons, the same signal pro
essing operations must beapplied to both experimental and syntheti
 data sets. Namely, the former undergo thesignal pro
essing operations des
ribed in �1.6: data is frequen
y windowed - or weighted- with a Wω(ω) fun
tion, then time-gated with a wt(t) signal. Frequen
y windowing isespe
ially important. In �1.6, the 
hoi
e of the lan
zos window had been made to 
opewith the sidelobe attenuation needed to avoid the aliasing of the very �rst time instants ofthe signal onto the portion 
ontaining the s
attered �eld.When using the in
ident �eld data needed for 
alibration reasons (the Scal

jl in (3.59)), thelatter must as well be windowed with the sameWω(ω). By doing so, the weight �propagates�as in the following:
Scal
jl Wω ⇒ γtxm , γ

rx
m ∝

√

Wω ⇒ Ei,GΓ ∝
√

Wω ⇒ E ∝
√

Wω ⇒ Es ∝Wω ,whi
h in the end allows to 
ompare the results from both Ẽs|Γ and Es|Γ against the measuredones.3.6.2 Dire
t problem: validation of the 
alibration pro
edureIn order to validate the antenna modeling pro
edure developed so far, the test 
asein Fig. 3.7 is studied. The s
attered �eld Es;meas is measured in re�e
tion for all the
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��Figure 3.7: In
ident �eld modeling pro
edure. Setup of the experiment.sour
es and re
eivers. In addition, the Scal
j9 |j=1,...,8 are measured in order to retrieve thee�e
tive lengths and the 
alibration 
oe�
ients γk;txm and γrxm . The 
alibration antennaA9 is pla
ed almost at the same lo
ation as the target (the target is of 
ourse removedduring the 
alibration measurements). This is de�nitely favorable in terms of apertureangle ∆ϕ, sin
e the ∆ϕ of the 
alibration measurements almost 
orresponds to the one ofthe s
attering experiment. As a result, there is no need for extrapolating the experimentallyretrieved antenna patterns beyond the 
alibration aperture angle ∆ϕ. Nonetheless, it mustnot be forgotten that pla
ing the 
alibration antenna at the same lo
ation of the targetis impossible in many appli
ations, e.g. in non-destru
tive testing. In these 
ases, A9 
anonly be pla
ed farther from the array, resulting in a smaller ∆ϕ and in the need for anextrapolation.The measured s
attered �elds Es;meas|Γ are now 
ompared to those retrieved by thesolution of the dire
t problem, Es|Γ. They di�er be
ause of the following 
ontributions:

• Es;meas|Γ 
ontains measurement noise, n, mainly related to the VNA (noise �oor,thermal drift) and to the parasite re�e
tions in the 
ables of the prototype;
• being extrapolated from noisy measurements - the Scal

jl -, Es|Γ 
ontains itself a noise
ontribution, ncal;
• the modeling pro
edure introdu
es an error into Es|Γ, ǫmodel, namely be
ause of thene
essary trun
ation in the multipolar expansions (3.57) and (3.58);
• the antennas are in pra
ti
e mismat
hed; yet, there is not any mismat
h in Es|Γ, whoseimpa
t 
an be indi
ated with m and must not be 
onsidered as a noise 
ontribution.Thus: {

Es;meas|Γ = Ẽs|Γ+n
Es|Γ = Ẽs|Γ+ǫmodel + ncal +m

, (3.74)where Ẽs|Γ is the ideal s
attered �eld in absen
e of noise and in
luding antenna mismat
h.A �rst 
omparison is 
arried out in Fig. 3.8 for the 
omplete model des
ribed in �3.5.1:both the in
ident �eld and far-�eld green fun
tions are modeled through the multipolar
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(a) Measurement (b) Model (with 
alibration) (
) ErrorFigure 3.8: Comparison of (a) the measured data Es;meas|Γ against (b) the syntheti
 data Es|Γin
luding the in
ident �eld and green fun
tion 
alibration model. The transmittingantenna is A1. In (
), the errors de�ned in (3.75) are also shown (top, ǫAj,p|Γ;bottom, ǫPj,p|Γ). The overall error in (3.76) is ǫ = 23.7 %expansion withM = 1, and both the phase 
enter (dpc = 3.36 
m) and elevation 
orre
tionsare applied. One antenna, A1, is used as emitter, and the amplitude and phase of thes
attered �eld is observed as a fun
tion of both re
eiving antenna and frequen
y. Themeasurement is shown in Fig. 3.8(a), whereas the simulation result is in Fig. 3.8(b). Toquantify their di�eren
e, the following quantities are de�ned






ǫAj,p|Γ =

∣
∣
∣
∣

Es;meas
j,p |Γ − Es

j,p|Γ
Es;meas
j,p |Γ

∣
∣
∣
∣
=

∣
∣
∣
∣
1−

Es
j,p|Γ

Es;meas
j,p |Γ

∣
∣
∣
∣

ǫPj,p|Γ = arg

(
Es
j,p|Γ

Es;meas
j,p |Γ

)

= arg
(
Es
j,p|Γ

)
− arg

(
Es;meas
j,p |Γ

)
, (3.75)where the �rst one is an overall indi
ator for ea
h re
eiver, transmitter, and frequen
y,whereas the se
ond one only observes the phase. They are both plotted in Fig. 3.8(
).In addition, an overall indi
ator 
omprising all sour
es, re
eivers, and frequen
ies 
an be
lassi
ally de�ned as

ǫ =

√∑

j,p‖E
s;meas
j,p −Es

j,p‖2Γ
∑

j,p‖E
s;meas
j,p ‖2Γ

. (3.76)Noit
e that these quantities, in virtue of (3.74), do not quantify only the error introdu
edby the antenna modeling strategy, but also in
lude the 
ontribution of experimental noiseand antenna mismat
h.For Fig. 3.8(
), the mat
hing between measurements and simulation is globally good.The phase error ǫP1,p|Γ is for most re
eivers and frequen
ies between ±10 deg, whereas theoverall error ǫA1,p|Γ stays below 20 %. It is on the edges of the frequen
y band and forAj |j=1,2,3 that higher values are rea
hed (e.g. ǫP1,4 GHz|j=2,3 ≈ −50 deg and ǫA1,4 GHz|j=1,2,3 ≈
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(a) TX antenna: A1 (b) TX antenna: A5Figure 3.9: Comparison of the amplitude of the measured data against the result of the dire
tproblem for three di�erent models at 3 GHz and for two di�erent emitting antennas.
80 %). The overall error (in
luding all the sour
es) is ǫ = 23.7 %. Noti
e also how theamplitude de
rease at the frequen
y band edges due to the lan
zos window is properlyretrieved in the simulated �eld.In order to investigate the e�e
t of ea
h �ingredient� of the model, two emitting anten-nas, A1 and A5, are �rst sele
ted, and the frequen
y 3 GHz is sele
ted. In Fig. 3.9 the
orresponding amplitude patterns are shown in the 
ase of: 1) measurement, 2) full model,3) in
ident �eld model but no modi�
ation of GΓ, and 4) as in 3) but with the expansionorder M = 0. Noti
e that 3) 
orresponds to the method proposed in [70℄, where the re-
eiving antenna pattern is not modeled, whereas 4) results in an isotropi
 model, as theone used for instan
e in [146℄ where, due to the geometri
 
on�guration of the experiment(a 
ir
ular vitual array), the antennas always worked pra
ti
ally at broadside. From this
omparison the bene�t of using a full model, in
luding both the radiation and re
eivingantenna patterns through a multipolar expansion, is 
lear. Indeed, it is only with the fullmodel that the dynami
s of the amplitude (1.5 dB for A1 and 2 dB for A5) approa
hes thatof the measurement, whereas for 3) and 4) the variation hardly rea
hes 0.5 dB. Con�rmingthis, the overall errors are ǫ = 23.7 %, 25.1 %, and 28.2 % for 2), 3), and 4), respe
tively.Ba
k to the full model, the 1 to 2 dB amplitude underestimation observed in Fig. 3.8(b)with respe
t to Fig. 3.8(a) (and also visible in Fig. 3.9) 
an be attributed to the systemati
error due to dire
tivity of the antennas in the elevation dire
tion. The workaround des
ribedin �3.5.1.2 
an indeed only partially re
over su
h error, whereas only a full 2.5D 
ode 
ouldeliminate it. In order to quantify the impa
t of the 
orre
tion term fdir in (3.71), itsvalue is plotted in Fig. 3.10 for A5 and at the target 
enter. The variations are due tothe frequen
y-dependen
y of the antenna dire
tivity. In Fig. 3.9(b), the value at 3 GHz,
fdir ≈ −1.5 dB is applied to the red, full-line 
urve. Without the 
orre
tion, the latterwould be shifted by around +3 dB (twi
e the fdir value), giving now an overestimation by 1to 2 dB ! While at other frequen
ies and for other antennas the 
orre
tion a
tually improves
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Figure 3.10: Value of fdir as a fun
tion of frequen
y for the antenna A5 and at the target
enter.the measurement/re
onstru
tion mat
hing, this example proves the systemati
 nature ofthe error and the impossibility to rigourously solve it.Another interesting parameter of the model is the phase 
enter o�set with respe
t to the
onne
tor of the antennas, dpc. Under the hypothesis that dpc does not vary with frequen
y,di�erent values have been tested within the full model framework. For ea
h of them, ǫ hasbeen 
omputed a

ording to (3.76), and the results are plotted in Fig. 3.11(a). The blue,
ir
le-marker 
urve shows surprisingly that the value giving the smallest ǫ is dpc = −1 
m!To further understand the e�e
t of the phase 
enter 
orre
tion, the error for two emittingantennas, A1 and A5, is also plotted. The results are again surprising, sin
e for A1 thesmallest ǫ is found for dpc = 2.5 
m, whereas for A5 and pra
ti
ally all the other antennas(not shown) dpc tends to be even smaller than -1 
m. Finally, sin
e as a matter of fa
t
dpc = −1.5 
m gives the smallest error, it will be used for all the inverse problems in thefollowing.Two possible explanations of the negative value found in Fig. 3.11(a) 
an be given.First, it must not seem awkward that dpc is negative: the phase 
enter being a rather

(a) (b)Figure 3.11: (a) Overall error ǫ and errors for A1 and A5 as emitters as a fun
tion of dpc.(b) Re
onstru
ted amplitude radiation pattern at 3 GHz for A5 as emitter and fordi�erent values of dpc.



130 CHAPTER 3. QUANTITATIVE INVERSE SCATTERINGarbitrary parameter, it simply means that the radiation of the ETS antennas appears as
entered in a point that lies before the antenna 
onne
tor, whi
h might in fa
t be the 
asedepending on the parti
ular antenna design. The results in Fig. 3.11(b) tend to 
on�rmthis explanation. It is shown the retrieved s
attered �eld amplitude pattern at 3 GHzin the 
ase of A5 as sour
e and as a fun
tion of re
eiving antenna. Di�erent dpc valuesare tested; for smaller ones, the re
onstru
ted dire
tivity in
reases, in the sense that theex
ursion of the amplitude is wider. This is to be expe
ted, sin
e a smaller dpc means thatthe same measured amplitude pattern, |Scal
jl |, is asso
iated to smaller azimuth angles ϕjland to a redu
ed aperture angle ∆ϕ. Summarizing, two 
ontrasting behaviors appear whenredu
ing dpc: on the one side, an improved dire
tivity, better mat
hing the measured one, isobtained; on the other side, for dpc values smaller than the hypotheti
al 3.36 
m, the �ttingof the theoreti
al 
ylindri
al wavefronts is probably worse. Indeed, the two tenden
ies seemto overall balan
e themselves for dpc = −1 
m.3.6.3 SNR de�nitionAs for any experimental study, de�ning a Signal-to-Noise-Ratio (SNR) is an importantstep to properly analyze the results. Es|Γ, the syntheti
 �eld built through the 
alibrationpro
edure just des
ribed and validated, is the only signal that 
an help in quantifying thenoise 
ontribution. Yet, several other 
ontributions a�e
t it as shown in the dis
ussionpre
eding (3.74).Therefore, although the 
lassi
al SNR expression

SNR ,

∑

j,p

∥
∥Es

j,p

∥
∥
2

Γ
∑

j,p

∥
∥Es;meas

j,p − Es
j,p

∥
∥
2

Γ

, (3.77)where all the norms are L2-norms, 
an be evaluated, antenna mismat
h and modelinglimitations are also in
luded.3.6.4 Inverse problemThe analysis of the inversion results involves a large number of parameters: numberof frequen
ies and bandwidth, number of sour
es/re
eivers, geometri
 
on�guration of thesetup, type of the initial estimate, just to number a few. First of all, a main distin
tionis applied in the following over the di�erent types of geometri
 
on�gurations, that is,re�e
tion, transmission, and full setups (see �1.3). In all 
ases, relatively small arrays are
onsidered in order to investigate the e�e
t of a small aperture on the inverstion results.Whether using a large bandwidth might 
ompensate su
h a limited view is also investigated.Unless otherwise spe
i�ed, the inversion algorithm is run with the parameters in Tab. 3.2.The top table 
on
erns the a
tual inversion parameters, whi
h apply then to both experi-mental and syntheti
 data sets. The bottom one, dealing with the in
ident �eld and far-�eldGreen fun
tion 
alibration, only applies to the experimental 
ase. As for the number of
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ybandwidth nb. offrequen
ies frequen
yweighting pixel sizeM2GM [2-4℄ GHz Np = 21 1/ω2 ≤ λ0/10 � 3 GHzmultipolar development phase 
enter 
orre
tion elevation 
orre
tion
M = 1 dpc = −1 
m a
tiveTable 3.2: Main 
hara
teristi
s and parameters of the inversion algorithm (above) and of thein
ident �eld and far-�eld green fun
tion 
alibration (below).frequen
ies, although a step ∆f = 5 MHz (Np = 401) is available, the value ∆f = 100 MHz(Np = 21) has been 
hosen sin
e for a smaller step hardly any improvement in the results
an be observed whereas the exe
ution time is of 
ourse 
onsiderably redu
ed. The size

∆x = ∆y , dpix of the pixels dis
retizing the investigation domain Ω is always set to a valuesmaller or equal to λ0/10 � 3 GHz, that is, 1 
m. When syntheti
a data are generatedfor a 
omparison between experimental/theoreti
al results, 
are is taken not fall into theinverse 
rime [157℄ 
onsisting of 
hoosing a step for the inversion equal to (or smaller than)the one used for the generation of the data.3.6.4.1 Frequen
y weightingAs explained in �3.3.1, the terms of the 
ost fun
tion at di�erent frequen
ies are mul-tiplied by a 1/ω2 weight whose role is to better 
ondition the data in order to trade-o�between 
onvergen
y and resolution. Due to the use of the FFT lan
zos window Wω(ω)ne
essary to redu
e the aliasing of time domain e
hos (see �1.6), an additional weight a�e
tsthe data. This happens be
ause, negle
ting the e�e
t of the time-domain gate wt(t) (whi
hgives a 
onvolution in the frequen
y domain and sort of mixes all the frequen
ies), the 
ostfun
tion 
an be written as
F(χp;Ej,p) ≈

P∑

p=1

W 2
ω(ωp)

J∑

j=1

(
wΓeΓj,p + wΩeΩj,p

)
, (3.78)

Figure 3.12: Amplitude of the lan
zos window Wω(ω) as a fun
tion of the frequen
y.



132 CHAPTER 3. QUANTITATIVE INVERSE SCATTERINGwhere eΓj,p and eΩj,p are the errors on the data and state equations, respe
tively, for the jthsour
e and at the pth frequen
y. Given then the shape of the lan
zos window in Fig. 3.12, theweight of the lower and higher frequen
ies in the [2-4℄ GHz band is 
onsiderably redu
ed withrespe
t to the one of the 
entral frequen
ies. As a 
onsequen
e, the inversion result will onlypartially be in�uen
ed by the additional information provided by them. Su
h informationmust therefore be e�
iently in
luded ba
k, espe
ially be
ause the lower frequen
ies improve
onvergen
y and robustness of the algorithm while the higher ones allow to re
onstru
t �nerdetails of the s
atterers.One 
ould �rst think of repla
ing the lan
zos window by a di�erent window, possiblyasymmetri
 in order to enhan
e the weight of the lower frequen
ies and redu
ing that of thehigher ones. Su
h a window is nonetheless hard to �nd in our 
ase, where the requirementson the sidelobe suppression are very stri
t (
f. �1.6).The easiest, and probably safest, way to solve this problem 
onsists instead in multiplyingboth the in
ident and the measured s
attered �elds, Ei and E;meas, respe
tively, by 1/Wω(ω)at ea
h frequen
y, so to 
ompensate exa
tly (apart again from the e�e
t of the time-gating)the pro�le of the lan
zos window.Noti
e also that applying the inverse of the window does not invalidate the anti-aliasingrole originally played by Wω(ω). In fa
t, while the �rst appli
ation of the window is a
oherent one, in the sense that it is ne
essary to retrieve a 
lean-enough time-domain signalto be time-gated, here the pro
essing is in
oherent with respe
t to the available frequen
ies.As a matter of fa
t, the 
ost fun
tion is made of a sum of norms, and for the gradients in�3.3.1 the frequen
y 
omponents are summed through either their real or imaginary part.Unless otherwise stated, the frequen
y window 
ompensation is always applied to thedata. An example of the impressive improvement given by this strategy is given in Fig. 3.18.
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tion 
on�gurationMetalli
 targetsThe setup of the �rst example is the one in Fig. 3.13, already used in �3.6.2 for the
alibration methodology validation. A metalli
 
ylinder with 2 
m radius is imaged with 8antennas. Although it is empty, the metalli
 width is mu
h larger than the skin depth at2 GHz (lowest frequen
y), so that the hypothesis of perfe
t 
ondu
tor is fully veri�ed. Thetarget-line distan
e is 50 
m, and the aperture angle is ∆ϕ ≈ 40 deg. The investigationregion is square with a side of 20 
m (2λ0 � 3 GHz). The SNR evaluated through (3.77) isequal to 17.7 dB.In Fig. 3.14 the initial estimates obtained with the ba
k-propagation method for bothsyntheti
 (Ẽs) and experimental (Es;meas) data are presented. The results, showing fromleft to right the real part of the permittivity, εr, the 
ondu
tivity σ, and the modulus ofthe 
ontrast χ at 3 GHz, hardly present any di�eren
e between syntheti
 and experimentaldata. As a �rst remark, it appears that while |χ| shows a hot spot at the visible fa
e of themetalli
 
ylinder (the one fa
ing the antenna array), εr and σ are rather 
omplementary. Inother words, the ba
k-propagation algorithm fails in distinguishing the purely 
ondu
tivefeatures of the obje
t. Nonetheless a good lo
alization is obtained. The very low values of
εr and σ 
on�rm what was 
laimed at the end of �3.3.3.The �nal results are shown in Fig. 3.15. They are �nal in the sense that the iterative

(a) synth. εr;0 (b) synth. σ0 (
) synth. |χ0| � 3 GHz
(d) exp. εr;0 (e) exp. σ0 (f) exp. |χ0| � 3 GHzFigure 3.14: Inversion of the 
on�guration in Fig. 3.13. Initial estimate. Comparison between(above) syntheti
 data and (below) experimental results.
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(a) synth. εr;∞ (b) synth. σ∞ (
) synth. dpix/δ∞ � 3 GHz
(d) exp. εr;∞ (e) exp. σ∞ (f) exp. dpix/δ∞ � 3 GHzFigure 3.15: Inversion of the 
on�guration in Fig. 3.13. Final results. Comparison between(above) syntheti
 data and (below) experimental results.algorithm does not manage to further re�ne the re
onstru
ted pro�les with additional CGiterations. Again the di�eren
e between experimental and syntheti
 results is hardly visible,proving that the SNR for this experiment is high enough (indeed, the 
ylinder has a highs
attering power due to its dimensions and metalli
 nature).In Fig. 3.15(
,f) the ratio of pixel size dpix and skin depth δ at 3 GHz, instead of |χ|, isplotted. The skin depth is de�ned as

δ , {x | e−ikx = e−1} ⇔ δ = − 1

ℑ{k} , k = k0
√

1 + χ , (3.79)and it will systemati
ally be shown when perfe
t 
ondu
tors will be imaged. The reason
omes from their impenetrability 
oupled with the use of an inversion algorithm based onan integral formalism. In e�e
t, what su
h an algorithm re
onstru
ts is a total �eld Eequal to 0 within the support of purely metalli
 targets, whi
h is pra
ti
ally the 
ase if
δ(σ) ≤ dpix. Values of δ(σ) below this limit only hardly alter E, already almost zero, andwill therefore not be retrieved from the algorithm. The maximum values around 0.4 inFig. 3.15(
,f) are therefore a bit low to trustfully a�rm that the target is a 
ondu
tor, butthey at least let it suppose. As a demonstration, the amplitude of the total �eld E (at3 GHz and for A5 as emitter) over Ω is presented in Fig. 3.16: within the support of thetarget E has indeed a small value with respe
t to those in front of it. As for the two hot�stains� in the εr pro�les, they are artifa
ts of the algorithm. The one nearer to the array isan error, sin
e there is no diele
tri
 target in that region. The other one 
an be negle
ted
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Figure 3.16: Inversion of the 
on�guration in Fig. 3.13. Amplitude of the total �eld E at3 GHz and for A5 as emitter at the 
onvergen
e of the algorithm with experimentaldata.

(a) synth. (b) exp.Figure 3.17: Inversion of the 
on�guration in Fig. 3.13. Cost fun
tions as a fun
tion of theCG iteration number. Comparison between (a) syntheti
 and (b) experimentaldata.sin
e pla
ed behind the re
onstru
ted portion of the target perimeter, where E is as justexplained very small. The information available in the data 
ombined with the M2GM asinversion algorithm is therefore not su�
ient yet for 
learly distinguishing a diele
tri
 froma metalli
 target, although these results appear as very en
ouraging.Finally, the evolution of the 
ost fun
tion F as a fun
tion of the CG iteration number isshown in Fig. 3.17. The full line with 
ir
le markers represents the whole F , wheareas thetwo other lines stand for the state and data equation terms, FΩ , wΩeΩ and FΓ , wΓeΓin (3.16). In the syntheti
a data 
ase, the absen
e of noise allows the algorithm to run formany more iterations before rea
hing the pre
ision of the stop 
ondition as 
ompared tothe experimental 
ase (see �3.3.2). Noti
e indeed how the �nal value of F is mu
h lower inthe former 
ase, meaning that although the additional iterations redu
e 
onsiderably thevalue of F the δ/dpix pro�le is barely improved. Noti
e also that the larger 
ontribution inthe overall F is given by FΓ.In order to prove the e�e
tiveness of the frequen
y weighting strategy presented in�3.6.4.1, the same data set has also been inversed without applying the lan
zos window
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(a) dpix/δ∞ � 3 GHz.No Wω(ω) 
ompensation (b) |F [σ∞](~k)| � 3 GHz.No Wω(ω) 
ompensation
(
) dpix/δ∞ � 3 GHz.

Wω(ω) 
ompensation. (d) |F [σ∞](~k)| � 3 GHz.
Wω(ω) 
ompensation.Figure 3.18: Inversion of the 
on�guration in Fig. 3.13. Experimental data. Final results (toprow) without and (bottom row) with the lan
zos window 
ompensation. For thespatial spe
tra (right 
olumn), the amplitude of the 0-frequen
y bin has been setto 0 in order to better appre
iate the dynami
s of the other 
omponents.
ompensation but leaving the 1/ω2 ponderation. The results are presented in Fig. 3.18,where, besides the normalized skin depth δ∞ at the end of the iterative pro
ess, the ampli-tude of the spatial Fourier Transform of the retrieved 
ondu
tivity σ∞ at 3 GHz is shown.From the skin depth pro�le in Fig. 3.18(a), it is immediately 
lear how without the 
om-pensation the inversion result is a�e
ted by periodi
 patterns at a period approximatelyequal to λ0/2 at 3 GHz, giving an almost dis
rete spe
trum in Fig. 3.18(b) with spots at

nk0/2, n = 1, 2, . . .. In other words, the spatial 
ontent of the retrieved image is dis
retlylinked to λ0/2. This is then essentialy due to the frequen
y weighting, whi
h almost a
tsas if time-harmoni
 data at 3 GHz where available instead of a rather 
ontinuous spe
trumbetween 2 and 4 GHz. The proof is that, when the spe
trum-equalizing 
ompensation isapplied, the spatial frequen
y 
ontent is mu
h smoother, with no parti
ular frequen
y beingprivileged.A di�erent test 
onsists in applying the MBM and the MGM to the data set. In fa
t,as alrady observed in literature (see e.g. Fig. 9 in [146℄), the former is known to retrievehigher σ - hen
e δ - values in the 
ase of perfe
t 
ondu
ting targets. This is indeed veri�edin Fig. 3.19, where the MBM is employed and the δ/dpix ratio grows up to more than
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(a) exp. F (b) exp. σ∞ (
) exp. dpix/δ∞ � 3 GHzFigure 3.19: Inversion of the 
on�guration in Fig. 3.13. Final results. The MBM is usedinstead of the M2GM (see �3.3).

(a) exp. F (b) exp. σ∞ (
) exp. dpix/δ∞ � 3 GHzFigure 3.20: Inversion of the 
on�guration in Fig. 3.13. Final results. The Modi�ed GradientMethod (MGM) is used instead of the M2GM (see �3.3).0.5. The pri
e to pay is a mu
h larger number of iterations. Indeed, in Fig. 3.19(a) 200CG iterations have been performed and 
onvergen
y is not even rea
hed, resulting in aproportionally larger exe
ution time. Also, it 
an be seen that F is not a monotoni
allyde
reasing fun
tion anymore, sin
e the update of the total �eld is now done ex
lusivelywith a value issued from the resolution of a dire
t problem (the so-
alled Born term) andnot with a 
lassi
al 
onjugate gradient dire
tion.Inversely, if the Born term is removed from the total �eld update rule, that is, if theMGM is used, the inversion results in Fig. 3.20 appear dramati
ally degraded with respe
tto both the M2GM and the MBM. The regularizing e�e
t of using a dire
t solver is thus
on�rmed. Noti
e also how the equilibrium of the 
omponents of F are altered, sin
e now
FΓ and FΩ have rather similar values (the latter is even larger now).Ba
k to the M2GM method, it is instru
tive to observe the evolution of the gradientsof F during the CG iterations. With referen
e to the notations in �3.3, and given the fa
tthat all the gradients are ve
tors (one 
omponent per point ~r ∈ Ω), the following quantities
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(a) g(εr), g(σ) (b) g(E), gBorn(E)Figure 3.21: Inversion of the 
on�guration in Fig. 3.13. Evolution of the norm of the gradientsin (3.80) as a fun
tion of the CG iteration number.are observed:






εr → g(εr) , ‖gξ‖2Ω
σ → g(σ) , ‖gη‖2Ω

}

χ− gradients
E → g(E) ,

∑

j,p

‖gEj,p‖2ΩBorn term→ gBorn(E) ,
∑

j,p

‖Ẽj,p − Ej,p‖2Ω







E − gradients . (3.80)
The results from the experimental inversion are presented in Fig. 3.21. The χ-gradientshave a ni
ely de
reasing shape with a dynami
s of about 45 dB. Hen
e, a true minimizationover χ of the 
ost fun
tion is performed, and 
onvergen
y is rea
hed when the gradientsrea
h a plateau. The behavior is not as e�e
tive for the E-gradients in Fig. 3.21(b). Asfor g(E), it basi
ally os
illates with a larger ex
ursion in the �rst 4 iterations (5 dB) and asmaller then (1 dB) without really being minimized. The �rst 
on
lusion is that the mu
hsmaller ex
ursion with respe
t to the χ-gradients means that F is mu
h less sensitive to the
E pro�le than to the χ one. In addition, while the update of E made in the �rst iterationsalters its norm, the minimization �work� a
hieved in the following ones basi
ally 
on
ernsonly χ. As a further proof, gBorn(E) almost stabilizes after iteration 5, demonstrating thatthe following χ re�nements almost do not a�e
t both En and Ẽn.The 
on
lutions issued from this test
ase are mainly two. First of all, the experimentaldata are fairly suitable for a quantitative inverse s
attering problem, at least in the 
aseof a rather big perfe
t 
ondu
tor. The experimental results are indeed very similar to thesyntheti
 ones, showing that the inversion algorithm is robust with respe
t to noise, atleast down to the SNR value of 12.7 dB estimated for this 
on�guration. Con
erning theavailable information and the e�e
tiveness in extra
ting it, it appears that in the 
ase ofa perfe
t 
ondu
tor and of a small Tx/Rx line in re�e
tion only the image of the frontside of the s
atterer support 
an be retrieved5. Despite the frequen
y diversity available,5This is a
tually true only in the E// polarization 
ase treated here. Inversely, if H// polarized waves
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ondu
tivity is slightly underestimated, even when using syntheti
data. Additional information, hen
e data, is needed for an unambiguous and quantitativelytrustful inversion.Diele
tri
 targetsDealing with diele
tri
 targets leads to very di�erent results. The 
on�guration undertest is equivalent to the one in Fig. 3.13, only a diele
tri
 
ylinder with 
ir
ular se
tionis used instead of the metalli
 one. Only syntheti
 data are used to test the inversionalgorithm.First, for a given relatively low permittivity value, e.g. εr = 2, the radius of the obje
t hasbeen shrinked from λ0/5 to λ0/20 at 3 GHz. Fig. 3.22 shows the 
orresponding retrieved
εr pro�les (ex
ept for Fig. 3.22(a), whose |χ| at 3 GHz is shown in Fig. 3.23(d), σ is

(a) radius = λ0/5 (b) radius = λ0/6.7 (
) radius = λ0/10

(d) radius = λ0/20Figure 3.22: Syntheti
 data inversion of a diele
tri
 
ylinder with εr = 2 and four di�erentradii. Only the εr pro�le is shown. The 
on�guration is equivalent to the one inFig. 3.13. In (d), two inversions have been run with two di�erent Ω sizes (hen
edi�erent pixel sizes) to prove that the low εr values found with a large Ω (left) arenot due to the large pixel size-target dimensions ratio.are used, the 
reeping waves propagating along the perimeter of the s
atterer support re-radiate ba
k inthe dire
tion of the array after one or more 
omplete tours, thus 
arrying informations also on the �darkside� of the support.
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(a) εr;∞; εr = 2 (b) εr;∞; εr = 1.5 (
) εr;∞; εr = 1.1

(d) |χ∞| at 3 GHz; εr = 2 (e) |χ∞| at 3 GHz; εr = 1.5 (f) |χ∞| at 3 GHz; εr = 1.1Figure 3.23: Syntheti
 data inversion of a diele
tri
 
ylinder with radius = λ0/5 and three dif-ferent permittivity values. The 
on�guration is equivalent to the one in Fig. 3.13.(above) εr pro�les, and (below) |χ| at 3 GHz.not shown be
ause it takes very small values). A �nding 
ommon to all the �gures isthe systemati
 underestimation of the value of εr. Nonetheless, quite di�erent behaviorsappear in the large and small target 
ases. In Fig. 3.22(a), a sort of �fo
using e�e
t� takespla
e, so that instead of imaging all the target support just a spot is found at its rear side.A
tually, as shown in Fig. 3.23(d), there is a similar fo
using on the σ pro�le, whi
h is notnegligible with respe
t to εr. This �fo
using� phenomenon was already shown in [147℄ (seee.g. Fig. 4(b)), where two spots where found on two sides of the support due to the fa
tthat a 
omplete 
on�guration was used, leading to 
on
lude that this e�e
t is typi
al ofmulti-frequen
y inversions, sin
e a rather di�erent shape was found in [147℄ when using afrequen
y hopping approa
h. As the dimensions lower, the hot spot 
oin
ides more withthe 
enter of the target. The εr value in
reases up to 1.8 in Fig. 3.22(
), but de
reases to1.4 for the smallest target in Fig. 3.22(d). Two 
on
lusions 
an be drawn:
• when the dimensions of the target de
rease, a better estimation has to be expe
ted,both in terms of shape and permittivity value;
• nonetheless, for very small targets with respe
t to the frequen
ies used, the resolutiongiven by the geometry of the 
on�guration systemati
ally leads to an underestimationof εr, sin
e the a
tual value is smeared over a larger region whose size depends indeedon the available resolution.On the other hand, �xing the radius of the target to 2 
m and testing εr values from 2
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(b) S
atteringFigure 3.24: Inversion setup. Wooden bar in re�e
tion.to 1.1 gives the results in Fig. 3.23. Both the εr and |χ| at 3 GHz pro�les are shown, sin
eas anti
ipated the 
ondu
tivity values are not negligible. In fa
t, not even when εr = 1.1,
orresponding to an ele
tri
ally very small target, the permittivity pro�le is 
lean; σ issomehow 
omplementary and systemati
ally brings a fo
using onto the rear fa
e of theobje
t.From the 
omparison of Figs. 3.22-3.23 it 
an �nally be 
on
luded that although theRADAR 
ross se
tion of a diele
tri
 target depends, at least under the Born approximation,on the r2ǫr produ
t, whi
h might lead to state that dividing by √2 the radius r gives thesame result as dividing by 2 the permittivity, quite di�erent behaviors appear when 
hanging
r or εr, mainly due to the resolution limit attained by the algorithm.Despite the previous results show that for targets ele
tri
ally (very) large it is impossibleto obtain a

urate re
onstru
tions, it is nonetheless very interesting to investigate the be-havior of the inverse problem in su
h 
ases. In the experimental setup in Fig. 3.24 a woodenre
tangular-se
tion bar whose sides are of the order of λ0 at 3 GHz is imaged. Based onexperimental informations found in literature, the value of εr should be between 2 and 3.The resonan
e pattern found in Fig. 3.25(b) at about 2.4 GHz seems indeed to be mat
hedby the one given by a wooden bar with εr = 3 whose s
attered �eld for A4 as transmittingantenna is shown in Fig. 3.24(a). The 
orresponding SNR is 3.2 dB.The inversion of the experimental data gives the results in Fig. 3.26. Con
erning the
εr pro�le, two spots 
orresponding to the fa
es of the bar parallel to the array are 
learlyfound. The permittivity value is, as expe
ted, underestimated. Within the bar, εr ≈ 0. Asfor the σ pro�le, one spot appears within the support of the bar. As a result, the 
ontrastat 3 GHz (Fig. 3.26(f)) �lls the support better than εr or σ alone, although the 
ondu
tivitypro�le is dominant. Repla
ing the ba
k-propagation initial estimate by a �at pro�le (i.e.
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(a) Measurement (b) Model (with 
alibration), εr = 3Figure 3.25: (a) Measured and (b) modeled s
attered �elds for A4 as transmitting antenna andas a fun
tion of re
eiving antenna and frequen
y.

(a) εr;0 (b) σ0 (
) |χ0| � 3 GHz
(d) εr;∞ (e) σ∞ (f) |χ∞| � 3 GHzFigure 3.26: Inversion of the 
on�guration in Fig. 3.24. Experimental results. (top) Ba
k-propagation, (bottom) �nal results.

εr;0 = 1.01 and σ0 = 0.01 ∀~r ∈ Ω) 
an in some 
ases be advantageous. Here (not shown), itonly slightly improves the results, namely the εr values rise to 1.4 and be
omes dominantover the imaginary part.
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Figure 3.27: Same as Fig. 3.26, but the target is for
ed to be purely diele
tri
. Final result(εr;∞).The 
on
lusion is then that the inversion s
heme seems to possess not enough informationto distinguish between a 
ondu
ting and a diele
tri
 obje
t. This is why it is interesting tofor
e the algorithm to sear
h for a purely diele
tri
 target6, that is, exploiting the a prioriinformation that the target is a purely diele
tri
 one. The resulting εr pro�le is in Fig. 3.27,mu
h 
leaner and quantitatively less underestimated than the one in Fig. 3.26. As for theresults with syntheti
 data, not shown, they are very similar to the experimental ones anddo not present any sensible improvement.It is also instru
tive to observe the behavior of the 
ost fun
tion and of the norms of

(a) F (b) g(εr), g(σ) (
) g(E), gBorn(E)

(d) for
ed diele
tri
, F (e) for
ed diele
tri
, g(εr) (f) for
ed diele
tri
, g(E), gBorn(E)Figure 3.28: Inversion of the 
on�guration in Fig. 3.24. Experimental results. Evolution ofthe gradients as a fun
tion of the CG iteration number.6Within the algorithm, this is simply done by swit
hing o� the minimization of F with respe
t to ηsetting βη
n = 0 in (3.26), and by imposing a σ pro�le equal to 0 everywhere within Ω.



144 CHAPTER 3. QUANTITATIVE INVERSE SCATTERING
�� �� �� �� �� �� �� �	

������

��� ��� ��� ��� ��� ��A �B

�
�
��
��
�

�� � � ���
��� 	AB

�

�

(a) Calibration

�� �� �� �� �� �� �� �	

�
�
��
�

������

�������

�	�����

ABBCDEF
���

�

A
	
��
�

�� � � ���
��	 ABC

�

B
��
�

A���

�D��� �

C���(b) S
atteringFigure 3.29: Inversion setup. Metlli
 
ylinder and wooden bar in re�e
tion.the gradients as a fun
tion of the iterations of the algorithm. From the results in Fig. 3.28,showing also the pure diele
tri
 
ase just mentioned, it appears that the 
omponents ofthe 
ost fun
tion FΓ and FΩ are even more unbalan
ed here than in the example of themetalli
 target (
f. Fig. 3.17(b)). In addition, in Fig. 3.28(
,f), the gradient g(E) growsinstead of de
reasing, meaning that E is less and less a minimizer of F .Metalli
 and diele
tri
 targetsAs a �nal test 
ase, the setup in Fig. 3.29 has been tested. Both the metalli
 
ylinderand the wooden bar are present, with an edge-to-edge distan
e of 7.5 
m (3/4λ0 at 3 GHz).The results are presented in Fig. 3.30. The �rst remark is that, despite the smaller area,the metalli
 target has a mu
h higher s
attering power, resulting in an initial estimate whi
hhas barely any tra
e of the wooden bar (see e.g. the di�eren
e in the values of χ0 at thelo
ation of the targets in Fig. 3.30(
)). The algorithm is nonetheless 
apable of redu
ingthis imbalan
e, at least up to the 
ondu
ting/diele
tri
 resolving power already pointed outfor the two targets alone. Indeed, the �nal result for the metalli
 
ylinder strongly resemblesthe one observed in Fig. 3.15: a hot σ spot at the front side with respe
t to the array, andtwo εr parasite regions in front and inside of it. It might nevertheless be pointed out thatthe σ spot is now split into two parts; the right one is in fa
t absent in Fig. 3.15, whi
hmight lead to the 
on
lusion that its presen
e is 
aused by the proximity of the diele
tri
target, whi
h is partially imaged too: a �rst demonstration that multiple s
attering is takeninto a

ount in the inversion pro
ess 
ould possibly show here. As for the wooden bar, asjust said the image is not 
lear; still, some of the elongated spots observed in Fig. 3.26 areretrieved.
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(a) εr;0 (b) σ0 (
) |χ0| � 3 GHz
(d) εr;∞ (e) σ∞ (f) dpix/δ∞ � 3 GHzFigure 3.30: Inversion of the 
on�guration in Fig. 3.29. Experimental results.3.6.4.3 Transmission 
on�gurationTwo 
on�gurations have been tested in the 
ase of a transmission setup. Both theantenna arrays are used giving a 7 × 8 s
attered �eld matrix with only transmission data(Sjl|j=1,...,8; 9,...,15). The �rst test 
ase (Fig. 3.31(b)) deals with a metalli
 
ylinder, these
ond (Fig. 3.31(
)) with a wooden one (εr ≈ 2), their radii being equal to λ0/5 and
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(a) εr;0 (b) σ0

(
) F (d) εr;∞ (e) σ∞Figure 3.32: Inversion of the transmission 
on�guration in Fig. 3.31(b). Experimental results.

(a) εr;0 (b) σ0

(
) F (d) εr;∞ (e) σ∞Figure 3.33: Inversion of the transmission 
on�guration in Fig. 3.31(
). Experimental results.
λ0/6.7, respe
tively, at 3 GHz.For both the metalli
 and diele
tri
 target 
ases, the results in Fig. 3.32 and Fig. 3.33,
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tively, show that using only transmission data with a small array aperture is insuf-�
ient for properly lo
alizing the s
atterer in down-range. This phenomenon was alreadyobserved with the Kir
hho� migration method in Figs. 2.11-2.12, where the same 
on�gu-rations where a
tually used. Indeed, not even the 
oherent time-domain approa
h intrinsi
to the Kir
hho� migration - supposedly more e�
ient for down-range lo
alization than themulti-frequen
y in
oherent approa
h of the inverse problem - led to a proper lo
alizationof the targets.The results do not even 
hange when a �at initial pro�le is used for the 
ontrast, meaningthat the la
k of lo
alization is not just in the initial estimate but rather in the information
ontent of the transmission data. Nevertheless, as demonstrated in the next paragraph, theinformation available in the transmission data 
onsiderably enhan
es the inversion resultswhen 
ombined with the one in re�e
tion.3.6.4.4 Full 
on�gurationWhile the two array-
on�guration, su
h as the one in Fig. 3.31, is still used here, the mea-surements to be inverted 
omprise all the retrodi�usion 
oe�
ients Sjj|j=1,8 and Sll|l=9,...,15in addition to the transmission data Sjl. In matrix form, this be
omes
Kfull =



















S11 ◦ · · · ◦ S19 S1 10 · · · S1 15

◦ S22
. . . S29 S2 10 S2 15... . . . ... ... . . . ...

◦ · · · ◦ S88 S89 S8 10 · · · S8 15

S91 S92 · · · S98 S99 ◦ · · · ◦
S10 1 S10 2 S10 8 ◦ S10 10 ◦... . . . ... ... . . . ...
S15 1 S15 2 · · · S15 8 ◦ ◦ · · · S15 15



















. (3.81)
Although additional data, namely the Sjk|j,k=1,...,8 
an also be measured, they are notin
luded here. This is due, on the one side, to their small added value in terms of information
ontent with respe
t to the retrodi�usion data, and on the other to the fa
t that measuringthem requires a di�erent experimental 
on�guration (the re�e
tion one - see �1.3).Metalli
 targetsThe �rst 
on�guration is the one already presented in Fig. 3.31(b). First, all the retrodif-fusion 
oe�
ients are used for the inversion (that is, the diagonal elements of the matrix in(3.81)), ignoring the transmission data. The results in Fig. 3.34 show that two sides of the
ylinder support are retrieved, those fa
ing the arrays. Nonetheless, they appear elongatedin the dire
tion parallel to the arrays, while a strong εr spot is found within the support.This basi
ally 
on�rms the results found with the re�e
tion 
on�guration (
f. Fig. 3.15),although two main di�eren
es hold in this 
ase: 1) here two arrays, ea
h in re�e
tion, illu-
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(a) εr;0 (b) σ0 (
) |χ0| � 3 GHz
(d) εr;∞ (e) σ∞ (f) dpix/δ∞ � 3 GHzFigure 3.34: Inversion of the 
on�guration in Fig. 3.31(b). Retrodi�usion data only. Experi-mental results.

(a) εr;0 (b) σ0 (
) |χ0| � 3 GHz
(d) εr;∞ (e) σ∞ (f) dpix/δ∞ � 3 GHzFigure 3.35: Inversion of the 
on�guration in Fig. 3.31(b). Full data. Experimental results.minate the target, and 2) the data used here are only the retrodi�usion 
oe�
ients and not
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(a) Retrodif. 
on�g. (b) Full 
on�g., iteration 12 (
) Full 
on�g., �nal resultFigure 3.36: Inversion results with syntheti
 data. dpix/δ∞ � 3 GHz.the whole re�e
tion matrix (Sjk|j,k=1,...,8). The result with syntheti
 data in Fig. 3.36(a),very similar to the experimental one, 
on�rms this remark.A drasti
 improvement is obtained when the full data matrix (3.81) is used. The real partof the 
ontrast is now pra
ti
ally zero, whereas σ has three hot spots, two at the front sideswith respe
t to the arrays - mu
h hotter than in Fig. 3.34(f) - and one laterally as well. Twomore spots appear above and below the target, although mu
h less strong. This is again
on�rmed with syntheti
 data in Fig. 3.36(b-
): after 12 iterations - approximately thesame number of iterations needed in the experimental 
ase to rea
h 
onvergen
y - the skindepth pro�le (Fig. 3.36(b)) resembles very mu
h the experimental one. Only, the absen
e ofnoise allows the algorithm to iterate mu
h longer (more than 50 iterations) and to sharpen

(a) Retrodif. 
on�g., F (b) Retrodif. 
on�g., g(εr), g(σ) (
) Retrodif. 
on�g., g(E), gBorn(E)

(d) Full 
on�g., F (e) Full 
on�g., g(εr), g(σ) (f) Full 
on�g., g(E), gBorn(E)Figure 3.37: Inversion of the 
on�guration in Fig. 3.31(b). Experimental results.
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(b) S
atteringFigure 3.38: Inversion setup. Two metlli
 
ylinders in full 
on�guration.the three hot spots up to the result in Fig. 3.36(
). Although not under the s
ope of thiswork, noti
e that these spots would probably be avoided in
luding in the 
ost fun
tion aregularization term that would limit the spatial gradient of the retrieved 
ontrast (see forinstan
e [132℄), resulting in a smoother �nal pro�le.As for the 
ost fun
tion and the gradients, shown in Fig. 3.37 for both the retrodi�usionand full 
on�gurations, it 
an �rst be remarked that FΓ and FΩ are more unbalan
edin the full 
ase. Nonetheless, as seen before, the result is mu
h better in this 
ase, andthe de
rease of the gradients g(εr) and g(σ) over
omes by more than 10 dB the one inthe retrodi�usion 
ase. The behavior of g(E) is somehow strange. For the retrodi�usion
on�guration, it undergoes a big +15 dB jump after the initial iteration, then it de
reasesby 4 dB at iteration 3, and �nally slowly grows until 
onvergen
y of the algorithm. Onthe other hand, for the full 
on�guration g(E) de
reases by more than 5 dB after the �rstiteration and then rises by 10 dB approximately until 
onvergen
y. It is hard to explainwhy the latter behavior gives better results than the former. For the full 
on�guration
ase, it might be that F(E) points to a lo
al minimum after the �rst iteration, but thenmakes it to 
hange dire
tion toward another lo
al minimum su
h that g(E2) > g(E1), E2and E1 being the values of E for the initial and �nal lo
al minima, respe
tively. That is,the algorithm is smart enough to deviate from the initial minimum and point to anotherone whi
h, although �less minimum� for E, better minimizes the whole F(χ,E).Similar results are found with the two-target 
on�guration in Fig. 3.38. In Fig. 3.39, thes
atterers are very well separated with three hot spots ea
h, while F and g(E) show thesame behavior just 
ommented.Diele
tri
 targetsThe 
on�guration presented in Fig. 3.31(
) is used here to test the retrodi�usion and full
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(a) F (b) g(E), gBorn(E) (
) dpix/δ∞ � 3 GHzFigure 3.39: Inversion of the 
on�guration in Fig. 3.38. Experimental results.
on�gurations in the 
ase of a purely diele
tri
 target. With retrodi�usion data only, theinversion results are given in Fig. 3.40. The presen
e of two opposite arrays prevents the�fo
using e�e
t� observed in Figs. 3.22-3.23 to o

ur. Nonetheless, two hot spots appear upand down the target lo
ation, and there is still ambiguity between real and imaginary partsof χ. Also, the shape of the target is not really retrieved.Using full data improves the results, as shown in Fig. 3.41. The pro�les are globally
leaner, and the shape of the target is better imaged; yet, parasite spots appear at adistan
e of 6-7 
m, probably linked (through a λ0/2 relation) to a �dominant� frequen
y
omponent between 2 and 2.5 GHz. A behavior similar to the one observed in the metalli


(a) εr;0 (b) σ0 (
) |χ0| � 3 GHz
(d) εr;∞ (e) σ∞ (f) |χ| � 3 GHzFigure 3.40: Inversion of the 
on�guration in Fig. 3.31(
). Retrodi�usion data only. Experi-mental results.
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(a) εr;0 (b) σ0 (
) |χ0| � 3 GHz
(d) εr;∞ (e) σ∞ (f) |χ| � 3 GHzFigure 3.41: Inversion of the 
on�guration in Fig. 3.31(
). Full data. Experimental results.

(a) εr;∞ (b) σ∞ (
) |χ∞| � 3 GHzFigure 3.42: Inversion of the 
on�guration in Fig. 3.31(
). Full data. Syntheti
 results (εr=2).target 
ase appears here: with syntheti
 data (Fig. 3.42), the absen
e of noise allows thealgorithm to 
ontinue iterating and minimizing F , leading to a redu
tion of the paraisitespots and to a 
leaner image with a better estimate of the permittivity value. On theother hand, when noise is present, that is, in the experimental 
ase, the algorithm rea
hes
onvergen
y before this re�nement 
an take pla
e.Metalli
 and diele
tri
 targetsInverting a 
on�guration with both a metalli
 and a diele
tri
 target is a more di�
ulttask. Whether the inversion pro
edure has enough resolution to resolve both, and whetherthe SNR is large enough for the same purpose, are the questions to be answered here.
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on�guration)Figure 3.43: Inversion setup. Metlli
 and diele
tri
 
ylinders in full 
on�guration.
(a) εr;0 (b) σ0 (
) |χ0| � 3 GHz
(d) εr;∞ (e) σ∞ (f) dpix/δ∞ � 3 GHzFigure 3.44: Inversion of the 
on�guration in Fig. 3.43(b). Full data. Experimental results.The �rst 
on�guration, shown in Fig. 3.43(b), has two targets spa
ed by 13.75 
m andpla
ed roughly at mid-distan
e from the arrays. The experimental results are in Fig. 3.44.Sin
e the ba
k-propagation initial estimate, a hint on the nature of the targets seems toappear: although in Fig. 3.44(a) the metalli
 target position is �hotter� than the one of thewooden 
ylinder, due to the larger s
attering power of the latter, the σ pro�le very wellreje
ts the diele
tri
. As the iterations go, even the ǫr pro�le starts reje
ting the metal,
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(a) εr;∞ (b) σ∞ (
) dpix/δ∞ � 3 GHzFigure 3.45: Inversion of the 
on�guration in Fig. 3.43(b). Full data. Syntheti
 results (εr = 2for the wooden 
ylinder).and �nally both the targets are well imaged, at least 
oherently with the results of thesingle-target 
on�gurations just presented (Fig. 3.35 and Fig. 3.41). As for the syntheti
data results in Fig. 3.45, they are of 
ourse mu
h 
leaner, be
ause - as usual - the absen
e ofnoise allows the algorithm to perform additional iterations that re�ne further the retrievedpro�les.When the distan
e separating the targets is redu
ed, the results are still very good. Asan example, in Fig. 3.46, the edge-to-edge distan
e is only 1 
m; still the targets are wellseparated (partially even from the very ba
k-propagation) and their nature dis
riminated.

(a) εr;0 (b) σ0 (
) |χ0| � 3 GHz
(d) εr;∞ (e) σ∞ (f) dpix/δ∞ � 3 GHzFigure 3.46: Inversion of the 
on�guration in Fig. 3.43(b) but with an edge-to-edge targetdistan
e of 1 
m. Full data. Experimental results.
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(a) εr;0 (b) σ0 (
) |χ0| � 3 GHz
(d) εr;∞ (e) σ∞ (f) dpix/δ∞ � 3 GHzFigure 3.47: Inversion of the 
on�guration in Fig. 3.43(
). Full data. Experimental results.

(a) εr;∞ (b) σ∞ (
) dpix/δ∞ � 3 GHzFigure 3.48: Inversion of the 
on�guration in Fig. 3.43(
). Full data. Syntheti
 results (εr = 2for the wooden 
ylinder).Similar results are also obtained if the distan
e is shrinked to 0 
m. When syntheti
 data areused (not shown), the results are in line with the previous ones, namely more iterations areperformed before 
onvergen
y and the retrieved pro�les are 
leaner than the experimentalones.A di�erent 
on�guration is given in Fig. 3.43(
). The same targets are now pla
ed alongthe down-range dire
tion at a distan
e of 9.5 
m. Both the experimental results in Fig. 3.47and the syntheti
 ones in Fig. 3.48 are not as good anymore. In fa
t, the targets shadowea
h other, due to the small array aperture, and the inversion works almost as if the wooden
ylinder were only imaged by the upper array (array-1) and the metalli
 
ylinder only by
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ase, making the targets 
loser does not help the re
onstru
tion. Still,the targets shadow ea
h other and the diele
tri
 one, in parti
ular, is never imaged, noteven with syntheti
 data.Impa
t of the frequen
y bandwidthUntil now, the full available frequen
y band, namely [2-4℄ GHz, has been exploited for theinversion. Nonetheless, it must be understood how its width a�e
ts the results. Here, twoamong the previous test 
ases are 
onsidered. The metalli
 
ylinder in re�e
tion, whose
on�guration is in Fig. 3.13, and the metalli
 plus diele
tri
 
ylinders down-range setupwith full data shown in Fig. 3.43(b). For both of them, the inversion has been run �rst ata single frequen
y, namely 2 GHz, then with 3 frequen
ies from 2 to 2.2 GHz, and �nallywith 11 frequen
y from 2 to 3 GHz, the frequen
y step being 10 MHz as for all the otherresults of the 
hapter.The results, shown in Figs. 3.49-3.50, attest the usefulness of an as-large-as-possiblebandwidth. Indeed, espe
ially for the full setup, the algorithm hardly performs any �sig-ni�
ant� iteration when frequen
ies up to 2.2 GHz are employed. This is very di�erentfrom the literature results obtaining satisfying re
onstru
tions from singe-frequen
y data in
ir
ular 
on�gurations: here the small array 
on�guration makes it mandatory to possess -and exploit - frequen
y diversity.3.6.5 Con
lusionsSeveral 
on
lusions 
an be drawn from the results of this 
hapter. First of all, thein
ident �eld and far-�eld green fun
tion 
alibration seems very well suited to the line ofmeasurement experimental setup. Its importan
e lies in the fa
t that the 
oe�
ients ofthe expansions are retrieved through experimental data measured in the same setup ofthe s
attering experiment. Hen
e, antenna 
oupling and �interferen
es� of the medium aretaken into a

ount. The importan
e of modeling the re
eiving dire
tivity of the antenna viaa multipolar expansion of GΓ is new and adds an important 
ontribution to the 
alibrationpro
edure, espe
ially in the 
ase of rather dire
tive antennas as the ETS used here.The inversion results based on this 
alibration have been 
lassi�ed a

ording to thegeometri
al 
on�guration of the array. It �rst appears that the re�e
tion 
on�guration,given a small measurement line with aperture angles around 40 deg, does not allow toretrieve enough information on the s
atterers to re
onstru
t them properly. This 
an beexpe
ted for metalli
 targets, whi
h be
ause of their impenetrability are only partiallyretrieved. Nonetheless, diele
tri
 targets are not properly imaged either, espe
ially whentheir dimensions be
ome 
omparable to λ0.Using transmission data only leads to 
ompletely wrong results. The data, again be
auseof the small aperture, do not 
ontain enough information for lo
alizing the targets. Yet,
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(a) 2 GHz, F (b) 2 GHz, εr;∞ (
) 2 GHz, dpix/δ∞ at 3 GHz
(d) [2-2.2℄ GHz, F (e) [2-2.2℄ GHz, εr;∞ (f) [2-2.2℄ GHz, dpix/δ∞ at 3 GHz
(g) [2-3℄ GHz, F (h) [2-3℄ GHz, εr;∞ (i) [2-3℄ GHz, dpix/δ∞ at 3 GHz
(j) [2-4℄ GHz, F (k) [2-4℄ GHz, εr;∞ (l) [2-4℄ GHz, dpix/δ∞ at 3 GHzFigure 3.49: Inversion of the 
on�guration in Fig. 3.13. Experimental results for four di�erentfrequen
y bands. Re�e
tion data.when transmission data are added to the re�e
tion, or retrodi�usion, ones, the results aresatisfying. The algorithm 
an now image both diele
tri
 and metalli
 targets, although
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(a) 2 GHz, F (b) 2 GHz, εr;∞ (
) 2 GHz, dpix/δ∞ at 3 GHz
(d) [2-2.2℄ GHz, F (e) [2-2.2℄ GHz, εr;∞ (f) [2-2.2℄ GHz, dpix/δ∞ at 3 GHz
(g) [2-3℄ GHz, F (h) [2-3℄ GHz, εr;∞ (i) [2-3℄ GHz, dpix/δ∞ at 3 GHz
(j) [2-4℄ GHz, F (k) [2-4℄ GHz, εr;∞ (l) [2-4℄ GHz, dpix/δ∞ at 3 GHzFigure 3.50: Inversion of the 
on�guration in Fig. 3.43(b) but with an edge-to-edge targetdistan
e of 1 
m. Experimental results for four di�erent frequen
y bands. Fulldata.for the latter a better SNR would help in retrieving the exa
t shape and in killing some



3.6. EXPERIMENTAL RESULTS 159smaller, yet existing, parasite spots. Also, the resolution power is enough for distinguishingthe nature of the s
atterers in the 
ase both metals and diele
tri
s are to be imaged. Yet,this all does not work when targets are pla
ed in down-range, sin
e they pra
ti
ally shadowea
h other due - again! - to the small array aperture.A �nal 
omment on the e�e
t of the bandwidth is of importan
e. Given the very smallarray aperture, frequen
y diversity plays an in
ontrovertible role in 
onverging to a perti-nent solution. This is not the 
ase when 
omplete data retrieved in a setup with antennasen
ir
ling the s
atterers are used, sin
e the availability of additional frequen
ies basi
allyallows to retrieve �ner details (making it possible, for instan
e, to adopt the frequen
y hop-ping approa
h) but does not radi
ally 
hange the 
onvergen
y properties of the algorithm.Yet, it is not possible to 
on
lude that frequen
y diversity supplies to the la
k of aperture ofthe array. The Ewald's 
ir
le from a theoreti
al point of view (�3.4) and the experimentalresults show indeed that the missing spatial information is not equivalent to and is notbrought ba
k by additional frequen
ies.
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Chapter 4Inversion in 
luttered media exploitingthe DORT methodIn the previous 
hapter it has been experimentally demonstrated that quantitative in-version methods are an e�e
tive tool for retrieving the properties of one or more s
atterers.This is true as long as the quantity of retrieveable information in the available data issu�
ient and as long as the SNR is high enough. As a 
onsequen
e, when the s
atterers tobe imaged are in 
luttered media, the signal s
attered by 
lutter a
ts as noise on the data,seriously endagering the e�
a
ity of non-linear inversion algorithms. In su
h 
ases, themost straightforward approa
h for the inversion 
onsists in assuming free-spa
e 
onditionsor, in some 
ases, in modeling the propagating medium as a homogeneous one with a knownba
kground permittivity εr;b 6= 11. Yet, if the mismat
h between this simplisti
 model andthe real one, in
luding multiple s
attering between the target(s) of interest and the sur-rounding 
lutter, be
omes too important, erroneous results are produ
ed. Equivalently, itis the very low SNR - in this 
ase Signal-to-Clutter Ratio (SCR) - that produ
es failure.A 
lassi
al approa
h to inversion in 
lutter 
onsists in �ltering the data to remove asmu
h multiple-s
attering as possible, enhan
ing in turn the SCR. The �ltered data 
an thenbe inverted through a free-spa
e model, leading in some 
ases to 
lean re
onstru
tions. Aremarkable example is e.g. given in the work by Aubry and Derode [158℄ that fo
uses onqualitative re
onstru
tions. These �lters, nevertheless, are based on statisti
al propertiesof 
lutter and their impa
t is more and more e�e
tive when the quantity of independentavailable data in
reases, e.g. in the 
ase of a large array with many TX/RX antennas.The approa
h that motivates this 
hapter relies on a purely deterministi
 frame. It ismainly based on the fa
t that the response to a wave fo
using onto the target of interest
ontains less multiple-s
attering, and has therefore a better SCR, than the response to arather isotropi
 wave illuminating both the 
lutter and the target itself. As a 
onsequen
e,inverting su
h a wave within a free-spa
e model might lead to improved re
onstru
tions ofthe s
atterer onto whi
h fo
using o

urs. As for the way of generating fo
using waves, the1In pra
ti
e, this is simply done by modifying the Green fun
tion operators GΓ and GΩ.161
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tiveness of Time Reversal-based methods has been validated in �2. The DORT method,in parti
ular, is a good 
andidate for its time-harmoni
 nature - 
onsistent with the multi-frequen
y inversion method - and for its ability to generate waves fo
using sele
tively ondi�erent targets.The starting point for this work are the results provided by Dubois et al. in [32℄,where the DORT method is used to regularize the inversion pro
edure. The geometri
al
on�guration of interest, as done in [32℄, is here the measurement line (e.g. for subsurfa
esensing appli
ations). Within this frame, the way a DORT-based 
ost fun
tion FDORT isbuilt and, if needed, is used to regularize the �regular� one is �rst exposed. Then, severalparametri
 analyses are 
arried on, ea
h one validated using syntheti
 data. These in
ludedi�erent usages of FDORT and the impa
t of the measurement line size.4.1 The DORT 
ost fun
tion FDORT4.1.1 TX beamformingConsider an antenna array with J antennas in re�e
tion. In the 
ase of one s
atterer ina 
luttered medium, it has been shown in �2.3.3 that the DORT method allows to retrieve,through the SVD of the inter-element matrix K, a singular ve
tor that, if ba
k-propagatedinto the same medium, fo
uses onto the s
atterer. Su
h ve
tor, v1, is asso
iated to thelargest singular value, λ1. While to ea
h array antenna 
orresponds a ve
tor of �regular�in
ident �elds
Ei(~r) =

[
Ei

1(~r) E
i
2(~r) . . . E

i
J (~r)

]
, (4.1)a unique DORT in
ident �eld 
an be de�ned as

Ei; DORT(~r) ,

J∑

j=1

v1;jE
i
j(~r) = vT1 E

i(~r) ~r ∈ Ω . (4.2)The s
attered �elds asso
iated to Ei; DORT(~r) are then the 
omponents of the ve
tor
Es;DORT|Γ =

[
Es;DORT(~r Γ

1 ) E
s;DORT(~r Γ

2 ) . . . E
s;DORT(~r Γ

J )
]T

, Kv1 = λ1u1 , (4.3)where K is the measured inter-element matrix. A new 
ost fun
tion FDORT 
an therefore bebuilt by repla
ing the �regular� in
ident �eld Ei
j,p and the measured s
attered �elds Es;meas

j,pin (3.34) by the new DORT ones just de�ned.From an implementation point of view, the DORT in
ident �eld must be evaluatedthrough (4.2) before the iterative minimization starts; then, the whole algorithm is un-
hanged ex
ept that the number of views is now
J ← JDORT = 1 . (4.4)



4.1. THE DORT COST FUNCTION FDORT 1634.1.2 RX beamformingA slightly di�erent approa
h also exists. Sin
e DORT is essentially a beamformingmethod, it is possible to perform su
h beamforming at re
eption, rather than at transmis-sion. Thus, for ea
h in
ident �eld Ei
j(~r)|j=1,...,J , the re
eived s
attered �elds Es

j(~r
Γ
k )|k=1,...,K(K = J in a re�e
tion 
on�guration) 
an be re
ombined by

Es; DORT
j ,

K∑

k=1

u∗1;kE
s
j(~r

Γ
k ) , (4.5)forming the DORT s
attered �eld row-ve
tor

Es;DORT|Γ , uH1 K = λ1v
H
1 . (4.6)Noti
e that due to re
ipro
ity and linearity of the ele
tri
 �eld, the s
attered �elds in (4.6)and (4.3) are identi
al.From the implementation point of view, only the Green fun
tion operator GΓ must bemodi�ed a

ording to

Es;DORT
j =

K∑

k=1

u∗1;kE
s
j(~r

Γ
k ) =

K∑

k=1

u∗1;kGΓk (χEj) = GΓ;DORT (χEj) , (4.7)where, in virtue of the linearity of GΓ, the new DORT far-�eld Green operator is de�ned as
GΓ;DORT ,

K∑

k=1

u∗1;kGΓk . (4.8)While the number of views is still J , the number of re
eptions are now
K ← KDORT = 1 . (4.9)4.1.3 About the 
omputational burdenAlthough TX and RX beamforming may seem equivalent as applied to the inversionframe, they are de�nitely not in terms of 
omputational burden. Indeed, at least in the most
ommon implementations of inverse algorithms, the number of operations to be performedin
reases mu
h more rapidly with the number of sour
es than with the number of re
eivers.To show this, let us fo
us on the 
onvolution produ
ts between the Green fun
tion operators,

GΓ and GΩ, and the 
ontrast χE. Su
h produ
ts are evaluated for the 
omputation of thegradients and during the line sear
h (
f. �3.3). Their number is
GΓ(χE) : one per sour
e and per re
eiver
GΩ(χE) : one per sour
e (4.10)where it should also be remarked that the latter 
omputation is heavier sin
e GΩ has asingularity requiring a �spe
ial� treatment (see e.g. [142℄). With J = K TX/RX antennas,



164 CHAPTER 4. INVERSION IN CLUTTER: DORTthen, the standard inversion pro
edure requires JK + J 
onvolution produ
ts, whereas RXbeamforming needs 2J and TX beamforming only K + 1. The gain in terms of operationsrea
hes (1 +K)/2 and J for RX and TX beamforming, respe
tively.In addition to this, TX beamforming is even more appealing when the M2GM algorithmis used. The reason lies in the fa
t that at ea
h CG iteration one state equation per sour
eis solved, whi
h despite the rapidity of the solver adds a non-negligeable burden.4.2 Regularized 
ost fun
tionAs just dis
ussed, running an inversion using FDORT is very appealing both from the
omputational and the theoreti
al point of view. Despite this, sin
e the number of datais redu
ed by a fa
tor J (at least if only one DORT singular spa
e is used), it might beargued that the available information 
ontained in the data undergoes the same s
aling (
f.�3.4). Hen
e, a trade-o� appears between the gain in SNR and the available information
ontained in the data. In order not to renoun
e to have the whole available informationand an improved SCR, it might be a good idea to regularize the 
ost fun
tion F throughthe DORT one, FDORT, as reported in [32℄.The new 
ost fun
tion 
an then be written in one of two ways,
F reg = F + κFDORT (4.11)
F reg = F

(
FDORT

)κ (4.12)
orresponding respe
tively to an additive and a multipli
ative regularization approa
h with
0 < κ <∞. The gradients must of 
ourse be adapted to the new expression, as well as theline sear
h pro
edure.Con
erning the 
hoi
e of κ, the usual debate 
an be led. Nonetheless, it must be stressedout that although in the multipli
ative approa
h κ is in most 
ases set to 1 �automati
ally�(see e.g. [132,159℄), it does play a role in the minimization and an optimal value should besought. It 
ould also be possible to have an iteration-dependent κ value, for instan
e bysetting

κn = κ
′ F
FDORT

, (4.13)but still an optimal value for κ′ shoud be identi�ed.Finally, noti
e that either the TX or the RX FDORT 
an be used in (4.11) and (4.12).The latter being advantageous from a 
omputational point of view as just explained, andthe data being the same in either 
ase, the TX approa
h is the most suitable one.4.3 Numeri
al experimentsThe numeri
al experiments performed to validate the use of FDORT are relative to themeasurement line setup in Fig. 4.1. An antenna array working in re�e
tion images a
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Figure 4.1: Measurement line setup used for the numeri
al experiments. The noise pro�le isdes
ribed by (4.14); the s
atterer permittivity is εr = 2.de
entrated and slanted ellipti
 s
atterer with εr = 2 pla
ed at slightly less than 30 
mdown-range. The target is pla
ed into a 
luttered medium Ωn whose dimensions are 45 ×
45 
m2. The inversion region Ω, where the obje
t is sought, is mu
h smaller than Ωn andits size has been set to 15× 15 
m2 (1/9th the area of Ωn).Clutter is generated as follows. The 
ondu
tivity is set to 0, whereas the real part of thepermittivity is

εr;n(~r) = n + ha (~r) ~r ∈ Ωn −D , (4.14)where n is the mean value of the pro�le, h its standard deviation, and a a random numberwith a 
entered gaussian distribution with standard deviation equal to 1. The spatial FFTof a(~r), hen
e of εr;n, has a gaussian shape ruled by the 
orrelation length lc, whose valuedetermines the 
hara
teristi
 spatial s
ale of the pro�le. This 
hoi
e for the noise pro�leis meant to mimi
k s
enarii typi
al of medi
al imaging (e.g. breast imaging for 
an
erdete
tion) or of subsurfa
e imaging (e.g. geophysi
al prospe
tion). An example of pro�leand distribution of εr;n values for a given 
lutter realization is shown in Fig. 4.2(a) andFig. 4.2(b), respe
tively. As for the parameters of the 
lutter realizations used in the 
hapterand summarized in Tab. 4.1, the 
hosen lc values 
orrespond to a 
lutter distribution in theresonan
e regime (large lc, noise3), in the homogenization domain (small lc, noise2), andin an intermediate regime between the two (noise1).
n h lc λ0/lc at 2 GHznoise1 1 0.08 2.5 
m 6noise2 1 0.12 0.8 
m ≈ 19noise3 1 0.15 7.5 
m 2Table 4.1: Parameters, with respe
t to (4.14), of the 
lutter realizations used in the following.The ba
kground relative permittivity outside the 
lutter domain is εr;b = 1 and, asin [32℄, it is assumed that the mean permittivity value of 
lutter is known. Hen
e, tobe able to 
ompare the results with those in [32℄ - where a subsurfa
e 
on�guration with
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(a) (b)Figure 4.2: (a) Pro�le of the 
lutter realization noise1 and (b) histogram of the εr;n values.
εr;b = n > 1 is used - n is set to 1. Although this 
hoi
e leads to physi
ally unrealisti

εr;n < 1 values, the behavior of the inversion algorithm is not altered from a numeri
alpoint of view.As for the inversion algorithm, the multi-frequen
y formulation de�ned in �3.3.1 andapplied throughout the previous 
hapter is used here. The positivity 
onstraint, in parti
-ular, is imposed as done in [32℄ with respe
t to the εr;b value. Finally, due to the diele
tri
nature of the target and to the partial 
omplementarity between real and imaginary partsof χ already observed in �3.6.4, the problem is regularized by restraining the inversion topurely diele
tri
 s
atterers. Although this 
hoi
e does 
onstitute a simpli�
ation, it doesnot result in a loss of generality when one keeps in mind the goal of this study, a 
omparisonbetween DORT and standard inversion approa
hes.4.3.1 Noiseless inversion: TX vs. RX beamformingRegardless of the 
omputational 
onsiderations dis
ussed in �4.1.3, it is important toinvestigate whi
h - if any - between the TX and RX beamforming approa
hes leads tobetter inversion results. Indeed, despite the DORT s
attered �eld ve
tors (4.6) and (4.3)are identi
al, it might be that pla
ing the diversity at re
eption (TX beamforming) be moreadvantageous than pla
ing it at emission (RX beamforming), or vi
e versa (due e.g. to adi�erent handling of sour
es and re
eivers within the inversion algorithm).The geometri
 
on�guration is the one shown in Fig. 4.1. The array is made of 25antennas and the aperture angle is as large as 127 deg, while the 
ross-range resolutionlimit, λ0F/D, goes from 3.75 
m at 2 GHz to 1.88 
m at 4 GHz. The major and minoraxes of the ellipse are 7.2 and 3 
m long, respe
tively. With an appropriate s
aling due tothe di�erent frequen
y bands, this setup is 
omparable to the one in [32℄.First, noiseless data are inverted through the standard 
ost fun
tion F (Fig. 4.3), andthrough FDORT with TX (Fig. 4.5) and RX beamforming (Fig. 4.6). The symmetri
 sin-gular value is used for both DORT-based approa
hes, easily tra
kable in Fig. 4.4 despitethe 
rossing at around 3.6 GHz thanks to the symmetri
/anti-symmetri
 features of the
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(a) F (b) εr;0 (
) εr;∞Figure 4.3: Noiseless data. Inversion results with the standard 
ost fun
tion F .respe
tive singular ve
tors and �eld 
harts detailed in �2.3.3.1 (see e.g. Fig. 2.15).In all 
ases, the retrieved pro�le mat
hes rather well the real one, although, as alreadyremarked in �3, adding to the 
ost fun
tion a regularization term based on the gradient ofthe retrieved pro�le would probably help in smooth the εr 
hart. Yet, the results are notexa
tly the same; it seems in parti
ular that the re
onstru
ted support is resolved more�nely in the standard 
ase, leading to the 
on
lusion that using FDORT with the symmetri
singular spa
e redu
es the available information in the ~k plane.

Figure 4.4: Noiseless data. Singular values distribution versus frequen
y.Comparing Fig. 4.5 and Fig. 4.6, it appears immediately that RX beamforming has amu
h better initial guess (almost the same obtained throught the standard F). This lastpoint 
omes from the fa
t that in the ba
k-propagation method des
ribed in �3.3.3 there
eived �eld is propagated ba
k in the medium for ea
h view. The more the availableviews, then, the more resolved in spa
e the resulting image. Therefore, sin
e with TXbeamforming only one view exists, the initial guess in Fig. 4.5(b) is poorly resolved bothin down- and 
ross-range, whereas the one obtained with RX beamforming in Fig. 4.6(b)is almost identi
al to the ni
e one obtained without beamforming in Fig. 4.3(b).The analyses run with noisy data, whose results are not shown here for 
on
iseness,
on�rm these �ndings while showing that none of the beamforming te
hniques appearsmore robust than the other. All these arguments suggests the following inversion strategy:use of TX beamforming, whi
h exe
utes mu
h faster, starting from the initial estimationobtained with RX beamforming. This approa
h will be applied from now on.
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(a) F (b) εr;0 (
) εr;∞Figure 4.5: Noiseless data. Inversion results with FDORT and TX beamforming.
(a) F (b) εr;0 (
) εr;∞Figure 4.6: Noiseless data. Inversion results with FDORT and RX beamforming.4.3.2 In�uen
e of the spatial s
ale of 
lutterIn analogy with (3.77), it is possible to de�ne a Signal-to-Clutter Ratio (SCR) as

SCR ,

∑

j,p

∥
∥
∥Ẽs

j,p

∥
∥
∥

2

Γ

∑

j,p

∥
∥
∥Es

j,p − Ẽs
j,p

∥
∥
∥

2

Γ

, (4.15)where Ẽs is the 
lean s
attered �eld and Es the one relative to the simulation with 
lutter2.Similarly, a SCRDORT 
an also be de�ned by repla
ing Ẽs
j,p and Es

j,p in (4.15) by Ẽs;DORT
j,pand Es;DORT

j,p de�ned in (4.3), respe
tively.The �rst 
lutter setting to be inverted is noise1, shown in Fig. 4.2. The 
hara
teristi
dimension of 
lutter, of the order of lc, is 
omparable to the one of the target. The samegeometry used in �4.3.1 is 
onsidered in the whole paragraph. The singular values distri-bution versus frequen
y, given in Fig. 4.7(a), must be 
ompared to the one, obtained withnoiseless data, in Fig. 4.4. While the symmetri
 singular value (full blue line) is ratherun
hanged, the anti-symmetri
 one (dashed red line) is signi�
antly altered. This 
an be2A

ording to this expression, √SCR is exa
tly the inverse of the error err de�ned in [32℄, eq. (28):
err = 100% 
orresponds to SCR = 0 dB, and an in
rease of 3 dB of the latter gives an error redu
tion bya fa
tor √2.
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(a) (b) (
)Figure 4.7: noise1 dataset. (a) Singular values distribution as a fun
tion of frequen
y, (b)in
oherent sum of DORT �eld 
harts from 2 to 4 GHz built with (λ1,v1), and (
)SCR as a fun
tion of frequen
y for the raw and DORT s
attered �elds.explained by admitting that the s
attering 
ontribution asso
iated to 
lutter has a sym-metri
 and anti-symmetri
 
omponents. Therefore, while the former is rather negligeablewith respe
t to the stronger one asso
iated to the target, the anti-symmetri
 
omponenteven dominates at the lower frequen
ies. Indeed, the 
rossing frequen
y is now shiftedba
kwards to 3.4 GHz. Also, a tangle of 
lutter-related singular values grow up to 10 to3 dB from the symmetri
 one. By in
oherently adding the DORT �eld 
harts from 2 to4 GHz (IDORT
ωω in (2.26)), it 
an be appre
iated that the symmetri
 singular ve
tor fo
uses

(a) F (b) εr;∞ (
) g(E), gBorn(E)

(d) DORT, F (e) DORT, εr;∞ (f) DORT, g(E), gBorn(E)Figure 4.8: noise1 dataset. Inversion results with (top) the standard 
ost fun
tion F and(bottom) FDORT.



170 CHAPTER 4. INVERSION IN CLUTTER: DORTwell onto the target (Fig. 4.7(b)). The resulting SCR and SCRDORT are plotted in full anddashed line, respe
tively, in Fig. 4.7(
). Apart from the 
rossing region at around 3.4 GHz,where symmetri
 and anti-symmetri
 
ontributions mix up, the improvement goes from 2to 6 dB.The inversion results are shown in Fig. 4.8. In both 
ases, the ellipse is re
onstru
tedwith a

eptable permittivity values, while as mentioned before the support displays �nerdetails when the standard approa
h is used. On the other hand, in Fig. 4.8(
,f) the gradients
g(E) and gBorn(E) de�ned in (3.80) are more regularly and more deeply minimized throughthe DORT approa
h. Similarly, the 
ost fun
tion de
reases more when using FDORT, by afa
tor 3 versus the 1.5 fa
tor of F . Finally, the permittivity pro�les, outside the supportof the ellipse, are mu
h less noisy with FDORT. This all testi�es of an in
reased robustnessto 
lutter.

�

(a) (b) (
)Figure 4.9: noise2 dataset. (a) Singular values distribution as a fun
tion of frequen
y and (b)SCR as a fun
tion of frequen
y for the raw and DORT s
attered �elds.

(a) εr;∞ (b) DORT, εr;∞ (
) g(E), gBorn(E)Figure 4.10: noise2 dataset. Inversion results with F and FDORT.Similar 
on
lusions 
an be drawn from the noise2 dataset, where the small lc value withrespe
t to the wavelengths (0.8 
m or approximately λ0/19 at 2 GHz) makes the 
lutterpro�le in Fig. 4.9(a) behave almost as a homogeneous one. From Fig. 4.10 it 
an indeed benoti
ed that while the target support is more �nely and quantitatively better re
onstru
tedwhen using F , the DORT pro�les have less artefa
ts (see e.g. at the bottom right 
ornerof the 
harts). Again, the total �eld gradients are minimized more with FDORT.
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(a) (b) (
)Figure 4.11: noise3 dataset. (a) Singular values distribution as a fun
tion of frequen
y and(
) SCR as a fun
tion of frequen
y for the raw and DORT s
attered �elds.In the last dataset, noise3, whose pro�le is shown in Fig. 4.11(a), the 
orrelation lengthis of the order of λ0/2 � 2 GHz (7.5 
m). We are in the resonan
e domain and the impa
tof multiple-s
attering is expe
ted to be higher. With both approa
hes, the e�e
t of su
hpro�le is a slightly wrong lo
alization of the target in Fig. 4.10, found nearer to the arraybe
ause of the εr,n(~r) < εr,b values between the array and the obje
t. Apart from su
hlo
alization o�set, the DORT inversion still seems more robust to 
lutter for the samereasons observed and dis
ussed above.From all these results, obtained for a geometri
 
on�guration 
omparable to the one usedby Dubois et al. in [32℄, some tentative 
on
lusions 
an then be drawn:
• using only FDORT seems to alter the information 
ontent of the data, resulting inparti
ular in a de
rease of the highest re
onstru
tible spatial frequen
ies. For the
on�guration used in this se
tion, though, su
h redu
tion is fairly a

eptable;
• on the other hand, the DORT-based approa
h seems to be slightly more robust to
lutter;
• for a 
omparable quality of the results, inverting FDORT is 
onsiderably faster thaninverting F . The gain in 
omputation and speed is of the order of J/Ntgt, where J isthe number of sour
es (
f. �4.1.3) and Ntgt is the number of targets, sin
e one DORT

(a) εr;∞ (b) DORT, εr;∞ (
) g(E), gBorn(E)Figure 4.12: noise3 dataset. Inversion results with F and FDORT.
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iden
e per target should be 
onsidered in order to image all of them;
• if the amount of 
lutter in
reases, namely for a larger h value, the standard inversionmight lead to erroneous results; on the other hand, the symmetri
 DORT singularvalue is most probably hidden in the tangle of 
lutter-related singular values, makingit impossible to use FDORT. Therefore, although for di�erent reasons, both approa
hesfail in 
ase of strong 
lutter;
• although no result has been provided here for 
on
iseness, the regularization approa
hdis
ussed in �4.2 does not really improve the re
onstru
tions (regardless of the addi-tive/multipli
ative regularization 
hoi
e and regardless of the κ value). Even if in [32℄it is 
laimed that it is the DORT regularization that 
onsiderably improves the results,it should also be mentioned that the pro�les retrieved with the standard approa
h andthe positivity 
onstraint are not shown in the paper. Therefore, assuming that su
hmissing result is 
omparable to the one obtained with the DORT regularization, itmight even be argued that the main regularization e�e
t is brought by the positivityand not by the DORT �elds.4.3.3 In�uen
e of the line sizeCoherently with the experimental setup studied throughout this manus
ript, it is inter-esting to observe the behavior of FDORT when a small measurement line is available. Forthis purpose, the number of antennas is redu
ed to 7 (the 
entral ones with referen
e toFig. 4.1), resulting in an aperture angle of 53 deg. The inversion results as well as thesingular values distribution versus frequen
y are shown in Fig. 4.13 for noiseless data. Thestandard and the DORT-based approa
h give 
omparable results, both fair although mu
hless 
lean than those obtained with the large-aperture setup in Figs. 4.3-4.5. This is of
ourse due to the redu
ed aperture angle, leading to a redu
ed available information in thedata a

ording to the Ewald's 
ir
le theory developed in �3.4.

(a) (b) εr;∞ (
) DORT, εr;∞Figure 4.13: Noiseless data. (a) Singular values distribution as a fun
tion of frequen
y and(b,
) inversion results with F and FDORT.When 
lutter is introdu
ed, namely through the noise1 setup, the inversion results aredramati
ally a�e
ted. In Fig. 4.14(
), it must �rst be noti
ed that apart from the [2.5-3℄ GHz
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(a) (b) (
)Figure 4.14: noise1 dataset. (a) Singular values distribution as a fun
tion of frequen
y, (b)in
oherent sum of DORT �eld 
harts from 2 to 4 GHz built with (λ1,v1), and (
)SCR as a fun
tion of frequen
y for the raw and DORT s
attered �elds.frequen
y band, there is hardly an improvement in SCR (it a
tually gets 6 dB worse withDORT from 3.6 to 4 GHz, due to the 
rossing-
oupling of the two largest singular values inFig. 4.14(a)). This is due essentially to the fa
t that with a small line the resolution (both
ross- and down-range) is generally poor - in this 
ase it is equal to λ0(ω) -, so that thefo
using in
ident �eld 
annot avoid illuminating also the 
lutter near the target. In e�e
t,
omparing Fig. 4.14(b) and Fig. 4.7(b), it is easy to see that while with the big line thehot spot of the DORT in
ident �eld is exa
tly over the target support, it is now lo
atedbetween the target and the array, where 
lutter is present. In addition, the 
ross-range hotregion is now mu
h larger.The inversion results in Fig. 4.15 show �rst of all that the standard approa
h is more sen-sitive to 
lutter when the line is small, sin
e the degradation from Fig. 4.13(b) to Fig. 4.15(b)is mu
h worse than the one, relative to the large line setup, from Fig. 4.3(
) to Fig. 4.8(
).As for the DORT-based inversion, sin
e the SCR is not really improved, the retrieved pro�leis not better than the one obtained by simply inverting F .To prove that the regularization approa
h des
ribed in �4.2 does not allow to improvethe re
onstru
tions of F and FDORT, the result of the multipli
ative regularization s
hemewith κ = 1 (
ost fun
tion FFDORT) is shown in Fig. 4.16. The pro�le is not better than

(a) εr;∞ (b) DORT, εr;∞Figure 4.15: noise1 dataset. Inversion results with F and FDORT.
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Figure 4.16: noise1 dataset. Inversion result (εr;∞) with the regularized FFDORT 
ost fun
-tion.any of the unregularized ones in Fig. 4.15. Also, there is hardly any improvement when
hanging the value of κ and/or employing the additive s
heme.For all these reasons, it 
an be 
on
luded that the small line 
on�guration is not wellsuited for the use of the DORT approa
h. The reason lies essentially in the poor resolutionobtained with the DORT in
ident �eld, whi
h does not really result in an improvement inSCR that 
ould trade-o� the redu
ed number of data. As a 
onsequen
e, the regularizationapproa
h 
annot improve the results either. Finally, sin
e only a small line is experimentallyavailable, this explains why no inversion from experimental data has been performed.



Con
lusion and perspe
tives
The idea behind this work 
onsisted, at the time I joined LSEET, in the realizationof a mi
rowave imaging prototype suited to experimentally test inversion methods. Thehardware and software development ne
essary to have a running instrument, by themselves,have 
overed a large amount of time. The goal has been a
hieved and the laboratory nowpossesses a beamforming-
apable system that 
an be used to 
hara
terize s
atterers in the[2-4℄ GHz frequen
y band. In addition, a small ane
hoi
 
hamber has been built.The �rst approa
hes that have been implemented fall under the 
ategory of qualitativemethods. The interest has been parti
ularly put in studying the performan
es of TimeReversal as applied to ele
tromagneti
 waves. Indeed, in order both to test the beamformingperforman
es of the prototype and to validate the improvement in resolution a
hieved withTime Reversal in disordered media [41℄, the following experiment has been realized. The�eld emitted by one antenna has been ba
kpropagated by an array of antennas undertwo di�erent propagation 
onditions: in free-spa
e and in a medium with three metalli

ylinders heavily perturbating the �eld radiated by the sour
e antenna. In the latter 
ase,an improvement in resolution of a fa
tor 2.4 has been observed in the dire
tion parallel tothe array.Then, dete
tion and lo
alization of passive targets have been ta
kled. With either onearray in re�e
tion, or with two arrays fa
ing ea
h other in transmission, Time Reversal-based methods su
h as DORT and Time Reversal-MUSIC (TR-MUSIC) have been appliedto the experimental data. The e�e
tiveness of these methods in sele
tively imaging well-separated targets has been 
on�rmed for both 
on�gurations. In parti
ular, it has beenshown that whilst a 
lassi
al method su
h as Kir
hho� migration fails in the transmission
ase, both DORT and TR-MUSIC don't. Their behavior is in fa
t the same in re�e
tionand in transmission. The exploitation of the frequen
y bandwidth is not straightforwardfor any of these methods. An e�e
tive solution inspired by [99℄ has been su

esfully appliedto the DORT 
ase. It is based on an arrival time estimation 
omputed using the singularve
tors, and leads to an improved reje
tion of 
lutter and parasite multiple-s
attering. Asolution also based on the arrival time estimation has been used for TR-MUSIC.The prototype has then been employed in the quantitative inverse s
attering frame.Namely, the Modi�ed2 Gradient Method [12℄ has been run with the multi-view multi-175
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 multi-frequen
y experimental data. The role played by the antenna modeling step,ne
essary to des
ribe the in
ident �eld in the region under test, is here fundamental. A
alibration pro
edure extra
ting the radiation pattern of the antennas from the same ex-perimental data used for the inversion has thus been developed. This 
hoi
e has the mainadvantage of taking into a

ount the a
tual radiation patterns, hen
e in
luding the e�e
tof the proximity with the other array antennas. The 
alibration is based on a multipolarexpansion of the �eld, and is applied to both the in
ident �eld (TX antennas) and the Greenfun
tion linking the region under test and the re
eivers (RX antennas). To our knowledge,this might be spotted as an original 
ontribution in the inverse s
attering 
ommunity.The results show that the re�e
tion 
on�guration, as long as the array aperture is of theorder of 40 deg, is not well suited for imaging, espe
ially in the 
ase of diele
tri
 targets,whose pro�les are systemati
ally underestimated and their shape even badly re
onstru
ted.As for metalli
 s
atterers, due to their impenetrability, only the visible side is properlyimaged. On the other hand, when two arrays are used and both the transmission andre�e
tion data are 
onsidered, the results are satisfa
tory. The algorithm images well bothmetalli
 and su�
iently small diele
tri
 targets (d√εr of the order, at most, of λ0/3, dbeing the largest dimension of the target, εr its permittivity, and λ0 the wavelength at thesmallest frequen
y) and is even 
apable of sele
tively resolve them.In the �nal 
hapter, quantitative inversions using the in
ident and s
attered �elds issuedfrom the DORT method have been run. The goal is to improve the robustness of thealgorithm to 
lutter by exploiting the improved Signal-to-Clutter Ratio (SCR) of the DORTdata. A new 
ost fun
tion, FDORT, has thus been built and inverted. Two 
on
lusions 
anbe drawn from the results, obtained with syntheti
 data and for the re�e
tion 
on�guration.The �rst is that, as long as the target is su�
iently small, running an inversion with J �raw�in
ident �elds gives a result almost identi
al to that obtained by using FDORT. Only, thelatter approa
h has only one in
iden
e per target - the one asso
iated with the symmetri
DORT singular value -, hen
e it runs at least J/Ntgt times faster, Ntgt being the numberof targets. De
eivingly, only a marginal improvement in 
lutter reje
tion 
an be observed.The se
ond 
on
lusion 
on
erns the domain of appli
ability of this solution. The whole ideais based on the assumption that the DORT in
ident �eld fo
uses onto the target of interest.Nonetheless, in the 
ase of a small aperture angle, the fo
using spot is poorly resolved andnot even 
entered upon the target lo
ation. Under these 
ir
umstan
es, typi
al of a smallline 
on�guration, there is therefore no improvement wahtsoever in SCR, and the use of
FDORT is a
tually not advised.A few general 
on
lusions are due. First, the e�e
tiveness of Time Reversal-based meth-ods su
h as DORT and TR-MUSIC has been proved experimentally in the 
ase of a smallmeasurement line. The 
oherent exploitation of the frequen
y bandwidth is a 
ru
ial pointat this purpose, and the arrival time estimation method proposed in �2.3.3.3 seems a verygood 
andidate to a
hieve the task. The main issue with DORT and, in general, with
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e-based methods, is still the 
lassi�
ation of the singular spa
es. How to auto-mati
ally identify the symmetri
 singular value? How to automati
ally dete
t a 
rossingbetween singular values? Related to this problem, is the issue of de-
orrelating singularspa
es that 
ouple ea
h other, typi
ally in multi-target 
on�gurations. E�e
tive answers tothese problems would de�nitely 
ast DORT among the most e�e
tive lo
alization methods,and I personally believe that further resear
h in this dire
tion is worth the e�ort.As for the quantitative inversion experiments, they have shown that if a meti
ulous
alibration pro
edure is implemented, it is possible to re
onstru
t small s
atterers evenwith a small line, at least when re�e
tion and transmission data are 
ombined together.It would now be interesting to pursue the investigation in a 3D frame, adding namely thepolarization diversity to the data.Finally, the DORT-based inversion has given intriguing results. It should be proventhrough a more important number of test 
ases up to what extent it is possible to repla
ethe 
lassi
al multi-view inversion approa
h with a single-DORT-view one. The gain inexe
ution time being remarkable, this might help in approa
hing the real-time paradigm.Con
erning 
lutter reje
tion, the e�e
tiveness of the DORT-based method seems relatedto the resolution and neatness of the fo
using spot of the in
ident �eld. In virtue of itsfull aperture angle, the 
ir
ular s
anner 
on�guration seems therefore a good 
andidate toevaluate the limits of the idea.
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Appendix ADriving VNA and PIC from MatlabUsing the Instrument Control Toolbox, Matlab drives both the VNA and the PIC.A.1 VNAThe 
hosen physi
al interfa
e is the Ethernet 
able. The following software tools mustbe installed in a Windows OS environment in order to set up and use the 
onne
tion:
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Figure A.1: Simpli�ed s
hematization of the way the PC 
ommuni
ates with the VNA.
• National Instruments (NI) Virtual Instrument Software Ar
hite
ture (VISA). It isan appli
ation programming interfa
e (API) between instruments and developmentenvironments that supports interfa
es su
h as GPIB, RS-232, USB (from version 3.0).It was 
reated to be able to drive di�erent vendor's instruments, independently fromthe physi
al interfa
e and from the operating system, by using a 
ommon set of low-level I/O 
ommands.
• Rohde & S
hwarz RSIB passport. To use an Ethernet 
onne
tion Rohde & S
hwarzhas its own proto
ol, based on TCP/IP, 
alled RSIB; installing the passport allowsVISA to re
ognize and 
ommuni
ate with Rohde & S
hwarz RSIB instruments.195
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• VXIplug&play driver. This is a standardized driver, whi
h mainly merges the low-level I/O 
ommands available in NI-VISA to higher-level 
ommands, thus furthersimplifying the 
ontrol of instruments. Matlab's Instrument Control Toolobox sup-ports this driver and the 
ommuni
ation is based upon it.
• Matlab Instrument Control Toolobox rszv.mdd or rohdes
hwarz_zv.mdd. These�les, made available in the Matlab Central database, implement a yet higher-levelVXIplug&play-based driver spe
i�
 to Rohde & S
hwarz ZV Network Analyzers. Us-ing this driver, allows one to issue extremely simple 
ommands within Matlab.The whole s
heme is sket
hed in Fig. A.1.A.2 PIC mi
ro
ontrollerThe mi
ro
ontroller is the PIC18F4550 from Mi
ro
hip. It has been 
hosen be
ause itis available with a development 
ard, the PICDEM FS USB board, whi
h greatly eases thedevelopment of appli
ations based on a USB interfa
e. In fa
t, Mi
ro
hip also delivers a setof �rmware 
ode that 
an be used as a basis to develop the �rmware for its own appli
ation.This �rmware is written in a spe
ial version of C language enri
hed with the possibilityof typing dire
tly assembly lines, useful for instan
e to dire
tly address physi
al memorylo
ations. To develop and use its own �rmware appli
ation, one needs to install:
• PICDEM FS USB board software. It is the software delivered with the board; itin
ludes the graphi
al interfa
e to download the �rmware into the PIC and a demoappli
ation interfa
e.
• MPLAB Integrated Development Environment (IDE). It is the PIC programmingenvironment where one 
an write the �rmware 
ode, 
ompile it, debug it, et
.
• Mi
ro
hip C18 (MCC18) 
ompiler. It is the C 
ompiler spe
i�
 to PIC's mi
ro
on-trollers of the 18F family.At the time the board was installed and developed, Mi
ro
hip proposed �rmwares forthree USB 
lasses: Communi
ations Devi
e Class (CDC), Human Interfa
e Devi
e (HID)and Mass Storage. In addition, a �raw� �rmware was available, not belonging to any USB
lass. Two solutions were then available: either developing a USB Test and MeasurementControl (TMC)-
ompliant �rmware starting from the �raw� 
ode, or using the availableCDC �rmware emulating a serial COM devi
e. The �rst possibility is motivated by thefa
t that Matlab re
ognizes the TMC USB 
lass (and only that) using the VISA standard;nevertheless, developing su
h a �rmware would have been quite time-
onsuming sin
e a deepknowledge (and implementation) of the USB standard would have been needed. On theother hand, using the serial emulator allows one to 
ompletely bypass the USB 
onne
tionbehavior: the board is re
ognized as a COM devi
e and Matlab natively supports COMdevi
es! The latter has thus been the simplest 
hoi
e.



A.3. ABOUT THE CHOSEN OS 197A.3 About the 
hosen OSFinally, apart from the obvious 
hoi
e of using the Windows OS to drive the instru-ments (obvious in the sense that all the softwares/drivers are delivered only for Windows),adopting Linux and namely the Ubuntu distribution was a tempting idea as well. Thereasons why it was abandoned were mainly related to the 
ontrol of the VNA, sin
e verylittle information on the drivers were available at the time. I had even 
onta
ted Rohde &S
hwarz for a Linux version of the RSIB passport, but they only supported Red Hat andSuse distributions (not Debian-based as Ubuntu). Con
erning the PIC, MPLAB was notavailable at the time (I see today it is), nor was the PICDEM FS USB board software.Nevertheless some informations are today available on the Internet on how to use nativeLinux libraries and uno�
ial pa
kages to make it to use the evaluation board (but I nevertried it).
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Appendix BResolution analysisThe resolution analysis for some of the methods des
ribed in �2 are 
arried out, withreferen
e to the 3D setup in Fig. B.1, under the following hypotheses:1. emitting and re
eiving antennas are in�nitesimal dipoles (point sour
es/re
eivers);2. the target is a point, lo
ated at ~r ∗ = (0, F ), so that its s
attering is des
ribed by asingle 
onstant 
oe�
ient S0(ω) = S0;3. the target is in far-�eld with respe
t to the array, that is, F ≫ D and F ≫ λmax,where λmax is the largest wavelength within the bandwidth used;4. the target and the antennas lie in the same plane at z = 0.Furthermore, a re�e
tion 
on�guration with N antennas is 
hosen and the frequen
y bandis [ωm ωM]; hen
e, 
entral frequen
y and bandwidth are, respe
tively, ωc =
1
2
(ωm+ωM) and

ωbw = ωM − ωm.
�

�

�

� �

�
�

�
�

�
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Figure B.1: Con�guration for the resolution analysis.In this frame, as usually done in literature, two distin
t approximations 
on
erning theantenna-investigation point and antenna-target distan
es di(~r) and di(~r
∗) (see Fig. B.1),199



200 APPENDIX B. RESOLUTION ANALYSISrespe
tively, are made. For all delay and phase terms, it holds that, for i = 1, N ,
di(~r) =

√

(xi − x)2 + y2 = y

√

1 +

(
xi − x
y

)2

≈ y

[

1 +
1

2

(
xi − x
y

)2
]

, (B.1a)and, similarly,
di(~r

∗) =
√

x2i + F 2 ≈ F

[

1 +
1

2

(xi
F

)2
]

, (B.1b)whereas for amplitude fa
tors the simpler approximation
di(~r

∗) ≈ di(~r
∗) ≈ F (B.2)is used.B.1 Kir
hho� migrationThe 
ontinuous approximation of the Kir
hho� migration image given in (2.7) is

IKM(~r) ≈

∣
∣
∣
∣
∣
∣
∣

D/2∫∫

−D/2

K̃jk

[
tdjk(~r)

]
dxjdxk

∣
∣
∣
∣
∣
∣
∣

2

, (B.3)where the integration over the emitted pulse duration 2δt is removed for simpli
ity. At anyrate, if the pulse length 2δt c is smaller than the resolution lengths found later on, its onlye�e
t is to smooth the image (B.3). The arrival time tdjk(~r) is expressed as the sum of thearrival times relative to ea
h investigation point,
tdjk(~r) , tj + tk =

dj(~r)

c
+
dk(~r)

c
. (B.4)Now, the (j, k)th element of the inter-element matrix K(ω), Kjk(ω), 
an be written as

Kjk(ω) = S0
e−ikdj(~r

∗)

dj(~r ∗)

e−ikdk(~r
∗)

dk(~r ∗)
. (B.5)The 
omplex envelope of its Fourier transform is then

K̃jk(t) =

∫ ∞

−∞

Kjk(ω) Π

(
ω − ωc

ωbw

)

eiωtdω

=
S0ωbw

dj(~r ∗)dk(~r ∗)
δ
[
t− tdjk(~r ∗)

]
∗
[

sinc

(
1

2
ωbwt

)

eiωct

]

=
S0ωbw

F 2
sinc

{
1

2
ωbw

[
t− tdjk(~r ∗)

]
}

eiωc[t−tdjk(~r ∗)] ,

(B.6)
where, by analogy with (B.4), the arrival time tdjk(~r ∗) is de�ned as the sum of the antenna-target arrival times,

tdjk(~r
∗) , τj + τk =

dj(~r
∗)

c
+
dk(~r

∗)

c
. (B.7)



B.1. KIRCHHOFF MIGRATION 201Finally, substituting (B.6) in (B.3), and applying the amplitude approximation (B.2), givesthe �nal formula for the image:
IKM(~r) ∝

∣
∣
∣
∣
∣
∣
∣

D/2∫∫

−D/2

sinc

{
1

2
ωbw

[
tdjk(~r)− tdjk(~r ∗)

]
}

eiωc[tdjk(~r)−tdjk(~r ∗)]dxjdxk

∣
∣
∣
∣
∣
∣
∣

2

, (B.8)where the amplitude fa
tor |S0ωbw/F
2|2 has been removed for 
on
iseness.It is now interesting to study separately the resolution in down- and 
ross-range.B.1.1 Down-range resolutionIn down-range, the investigation domain redu
es to a line along y at x = 0. The impor-tant quantity is the arrival times di�eren
e in (B.8), whi
h, after tedious manipulations,be
omes

tdjk(~r)− tdjk(~r ∗) ≈
(

2− 1

2

x2j + x2k
Fy

)
y − F
c

. (B.9)Eq. (B.8) with (B.9) 
annot be solved expli
itly unless the far-�eld hypothesis F ≫ D is�pushed to the limit� by observing that for any (j, k)th term
2≫ 1

2

x2j + x2k
Fy

, (B.10)that is, the array aperture has pra
ti
ally no impa
t on the down-range resolution. Thisleads to
IKM(y) ∝

∣
∣
∣
∣
∣
∣
∣

D/2∫∫

−D/2

sinc [kbw(y − F )] dxjdxk

∣
∣
∣
∣
∣
∣
∣

2

= D4sinc2 [kbw(y − F )] , (B.11)where kbw and kc represent the wavenumbers asso
iated to ωbw and ωc, respe
tively. Noti
ethat, apart from the D4 term, (B.11) gives indeed the same result obtainable with a singlemeasurement instead of with an N × N matrix. Finally, the image in down-range has a
|sinc|2 pro�le, and the resolution RKM

dn , that is, the distan
e between the maximum and the�rst zero of (B.11), is
RKM

dn ≈
λbw
2

. (B.12)B.1.2 Cross-range resolutionAn image along x with y = F must now be 
onstru
ted. Again after some 
al
ulations,
tdjk(~r)− tdjk(~r ∗) ≈ x− xj − xk

F

x

c
, (B.13)
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IKM(x) ∝

∣
∣
∣
∣
∣
∣
∣

D/2∫∫

−D/2

sinc

[
1

2
kbw

x(x− xj − xk)
F

]

eikc
x(x−xj−xk)

F dxjdxk

∣
∣
∣
∣
∣
∣
∣

2

. (B.14)In a general frame, this expression 
annot be simpli�ed anymore, sin
e the role of thearray aperture D is here fundamental. The 
ross-range resolution RKM
x is then a fun
tionof D, F , and both kbw and kc.Nevertheless, if ωbw < ωc, it is possible to negle
t the `sin
' term in (B.14), sin
e itos
illates with a frequen
y proportional to 1/2ωbw whereas the `exp' term os
illates at ωc(in addition the `sin
' fun
tion de
reases slowlier than a simple `sin' fun
tion for smallarguments). Under this approximation, the following 
losed-form result is rea
hed:

IKM(x) ≈

∣
∣
∣
∣
∣
∣
∣

D/2∫∫

−D/2

eikc
x(x−xj−xk)

F dxjdxk

∣
∣
∣
∣
∣
∣
∣

2

= D4sinc4
(

kc
xD

2F

)

, (B.15)giving the approximated down-range resolution
RKM

x ≈ λcF

D ωbw<ωc

. (B.16)

Figure B.2: Cross-range resolution for the 
on�guration parameters in (B.17).This result is well 
on�rmed for a typi
al experimental 
on�guration among those usedin this manus
ript. For instan
e, the one used in Fig. 2.8(a) has the following parameters:






N = 8

D = 37.1 cm

F = 50 cm

ωbw = 2 GHz

ωc = 3 GHz

(B.17)



B.2. TIME REVERSAL OR TIME-DOMAIN DORT 203The resolution pro�le is plotted in Fig. B.2, where the results for the `sin
' and the `exp'
omponents separately are also presented. Indeed, the overall pro�le is dominated by thelatter 
ontribution, so that the resolution (at least at -30 dB) mainly depends on ωc andequals about 13 
m (≈ λcF/D). A larger bandwidth in
reases the impa
t of the `sin
'
ontribution, until for the limit 
ase ωbw = 2ωc, it almost be
omes the dominant one.B.2 Time reversal or time-domain DORTIn Time Reversal, the array ba
k-propagates the phase-
onjugate of the re
eived sig-nal 
oherently at all the frequen
ies within the used bandwidth. For a point target, this
orresponds to the time-domain DORT �eld 
hart (2.27), where the �rst singular ve
tor
v1(ω) = Ĝ∗(ω;~r ∗) is used.Two possible imaging approa
hes based on DORT are studied here. The �rst (2.27)
onsists in the ba
k-propagation of the time-domain singular ve
tor asso
iated to the target.A se
ond strategy is inspired from the frequen
y-
oherent TR-MUSIC method (2.42)-(2.43),where the fo
using singular spa
e must be used in spite of the noise subspa
e. It is presentedhere be
ause interesting indi
ations on the behavior of TR-MUSIC 
an be extra
ted fromits analysis. In both 
ases, to pro
eed, the normalization of the Green fun
tion ve
tors aswell as the iω term are negle
ted. For the latter, the assumption of a not too large ωbw/ωcratio (exa
tly as in �B.3) is impli
itly made.1. As just stated, the �rst solution (2.27) 
onsists in steering the array withF−1 [v1(ω)] (t)and, from the resulting �movie� des
ribing the propagation of the ba
k-propagatedwave, extra
ting the frame 
orresponding to the fo
using instant tfoc. The 
hoi
eof tfoc is linked in �2.3.3.2 to the SVD phase indetermination issue, whi
h makes itimpossible to predi
t the exa
t fo
using instant. For simpli
ity, su
h issue is here as-sumed as solved, giving tfoc = 0, whi
h is by the way the prin
iple of Time Reversal.Then, the 
ontinuous version of (2.27) be
omes

IDORT(~r) ≈
∣
∣
∣
∣
∣

∫ D/2

−D/2

D1(t
foc = 0;~r)dxj

∣
∣
∣
∣
∣

2

, (B.18)with
D1(t;~r) =

∫ ∞

−∞

|S0|2G∗(ω;~r ∗, ~rj)G(ω;~r, ~rj) Π

(
ω − ωc

ωbw

)

eiωtdω

= |S0|2
∫ ∞

−∞

eikdj(~r
∗)

dj(~r ∗)

e−ikdj(~r)

dj(~r)
Π

(
ω − ωc

ωbw

)

eiωtdω

=
|S0|2ωbw

dj(~r ∗)dj(~r)
δ
[
t− tdj (~r, ~r ∗)

]
∗
[

sinc

(
1

2
ωbwt

)

eiωct

]

≈ |S0|2ωbw

F 2
sinc

{
1

2
ωbw

[
t− tdj (~r, ~r ∗)

]
}

eiωc[t−tdj (~r,~r ∗)] ,

(B.19)



204 APPENDIX B. RESOLUTION ANALYSISand where
tdj (~r, ~r

∗) , tj − τj =
dj(~r)

c
− dj(~r

∗)

c
. (B.20)As for Kir
hho� migration, the integration over the pulse duration has been removedfor simpli
ity. Finally, substituting (B.19) in (B.18) gives

IDORT(~r) ∝
∣
∣
∣
∣
∣

∫ D/2

−D/2

sinc

[
1

2
ωbwt

d
j (~r, ~r

AT ∗)

]

e−iωctdj (~r,~r
∗)dxj

∣
∣
∣
∣
∣

2

. (B.21)2. The se
ond solution (2.42)-(2.43), whi
h has the advantage of naturally solving theSVD phase indetermination issue, is based on the 
on
ept of arrival time, similarlyto Kir
hho� migration:
IDORT−AT(~r) ≈

∣
∣
∣
∣
∣
∣
∣

D/2∫∫

−D/2

D2

[
tdk(~r);~r

]
dxjdxk

∣
∣
∣
∣
∣
∣
∣

2

, (B.22)where the kth antenna arrival time is
tdk(~r) , tk =

dk(~r)

c
. (B.23)The integrand of (B.22) writes as

D2(t;~r) =

∫ ∞

−∞

|S0|2G∗(ω;~r ∗, ~rj)G(ω;~r, ~rj)G(ω;~r
∗, ~rk) Π

(
ω − ωc

ωbw

)

eiωtdω

= |S0|2
∫ ∞

−∞

eikdj(~r
∗)

dj(~r ∗)

e−ikdj(~r)

dj(~r)

e−ikdk(~r
∗)

dj(~r ∗)
Π

(
ω − ωc

ωbw

)

eiωtdω

=
|S0|2ωbw

dj(~r ∗)dj(~r)dk(~r ∗)
δ
[
t− tdjjk(~r, ~r ∗)

]
∗
[

sinc

(
1

2
ωbwt

)

eiωct

]

=
|S0|2ωbw

dj(~r ∗)dj(~r)dk(~r ∗)
sinc

{
1

2
ωbw

[
t− tdjjk(~r, ~r ∗)

]
}

eiωc[t−tdjjk(~r,~r ∗)] ,

(B.24)
where now

tdjjk(~r, ~r
∗) , tj − (τj − τk) =

dj(~r)

c
−
[
dj(~r

∗)

c
− dk(~r

∗)

c

]

. (B.25)The �nal image is then
IDORT−AT(~r) ∝

∣
∣
∣
∣
∣
∣
∣

D/2∫∫

−D/2

sinc

{
1

2
ωbw

[
tdk(~r)− tdjjk(~r, ~r ∗)

]
}

eiωc[tdk(~r)−tdjjk(~r,~r ∗)]dxjdxk

∣
∣
∣
∣
∣

2

. (B.26)



B.2. TIME REVERSAL OR TIME-DOMAIN DORT 205B.2.1 Down-range resolutionFor the down-range resolution analysis, ~r = (0, y) and the approximations (B.1) mustbe applied. A separate derivation for ea
h solution is proposed in the following.1. Eq. (B.20) be
omes
tdj (~r, ~r

∗) ≈
(

1− 1

2

x2j
Fy

)
y − F
c

. (B.27)As for Kir
hho� migration, (B.21) 
annot be solved further without 
ompletely ne-gle
ting the e�e
t of the array aperture. Sin
e indeed
1≫ 1

2

x2j
Fy

, (B.28)(B.21) simply gives
IDORT(y) ∝ D2sinc2

[
1

2
kbw (y − F )

]

, (B.29)whi
h, again as for Kir
hho� migration, only depends on the frequen
y bandwidth.The resolution is then
RDORT

dn ≈ λbw , (B.30)that is, twi
e the resolution obtained with the Kir
hho� migration method.This 
an be explained sin
e, while DORT 
onsists of beamforming the array eitherat emission with the right singular ve
tors vl, or at re
eption with the left ones, ul,Kir
hho� migration is based on beamforming both at emission and re
eption, whi
hindeed halves the resolution. Mathemati
ally, while with DORT fo
using o

urs whenthe single arrival times di�eren
e (B.20) is minimized, for Kir
hho� migration it isthe round-trip arrival times (B.4) and (B.7) that tend to mat
h at the target lo
ation.2. Although the di�eren
e between (B.23) and (B.25) be
omes
tdk(~r)− tdjjk(~r, ~r ∗) ≈

(

1 +
1

2

x2k
y2

)
y

c
−
[(

1 +
1

2

x2j
y2

)
y

c
− 1

2

x2j − x2k
Fc

]

=
1

2

x2k − x2j
Fy

F − y
c

,

(B.31)it is again impossible to solve (B.26) when substituting (B.31). Nevertheless, negle
t-ing the array aperture leads now to tdk(~r)− tdjjk(~r, ~r ∗) ≈ 0, whi
h leads to an in�nitelylarge resolution in down-range:
RDORT−AT

dn ≈ ∞ . (B.32)Noti
e also that re-introdu
ing the e�e
t of the array aperture brings RDORT−AT
dn to a�nite, yet very large, value.
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h a poor resolution 
an easily be explained by the fa
t that for IDORT−AT it is adi�eren
e of arrival times that is mat
hed at the target lo
ation. Indeed,
tdk(~r)− tdjjk(~r, ~r ∗) = tk − tj − (τk − τj) , (B.33)whi
h is 
learly near to zero along y sin
e for any (j, k)th pair the di�eren
e is verysmall.B.2.2 Cross-range resolutionAgain, the two strategies are handled separately imposing y = F .1. The arrival time Eq. (B.20) be
omes

tdj (~r, ~r
∗) ≈ 1

2

x− 2xj
F

x

c
, (B.34)giving

IDORT(x) =

∣
∣
∣
∣
∣

∫ D/2

−D/2

sinc

[
1

4
kbw

x(x− 2xj)

F

]

e−i
1
2
kc

x(x−2xj)

F dxj

∣
∣
∣
∣
∣

2

. (B.35)The behavior of (B.35) is very similar to the one found for Kir
hho� migration in�B.1.2. The 
ross-range resolution is in general a fun
tion of kbw, kc, D, and F .Nonetheless, if the ratio ωbw/ωc is relatively small, then, espe
ially for small argu-ments, the `sin
' fun
tion 
an be negle
ted as 
ompared to the `exp' one. Then,
IDORT(x) ≈

∣
∣
∣
∣
∣

∫ D/2

−D/2

e−i
1
2
kc

x(x−2xj)

F dxj

∣
∣
∣
∣
∣

2

= D2sinc2
(

kc
xD

2F

)

, (B.36)whi
h gives the well-known 
ross-range resolution formula
RDORT

x ≈ λcF

D ωbw<ωc

, (B.37)exa
tly as for Kir
hho� migration.2. A similar result holds for IDORT−AT. In e�e
t, Eq. (B.25) gives
tdk(~r)− tdjjk(~r, ~r ∗) ≈ xj − xk

F

x

c
, (B.38)so that the �nal formula be
omes

IDORT−AT(x) =

∣
∣
∣
∣
∣
∣
∣

D/2∫∫

−D/2

sinc

[
1

2
kbw

x(xj − xk)
F

]

e−ikc
x(xj−xk)

F dxjdxk

∣
∣
∣
∣
∣
∣
∣

2

. (B.39)



B.3. 3D VS. 2D RESOLUTION 207Again, the `sin
' 
ontribution 
an be negle
ted, resulting in
IDORT−AT(x) ≈

∣
∣
∣
∣
∣
∣
∣

D/2∫∫

−D/2

e−ikc
x(xj−xk)

F dxjdxk

∣
∣
∣
∣
∣
∣
∣

2

= D4sinc4
(

kc
xD

2F

)

, (B.40)whose resolution is slightly better with respe
t to IDORT(x) due to the 4th versus the
2nd `sin
' power. Nonetheless, the distan
e from the maximum to the �rst zero of(B.40) is un
hanged,

RDORT
x ≈ λcF

D ωbw<ωc

. (B.41)B.3 3D vs. 2D resolutionThe analysis 
arried out in this appendix 
overs the single-polarization 3D 
ase. Underthe 2D frame - wire sour
es/re
eivers and 
ylindri
al target - the results are supposed to
hange. Indeed, the Green fun
tion is now the 0th-order Hankel fun
tion of the se
ond kind,whi
h, with respe
t to the 3D 
ase, introdu
es a 1/
√
k dependen
y. Thus, (B.5) as well as(B.19) and (B.24) are modi�ed by a 1/k or 1/k1.5 fa
tor.This fa
tor alters the resolution of the Inverse Fourier Transform (IFT) in (B.6) and(B.19)-(B.24), sin
e their results should be 
onvoluted to F−1[1/k](t) or F−1[1/k1.5](t).Although these 
onvolution produ
ts do not have 
losed-form solutions, it is possible tostate that, if the operating bandwidth ωbw is su�
iently small, e.g. one o
tave as in theexperimental 
on�gurations studied in this manus
ript, the result is very similar to the 3Done.
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Appendix CConstru
tion of a �eld 
hartPhase Conjugation, DORT or some of the other methods dis
ussed in �2 produ
e a so-
alled �eld 
hart, i.e., the distribution of the ele
tri
 �eld ~E(ω;~r) over a given region whenthe antenna array is steered with a ve
tor v(ω). With referen
e to an experimental setup,su
h as the one des
ribed in �1, whose raw measurements are S-parameters, that is, voltage-or 
urrent-waves ratios, it is 
lear that feeding the jth antenna with vj(ω) a
tually meanssetting its feeding 
urrent Iant(ω) to that value.To build a �eld 
hart, it must be therefore possible to express the ele
tri
 �eld ~E(ω;~r)given a 
urrent distribution ~Jant(ω;~r), ~r being the position within the antenna support.Su
h 
urrent distribution is then the result, hen
e a fun
tion, of the 
urrent Iant(ω) appliedto the antenna. For simpli
ity, with a time dependen
y eiωt, 
onsider an ele
tri
 dipolewhose 
onstitutive equations are
{
~Jant(ω;~r) = iω ~Pant(ω;~r)

ρant(ω;~r) = −~∇ · ~Pant(ω;~r)
, (C.1)where ρant is the �
titious 
harge distribution [95℄ indu
ed within the antenna support,and ~Pant the ele
tri
 moment (or polarization ve
tor) of the dipole. In a 3D frame, thehypotheses used in this manus
ript when dealing with syntheti
 data are1. in�nitesimal dipole, that is, in�nitesimally small dipole lo
ated at ~r = ~r0 = (x0, y0, 0);2. dipole oriented along the z-axis;3. ele
tri
 �eld sought at z = 0.In formulae, sin
e the ele
tri
 moment 
an be written as

~Pant(ω;~r) = Pant(ω) δ(~r− ~r0)ẑ , (C.2)the 
urrent distribution at the antenna be
omes
~Jant(ω;~r) = Iant(ω)δ(~r − ~r0)ẑ . (C.3)and �nally

Iant(ω) = iωPant(ω) . (C.4)209



210 APPENDIX C. CONSTRUCTION OF A FIELD CHARTIn a homogeneous, non-magneti
, propagation medium with (possibly 
omplex) relativepermittivity εr, solving the Maxwell's equations in
luding the sour
e terms in (C.1) for
~E(ω;~r) leads to

~E(ω;~r) =
1

ε0εr

[
∂2

∂x∂z
x̂+

∂2

∂y∂z
ŷ +

(
∂2

∂z2
+ k2

)

ẑ

]

G(ω;~r− ~r0)Pant(ω) , (C.5)where G(ω;~r) is the Green fun
tion of the same medium de�ned in (3.5). The �eld hastherefore three 
omponents oriented along the three axes. Nevertheless, sin
e
∂G(ω;~r)

∂z
=
∂G(ω;~r)

∂r

∂r

∂z
= −G(ω;~r)

(
ik

r
+

1

r2

)

z , (C.6)where r = |~r|, the �rst two terms of (C.5) be
ome null on the plan z = 0. Con
erning thethird term, it holds that
∂2G(ω;~r)

∂z2
= G(ω;~r)

[(

−k2 + 3ik

r
+

3

r2

)
z2

r2
−
(
ik

r
+

1

r2

)]

, (C.7)hen
e on
e again the �rst part of the sum equals zero at z = 0.Re
alling (C.4), the �nal 
omplete expression for the ele
tri
 �eld at z = 0 is then
~E(ω;~r)|z=0 = −iωµ0

(

1− i

k|~r − ~r0|
− 1

k2|~r − ~r0|2
)

G(ω;~r− ~r0)Iant(ω)ẑ . (C.8)The se
ond and third terms within the (·) are the near-�eld 
ontributions to the �eld,whi
h indeed 
ome from the ∂2/∂z2 term in (C.5), whereas the �rst one is the �far-�eld�
omponent, the former be
oming negligeable as soon as |~r − ~r0| ≫ λ/2π.In a 2D frame, the in�nitesimal dipole must be repla
ed by an in�nitely long wire. Thesame reasoning holds, ex
ept the 3D Green fun
tion expression must be repla
ed by its 2D
ounterpart based on the 0th-order Hankel fun
tion. Sin
e in 2D any ∂/∂z term is null, the�nal expression is simply
~E2D(ω;~r)|z=0 = −iωµ0G2D(ω;~r − ~r0)Iant(ω)ẑ , (C.9)where the near-�eld 
ontributions are �in
luded� in the behavior of the Hankel fun
tion for

k|~r − ~r0| ≪ λ/2π.



Appendix DLine sear
h and Wolfe's 
onditionsAt ea
h iteration of an iterative fun
tion minimizing algorithm (e.g. Steepest Des
ent orConjugate Gradient), a line sear
h must be performed in order to produ
e a new estimateof the unknowns. Given a fun
tion F(x) to be minimized, 
alling xn the ve
tor of thevariables at iteration n and dxn the ve
tor of the des
ent dire
tions with respe
t to ea
helement of xn, the update rule writes
xn+1 = xn + λnd

x
n+1 . (D.1)The line sear
h, then, 
onsists in �nding the value λn that minimizes F(xn+1). Manyiterative methods exist for e�
iently performing the line sear
h. For any of them, instead ofrea
hing the pre
ision of the ma
hine between two 
onse
utive λn, it 
an be demonstratedthat F will 
onverge onto the same minimum if Wolfe's 
onditions are used to stop thesear
h. Hen
e, less iterations are ne
essary for the line sear
h and the whole minimizationis more rapid without any degradation of the result. For the present 
ase, Wolfe's 
onditionwrite

F(xn+1) ≤ F(xn) + c1λn
(
dxn+1

)T
gxn (D.2a)

∣
∣
∣

(
dxn+1

)T
gxn+1

∣
∣
∣ ≤ c2

∣
∣
∣

(
dxn+1

)T
gxn

∣
∣
∣ , (D.2b)where c1 and c2 are two empiri
al parameters set to 10−4 and 10−1 in [151℄ for a non-linear CG s
heme as those presented in this manus
ript in the frame of quantitative inverses
attering. The �rst 
ondition, also known as Armijo rule, guarantees that the minimumne
essary amount of redu
tion in F is obtained (remark that (dxn+1

)T
gxn is by de�nitiona negative quantity). The se
ond 
ondition, also known as 
urvature 
ondition or strongWolfe 
ondition, imposes that the slope of F , whi
h writes (dxn+1

)T
gxn+1, should be smallenough to guarantee the 
onvergen
y of the des
ent algorithm.Noti
e that, while the Armijo rule does not require the 
omputation of any other quantity,the 
urvature 
ondition requires the evaluation of gxn+1 ea
h time a new λn value is tested(gxn is 
onsidered as known sin
e the des
ent dire
tion dxn+1 is usually a fun
tion of it).
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