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Summary

Assume G is a connected reductive algebraic group defined over an algebraic closure
of the finite field of prime order p > 0. Furthermore we assume G has an Fq-rational
structure G = GF where q = pa is a power of p and F : G → G is the corresponding
Frobenius endomorphism.

Through a great deal of work Lusztig, largely in [Lus84a] and [Lus88], has managed
to obtain a classification of the irreducible characters of G and their corresponding
character degrees. To understand in general the values of irreducible characters of
G Lusztig has developed a geometric theory of character sheaves which gives the
framework to express links between the geometry of G and the characters of G, (see
[Lus85]). Let Irr(G) denote the set of ordinary irreducible characters of G. In [Lus92]
using character sheaves Lusztig has associated to every χ ∈ Irr(G) a unique F-stable
unipotent class of G called the unipotent support of χ, which we denote by Oχ. This
was originally done under the assumption that p and q are sufficiently large, however
the assumptions on p and q were later removed in [Gec96] and [GM00]. A conse-
quence of the existence of unipotent supports is that we have a natural map

Irr(G)→ {F-stable unipotent conjugacy classes of G}

given by χ 7→ Oχ.

Lusztig has shown that for each χ ∈ Irr(G) there is a well defined integer nχ such that
nχ · χ(1) is a monic polynomial in q with integer coefficients. If x ∈ G then we write
AG(x) for the component group CG(x)/CG(x)◦. The following result was observed
by Lusztig in [Lus84a, 13.4.4] and later verified by Lusztig and Hézard through a
detailed case by case analysis, (see [Lus09] and [Héz04]).

Theorem (Lusztig, Hézard). Assume p is a good prime for G, G/Z(G) is simple, Z(G)

is connected and O is an F-stable unipotent class of G. There exists a character χ ∈ Irr(G)

such that Oχ = O and nχ = |AG(u)| for any u ∈ O.

The usefulness of characters satisfying the condition nχ = |AG(u)| can be seen in the
theory of generalised Gelfand–Graev representations (GGGRs). These are characters of G
which are obtained by induction from subgroups of the unipotent radical of a Borel



Summary

subgroup of G. In particular, if χ satisfies this technical condition then it severly limits
the appearance of χ as a constituent of the Alvis–Curtis dual of a GGGR associated
to a unipotent element in OF

χ. The main result of this thesis is the following extension
of the above theorem.

Theorem A. Let G be a simple algebraic group and assume p is a good prime for G. Given
any F-stable unipotent class O of G there exists an irreducible character χ ∈ Irr(G) such that
Oχ = O and nχ = |AG(u)F|, (where u ∈ OF is a well-chosen representative).

When Z(G) is connected it is known that we can always choose a representative such
that F acts trivially on AG(u). However this is not the case when Z(G) is discon-
nected. Therefore we must work with well-chosen representatives which are such
that |AG(u)|/|AG(u)F| = |ZG(u)|/|ZG(u)F| where ZG(u) is the image of the centre
in AG(u). When G is adjoint Z(G) is trivial and thus our theorem is a generalisation
of that of Lusztig and Hézard.

The proof of this theorem involves a detailed case by case analysis in line with those
of Lusztig and Hézard. Our main philosophy is to use an embedding of G into a
connected reductive group with a connected centre and restriction of characters, (as
in [Lus88]). The initial layout of the thesis is as follows:

• Chapter 1 contains the necessary background concerning the classification of
finite reductive groups and the ordinary character theory of G.

• Chapter 2 contains material describing unipotent conjugacy classes of G, in par-
ticular the order of the component groups |AG(u)|.

• Chapter 4 contains material concerning quasi-isolated semisimple elements.

• Chapters 3, 5 and 6 contain the case by case check forming the proof of Theo-
rem A.

The remaining chapters of this thesis are concerned with applications of Theorem A.
In [GH08] Geck and Hézard have shown that when Z(G) is connected, (and assuming
p and q are large), the following conjecture of Kawnaka’s holds.

Conjecture (Kawanaka). Assume G is a connected reductive algebraic group and p is a
good prime for G. The GGGRs of G form a Z-basis for the Z-module of all unipotently
supported virtual characters of G.

Note that we call a class function of G unipotently supported if its support as a
function is contained in the set of unipotent elements of G. Our goal was to prove
that Kawanaka’s conjecture holds assuming p and q are large enough but this has not
been possible, (see Remark 7.14). However we have been able to obtain the following
extension of Geck and Hézard’s result, which is proved in Chapter 7.

Theorem B. Assume p, q are large enough and G is a simple algebraic group which is not a
spin or half-spin group then Kawanaka’s conjecture holds.
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It is known that there are two bases of the space of all unipotently supported class
functions of G. One consists of the GGGRs of G and the other consists of the charac-
teristic functions of unipotent conjugacy classes. In [Lus92] as a part of his work on
unipotent supports he constructs explicitly the change of basis matrices for these two
bases. Let us denote by NG the set of all pairs ι = (O, ψ) where O is a unipotent class
of G and ψ is an irreducible character of the component group AG(u), (where u ∈ O
is a representative).

The change of basis matrix contains in it certain unknown fourth roots of unity ζ ′ι
which are associated to the pairs ι ∈ NG. These fourth roots of unity can be computed
inductively from cuspidal pairs associated to Levi subgroups. In [Gec99] Geck gives
an expression for the fourth root of unity associated to cuspidal pairs for the case
where G is an adjoint simple group and p, q are sufficiently large, (in particular p is a
good prime for G). Adapting his argument, which is based on Theorem A, we obtain
the final result of this thesis. This is proved in Chapter 8.

Theorem C. Assume Gn is Sp2n(K) or SO2n(K) and p, q are sufficiently large, (in par-
ticular p 6= 2). If such a pair exists we denote by ι0 the unique cuspidal pair in NGn . Let
ε ∈ {±1} and a ∈N be such that p ≡ ε (mod 4) and q = pa then we have

ζ ′ι0 =


ε

an
2 if n is even,

(−1)an if n is odd and ε = 1,

(−j)an if n is odd and ε = −1.

Here j denotes a fixed primitive fourth root of unity in Q`. It should be noted that
Theorem C was already proved by Waldspurger in the context of [Wal04]. Here we
merely give an alternative approach to obtaining these values. One would hope that
a statement similar to that of Theorem C could be made for the case where G is a
spin group. However the argument used to prove Theorem C fails in this case, (see
the discussion in Section 8.3).
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Chapter 1

Irreducible Characters of Finite Reductive Groups

Throughout K = Fp will be an algebraic closure of the finite field Fp of prime
characteristic p. Recall that K is an algebraic group under addition, which we de-
note K+, and K \ {0} is an algebraic group under multiplication, which we denote
K×. Let r = pa be a power of p for some natural number a > 0 then we write
Fr = {x ∈ K | xr = x} for the finite subfield of K of order r. We denote by
N = {1, 2, 3, 4, . . . } the set of non-zero natural numbers and by N0 the set N∪{0}. As
usual we denote by Z, Q, R and C the ring of integers, the field of rational numbers,
the field of real numbers and the field of complex numbers.

We will denote by Q` an algebraic closure of the field of `-adic numbers for some
prime ` distinct from p. We assume fixed once and for all an involutary automorphism
Q` → Q`, denoted x 7→ x, such that ω = ω−1 for every root of unity ω ∈ Q

×
` . Such

an automorphism can be identified with complex conjugation under an isomorphism
between Q` and C.

We fix now an isomorphism of groups ı : (Q/Z)p′ → K× and an injective homomor-

phism of groups  : Q/Z→ Q
×
` . Note that if H is a group then we denote by Hp′ the

subset consisting of all elements whose order is coprime to p. If H is abelian then Hp′

is a group and if H is also finite then the order of Hp′ is the largest divisor of the order
of H which is coprime to p. The composition  ◦ ı−1 gives an injective homomorphism
κ : K× → Q

×
` .

1.1 The Classification of Semisimple Algebraic Groups

The main theorem of this thesis will involve a case by case check through the finite
reductive groups which arise from simple algebraic groups. In this section we recall
how reductive algebraic groups are classified and develop some conventions which
we maintain throughout.

1



Chapter 1.1 2

1.1.1 Root Data

Let X, qX be free abelian groups of the same finite rank and let Φ and qΦ be finite
subsets of X and qX respectively. As X, qX are abelian groups they are also Z-modules
hence we may form the tensor products of Z-modules RX = R ⊗Z X and R qX =

R⊗Z
qX. The tensor products RX and R qX are real vector spaces and we may identify

X and qX with their natural images in these spaces. Typically we will suppress the
tensors when writing elements of RX and R qX.

Definition 1.1. We say the quadruple Ψ = (X, Φ, qX, qΦ) is a root datum if the following
conditions are satisfied.

• There exists a non-degenerate bilinear map 〈−,−〉 : X × qX → Z such that
χ 7→ 〈χ,−〉 and γ 7→ 〈−, γ〉 give isomorphisms X → Hom( qX, Z) and qX →
Hom(X, Z), (i.e. 〈−,−〉 is a perfect pairing).

• There exists a bijection Φ→ qΦ denoted by α 7→ qα, such that 〈α, qα〉 = 2.

• For every α ∈ Φ the maps sα : X → X and s
qα : qX → qX defined by

sα(χ) = χ− 〈χ, qα〉α for all χ ∈ X,

s
qα(γ) = γ− 〈α, γ〉qα for all γ ∈ qX,

are such that sα(Φ) = Φ and s
qα(qΦ) = qΦ.

Assume now that Ψ = (X, Φ, qX, qΦ) is a root datum. We may easily extend the bilinear
map in Definition 1.1 to a non-degenerate bilinear map RX×R qX → Z by setting

〈r1χ, r2γ〉 = r1r2〈χ, γ〉 for all r1χ ∈ RX and r2γ ∈ R qX.

Let RXΦ ⊆ RX and R qX
qΦ ⊆ R qX be the subspaces spanned by Φ and qΦ respectively

then Φ and qΦ form crystallographic root systems of RXΦ and R qX
qΦ. Extending lin-

early we may consider the automorphisms sα, s
qα of X and qX to be elements of GL(RX)

and GL(R qX), which are precisely the reflections associated to the elements of Φ and
qΦ. Let WΦ, W

qΦ be the subgroups of GL(RX), GL(R qX) generated by these reflections
then these are isomorphic Weyl groups and we call WΦ the abstract Weyl group of Φ.

By [Spr09, §7.1.7] we may fix a WΦ-invariant positive definite symmetric bilinear form
(·, ·) : RX×RX → R then the sα are Euclidean reflections with respect to this metric.
By [Hum90, §1.1] we have for each α ∈ Φ that

sα(χ) = χ− 2(χ, α)

(α, α)
α
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for all χ ∈ RX, in particular 〈−, qα〉 = 2(α, α)−1(−, α). This form gives an identification
of R qX as the dual vector space of RX. It follows that under this identification we have

qα =
2α

(α, α)
, (1.1)

(see for instance [Bou02, Ch. VI - §1 - no. 1 - Lemma 2]).

Let Ψ′ = (X′, Φ′, qX′, qΦ′) be another root datum and assume ϕ ∈ Hom(X′, X) is a
homomorphism of abelian groups. Precomposing with ϕ gives an induced homo-
morphism Hom(X, Z) → Hom(X′, Z). By identifying Hom(X, Z) and Hom(X′, Z)

with qX and qX′, using the respective perfect pairings, we obtain a homomorphism
〈−, γ〉 7→ 〈−, γ〉 ◦ ϕ. We then define qϕ ∈ Hom( qX, qX′) to be the homomorphism such
that 〈−, qϕ(γ)〉 = 〈−, γ〉 ◦ ϕ and call this the map dual to ϕ. Equivalently we have
qϕ is the unique homomorphism satisfying 〈ϕ(χ), γ〉 = 〈χ, qϕ(γ)〉 for all χ ∈ X′ and
γ ∈ qX. Similarly we have a duality map Hom( qX, qX′) → Hom(X′, X), also denoted
ϕ 7→ qϕ, and the composition of these dualities satisfies q

qϕ = ϕ. This implies that ϕ is
an isomorphism if and only if qϕ is an isomorphism.

Remark 1.2. It is easily seen that the automorphism s
qα of qX in Definition 1.1 is the

automorphism dual to sα, thus we may often denote this by qsα.

Definition 1.3. We say a triple (ϕ, b, q) : Ψ′ → Ψ is an isogeny of root data if the follow-
ing conditions hold:

• ϕ : X′ → X and its dual qϕ : qX → qX′ are injective homomorphisms of abelian
groups.

• b : Φ → Φ′ is a bijection and q : Φ → {pa | a ∈ N0} is a function such that
ϕ(b(α)) = q(α)α and qϕ(~b(α)) = q(α)qα for all α ∈ Φ, where either p = 1 or p > 1
is a prime.

We call (ϕ, b, q) a central isogeny if q = 1, i.e. q(α) = 1 for all α ∈ Φ. The isogeny
(ϕ, b, q) is an isomorphism of root data if ϕ is an isomorphism and q = 1, (note b must
then be the restriction of ϕ−1 to Φ). We call (ϕ, b, 1) an automorphism of root data if it is
an isomorphism and Ψ = Ψ′. We will often denote an isogeny merely by ϕ.

Let us choose a positive system of roots Φ+ ⊂ Φ then this determines a unique system
of simple roots ∆ ⊆ Φ+, (this follows from [Hum90, §1.3 - Theorem]). Let q∆ be the
image of ∆ under the bijection Φ→ qΦ then by [Bou02, Ch. VI - §1 - no. 5 - Remark (5)]
and Eq. (1.1) we have q∆ is a system of simple roots for qΦ hence determines a unique
system of positive roots qΦ+ ⊂ qΦ. We will denote by S the set of simple reflections
{sα | α ∈ ∆}, which is a generating set for WΦ such that (WΦ, S) is a Coxeter system,
(see [Hum90, §1.9 - Theorem]).
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We call the following subspaces of RX and R qX

Λ = {χ ∈ RX | 〈χ, qα〉 ∈ Z for all α ∈ Φ},
qΛ = {γ ∈ R qX | 〈α, γ〉 ∈ Z for all qα ∈ qΦ},

the weight lattice and coweight lattice of Ψ, (their elements are called weights and
coweights respectively). To any simple root α ∈ ∆ we associate the unique element
of the weight lattice vα ∈ Λ satisfying 〈vα, qβ〉 = δα,β for all β ∈ ∆, where δα,β = 1 if
α = β and 0 otherwise. Similarly we can associate a unique element of the coweight
lattice qωα ∈ qΛ satisfying 〈β, qvα〉 = δα,β. We call the sets Ω = {vα | α ∈ ∆} and
qΩ = { qvα | α ∈ ∆} the sets of fundamental dominant weights and fundamental dominant
coweights.

With these notions in place we can consider the following sequence of subspace in-
clusions ZΦ ⊆ X ⊆ Λ where ZΦ is the Z-span of the roots (similarly we have the
inclusions Z qΦ ⊆ qX ⊆ qΛ). The two quotient spaces

Π = Λ/ZΦ qΠ = qΛ/Z qΦ

have the structure of a finite abelian group and are isomorphic, (see [Bou02, Ch. VI -
§1 - no. 9]). We call this group the fundamental group of Φ, (this should not be confused
with Λ/X which is also called the fundamental group of Ψ).

1.1.2 Connected Reductive Algebraic Groups

Let G be a connected reductive algebraic group defined over K, T0 6 G a fixed
maximal torus of G and B0 6 G a fixed Borel subgroup containing T0. We define
the root datum of G relative to T0 to be Ψ(T0) = (X(T0), Φ(T0), qX(T0), qΦ(T0)). Here
X(T0) = Hom(T0, K×) is the set of all homomorphisms from T0 to K× and qX(T0) =

Hom(K×, T0) is the set of all homomorphisms from K× to T0. The sets Φ(T0) ⊂
X(T0) and qΦ(T0) ⊂ qX(T0) are the sets of roots and coroots which we will define
below. When there is no ambiguity regarding T0 or G we denote this root datum
simply by Ψ = (X, Φ, qX, qΦ). Before discussing the definition of the subsets Φ and qΦ
we first make the following remark regarding homomorphisms.

Remark 1.4. Let ϕ : G1 → G2 be a map between two algebraic groups G1, G2. We
will take the statement “ϕ is a homomorphism” to mean that ϕ is a homomorphism
of algebraic groups, i.e. it is a homomorphism of abstract groups and a morphism
of varieties. Furthermore we will take the statement “ϕ is an isomorphism” to mean
that ϕ is a bijective homomorphism of algebraic groups whose inverse ϕ−1 is also
a homomorphism of algebraic groups. If we wish to make clear that ϕ−1 is not a
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homomorphism of algebraic groups, i.e. ϕ is only an isomorphism of abstract groups,
then we will say “ϕ is an abstract isomorphism”. Such conventions will also be used
for automorphisms. If ϕ is an abstract isomorphism we will say G1 and G2 are
abstractly isomorphic.

Notation. If H is a group then given any two elements g, h ∈ H we denote by gh the
element ghg−1 and by hg the element g−1hg. Similarly if K 6 H is a subgroup then
we denote by gK the group {gkg−1 | k ∈ K} and by Kg the group {g−1kg | k ∈ K}.
We denote by Aut(H) the group of all automorphisms of H, (if H is an algebraic
group then these are assumed to be automorphisms of the algebraic group). If g ∈ H
we denote the corresponding inner automorphism by inn g, this is the element of
Aut(H) such that (inn g)(x) = gx for all x ∈ H. The subgroup of all inner automor-
phisms is denoted by Inn H, which is a normal subgroup of Aut(H). The quotient
Aut(H)/ Inn(H) is denoted by Out(H) and is the group of all outer automorphisms
of H. Note that if H is an algebraic group then Aut(H), Inn(H) and Out(H) have
only the structure of an abstract group.

Let X be a connected one-dimensional unipotent subgroup of G. Assume further that
X is normalised by T0 then after fixing an isomorphism x : K+ → X there exists an
element α ∈ X such that tx(c)t−1 = x(α(t)c) for all t ∈ T0 and c ∈ K+. This follows
from the fact that every automorphism of K+ is of the form c 7→ λc for some λ ∈ K×.
We denote by Xα the subgroup X and by xα the automorphism x. The element α is
called a root of G and Xα its corresponding root subgroup. There are finitely many
distinct choices for the group X and distinct choices give rise to distinct roots. The
set Φ(T0) is then defined to be the finite set of all roots of G. Recall that our chosen
Borel subgroup B0 has a semidrect product decomposition B0 = U0T0 where U0 is
the unipotent radical of B0. This determines a system of positive roots by specifying
α ∈ Φ+ if Xα 6 U0.

Assume χ ∈ X and γ ∈ qX then χ ◦ γ ∈ Hom(K×, K×) so must be of the form
λ 7→ λnχ,γ for some unique nχ,γ ∈ Z. Hence we define the pairing 〈−,−〉 by setting
〈χ, γ〉 = nχ,γ. Assume α ∈ Φ is a root then by [Spr09, Lemma 7.1.8(i)] there exists
a unique element qα ∈ qX such that 〈α, qα〉 = 2 and sα(χ) = χ − 〈χ, qα〉α. We call the
element qα the coroot of G associated to α and we define qΦ(T0) to be the set of all such
coroots. We call X and qX the character and cocharacter groups of G and define their
group operations to be

(χ1 + χ2)(t) = χ1(t)χ2(t) for all χ1, χ2 ∈ X and t ∈ T0,

(γ1 + γ2)(λ) = γ1(λ)γ2(λ) for all γ1, γ2 ∈ qX and λ ∈ K×.

Remark 1.5. Assume T is another maximal torus of G and let Ψ(T) be the root datum
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of G with respect to T. As all maximal tori are conjugate there exists an element
g ∈ G such that t 7→ gt gives an isomorphism T0 → T. It is readily checked that this
naturally gives a corresponding isomorphism of root data Ψ(T) → Ψ(T0), hence the
isomorphism type of Ψ does not depend on the choice of T0.

We define the Weyl group of G relative to T0 to be the finite quotient group W(T0) =

NG(T0)/T0 where NG(T0) is the normaliser of T0 in G. When there is no ambigu-
ity regarding T0 we denote this group simply by W. This group is finite because
NG(T0)

◦ = CG(T0)
◦ and, as G is reductive, we have CG(T0) = CG(T0)

◦ = T0, (see
[Spr09, Corollary 3.2.9] and [Spr09, Corollary 7.6.4(ii)]). For each w ∈ W we assume
fixed once and for all a representative ẇ of w in NG(T0) and given t ∈ T0 we define
tw to be the element ẇ−1tẇ. This gives an action of W on T0 which induces an action
of W on the character and cocharacter groups given by

(w · χ)(t) = χ(tw) for all χ ∈ X, w ∈ W, t ∈ T0,

( qw · γ)(t) = γ(λ)w for all γ ∈ qX, w ∈ W, λ ∈ K×.

Note that we have 〈w · χ, γ〉 = 〈χ, qw · γ〉 hence the action of qw on qX is simply the dual
to that of w on X.

The map χ 7→ w · χ is an automorphism of X and extending linearly for each w ∈ W
we obtain an element of GL(RXΦ). By [Hum75, §26.3 - Theorem(b)] this element
stabilises the set of roots thus we obtain a map W → WΦ which by [Hum75, §27.1 -
Theorem] is a group isomorphism. We denote again by sα ∈ W the element whose
image in WΦ is the reflection corresponding to the root α ∈ Φ. The set S = {sα | α ∈
∆} ⊆ W will denote the set of simple reflections, (if αi is a simple root indexed by
i ∈ N then we will often denote sαi simply by si). Recall that W is equipped with
a function ` : W → N ∪ {0} known as the length function, (see [Hum90, §1.6]). This
function is defined for any Coxeter system (W, S) and for any such system we will
denote this function by `.

The connected reductive group G is such that it is an almost direct product G′ ·Z(G)◦,
where G′ is the derived subgroup of G and Z(G)◦ is the connected component of the
centre. We say a connected reductive algebraic group H is an almost direct product of
connected reductive groups H1 and H2 if H = H1H2 = H2H1 and H1 ∩H2 is finite,
(note also that H1 ∩H2 must be contained in the centre of H). Recall that G is called
semisimple if Z(G)◦ = {1} or equivalently RXΦ = RX, (see [Spr09, Proposition
8.1.8]); clearly such a group is perfect. We say G is a simple algebraic group if it is
connected and has no connected normal subgroups.
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To discuss the classification of connected reductive algebraic groups we need to un-
derstand the relationship between morphisms of algebraic groups and their root data.

Definition 1.6. Let G1 and G2 be two connected reductive algebraic groups then an
isogeny π : G1 → G2 is a surjective homomorphism with finite kernel. We say π is an
isotypic homomorphism if Ker(π) is contained in Z(G1) and Im(π) contains the derived
subgroup of G2.

Remark 1.7. Assume N 6 G is a finite normal subgroup of a connected algebraic
group G. For each n ∈ N the morphism of varieties ϕn : G → N given by ϕn(g) =

gng−1 has a finite and connected image. Therefore as ϕn(1) = n we must have
Im(ϕn) = {n} so gng−1 = n for all g ∈ G. This shows that N lies in the centre of G.
In particular for any isogeny π : G1 → G2 we have Ker(π) is necessarily contained in
Z(G1).

As the names suggest there is a strong relationship between isogenies of algebraic
groups and isogenies of root data. In particular we have the following.

Lemma 1.8 ([Ste99, pg. 370]). Assume π : G1 → G2 is an isogeny and define T2 = π(T1)

to be a maximal torus of G2 where T1 is a maximal torus of G1. The map ϕ : X(T2)→ X(T1)

given by ϕ(χ2) = χ2 ◦ πT1 , where πT1 is the restriction of π to T1, determines an isogeny of
root data (ϕ, b, q). The following properties are satisfied by this relationship.

(i) For each α ∈ Φ(T1) there exists dα ∈ K× such that π(xα(c)) = xb(α)(dαcq(α))) for all
c ∈ K+.

(ii) The restriction of π to NG1(T1) induces an isomorphism W(T1) → W(T2) such that
sα 7→ sb(α) for all α ∈ Φ(T1).

We call the isogeny of root data in Lemma 1.8 the isogeny induced by π. With this
notation in mind the classification of connected reductive algebraic groups is encom-
passed by the following theorem.

Theorem 1.9 (Chevalley, [Spr09, Theorem 9.6.2 and 10.1.1]). Assume Gi is a connected
reductive algebraic group with corresponding root data Ψ(Ti), with i ∈ {1, 2}.

(i) Assume there is an isomorphism of root data ϕ : Ψ(T2) → Ψ(T1) then there exists an
isomorphism π : G1 → G2 such that π(T1) = T2 and ϕ is induced by π. If π′ is
another such isomorphism then there exists t ∈ T1 such that π′ = π ◦ inn t. Conversely
for any t′ ∈ T1 the map π ◦ inn t′ is such an isomorphism.

(ii) If Ψ′ is a root datum then there exists a connected reductive algebraic group G with
maximal torus T such that Ψ(T) is isomorphic to Ψ′.
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Figure 1.1: The Dynkin Diagrams of the Irreducible Crystallographic Root Systems

In particular, when G is semisimple Theorem 1.9 says that G is characterised by
its root system Φ and the image of X in the fundamental group of Φ. When G is
semisimple we can identify two extreme possibilities for the character group X. If
X = ZΦ we say G is adjoint and if X = Λ we say G is simply connected. If G is adjoint
then qX = qΛ and if G is simply connected then qX = Z qΦ. Given a connected reductive
algebraic group G we now fix a corresponding adjoint group Gad such that the root
datum of Gad with respect to some maximal torus is isomorphic to (ZΦ, Φ, qΛ, qΦ).
Similarly we fix a corresponding simply connected group Gsc such that the root datum
of Gsc with respect to some maximal torus is isomorphic to (Λ, Φ, Z qΦ, qΦ).

Let us decompose the root system Φ = Φ1 t Φ2 t · · · t Φk into a disjoint union of
irreducible subsystems Φi. As G is semisimple we have the simple roots ∆ form
a basis for the vector space RX. Let ∆ = ∆1 t ∆2 t · · · t ∆k be a corresponding
decomposition of the simple roots so that ∆i is a set of simple roots for Φi. We obtain
a corresponding direct product decomposition of the vector space RX = V1 × V2 ×
· · · × Vk where Vi is the subspace spanned by ∆i. Also we have a corresponding
decomposition of the weight lattice Λ = Λ1 t Λ2 t · · · t Λk where Λi is defined as
above with respect to the irreducible root system Φi and the subspace Vi. We then
clearly have the following isomorphism of finite abelian groups

Π ∼= Λ1/ZΦ1 ×Λ2/ZΦ2 × · · · ×Λk/ZΦk.

There exist corresponding simple subgroups G1, . . . , Gk 6 G such that G is an almost
direct product of these subgroups. The isomorphism type of each Gi is determined
by Φi and the image of X in Λi/ZΦi. If G is simply connected then each Gi must be
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Type An Bn Cn Dn
(n even)

Dn
(n odd)

E6 E7 E8 F4 G2

Π Zn+1 Z2 Z2 Z2 ×Z2 Z4 Z3 Z2 1 1 1

Gsc SLn+1 Spin2n+1 Sp2n Spin2n − − − − −
Gad PGLn+1 SO2n+1 PCSp2n P(CO◦2n) − − − − −

Table 1.1: The Fundamental Groups of the Irreducible Root Systems

simply connected and G = G1 × · · · ×Gk is a direct product, similarly if G is adjoint
each Gi is adjoint and we have a direct product. The direct product follows in the
adjoint case from the fact that the intersection of two simple subgroups is contained
in the centre of G and in the simply connected case by [Ste68b, Corollary(a) – pg. 44].

We now assume G is simple so that the root system Φ is irreducible. The classification
of irreducible crystallographic root systems is given by the Dynkin diagrams listed in
Figure 1.1. In these diagrams the nodes correspond to simple roots such that a node
enumerated by i ∈ N corresponds to the simple root αi ∈ ∆. We will take the
irreducible root systems to be defined as in [Bou02, Plates I - IX]. We say a group G
is of a given type A, . . . , E if its underlying root system is of that type.

In Table 1.1 we list the isomorphism type of the different fundamental groups for each
irreducible root system. Note that if Φ is of type Dn then the isomorphism type of
Π depends upon whether n is even or odd. For the root systems of type An, Bn, Cn

and Dn we give realisations of the simply connected and adjoint groups as classical
groups. In type Dn this realisation does not depend upon the isomorphism type of
the fundamental group. For more information on these groups see [Car93, §1.11] or
[Car72].

It is easy to see from the description of the fundamental groups that a simple group
G is necessarily simply connected or adjoint unless G is of type An or Dn. We wish
to consider how the non-simply connected and adjoint groups of type An and Dn

are constructed. The following result gives us a relationship between the centre of a
group and its fundamental group.

Lemma 1.10 ([Bon06, Proposition 4.1]). Let G be a connected semisimple algebraic group.
There exists a surjective homomorphism Q⊗Z

qX(T0) → T0 which induces an isomorphism
(qΛ/ qX)p′ → Z(G).

Assume G is of type An and (qΛ/ qX)p′ = qΛ/ qX then G can be realised as the quotient of
SLn+1(K) by a subgroup of its centre. It can happen that the centre of the special linear
group is trivial, (for example when n+ 1 is a power of p), then there are no non-trivial
subgroups in the centre of the special linear group. In this situation there is not such
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a simple realisation of the algebraic group G, however one could construct G as the
image of SLn+1(K) acting on an exterior power of its natural rational representation,
(see [Che05, §20.3 - Théorème 2]).

Assume G is of type Dn then if n is odd there is only one possibility for G corre-
sponding to the unique proper subgroup of the fundamental group. Namely G can
be realised as a special orthogonal group SO2n. Assume n is even then there are three
unique subgroups of the fundamental group of order 2. One of these subgroups gives
rise to a special orthogonal group SO2n and the remaining two give rise to isomor-
phic groups, namely a half spin group HSpin2n. We will make this more precise in
Section 1.2.1.

1.2 Dual Groups and Central Isogenies

We return to our assumption that G is a connected reductive algebraic group. We
define a dual group G? of G to be a connected reductive algebraic group such that the
root datum of G? with respect to a maximal torus T?

0 is isomorphic to ( qX, qΦ, X, Φ). By
Theorem 1.9 the existence of such a group is assured and the isomorphism type of G?

is unique. By [Car93, Proposition 4.2.2] we have G? is a dual group of G if there exists
an isomorphism ϕ : X(T0)→ qX(T?

0) such that ϕ(Φ(T0)) = qΦ(T?
0) and ϕ is compatible

with the perfect pairings of G and G?. Similar to the discussion in Section 1.1.1 such
an isomorphism gives rise to an isomorphism Hom(X(T0), Z) → Hom( qX(T?

0), Z),
hence an isomorphism qX(T0) → X(T?

0). We now assume that the pair (G?, T?
0) and

the isomorphism ϕ are fixed. When there is no ambiguity regarding T?
0 we will denote

the root datum of G? with respect to T?
0 simply by Ψ? = (X?, Φ?, qX?, qΦ?). Typically

we denote by α? ∈ Φ? and qα? ∈ qΦ? the roots and coroots of G?. We will see that the
dual group plays an important role in the character theory of finite reductive groups.

We denote by W? = W(T?
0) the Weyl group of G? with respect to T?

0 and S? its fixed
set of simple reflections. Assume µ : X(T0)→ X(T0) is an endomorphism then define
qµ? : qX(T?

0) → qX(T?
0) to be the endomorphism ϕ ◦ µ ◦ ϕ−1. Taking the dual of this

endomorphism we obtain a resulting endomorphism µ? : X(T?
0)→ X(T?

0). This gives
us maps Hom(X(T0), X(T0)) → Hom(X(T?

0), X(T?
0)) and Hom(X(T?

0), X(T?
0)) →

Hom(X(T0), X(T0)) each denoted by µ 7→ µ? and satisfying µ?? = µ. By [Car93,
Proposition 4.2.3] the map w 7→ w? is an anti-isomorphism W → W? such that for
each α ∈ Φ we have s?α = s

~ϕ(α)
, (in other words sending S to S?).

In the previous section we discussed that any isogeny of algebraic groups gives rise
to an isogeny of the corresponding root data. The following theorem gives the con-
verse, in particular it says that any isogeny of root data comes from an isogeny of
corresponding algebraic groups.
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Theorem 1.11 (Chevalley, [Ste99, 1.5]). Let G1 and G2 be two connected reductive alge-
braic groups with corresponding root data Ψ(T1) and Ψ(T2). Assume there is an isogeny of
root data (ϕ, b, q) : Ψ(T2) → Ψ(T1) then there exists an isogeny π : G1 → G2 such that
(ϕ, b, q) is induced by π and π(T1) = T2. If π′ is another such isogeny then there exists
t ∈ T1 such that π′ = π ◦ inn t. Conversely for any t′ ∈ T1 the homomorphism π ◦ inn t′ is
such an isogeny.

Remark 1.12. Assume now that the group G1 in Theorem 1.11 is semisimple. By
Lemma 1.8 for each α ∈ Φ(T1) there exists dα ∈ K× such that

π(xα(c)) = xb(α)(dαcq(α))

for all c ∈ K+. Let ∆(T1) denote a simple system of roots in Φ(T1). As the set
∆(T1) is linearly independent in X(T1) there exists t ∈ T1 such that α(t) = dα for all
α ∈ ∆(T1), (see [Hum75, §16.2 - Lemma C]). By Theorem 1.11 (ϕ, b, q) is the isogeny
of root data induced by π′ = π ◦ inn t−1 and by construction satisfies

π′(xα(c)) = xb(α)(c
q(α)) for all α ∈ ∆(T1) and c ∈ K+. (1.2)

By [Hum75, §27.3 - Theorem] the group G1 is generated by the set {xα(c) | α ∈
∆(T1), c ∈ K+} so the isogeny π′ is uniquely determined by the condition in Eq. (1.2).
In particular we have shown that given an isogeny (ϕ, b, q) of root data there exists a
unique isogeny π′ satisfying Eq. (1.2).

It should be noted that the first part of Theorem 1.9 is a special case of Theorem 1.11.
As a consequence of this theorem we may easily obtain the following result.

Lemma 1.13. Assume G is semisimple then there exist central isogenies δad : G→ Gad and
δsc : Gsc → G called an adjoint quotient and simply connected cover of G. Furthermore
assume δ : G→ Gad is any adjoint quotient of G then we have Ker(δ) = Z(G).

Proof. Firstly, by Theorem 1.9, to show the existence of these isogenies it is sufficient
to work with root data isomorphic to those of Gad and Gsc. By Theorem 1.11 the
existence of δad and δsc are assured once there are isogenies of root data

(ZΦ, Φ, qΛ, qΦ)→ (X, Φ, qX, qΦ)→ (Λ, Φ, Z qΦ, qΦ).

However such isogenies are clearly given by (ϕad, id, 1) and (ϕsc, id, 1) where ϕad :
ZΦ → X and ϕsc : X → Λ are the natural inclusion maps, (note the latter exists
because RXΦ = RX). Now if δ : G → Gad is any adjoint quotient then δ(Z(G)) ⊆
Z(Gad) and Z(Gad) is trivial by Lemma 1.10 so Ker(δ) = Z(G). �

Example 1.14. Assume G is the adjoint group PGLn(K) then there exists a simply
connected cover SLn(K)→ PGLn(K).
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Assume now that G is semisimple. To G and G? we fix simply connected covers
δsc : Gsc → G and δ?sc : G?

ad → G? and adjoint quotients δad : G → Gad and δ?ad :
G? → G?

sc. Furthermore we will assume that δsc, δ?sc, δad and δ?ad are the unique
isogenies satisfying Eq. (1.2). The composition of these isogenies δad ◦ δsc and δ?ad ◦ δ?sc

give us simply connected coverings of the adjoint groups Gad and G?
sc. By Lemma 1.13

we have Ker(δad ◦ δsc) = Z(Gsc), Ker(δ?ad ◦ δ?sc) = Z(G?
ad), Ker(δ?ad) = Z(G?) and

Ker(δad) = Z(G). Let Φ = Φ1 t · · · t Φk be the decomposition of Φ into disjoint
irreducible subsystems. If none of the Φi, with 1 6 i 6 k, are of type Bn or Cn

then the root systems of G and G? are isomorphic, (see [Bou02, Ch. VI - §4 - no.
2 - Remark (2)]). If this is the case then we will have G?

ad and Gsc, (resp. G?
sc and

Gad), are isomorphic as they are simply connected, (resp. adjoint), groups of the same
type. Therefore we may and will take G?

ad = Gsc and G?
sc = Gad. The isogenies

of root data induced by δad ◦ δsc and δ?ad ◦ δ?sc are the same as they are both adjoint
quotients. As the isogenies δsc, δ?sc, δad and δ?ad were chosen to satisfy Eq. (1.2) we
will have the compositions δad ◦ δsc and δ?ad ◦ δ?sc both satisfy Eq. (1.2) so we must have
δad ◦ δsc = δ?ad ◦ δ?sc as such an isogeny is unique.

Let us fix maximal tori and Borel subgroups Tsc 6 Bsc of Gsc then we may assume
that T0 6 B0 are the images of Tsc 6 Bsc under the isogeny δsc. Furthermore we may
define a maximal torus and Borel subgroup Tad 6 Bad of Gad by letting these be the
images of Tsc 6 Bsc under the isogeny δad ◦ δsc. We now fix T?

ad to be a maximal torus
of G?

ad and B?
ad to be a Borel subgroup of G?

ad containing T?
ad. We define T?

0 6 B?
0

and T?
sc 6 B?

sc to be the images of T?
ad 6 B?

ad under the respective isogenies δ?sc and
δ?ad ◦ δ?sc. If none of the Φi, with 1 6 i 6 k, are of type Bn or Cn then we will assume
Tsc = T?

ad and Bsc = B?
ad.

By composing with the appropriate isogenies we obtain inclusion maps for the char-
acter and cocharacter groups. Identifying the character and cocharacter groups with
their images in X(Tsc) and qX(Tad) we have the following inclusions

X(Tad) ⊆ X(T0) ⊆ X(Tsc) qX(Tsc) ⊆ qX(T0) ⊆ qX(Tad),

X(T?
sc) ⊆ X(T?

0) ⊆ X(T?
ad)

qX(T?
ad) ⊆ qX(T?

0) ⊆ qX(T?
sc).

Under these inclusions we obtain bijections between the sets of roots and coroots so
we will denote by Φ, qΦ the common set of roots and coroots of Gad, G and Gsc; also
we write Φ?, qΦ? for the common set of roots and coroots of G?

sc, G? and G?
ad. If none

of the Φi, with 1 6 i 6 k, are of type Bn or Cn then we will have X(Tad) = X(T?
sc) and

qX(Tad) = qX(T?
sc), which means we also have Φ = Φ? and qΦ = qΦ?. The Weyl groups

of Gad and Gsc may be identified with W through the above isogenies. Similarly we
will identify the Weyl groups of G?

sc and G?
ad with W? through the above isogenies.
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Assume now that G is reductive and let T′0 6 B′0 be the maximal torus and Borel
subgroup of the semisimple derived subgroup G′ prescribed by the above process.
We then assume that our fixed maximal torus and Borel subgroup of G are chosen
such that T0 = T′0 · Z(G)◦ and B0 = B′0 · Z(G)◦. With these choices we have the
images of T0 6 B0 under the surjective homomorphism δad : G → G/Z(G)◦ → Gad

are Tad 6 Bad, (where the latter homomorphism is just the adjoint quotient of the
semisimple group G/Z(G)◦). Thus we again obtain inclusions X(Tad) ⊆ X(T0) and
qX(Tsc) ⊆ qX(T0), hence also bijections between the sets of roots and coroots of G and
Gad. We may also identify the Weyl group of G with that of Gad through the isotypic
homomorphism δad.

1.2.1 Conventions For Simple Groups of Type Dn

When dealing with the simple algebraic groups of type Dn, with n > 4, we must
be quite careful. In this section we assume G is such a group. The notational con-
ventions we develop in this section for such groups shall be maintained throughout.
We start by considering precisely the structure of the fundamental group Π. From
[Bou02, Plate IV(VIII)] we have the fundamental group is Π = {ZΦ, v1 +ZΦ, vn−1 +

ZΦ, vn + ZΦ}, where these elements satisfy the relations

2vn−1 + ZΦ = 2vn + ZΦ = ZΦ vn−1 + vn + ZΦ = v1 + ZΦ

if n is even and

2vn + ZΦ = v1 + ZΦ 3vn + ZΦ = vn−1 + ZΦ 4vn + ZΦ = ZΦ

if n is odd.

In [Car81, §7] Carter describes explicitly how the images of X in Π determine G up to
isomorphism, (note that Carter’s notation for the root system of type Dn is consistent
with ours). If n ≡ 1 (mod 2) then there is a unique proper subgroup of Π of order 2,
namely the subgroup generated by v1 + ZΦ. If the image of X in Π is this subgroup
then G is a special orthogonal group SO2n(K). Assume now that n ≡ 0 (mod 2)
then there are three proper subgroups of Π of order 2, namely those generated by
the elements v1 + ZΦ, vn−1 + ZΦ and vn + ZΦ. If the image of X is 〈v1 + ZΦ〉
then again G is a special orthogonal group SO2n(K). If the image of X is either
〈vn−1 + ZΦ〉 or 〈vn + ZΦ〉 then G is a half spin group HSpin2n(K).

The problem arises here in the choice over the root datum of a half spin group. Note
these groups are isomorphic because there exists an isomorphism of their root data
which exchanges the weights ωn−1 and ωn; this comes from the graph automorphism
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of order 2 on the Dynkin diagram of type Dn. We will now fix a choice of half spin
group but it will be clear, because of this isomorphism, that the results we prove do
not depend upon this choice.

If G is a half spin group then we assume the image of X in the fundamental
group Π is 〈vn + ZΦ〉.

Let us assume now that G is a half spin group and fix a basis {χ1, . . . , χn} of RX such
that χ1 = vn and χi = αi for 2 6 i 6 n. We write A for the change of basis matrix of
RX sending the simple roots ∆ to {χ1, . . . , χn}. Such a matrix has the form

A =


a1 a2 · · · an

0
... In−1

0

 ,

where (a1, . . . , an) = (1
2 , 1, 3

2 , 2, . . . , (n−2)
2 , (n−2)

4 , n
4 ) and In−1 is the (n − 1) × (n − 1)

identity matrix.

To our chosen basis {χ1, . . . , χn} of RX we have a dual basis {γ1, . . . , γn} of R qX. These
are dual in the sense that they satisfy the condition 〈χi, γj〉 = δij for all 1 6 i, j 6 n. Let
B be the change of basis matrix of R qX sending the simple coroots q∆ to {γ1, . . . , γn}.
For each 1 6 i, j 6 n we may express χi and γj as

χi =
n

∑
k=1

Aikαk and γj =
n

∑
`=1

Bj`qα`,

where Aik denotes the entry of A in the ith row and kth column and Bj` denotes the
entry of B in the jth row and `th column. Substituting these expressions into the
relation 〈χi, γj〉 = δij we obtain

δij = 〈
n

∑
k=1

Aikαk,
n

∑
`=1

Bj`qα`〉 =
n

∑
k=1

n

∑
`=1

Aik〈αk, qα`〉Bj` (1.3)

In particular Eq. (1.3) shows that the matrices A and B satisfy the condition ACBT = In

where C = (〈αi, qαj〉)16i,j6n is the Cartan matrix and In is the n× n identity matrix.

Let us now consider the root datum of the associated dual group G?. If X has image
〈vn + ZΦ〉 in Π then for X to be isomorphic to qX?, (and for such an isomorphism to
preserve the pairing 〈−,−〉), we must have qX? has image 〈 qvn + Z qΦ〉 in qΠ. Assume
X is as above then we can easily calculate the image of qX in qΠ as follows. Recall that
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the matrix B expresses the decomposition of the basis of R qX in terms of the simple
coroots. The Cartan matrix expresses the decomposition of the simple coroots in terms
of the fundamental dominant coweights hence BC = A−T gives the decomposition of
{γ1, . . . , γn} in terms of { qv1, . . . , qvn}. We easily determine that this matrix has the
form

A−T =


a′1 0 · · · 0
a′2
... In−1

a′n

 ,

where (a′1, . . . , a′n) = (2,−2,−3, . . . ,−(n − 2),− (n−2)
2 ,−n

2 ) and In−1 is the (n − 1) ×
(n− 1) identity matrix.

The image of qX in qΠ is determined by the image of γn in qΠ, i.e. the element n
2

qv1 +

qvn +Z qΦ. Therefore we have the image of qX in qΠ is 〈 qvn +Z qΦ〉 if n ≡ 0 (mod 4) and
〈 qvn−1 + Z qΦ〉 if n ≡ 2 (mod 4). In particular, using the dual isomorphism qX → X?,
we must have the image of X? in Π is 〈vn + ZΦ〉 if n ≡ 0 (mod 4) and 〈vn−1 + ZΦ〉
if n ≡ 2 (mod 4). As a consequence we see that the dual group of a half spin group
is again isomorphic to a half spin group but its root datum depends upon n. Recall
that if p 6= 2, by Lemma 1.10, we have an isomorphism qΠ ∼= Z(Gsc). We now make
the following convention regardless of the congruence of n (mod 2).

Assume G is a simply connected group of type Dn, (and p 6= 2), then we de-
note the centre of G by Z(G) = {1, ẑ1, ẑn−1, ẑn}. We fix the notation such that
qωn−1 + Z qΦ 7→ ẑn−1 and qωn + Z qΦ 7→ ẑn under the isomorphism given to us by
Lemma 1.10. Note that the structure of the group Z(G) will depend upon n.

Under this convention whenever G is a half spin group we will have Ker(δ?sc) = 〈ẑn〉,
however Ker(δsc) will be 〈ẑn〉 if n ≡ 0 (mod 4) and 〈ẑn−1〉 if n ≡ 2 (mod 4). Further-
more whenever G is a special orthogonal group we will have Ker(δ?sc) = Ker(δsc) =

〈ẑ1〉.

1.3 Endomorphisms of Algebraic Groups

We return to the assumption that G is a connected reductive algebraic group. In
this section we wish to discuss certain endomorphisms of G. Our focus will be on
generalised Frobenius endomorphisms and the group Aut(G).
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Figure 1.2: The Possible Graph Automorphisms of Dynkin Diagrams.

1.3.1 Automorphisms of G

Let γ be an automorphism of G. Recall G is an almost direct product G′Z(G)◦ where
G′ is the derived subgroup of G. Clearly γ stabilises the subgroups G′ and Z(G)

hence γ stabilises Z(G)◦. Therefore we can understand γ by its induced automor-
phisms of G′ and Z(G)◦. The group Z(G)◦ is a torus and the automorphisms of such
a group are given by the following result.

Lemma 1.15. Assume T is a torus of rank n then Aut(T) is isomorphic to GLn(Z).

Proof. Firstly given an automorphism ϕ ∈ Aut(T) we have a unique induced auto-
morphism ϕ∗ ∈ Aut( qX(T)) where qX(T) = Hom(K×, T) and ϕ∗(γ) = ϕ ◦ γ for all γ ∈
qX(T). The map ϕ 7→ ϕ∗ is then an injective homomorphism Aut(T) → Aut( qX(T)).
By [Car93, Proposition 3.1.2(ii)] we have an isomorphism K× ⊗Z

qX(T)→ T given by
k ⊗ γ 7→ γ(k). Given any automorphism ϕ ∈ Aut( qX(T)) we can extend this to an
automorphism ϕ̃ of the tensor product K× ⊗Z

qX(T) by setting ϕ̃(k⊗ γ) = k⊗ ϕ(γ)

and extending linearly. Through the isomorphism we have ϕ̃ determines an element
of Aut(T) and we have the induced automorphism ϕ̃∗ is precisely ϕ. In particular
the map Aut(T) → Aut( qX(T)) is surjective so is an isomorphism. Now qX(T) is
isomorphic to Zn so we have Aut( qX(T)) ∼= Aut(Zn) ∼= GLn(Z) as required. �

For instance the automorphism group of K× is GL1(Z) which is simply a cyclic group
of order two. The two automorphisms of K× are the trivial automorphism and the
automorphism given by x 7→ x−1.

Let us now assume that G is semisimple. If γ ∈ Aut(G) is an automorphism then
γ(B0) is a Borel subgroup of G. By [Hum75, §21.3 - Theorem] all Borel subgroups
of G are conjugate so there exists an element g ∈ G such that inn g ◦ γ stabilises B0.
Similarly the two maximal tori T0 and (inn g ◦ γ)(T0) are conjugate by an element
b ∈ B0 so inn bg ◦ γ stabilises both B0 and T0. In particular this shows that for any
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automorphism γ ∈ Aut(G) there exists h ∈ G and β ∈ Aut(G) such that γ = inn h ◦ β

and β stabilises both B0 and T0.

Let us assume now that γ is an automorphism stabilising both B0 and T0. By
Lemma 1.8 γ induces an automorphism of root data of the form (ϕ, b, 1). By Re-
mark 1.12 there exists a unique automorphism β ∈ Aut(G) satisfying β ◦ xα = xb(α)

for all α ∈ ∆ and by Theorem 1.9 there exists t ∈ T0 such that γ = inn t ◦ β. We call
β a graph automorphism of G. As there are only finitely many bijections ∆→ ∆ we see
the group Out(G) is finite. We have thus shown the following classical result.

Theorem 1.16. Assume G is semisimple then every automorphism γ ∈ Aut(G) can be
expressed as a composition inn g ◦ β, where β is a graph automorphism of G.

Remark 1.17. Assume Φ is irreducible then G has a non-trivial graph automorphism
only when G is of type An, Dn or E6. The graph automorphisms in these cases are
those given in Figure 1.2. Note that the diagram automorphisms of B2, F4 and G2 do
not come from automorphisms of G but from abstract automorphisms of G, (see the
discussion in [Lie98, §1]).

1.3.2 Generalised Frobenius Endomorphisms

We now fix a generalised Frobenius endomorphism F : G → G. This is an isogeny of G
such that for some δ ∈ N we have Fδ is a Frobenius endomorphism giving G an Fpe-
rational structure, (see [Gec03, Definition 4.1.1]). We define q to be pe/δ, this means
that q is not necessarily a natural number and is in general a real number. Note that
there is a unique minimal choice of δ such that Fδ is a Frobenius endomorphism.

By [Gec03, Example 4.3.3] we may and will assume that T0 and B0 are F-stable,
i.e. F(T0) = T0 and F(B0) = B0. This is largely a consequence of the following
fundamental result.

Theorem 1.18 (Lang–Steinberg, [Gec03, Theorem 4.1.12]). Assume G is a connected re-
ductive algebraic group and F : G → G is a generalised Frobenius endomorphism. The
morphism L : G→ G given by L (g) = g−1F(g) is surjective.

We will refer to Theorem 1.18 as the Lang–Steinberg theorem and the map L as the
Lang–Steinberg map. The isogeny F induces an isogeny of root data (ϕ, b, q) such that
b(Φ+) = Φ+, hence b(∆) = ∆. By Lemma 1.8 the isogeny F induces an automorphism
of W stabilising S, which we again denote by F.

The fixed point group G = GF = {g ∈ G | F(g) = g} is a finite subgroup of G which
we call a finite reductive group. Given F we fix a generalised Frobenius endomorphism
F? : G? → G? such that the triples (G, T0, F) and (G?, T?

0 , F?) are in duality, which
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means T?
0 and B?

0 are F?-stable and our isomorphism ϕ : X(T0) → qX(T?
0) can be

chosen such that ϕ ◦ F = F? ◦ ϕ. We denote the associated fixed point group by
G? = G?F?

.

Remark 1.19. Let q and q? be the real numbers uniquely determined by F and F?,
then q = q? by [Car93, Proposition 4.4.3].

Example 1.20. We consider now the possibilities for F under the assumption that G
is simple. By [Ste68a, 7.1(a)] we have F is an abstract automorphism of G and such
automorphisms have been completely described by Steinberg in [Ste68b, Theorem 30
- pg. 158]. Let r = pa be a power of p for some a ∈N then we define a corresponding
isogeny Fr : G→ G given by Fr(xα(c)) = xα(cr) for all α ∈ Φ and c ∈ K+.

Assume we are in one of the following cases: p = 2 and G is of type B2 or F4, or p = 3
and G is of type G2. In this situation we define an isogeny τ : G→ G such that

τ(xα(c)) = xb(α)(εαcq(α))

for all α ∈ Φ and c ∈ K+. Here we have:

• b : Φ → Φ is the bijection arising from the bijection b : ∆ → ∆ corresponding to
the diagram automorphism listed in Figure 1.2.

• q(α) = 1 if α is a long root and q(α) = p if α is a short root.

• εα ∈ {±1} for all α ∈ Φ and εα = 1 if ±α ∈ ∆.

We call the isogeny τ an exceptional graph automorphism even though τ is only an
abstract automorphism of G. With this notation in place we now have F can be
expressed as a composition inn g ◦ Fr ◦ τ for some g ∈ G, r = pa and τ a graph
automorphism or exceptional graph automorphism. In fact, as F stabilises T0 and B0,
we have g ∈ NG(T0) ∩ NG(B0) = T0.

Assume F′ : G → G is another generalised Frobenius endomorphism such that F =

inn t ◦ F′ for some t ∈ T0 then GF and GF′ are isomorphic as finite groups. For this
reason we may assume that F is of the form Fr ◦ τ. Note by [DM91, Proposition 3.6(i)]
when τ is a graph automorphism we have Fr ◦ τ is a Frobenius endomorphism. If
τ acts trivially on the root system of G then the resulting finite group G is called a
Chevalley group. If τ is a non-trivial graph automorphism of G then the resulting finite
group is called a twisted group.

Notation. If G is a closed subgroup of GLn(K) then we will assume Fr denotes the
restriction to G of the Frobenius endomorphism Fr : GLn(K) → GLn(K) given by
Fr(xij) = (xr

ij). If G is one of the classical groups SLn(K), SOn(K) or Spn(K) with n
even, as defined in [Gec03, Example 1.3.15], then Fr(G) ⊆ G and the restriction of Fr to
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G is a Frobenius endomorphism by [Gec03, Corollary 4.1.5]. As the centre of GLn(K)

is preserved by Fr we have Fr gives a Frobenius endomorphism of the quotient group
PGLn(K), which we again denote by Fr. By [Gec03, Proposition 3.4.6(b)] and [Gec03,
§1.7.9] we may take B0, (resp. T0), to be the intersection of the subgroup of upper
triangular matrices, (resp. diagonal matrices), in GLn(K) with G. It is easily checked
that Fr then has the desired effect on the root subgroups of any of the simple groups
we have just considered.

Assume G is of type B2, G2 or F4 and F induces the associated exceptional graph
automorphism. In these cases the value q associated to F is not a natural number but
a power of p

1
2 as F2 is the smallest power of F which is a Frobenius endomorphism.

The groups 2F4(q2) and 2G2(q2) are called the Ree groups and the groups 2B2(q2) are
called the Suzuki groups. Note that there is also a finite sporadic simple group called
the Suzuki group.

Remark 1.21. We must be somewhat careful when we consider the generalised Frobe-
nius endomorphism Fr ◦ τ. Let x ∈ G then it can happen that τ(x) 6= x and Fr(x) 6= x
but (Fr ◦ τ)(x) = x. For example one sees this when G is the simply connected group
of type E6. Let Z(G) = 〈z〉 ∼= Z3 then if τ is the graph automorphism of order 2 we
have τ exchanges the elements z and z2. However if r ≡ 2 (mod 3) then we also have
Fr exchanges the elements z and z2. Hence Fr ◦ τ fixes all the central elements.

Let S be any subset of G then we say S is F-stable if F(S) = S. If S is F-stable then we
have F induces a map F : S → S. We say an element x ∈ S is F-fixed if F(x) = x and
we write SF for the set of all F-fixed elements of S.

Notation. Throughout we will adopt the convention that a bold face character such
as G denotes an algebraic group and the corresponding italicised character such as
G denotes the associated fixed point group under a chosen endomorphism F. For
instance we denote TF

0 , BF
0 and UF

0 by T0, B0 and U0 respectively.

Let us assume G is semisimple. We will need to understand the relationship between
the isogenies discussed in Section 1.2 and the generalised Frobenius endomorphisms
F and F?. Firstly let us recall the following definition.

Definition 1.22. Let i = 1, 2, we consider Gi a connected reductive algebraic group
and Fi : Gi → Gi a generalised Frobenius endomorphism of Gi. We assume the
real number uniquely determined by F1 and F2 is the same and we call this common
number q. Now let Si ⊆ Gi be any subset such that Fi(Si) = Si then we say a map
ϕ : S1 → S2 is defined over Fq if ϕ ◦ F1 = F2 ◦ ϕ.

Note that q is not necessarily a natural number so it does not make sense to speak of
Fq. However we consider this to be a generalisation of the definition “defined over Fq”
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for the case where F is a Frobenius endomorphism, (see for example [Gec03, Lemma
4.1.7]). Here Fq only denotes a finite field when q is a natural number. Throughout
we will make the assumption that all isogenies are defined over Fq.

If F is a generalised Frobenius endomorphism of G then by [MT11, Proposition 22.7]
there exist generalised Frobenius endomorphisms Fsc of Gsc and Fad of Gad such
that δsc and δad are defined over Fq. For notational convenience we will denote the
generalised Frobenius endomorphisms Fsc and Fad again by F. In a similar way we
will denote by F? a generalised Frobenius endomorphism of both G?

sc and G?
ad such

that δ?sc and δ?ad are defined over Fq. With this in mind we will have the triples
(Gsc, Tsc, F) and (G?

sc, T?
sc, F?) will be in duality, similarly the triples (Gad, Tad, F) and

(G?
ad, T?

ad, F?).

1.4 The Character Theory of Deligne and Lusztig

We wish to introduce certain class functions of the finite group G as were defined by
Deligne and Lusztig. In general these class functions will not be characters but they
are virtual characters, in other words a Z-linear combination of irreducible characters
of G. We will state some of the main results regarding these virtual characters without
proof, however we will give references to proofs of all statements. All results in this
section are due to either Deligne, Lusztig or Deligne and Lusztig.

Notation. Let H be a finite group then we denote the set of all Q`-class functions
by Cent(H), i.e. this is the Q`-vector space { f : H → Q` | f (ghg−1) = f (h) for all
g, h ∈ G}. We denote by Irr(H) ⊂ Cent(H) the subset of all irreducible characters and
by Z Irr(H) ⊆ Cent(H) the subset of all virtual characters, i.e. the Z-span of Irr(H).

The vector space Cent(H) is an inner product space with respect to the product
〈−,−〉H : Cent(H)×Cent(H)→ Q` given by

〈 f , f ′〉H =
1
|H| ∑

h∈H
f (h) f ′(h),

for all f , f ′ ∈ Cent(H). We will often write 〈−,−〉 without the subscript if there is no
confusion over the underlying finite group.

Recall that if H is any finite group and K 6 H is a subgroup then we have two
linear maps; the restriction map ResH

K : Cent(H) → Cent(K) and the induction map
IndH

K : Cent(K)→ Cent(H). For χ ∈ Cent(H) and ψ ∈ Cent(K) these are given by

(ResH
K )(χ)(k) := χ(k) and (IndH

K )(ψ)(h) =
1
|K| ∑

x∈G
ψ̇(xhx−1),

for all h ∈ H and k ∈ K, where ψ̇(y) = ψ(y) if y ∈ K and 0 otherwise. Given any x ∈ H
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and any class function ψ ∈ Cent(K) we define ψx ∈ Cent(Kx) and xψ ∈ Cent(xK) to
be such that ψx(k) = ψ(xk) and xψ(k) = ψ(kx) for all k ∈ K. Extended linearly this
gives corresponding isomorphisms Cent(K) → Cent(Kx) and Cent(K) → Cent(xK)
which are such that

〈ψ, χ〉K = 〈ψx, χx〉Kx = 〈xψ, xχ〉xK

for all ψ, χ ∈ Cent(K), (i.e. these isomorphisms are also isometries). If K is normal
in H then this gives a left and right action of H on Irr(K). Note that as K fixes every
character in Irr(K) we may consider these to be actions of the quotient group H/K
without loss of generality.

Assume now that K is normal in H and there exists a subgroup L 6 H such that
H = KL = LK and K ∩ L = {1} then we can consider the so called inflation map
InfH

L : Cent(L)→ Cent(H), which is defined in the following way. Given x ∈ H there
exists a unique k ∈ K, l ∈ L such that x = kl therefore we define (InfH

L )(ψ)(x) = ψ(l).
In other words we compose ψ with the natural projection map from H → L.

Let T be any F-stable maximal torus of G and B any Borel subgroup of G containing
T. Recall we have a semidirect product decomposition B = UT, where U is the
unipotent radical of the Borel. The set L −1(U) = {g ∈ G | g−1F(g) ∈ U} is an
algebraic subset of G. As such this is an affine variety and a (G, T)-bimodule where
the actions are given by left and right multiplication respectively. This is because for
g ∈ G, t ∈ T and for all x ∈ L −1(U) we have

L (gx) = x−1g−1F(g)F(x) = x−1F(x) ∈ U,

L (xt) = t−1x−1F(x)F(t) = t−1x−1F(x)t ∈ t−1Ut = U.

The direct product G × T acts on L −1(U) as a finite group of automorphisms via
the action (g, t) · x = gxt−1. These actions give us an induced action on the ith `-
adic cohomology group with compact support, which we denote by Hi

c(L
−1(U), Q`).

Let θ ∈ Z Irr(T) be any virtual character then there exists a right T-submodule
Hi

c(L
−1(U), Q`)θ, (namely the θ-isotypic component), such that any t ∈ T acts on

Hi
c(L

−1(U), Q`)θ as multiplication by θ(t). This is then a left G-module.

Definition 1.23. Let X be any affine variety and H a finite group which acts on X as a
group of automorphisms. We define

L(h, X) = ∑
i>0

(−1)i tr(h, Hi
c(X, Q`))

for any h ∈ H to be the Lefschetz number of h acting on X. If T is any F-stable max-
imal torus of G we define an associated Deligne–Lusztig induction map RG

T : Irr(T) →
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Z Irr(G) such that for any character θ ∈ Irr(T) we have

RG
T (θ)(g) = ∑

i>0
(−1)i tr(g, Hi

c(L
−1(U), Q`)θ),

for all g ∈ G. We call the virtual character RG
T (θ) a Deligne–Lusztig character of G.

Remark 1.24. By linearity we can extend the map RG
T to give a map between Cent(T)

and Cent(G).

At first sight the Deligne–Lusztig induction map RG
T appears to depend upon the

choice of Borel subgroup B containing T. However it is a consequence of the Mackey
formula that this is not the case, (see for example [DM91, Proposition 6.1]). The
virtual characters RG

T (θ) are a central tool in classifying the set Irr(G) of irreducible
characters of G. We now give some of the most important properties regarding the
virtual characters RG

T (θ).

Proposition 1.25 ([Car93, Theorem 7.2.4]). Assume T is an F-stable maximal torus con-
tained in an F-stable Borel subgroup B then RG

T = IndG
B ◦ InfB

T.

Recall that if B is F-stable then B is a semidirect product UT = TU so we can form
the inflation map InfB

T. The map IndG
B ◦ InfB

T is known as Harish-Chandra induction.
In particular, this proposition says that Deligne–Lusztig induction extends the notion
of Harish-Chandra induction. For a recap on Harish-Chandra theory see [DM91,
Chapter 6].

We would now like to consider a slightly better description for the virtual character
RG

T (θ). In general the best one can achieve is the following mild rewording.

Proposition 1.26 (see [Car93, Proposition 7.2.3]). For any g ∈ G we have

RG
T (θ)(g) =

1
|T| ∑t∈T

θ(t−1)L((g, t), L −1(U)).

However with this we can start to consider how much RG
T (θ) depends upon the choice

of T and θ. Before we do this we introduce the following notation.

Definition 1.27. Let∇(G, F) denote the set of all pairs (T, θ) such that T is an F-stable
maximal torus of G and θ ∈ Irr(T). We say two pairs (T′, θ′), (T, θ) ∈ ∇(G, F) are
rationally conjugate if there exists an element x ∈ G such that T′ = xT and θ′ = xθ.
This defines an equivalence relation ∼G on ∇(G, F) and we denote the set of all
equivalence classes by ∇(G, F)/G.

Lemma 1.28. If (T′, θ′) ∼G (T, θ) then RG
T′(θ

′) = RG
T (θ).
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Proof. Assume x ∈ G is such that T′ = xT and θ′ = xθ. Note that T′ is contained
in the Borel subgroup xB with unipotent radical xU. Computing the Deligne–Lusztig
character RG

T′(θ
′) we see that for all g ∈ G we have

RG
T′(θ

′)(g) =
1
|T′| ∑

t∈T′
θ′(t−1)L((g, t), L −1(xU)),

=
1
|T| ∑t∈T

θ′(xt−1)L((g, xt), L −1(xU)),

=
1
|T| ∑t∈T

θ(t−1)L((g, t), L −1(U)),

= RG
T (θ)(g).

Note that the second equality holds because T′ = xT and conjugate subgroups have
the same order. Finally we note that the map ϕ : L −1(U) → L −1(xU) given by
ϕ(h) = hx−1 is a bijective morphism of varieties satisfying ϕ((g, t) · h) = (g, xt) · ϕ(h)
for all (g, t) ∈ G × T, hence the third equality holds by [Car93, Property 7.1.5]. In
particular RG

T′(θ
′) = RG

T (θ), as required. �

Shortly we will see that the converse of Lemma 1.28 is also true. Although we cannot
give a better description for RG

T (θ) in general, we can give a considerably simpler
description when θ is the trivial character. To do this we first need to consider how
the F-stable maximal tori of G fall into conjugacy classes under the finite group G. Let
T denote the set of all F-stable maximal tori of G. A maximal torus T of G is contained
in T if and only if there exists g ∈ G such that T = gT0 and L (g) ∈ NG(T0). The
element L (g) naturally projects onto an element of the Weyl group W hence we have
a map T→ W.

Definition 1.29. Let H be a group and ϕ : H → H a homomorphism. We say two
elements x, y ∈ H are ϕ-conjugate if there exists h ∈ H such that x = h−1yϕ(h). This
forms an equivalence relation on H and we call the equivalence classes the ϕ-conjugacy
classes of H. We denote the set of all ϕ-conjugacy classes by H1(ϕ, H).

Lemma 1.30 (see [Car93, Proposition 3.3.3]). The map T → W determines a bijection
T/G → H1(F, W) where T/G denotes the set of G-conjugacy classes of F-stable maximal
tori of G.

Given an element w ∈ W we now fix a corresponding F-stable maximal torus Tw such
that Tw = gT0g−1 for some g ∈ G satisfying L (g) = ẇ. We say Tw is an F-stable
maximal torus obtained from T0 by twisting with w. The corresponding fixed point
group under F is given by

Tw = {gt | t ∈ T0 and F(gt) = gt},
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= {gt | t ∈ T0 and F(t) = tw}

because F(g) = gẇ. We define T̂w = g−1
Tw, which is the subgroup of T0 consisting of

all elements satisfying F(t) = tw.

Remark 1.31. Let us denote by T? the set of all F?-stable maximal tori of G?. We fix
a representative ẇ? ∈ NG?(T?

0) for each element w? ∈ W?. As above we can fix an
F?-stable maximal torus T?

w? such that T?
w? = g?T?

0 g?−1 for some g? ∈ G? satisfying
L (g?) = ẇ?, (where here L is applied in G?). It is easily checked that the anti-
isomorphism W → W? induces a bijection H1(F, W) → H1(F?, W?) which in turn
induces a bijection T/G → T?/G? given by Tw 7→ T?

w? . The triples (G, Tw, F) and
(G?, T?

w′ , F?) are in duality, in the sense of Section 1.2, if w and w′ are in corresponding
classes under the bijection H1(F, W) → H1(F?, W?). Given any maximal torus T ∈ T

we denote by T? ∈ T? a maximal torus such that the corresponding classes in T/G
and T?/G? are in bijective correspondence. We call T and T? dual maximal tori.

We aim now to introduce a variety which will give us a more intuitively simple con-
struction of the character RG

Tw
(1). Given w ∈ W we define the following algebraic

subset of G associated to w

L −1(ẇU0) = {g ∈ G | g−1F(g) ∈ ẇU0}.

Let x ∈ L −1(ẇU0) and t ∈ T̂w then xt ∈ L −1(ẇU0) because

L (xt) = t−1L (x)F(t) ∈ t−1ẇU0ẇ−1tẇ = ẇ(ẇ−1tẇ)−1U0(ẇ−1tẇ) = ẇU0,

where the last equality follows from the fact that ẇ−1tẇ ∈ T0 6 NG(U0). In particular
this shows that T̂w acts on L −1(ẇU0) by right multiplication. To each w ∈ W we can
define the variety Xw = L −1(ẇU0)/T̂w to be the affine quotient by the finite group T̂w,
(which we can form by [Gec03, Proposition 2.5.10]). Clearly the finite group G acts on
Xw by left multiplication because for any x ∈ Xw and g ∈ G we have L (gx) = L (x).
We then have the following description for the Deligne–Lusztig character RG

Tw
(1).

Proposition 1.32 (see [Gec03, Proposition 4.5.6]). For all w ∈ W we have RG
Tw
(1)(g) =

L(g, Xw) for any g ∈ G.

Remark 1.33. We consider now whether the construction given above depends upon
our choice of representative ẇ for w. Assume ẅ ∈ NG(T0) is another representative
for w and let T′w = g′T0 for some g′ ∈ G such that L (g′) = ẅ. By Lemma 1.30 we
have Tw and T′w are conjugate under G so by Lemma 1.28 we have RG

Tw
(1) = RG

T′w
(1).

In particular this says L(−, Xw) does not depend upon our choice of ẇ.



Chapter 1.4 25

We will now go on to state two of the most important theorems regarding Deligne–
Lusztig characters, the first being a formula for computing their inner product. As a
corollary of this we will see that the converse to Lemma 1.28 holds.

Theorem 1.34 (see [DM91, Corollary 11.15]). Given two pairs (T, θ), (T′, θ′) ∈ ∇(G, F)
we have the inner product of the corresponding Deligne–Lusztig characters is

〈RG
T (θ), RG

T′(θ
′)〉 = 1

|T| |{n ∈ G | nT = T′ and nθ = θ′}|.

Corollary 1.35. We have two Deligne–Lusztig characters RG
T (θ) and RG

T′(θ
′) are orthogonal

if (T, θ) 6∼G (T′, θ′), in particular RG
T (θ) = RG

T′(θ
′) if and only if (T, θ) ∼G (T′, θ′).

Assume RG
T (θ) and RG

T′(θ
′) are orthogonal then as they are virtual characters they

may still have irreducible constituents in common. However if 〈RG
T (θ), RG

T (θ)〉 = 1
we must have ±RG

T (θ) is an irreducible character of G. This naturally leads us to the
following definition.

Definition 1.36. Let T be an F-stable maximal torus of G then we say θ ∈ Irr(T) is in
general position if no element of NG(T)F \ TF fixes θ.

Proposition 1.37 (see [Car93, Theorem 7.5.1 & Proposition 7.5.2]). If θ ∈ Irr(Tw) is an
irreducible character then (−1)`(w)RG

Tw
(θ) is a proper character of G and its degree is given

by (−1)`(w)RG
Tw
(θ)(1) = [G : Tw]p′ .

By [G : Tw] we mean the finite group index of Tw in G. The subscript p′ is to denote
the largest divisor of the index which is coprime to p. We now wish to give the second
important theorem regarding Deligne–Lusztig characters. However before we can do
this we need to recast our labelling set for Deligne–Lusztig characters in terms of the
dual group.

Definition 1.38. Let ∇?(G, F) denote the set of all pairs (T?, s) such that T? is an F?-
stable maximal torus of G? and s ∈ T?. We say two pairs (T?′, s′), (T?, s) ∈ ∇?(G, F)
are rationally conjugate if there exists an element x ∈ G? such that T?′ = xT? and
s′ = xs. This defines an equivalence relation ∼G? on ∇?(G, F) and we denote the set
of all equivalence classes by ∇?(G, F)/G?.

There is a strong relationship between the equivalence classes ∇?(G, F)/G? and
∇(G, F)/G, namely we have the following result.

Lemma 1.39 (see [DM91, Proposition 13.13]). We have a bijective correspondence between
the sets of equivalence classes ∇(G, F)/G → ∇?(G, F)/G? such that (T, 1) 7→ (T?, 1),
where 1 denotes the trivial character of T or the identity in G?.
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Assume (T, θ) ∈ ∇(G, F) corresponds to (T?, s) under the bijection in Lemma 1.39
then we may write RG

T?(s) for RG
T (θ) without ambiguity. We can now state the second

main result for Deligne–Lusztig characters.

Theorem 1.40 (see [Bon06, Théorème 11.8]). Suppose (T?′, s′) and (T?, s) determine dif-
ferent classes in ∇?(G, F)/G? then RG

T? ′(s′) and RG
T?(s) have no irreducible constituent in

common.

In particular Theorem 1.40 and Proposition 1.37 tell us the following. Let {w1, . . . , wr}
be a set of representatives for the distinct F-conjugacy classes in H1(F, W). For each
maximal torus Twi and irreducible character θ ∈ Irr(Twi) in general position we have
(−1)`(wi)RG

Twi
(θ) will be an irreducible character of G and for distinct 1 6 i, j 6 r we

will have (−1)`(wi)RG
Twi

(θ) 6= (−1)`(wj)RG
Twj

(θ). Asymptotically the irreducible char-

acters arising as Deligne–Lusztig virtual characters are all the irreducible characters
of G, (see [Lus78, Introduction]).

We now use the Deligne–Lusztig characters to give us an initial partitioning of the
irreducible characters of G. Using Theorem 1.40, we have two Deligne–Lusztig char-
acters RG

T? ′(s′) and RG
T?(s) have no irreducible constituents in common unless s′, s are

in the same G?-conjugacy class.

Definition 1.41. Let [s] = [s]G? be the G?-conjugacy class of semisimple elements
containing s ∈ G?. We define the Lusztig series of G associated to [s] to be the set

E(G, s) = E(G, [s]) = {χ ∈ Irr(G) | 〈χ, RG
T?(s)〉 6= 0 for some (T?, s) ∈ ∇?(G, F)}.

Remark 1.42. We have chosen here to define the Lusztig series to be the so called
rational Lusztig series. However it should be noted that many people would define a
Lusztig series to be the geometric Lusztig series. The distinction is made for historical
reasons and is explained in detail in [Bon06, Chapitre 3].

By [DM91, Corollary 12.14] every irreducible character of G occurs in some Deligne–
Lusztig character. Therefore by Theorem 1.40 the Lusztig series give a partition of the
irreducible characters of G

Irr(G) =
⊔
[s]

E(G, s),

where [s] runs over all G?-conjugacy classes of semisimple elements.

1.5 Unipotent Characters

Definition 1.43. An irreducible character χ ∈ Irr(G) is called unipotent if it occurs in
a Deligne–Lusztig character RG

T (1) or equivalently it is an element of E(G, 1).
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In [Lus84a] Lusztig gives a method for parameterising the unipotent characters of any
connected reductive algebraic group using combinatorial data from W. To parame-
terise the unipotent characters it is enough to determine the decomposition of each
RG

T (1) into its irreducible constituents. However Lusztig’s approach is to decompose
a related set of class functions known as unipotent almost characters, which are certain
linear combinations of the Deligne–Lusztig characters RG

T (1).

We recall the following situation from [Lus84a, Chapter 3.1]. The generalised Frobe-
nius endomorphism F induces an automorphism on the Weyl group W which sta-
bilises the set S. We define W̃ to be the semidirect product of W with the infinite
cyclic group 〈c〉, where c is such that the identity c · w · c−1 = F(w) holds for all
w ∈ W. As F acts on W we have an action of F on Irr(W) by composition, hence we
have a set of F-fixed elements Irr(W)F.

Proposition 1.44 (Lusztig, [Lus84a, Proposition 3.2]). If ρ ∈ Irr(W)F then ρ can be ex-
tended to an irreducible character ρ̃ ∈ Irr(W̃), which factors through a finite quotient of W̃.
Furthermore there are precisely two possible choices for ρ̃ which can be realised over Q. One
is obtained from the other by interchanging the action of c and −c.

Definition 1.45. Let ρ ∈ Irr(W)F and let ρ̃ ∈ Irr(W̃) be a fixed extension of ρ as in
Proposition 1.44 then we define the class function

RG
ρ̃ =

1
|W| ∑

w∈W
ρ̃(c · w)RG

Tw
(1),

to be the unipotent almost character, or simply the almost character, of G associated to ρ.
Note that RG

ρ̃ is defined uniquely up to sign and, as ρ̃ is defined over Q, we have RG
ρ̃

is a Q-linear combination of irreducible characters of G.

Lusztig’s idea was to relate the unipotent characters of G to the irreducible characters
of the Weyl group using almost characters. He does this via the notion of families,
whose definition was first given conjecturally in [Lus79].

Definition 1.46. We say two unipotent characters χ, χ′ ∈ E(G, 1) lie in the same family
if there exists a sequence χ = χ1, . . . , χr = χ′ such that for each 1 6 i 6 r there exists
ρi ∈ Irr(W)F such that

〈RG
ρ̃i , χi〉 6= 0 and 〈RG

ρ̃i , χi+1〉 6= 0.

Likewise two F-fixed irreducible characters ρ, ρ′ ∈ Irr(W)F are in the same family if
there exists a sequence ρ = ρ1, . . . , ρt = ρ′ such that for each 1 6 j 6 t there exists
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χj ∈ E(G, 1) such that

〈RG
ρ̃j , χj〉 6= 0 and 〈RG

ρ̃j+1 , χj〉 6= 0.

It is clear from this definition that there is a natural bijective correspondence between
families of unipotent characters and families of the Weyl group. If F is a family of
unipotent characters then we write W(F ) for the corresponding family of characters
of the Weyl group. What Lusztig managed to do was to create an equivalent definition
of families for the Weyl group based upon induction of characters from parabolic
subgroups of W and numerical invariants of the associated Hecke algebra. We will
discuss families of Weyl group characters in more detail in the next section.

We end this section with some results that determine the invariance of unipotent
characters under automorphisms. To start with we will need the following result
proved by Deligne and Lusztig concerning unipotent characters.

Lemma 1.47 (see [DM91, Proposition 13.20]). Let G be a connected reductive algebraic
group and π : G → G an isotypic morphism which is defined over Fq. The induced map
π∗ : Cent(G) → Cent(G) given by π∗(χ) = χ ◦ π gives a bijection between the unipotent
characters of G and the unipotent characters of G.

Let G be the quotient group G/Z(G)◦ and π the natural projection map, (so we are
in the situation of Lemma 1.47). We will denote by Aut(G, F) the set of all automor-
phisms of G which are defined over Fq, i.e. the automorphisms of G which commute
with F. Any automorphism in Aut(G, F) will determine an automorphism of G so
we have a homomorphism Aut(G, F) → Aut(G), (by [Bon06, §6.A - Remarque] this
is not injective in general). Let γ ∈ Aut(G, F) then γ(Z(G)◦) = Z(G)◦ which means
γ also determines an automorphism of G. The automorphism γ will act on the sets
of irreducible characters Irr(G) and Irr(G) by composition. Using Lemma 1.47 we see
that for any unipotent character χ ∈ E(G, 1) we have π∗(χ ◦ γ) = π∗(χ) ◦ γ because
π ◦ γ = γ ◦ π. In particular to understand the action of γ on E(G, 1) it is sufficient
to understand the action of γ on E(G, 1), hence we will assume that G is semisimple
until the end of this section.

Lemma 1.48. Assume G is semisimple and F : G→ G is a generalised Frobenius endomor-
phism of G stabilising T0 and B0. Every automorphism γ ∈ Aut(G, F) can be expressed as
a composition inn g ◦ inn s ◦ β, where β ∈ Aut(G, F) is a graph automorphism of G, g ∈ G
and s ∈ T0.

Proof. By Theorem 1.16 we have γ = inn g ◦ β where g ∈ G and β is a graph au-
tomorphism of G. Denote by (ϕ, b, 1) the automorphism of root data induced by β

and (ϕ′, b′, q) the isogeny of root data induced by F. Using the same arguments as
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in Remark 1.12 we have by Lemma 1.8 and [Hum75, §16.2 - Lemma C] there exists
t ∈ T0 such that

(F ◦ γ)(xα(c)) = F(inn g(xb(α)(c))) = (inn F(g)t)(x(b′◦b)(α)(c
q(b(α)))),

(γ ◦ F)(xα(c)) = γ(inn t(xb′(α)(c
q(α)))) = (inn gβ(t))(x(b◦b′)(α)(c

q(α))),

for all c ∈ K+ and α ∈ ∆. As F ◦ γ = γ ◦ F we have for all α ∈ ∆ and c ∈ K+ that

(inn β(t)−1g−1F(g)t)(x(b′◦b)(α)(c
q(b(α)))) = x(b◦b′)(α)(c

q(α)).

Let h denote the element β(t)−1g−1F(g)t. Both F and β preserve T0 and B0 so b′ ◦ b
and b ◦ b′ preserve ∆ hence also Φ+, in particular inn h preserves B0 and T0. As
inn h stabilises B0 we must have h ∈ B0 because NG(B0) = B0, (see [Hum75, §23.1 -
Theorem]). As inn h stabilises T0 we have h ∈ NB0(T0) = T0, however it’s clear that
no element of T0 can affect the above automorphism if it’s non-trivial. Therefore we
must have inn h is trivial so b′ ◦ b = b ◦ b′ and q ◦ b = q. These latter requirements
show that β commutes with F.

As the inner automorphism is trivial this implies

g−1F(g) = β(t)t−1.

By the Lang–Steinberg theorem, applied inside the connected group T0, there exists
s ∈ T0 such that g−1F(g) = s−1F(s) ⇒ F(gs−1) = gs−1. Denote by h′ the element
gs−1 ∈ G then we have γ = inn h′ ◦ inn s ◦ β, which is of the required form. �

Let Ĩnn(G) be the subgroup of Aut(G) consisting of all automorphisms of G induced
by conjugating with an element of G = GF, (this is clearly contained in Aut(G, F)
and is also normal). Note that we have a natural surjective homomorphism Ĩnn(G)→
Inn(G) given by restricting the automorphism to G. By [Bon06, Remarque 6.2] we
have Z(G) = Z(G)F so any element centralising G also centralises G, in particular
we have Ĩnn(G) → Inn(G) is an isomorphism. We may then justifiably denote by
Out(G, F) the quotient group Aut(G, F)/ Inn G.

Recall we have a homomorphism Aut(G, F) → Aut(G) given by restriction which
induces a homomorphism Out(G, F)→ Out(G), (again by [Bon06, §6.A - Remarque]
this is also not injective in general). The statement of Lemma 1.48 says that every
element of Out(G, F) can be expressed as a composition inn s ◦ β where β is a graph
automorphism of G and s ∈ T0. The outer automorphism inn s of G is called a
diagonal automorphism.
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We assume until the end of this section that γ ∈ Aut(G, F) is a representative for
an element γ ∈ Out(G, F) such that γ stabilises T0 and B0. By Lemma 1.8 we have
γ induces an automorphism of W stabilising S, which we again denote by γ. With
all of this in mind we can now prove the following concerning the action of outer
automorphisms on Deligne–Lusztig characters.

Proposition 1.49. For any w ∈ W we have the action of γ on the Deligne–Lusztig character
RG

Tw
(1) is given by

RG
Tw
(1) ◦ γ = RG

T
γ−1(w)

(1).

Proof. As γ stabilises T0 and B0 we must also have γ stabilises U0. Let g ∈ L −1(ẇU0)

then we have γ−1(g) ∈ L −1(γ−1(ẇ)U0) because

L (γ−1(g)) = γ−1(g−1)F(γ−1(g)) = γ−1(g−1F(g)) ∈ γ−1(ẇU0) = γ−1(ẇ)U0.

Therefore γ−1 restricts to an isomorphism L −1(ẇU0) → L −1(γ−1(ẇ)U0). By the
remark after Proposition 1.32 L(−, Xw) does not depend upon our choice of ẇ hence
the result follows by [Car93, Property 7.1.5]. �

Note that the proof of the above proposition is essentially part of the proof of [DM91,
Proposition 13.20] with some extra care taken over the action of γ on W. We now
apply this result to the almost characters. Let ρ ∈ Irr(W)F be an F-fixed irreducible
character of the Weyl group and let ρ̃ ∈ Irr(W̃) be an extension of ρ to an irreducible
character of W̃, (as in Proposition 1.44). Recall that γ ∈ Aut(G, F) commutes with F
then γ acts naturally on Irr(W)F by composition and we can extend that to an action
on Irr(W̃) by letting ρ̃ ◦ γ be such that (ρ̃ ◦ γ)(ci ·w) = ρ̃(ci · γ(w)) for all w ∈ W. It is
clear that ResW̃

W(ρ̃ ◦γ) = ρ ◦γ so ρ̃ ◦γ is an extension of ρ ◦γ to W̃. By Proposition 1.44
we know ρ̃ ◦ γ is one of two possible extensions of ρ ◦ γ which differ only by a change
of sign.

Corollary 1.50. For any ρ ∈ Irr(W)F we have RG
ρ̃ ◦ γ = RG

ρ̃◦γ.

Proof. A simple application of Proposition 1.49 gives us

RG
ρ̃ ◦ γ =

1
|W| ∑

w∈W
ρ̃(c · w)(RG

Tw
(1) ◦ γ),

=
1
|W| ∑

w∈W
ρ̃(c · w)RG

T
γ−1(w)

(1),

=
1
|W| ∑

w∈W
ρ̃(c · γ(w))RG

Tw
(1),

= RG
ρ̃◦γ. �
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This result will allow us to deal with γ acting on unipotent characters which are con-
tained in a family of cardinality one because such characters are up to sign almost
characters. If the family of unipotent characters has more than one element then we
will use the following result of Digne and Michel, (whose proof uses Corollary 1.50 to-
gether with conditions which ensure the unicity of the parameterisation of unipotent
characters).

Proposition 1.51 ([DM90, Proposition 6.6]). Assume G is simple and γ ∈ Aut(G, F) sta-
bilises B0 and T0. If F ⊆ E(G, 1) is a family of unipotent characters containing more than
one element then χ ◦ γ = χ for all χ ∈ F .

Remark 1.52. The statement in [DM90, Proposition 6.6] is actually for any isogeny
γ : G → G commuting with F. However by [Mal07, Proposition 3.9] the statement
of [DM90, Proposition 6.6] fails in the following situation: G is simple of type G2, F
is the Frobenius endomorphism Fr and γ is the exceptional graph automorphism in
Figure 1.2, (note we necessarily assume p = 3). Here there are two principal series
unipotent characters lying in a family of cardinality eight which are exchanged by
the exceptional graph automorphism. Note that if G is of type B2 or F4, p = 2 and
F is the Frobenius endomorphism Fr then the exceptional graph automorphisms do
not commute with F as r is even. In particular these cases do not contradict [DM90,
Proposition 6.6]. In spite of this one can readily check that the proof given in [DM90]
does cover the weaker statement given in Proposition 1.51.

1.6 Combinatorics

In this section we introduce the combinatorics of partitions and symbols which will
be used to parameterise: characters of Weyl groups, unipotent conjugacy classes and
unipotent characters. The symbols we describe were first introduced by Lusztig in
[Lus77, §3].

Recall that a partition is a (possibly empty) finite weakly increasing sequence of non-
zero natural numbers λ = (λ1, . . . , λs). If λ is empty we define |λ| ∈ N to be 0, if
not we define it to be the sum λ1 + · · · + λs. We say λ is a partition of n if |λ| = n
and we denote by P(n) the set of all such partitions. A bipartition is an ordered pair
of partitions (π; τ), which is a bipartition of n if |π|+ |τ| = n. If π, respectively τ, is
empty then we denote the resulting bipartition by (−; τ), respectively by (π;−). We
denote by BP(n) the set of all bipartitions of n.

We have a bijection P(n) → P(n) denoted by λ 7→ λ∗, where λ∗ is the partition dual
to λ. This is defined in the following way. First let λ′ = (λ′1, . . . , λ′n) be the sequence
obtained by setting λ′j = |{λi | 1 6 i 6 s and λi > j}| for all 1 6 j 6 n. We then define
λ∗ to be the partition of n obtained from λ′ by removing all entries equal to zero.
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By writing the sequence k, . . . , k containing r terms as kr we may express any par-
tition λ as (1r1 , 2r2 , 3r3 , . . . ) where ri > 0 denotes the number of times i occurs in
λ. If ε ∈ {0, 1} we define the subset Pε(n) of P(n) to be all partitions λ such
that ri ≡ 0 (mod 2) whenever i ≡ ε (mod 2). If n is even then we say a partition
λ = (λ1, . . . , λs) ∈ P0(n) is degenerate if every λi is even. In this situation we de-
fine P0(n) to be the set containing all non-degenerate partitions in P0(n) together
with two partitions λ+ and λ− for each degenerate partition λ ∈ P0(n). Note that
P0(n) = P0(n) unless n ≡ 0 (mod 4). We say a bipartition (π; τ) ∈ BP(n) is degen-
erate if π = τ. In this situation we define BP(n) to be the set of all non-degenerate
bipartitions, with the ordering forgotten, together with two bipartitions (π; π)+ and
(π; π)− for each degenerate bipartition (π; π) ∈ BP(n).

Example 1.53. Consider the case n = 4 then we have

P(4) = {(4), (22), (1, 3), (12, 2), (14)},
P0(4) = {(22), (1, 3), (14)},
P1(4) = {(4), (22), (12, 2), (14)}.

The set P0(4) contains one degenerate partition, namely (22), hence we have P0(4) is
the set {(22)+, (22)−, (1, 3), (14)}. If n = 2 then the set of bipartitions is given by

BP(2) = {(−; 12), (−; 2), (1; 1), (2;−), (12;−)}.

There is only one degenerate bipartition of 2, namely (1; 1), hence we have BP(2) is
the set {(−; 12), (−; 2), (1; 1)+, (1; 1)−}.

A notion closely related to that of partitions is the notion of a β-set which is a (possibly
empty) finite subset B ⊂ N0. If B = {β1, . . . , βs} then we assume the elements of B
are enumerated to form a strictly increasing sequence, i.e. β1 < · · · < βs. We define
the rank of B to be

rk(B) =

∑s
i=1 βi − (s

2) if B 6= ∅,

0 otherwise,

and denote by Xn the set of all β-sets of rank n. For any t > 1 we define a shift
operation +t : Xn → Xn given by

B+t =

{0, 1, . . . , t− 1, β1 + t, . . . , βs + t} if B 6= ∅,

{0, 1, . . . , t− 1} otherwise.

It is easy to check that rk(B) = rk(B+t).

With the notion of shift we can define a partial ordering on Xn by setting B 6 B′ if
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there exists t > 1 such that B+t = B′ or B = B′. This induces an equivalence relation
∼ on Xn by setting B ∼ B′ if B 6 B′ or B′ 6 B. We denote the resulting equivalence
class containing B by [B] and the set of all such equivalence classes by X̃n. We call the
elements of X̃n the symbols of rank n, where we unambiguously define the rank of [B]
to be rk([B]) := rk(B).

It is clear that in each class [B] there is a unique element Bmin such that Bmin 6 B′ for
all B′ ∈ [B] and we will typically represent the class [B] by [Bmin]. Assume [B] ∈ X̃n

is a class of β-sets and Bmin = (β1, . . . , βs) its unique minimal element then we can
define a partition λ([B]) = (λ1, . . . , λs) of n by setting λi = βi − (i− 1); we call this
the partition associated to [B]. Thus we have a map λ : X̃n → P(n) which is easily seen
to be a bijection.

Example 1.54. Consider the case n = 3 then X̃3 = {[1, 2, 3], [1, 3], [3]}, where each
class is represented by its unique minimal element. Applying the map λ to X̃3 we
have

λ([1, 2, 3]) = (1, 1, 1) λ([1, 3]) = (1, 2) λ([3]) = (3)

and clearly the set of partitions is given by P(3) = {(13), (1, 2), (3)}.

We call a β-pair an ordered pair Λ = (A
B) where A and B are β-sets. We define the

cardinality of a β-pair Λ to be |Λ| = |A|+ |B|. If Λ′ = (A′
B′) is another β-pair then we

take Λ ≡ Λ′ to mean A ∪ B = A′ ∪ B′. If A, (resp. B), is empty then we denote the
β-pair by (−B), (resp. (A

−)). We define the defect of the β-pair Λ to be d(Λ) = |A| − |B|
and its rank to be

rk(Λ) = rk(A) + rk(B) +

⌊(
d(Λ)

2

)2
⌋

where, for any x ∈ R, we have bxc = sup{k ∈ N0 | k 6 x}. We denote by Yd
n the

set of all β-pairs of rank n and defect d. If t > 1 then the shift operation on β-sets
determines a shift operation on β-pairs +t : Yd

n → Yd
n given by

Λ+t =

(
A+t

B+t

)
.

As for β-sets the notion of shift induces a corresponding equivalence relation on β-
pairs. We denote the set of equivalence classes under this relation by Ỹd

n and the
equivalence class containing Λ by [Λ]. Equivalent β-pairs will have the same defect,
hence the same rank, so we may define the defect and rank of [Λ] to be that of Λ. We
call the set of equivalence classes Ỹd

n the symbols of rank n and defect d. In each class
[Λ] there is a unique minimal element Λmin with respect to shift and we will typically
represent the class [Λ] by [Λmin].
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Assume now that A = {α1, . . . , αs+k} and B = {β1, . . . , βs} with k ∈ {0, 1}. If k = 0
we say the β-pair (A

B) is special if either of the following conditions hold

α1 6 β1 6 α2 6 β2 6 · · · 6 αs 6 βs,

β1 6 α1 6 β2 6 α2 6 · · · 6 βs 6 αs.

If k = 1 then we say the β-pair (A
B) is special if

α1 6 β1 6 α2 6 β2 6 · · · 6 αs 6 βs 6 αs+1.

The definition of a special β-pair is invariant under shift so we may unambiguously
define a symbol [Λ] to be special if Λ is special. Note that if Λ has zero defect then
being special is independent of the ordering of A and B.

Assume [Λ] ∈ Ỹd
n is a symbol of rank n and defect d and let Λmin = (A

B) be the
unique minimal element of [Λ]. We can define a bipartition λ([Λ]) = (λ([A]); λ([B]))
of k = rk([A]) + rk([B]), where λ([A]) and λ([B]) are the partitions associated to [A]

and [B]. Thus we have a map λ : Ỹd
n → BP(k) which gives rise to two bijections

λ : Ỹ1
n → BP(n) and λ : Ỹ0

n → BP(n), which follows from the definition of rank for
symbols and the case of β-sets.

Example 1.55. Consider the case where n = 2 then we have

Ỹ1
2 =

{[
0 1 2

1 2

]
,

[
0 1

2

]
,

[
0 2

1

]
,

[
1 2

0

]
,

[
2
−

]}
Applying the map λ to the elements of Ỹ1

2 we see

λ

([
0 1

2

])
= (−; 2) λ

([
0 1 2

1 2

])
= (−; 12)

λ

([
0 2

1

])
= (1; 1) λ

([
2
−

])
= (2;−)

λ

([
1 2

0

])
= (12;−).

and these bipartitions exhaust the set BP(2). There are three special symbols in the
set Ỹ1

2, namely [
0 1 2

1 2

] [
0 2

1

] [
2
−

]
.

Let us now consider the symbols of rank n and defect 0. A β-pair Λ = (A
B) ∈ Y0

n
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and its corresponding symbol [Λ] are called degenerate if A = B, (note that being
degenerate is invariant under shift). We denote by Y

0
n the set of all non-degenerate

symbols, with the ordering forgotten, together with two symbols [Λ]+ and [Λ]− for
each degenerate symbol [Λ] ∈ Ỹ0

n. More generally if d 6= 0 we denote by Y
d
n the set

of all symbols Ỹd
n ∪ Ỹ−d

n with the ordering forgotten. As any degenerate symbol is
special we say the symbols [Λ]± are special symbols. The bijection λ : Ỹ0

n → BP(n)
induces a bijection λ : Y

0
n → BP(n), where λ([Λ]±) = λ([Λ])± and λ agrees with λ

on non-degenerate symbols.

Example 1.56. Consider the case where n = 2 then we have

Ỹ0
2 =

{[
0 1
1 2

]
,

[
0
2

]
,

[
1
1

]
,

[
2
0

]
,

[
1 2
0 1

]}
,

Y
0
2 =

{[
0 1
1 2

]
,

[
0
2

]
,

[
1
1

]
+

,

[
1
1

]
−

}

Applying the map λ to the elements of Ỹ0
2 we see

λ

([
0
2

])
= (−; 2) λ

([
0 1
1 2

])
= (−; 12)

λ

([
1
1

])
= (1; 1) λ

([
1 2
0 1

])
= (12;−)

λ

([
2
0

])
= (2;−).

and these bipartitions exhaust the set BP(2). Similarly applying the map λ to the
elements of Y

0
2 we see

λ

([
0 1
1 2

])
= (−; 12) λ

([
0
2

])
= (−; 2) λ

([
1
1

]
±

)
= (1; 1)±.

and these bipartitions exhaust the set BP(2). Finally we note that every symbol in Y
0
2

is special.

1.7 Characters of Weyl Groups

Let ρ ∈ Irr(W) be an irreducible character then Benson and Curtis have associated to
ρ a unique polynomial Dρ(u) ∈ Q[t] called the generic degree polynomial, (see [BC72,
Definition 2.4]). This is defined in terms of the generic Hecke algebra. Using Dρ(u)
we associate to ρ three integers aρ, bρ and fρ in the following way.
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• aρ is the largest i > 0 such that ui divides the generic degree polynomial Dρ(u).

• bρ is the smallest i > 0 such that ρ appears with non-zero multiplicity in the ith
symmetric power of the reflection representation of W. Equivalently this is the
largest i > 0 such that ui divides the fake degree polynomial Pρ(u) associated to ρ,
see [Car93, pg. 367].

• fρ is such that Dρ(u) = f−1
ρ uaρ + higher order terms.

Lusztig introduces the notion of truncated induction for W based on the a and b val-
ues. We say a subgroup of W is a reflection subgroup if it is generated by reflections
associated to a subset of the root system Φ.

Notation. Assume Φ = Φ1 t · · · t Φk is an orthogonal decomposition as in Sec-
tion 1.1.2 and ∆ = ∆1 t · · · t ∆k is a corresponding decomposition. As each root
system Φi is irreducible it contains a unique lowest root which we denote by αi,0. Let
∆̃i be the set ∆i ∪ {αi,0} then we define ∆̃ to be the union ∆̃1 t · · · t ∆̃k. We denote
by S0 the set of reflections S ∪ {sα1,0 , . . . , sαk,0}. If Φ is irreducible we will denote the
unique lowest root by α0 and the corresponding reflection by s0.

If WI is a subgroup of W generated by a subset I ⊆ S0 we call WI a parahoric subgroup
of W. If I is contained in S then we call WI a parabolic subgroup of W. By [DL11, Corol-
lary 1] every reflection subgroup of W is conjugate in W to a parahoric subgroup. Let
W′ be a reflection subgroup of W and ρ′ an irreducible character of W′. Consider the
induced character IndW

W′(ρ
′) = ∑ψ∈Irr(W) nρ′,ψψ then we define the truncated induced

characters to be

JW
W′(ρ

′) = ∑
ψ

nρ′,ψψ summing over all ψ ∈ Irr(W) such that aρ′ = aψ,

jW
W′(ρ

′) = ∑
ψ

nρ′,ψψ summing over all ψ ∈ Irr(W) such that bρ′ = bψ.

Note that the character jW
W′(ρ

′) was first constructed by Macdonald and a more natural
interpretation for this character can be found in [Car93, §11.2]. We can now describe
Lusztig’s definition of families of W following [Lus84a, §5.29].

Definition 1.57. A character ρ of W is called constructible if it satisfies the following
conditions. If W = {1} then ρ is the trivial character. If W 6= {1} then there exists a
proper parabolic subgroup W′ < W and a constructible character ρ′ of W′ such that
either ρ = JW

W′(ρ
′) or ρ = JW

W′(ρ
′)⊗ sgn. Note that every irreducible character occurs

as a constituent of a constructible character. A family of Irr(W) is an equivalence
class under the relation generated by the condition “ρ, ψ ∈ Irr(W) both occur as
constituents of some constructible character”.
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Remark 1.58. This definition of families in Irr(W) is independent of the associated
finite reductive group and by the work in [Lus84a] it coincides with Definition 1.46.
We will always write W(F ) for a family of Weyl group characters but it may not be
the case that there is a corresponding family of unipotent characters F . Families of
characters in Irr(W)F are precisely given by the families W(F ) such that W(F )F =

W(F ). This follows from the fact that the action of F on Irr(W) permutes the families
of W, (see Lemma 2.20 below).

Lusztig has observed that for every character ρ ∈ Irr(W) we always have aρ 6 bρ. We
say an irreducible character is special if aρ = bρ. It was shown by Lusztig that every
family in Irr(W) contains a unique special character. For simplicity, throughout the
remainder of this section we make the following assumption.

We assume that the generalised Frobenius endomorphism F associated to G
induces the identity on W.

Note that the process we describe now is outlined in full in [Lus84a, Chapter 4]. Let
F ⊆ E(G, 1) be a family of unipotent characters of G. To F we have an associated
family W(F ) ⊆ Irr(W) of irreducible characters of W with special character ρ. Also
associated to F is a finite group GF which is determined in the following way. If the
derived subgroup G′ of G is simple and of classical type then GF is the elementary
abelian 2-group of order fρ. If G′ is simple of exceptional type then GF is isomorphic
to a symmetric group S2, S3, S4 or S5 such that |GF | = fρ.

Let us now describe GF in the situation where G′ is not simple. If this is the case then
G′ is an almost direct product of a finite number of simple groups, say G1, . . . , Gk.
The family F will be a direct product F1� · · ·�Fk, where Fi ⊆ E(Gi, 1) is a family of
unipotent characters of the simple component, (this is primarily due to Lemma 1.47).
The family of characters in the Weyl group will be a direct product W(F ) = W(F1)�

· · ·�W(Fk). Hence we define the finite group GF to be the direct product GF1 ×
· · · × GFk . Note that if ρi ∈ W(Fi) is the special character of the family then we have
fρ = fρ1 · · · fρk , in particular |GF | = fρ.

The finite group GF is an essential tool in determining the unipotent characters in
the family F . Lusztig associates to GF a set M(GF ) consisting of pairs (x, σ) such
that x ∈ GF and σ is an irreducible character of CGF (x), chosen up to conjugacy. He
then gives an embedding of W(F ) intoM(GF ), which is given in the form of a list for
simple exceptional groups. For the simple classical groups this is done by introducing
a set of symbolsMF as defined in Section 1.6, for which there is a natural embedding
W(F ) ↪→MF , and then a bijectionMF →M(GF ).
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We describe the construction of the sets MF below for each group of classical type
and we assume that the unipotent characters for groups of classical type are parame-
terised by these sets. Note that Lusztig’s parameterisation of the unipotent characters
satisfies several amazing properties. The principal series unipotent characters are
precisely those whose label in M(GF ) is in the image of W(F ). Using M(GF ) to-
gether with a certain Fourier transform matrix Lusztig gives the multiplicities of the
unipotent characters in each uniform unipotent almost character. By Proposition 1.37
the degrees of such characters are known, which gives the degrees of the unipotent
characters by [DM91, Proposition 12.20].

In [Lus84a, Chapter 4] Lusztig gives lists of all the families of irreducible characters
of exceptional irreducible Weyl groups and uses the symbols described in Section 1.6
to determine the families of classical irreducible Weyl groups. We now recall his
methods for the groups of classical type.

1.7.1 Type An−1

If G is of type An−1 then we identify W with the symmetric group Sn such that, for
1 6 i 6 n− 1, the simple reflection si corresponds to the transposition (i, i + 1). We
have a bijection P(n) → Irr(W) denoted by π 7→ ρπ, (as described in [Lus84a, §4.4]),
such that ρ(n) is the trivial character and ρ(1n) is the sign character. By composing
with the bijection X̃n → P(n) described in Section 1.6 we obtain a resulting bijection
X̃n → Irr(W). We will denote the elements of Irr(W) by their corresponding symbol
in X̃n.

Lemma 1.59 (Lusztig, [Lus84a, §4.4]). If G is of type An then every irreducible character
of W is special and lies in its own family. Furthermore there is a bijection between irreducible
characters of W and unipotent characters of G. In particular, the symbols X̃n parameterise the
unipotent characters.

1.7.2 Types Bn and Cn

If n > 1 we denote by Wn 6 S(V) the subgroup of the symmetric group on the set
V = {1, . . . , n, n′, . . . , 1′}) which preserves the unordered pairs {(1, 1′), . . . , (n, n′)}. If
n = 0 we take Wn = {1}. If G is of type Bn or Cn then we identify W with Wn

such that, for 1 6 i 6 n − 1, the simple reflection si corresponds to the product of
transpositions (i, i + 1)((i + 1)′, i′) and sn corresponds to (n, n′). We have a bijection
BP(n) → Irr(W) denoted by (π; τ) 7→ ρ(π;τ), (as described in [Lus84a, §4.5]), such
that ρ(n;−) is the trivial character and ρ(−;1n) is the sign character. By composing with
the bijection Ỹ1

n → BP(n) described in Section 1.6 we obtain a resulting bijection
Ỹ1

n → Irr(W). We will denote the elements of Irr(W) by their corresponding symbol
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in Ỹ1
n.

Lemma 1.60 (Lusztig, [Lus84a, §4.5]). An irreducible character ρ ∈ Irr(W) is special if
and only if its corresponding symbol is special. Let [Λ1], [Λ2] ∈ Ỹ1

n be two symbols with their
representatives chosen such that |Λ1| = |Λ2|, then their corresponding characters lie in the
same family if and only if Λ1 ≡ Λ2.

Let W(F ) ⊆ Irr(W) be a family of irreducible characters of W. Assume [Z] ∈ Ỹ1
n is

the unique special symbol in W(F ) and Z ∈ Y1
n is a fixed representative of [Z]. We

defineMF to be the set of all symbols [Λ] ∈ ∪d≡1 (mod 2)Ỹ
d
n with positive defect such

that |Λ| = |Z| and Λ ≡ Z. Note that, using shifts, we can see the definition of MF
does not depend upon our choice of representative for [Z]. The unipotent characters
in the family F ⊆ E(G, 1) corresponding to W(F ) are then in bijection with the set
MF .

Example 1.61. Assume G is simple of type B2. Recall the set Ỹ1
2, which was described

in Example 1.55. There are three families W(F ) ⊆ Irr(W), namely{[
0 1 2

1 2

]} {[
0 1

2

]
,

[
0 2

1

]
,

[
1 2

0

]} {[
2
−

]}
If |W(F )| = 1 then we have MF contains only the symbol parameterising the char-
acter in W(F ), hence the corresponding family of unipotent characters contains only
one character. Let us now consider the remaining family in Irr(W). In this case we
have the setMF contains the four symbols[

1 2
0

] [
0 2

1

] [
0 1

2

] [
0 1 2

−

]
.

Therefore there are four unipotent characters of G in the corresponding family F .

1.7.3 Type Dn

If n > 2 we denote by W ′n the subgroup A(V) ∩Wn, where A(V) 6 S(V) is the
alternating subgroup of the symmetric group and Wn is as in Section 1.7.2. If n = 0
we take W ′n = {1}. If G is of type Dn and n > 2 then we identify W with W ′n such that,
for 1 6 i 6 n− 1, the simple reflection si corresponds to the product of transpositions
(i, i + 1)(i′, (i + 1)′) and sn corresponds to (n− 1, n′)(n, (n− 1)′). We have a bijection
BP(n) → Irr(W) denoted by (π; τ) 7→ ρ(π;τ), (as described in [Lus84a, §4.6]), such
that ρ(n;−) = ρ(−;n) is the trivial character and ρ(−;1n) = ρ(1n;−) is the sign character.

By composing with the bijection Y
0
n → BP(n) described in Section 1.6 we obtain

a resulting bijection Y
0
n → Irr(W). We will denote the elements of Irr(W) by their

corresponding symbol in Y
0
n.
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Lemma 1.62 (Lusztig, [Lus84a, §4.6]). An irreducible character ρ ∈ Irr(W) is special if
and only if its corresponding symbol is special. Let [Λ1], [Λ2] ∈ Y

1
n be two non-degenerate

symbols with their representatives chosen such that |Λ1| = |Λ2| then their corresponding
characters lie in the same family if and only if Λ1 ≡ Λ2. The character corresponding to any
degenerate symbol lies in its own family.

If W(F ) ⊆ Irr(W) is a family of characters parameterised by degenerate symbols
then |W(F )| = 1 and we take MF to be the symbol parameterising the character
in W(F ). Assume now that W(F ) ⊆ Irr(W) is a family of irreducible characters
which is parameterised by non-degenerate symbols. Assume [Z] ∈ Y

0
n is the unique

special symbol in W(F ) and Z ∈ Y0
n is a fixed representative of [Z]. We define MF

to be the set of all symbols [Λ] ∈ ∪d≡0 (mod 4)Y
d
n such that |Λ| = |Z| and Λ ≡ Z.

Note that, using shifts, we can see the definition of MF does not depend upon our
choice of representative for [Z]. The unipotent characters in the family F ⊆ E(G, 1)
corresponding to W(F ) are then in bijection with the setMF .

Example 1.63. Assume G is a simple group of type D4. There are two degenerate
bipartitions in BP(4), namely (12; 12) and (2; 2). The degenerate bipartitions (12; 12)+
and (12; 12)− are in bijective correspondence with the degenerate symbols[

1 2
1 2

]
+

and

[
1 2
1 2

]
−

.

Every character in Irr(W) lies in its own family except for the three characters with
corresponding symbols[

1 2
0 3

] [
0 2
1 3

] [
2 3
0 1

]
,

which together form a family. The corresponding setMF contains the four symbols[
0 1
2 3

] [
0 2
1 3

] [
0 3
1 2

] [
0 1 2 3
−

]
.

Therefore there are four unipotent characters of G in the corresponding family F .

1.8 Invariance of Unipotent Characters

Now we have discussed characters of Weyl groups in detail we can discuss precisely
when a unipotent character is invariant under composition with an automorphism of
G defined over Fq.

Lemma 1.64. Assume G is simple and γ ∈ Out(G, F) is an automorphism of G commuting
with F. If γ induces the identity on W then every unipotent character is fixed under compo-
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sition with γ. Assume G is of type An, Dn or E6 and γ acts on (W, S) as one of the graph
automorphisms listed in Figure 1.2. Every unipotent character is fixed under composition with
γ except in the following cases:

• G is of type D2n, γ has order 2 and the character is parameterised by a degenerate
symbol.

• G is of type D4, γ has order 3 and the character is parameterised by one of the symbols[
2
2

]
±

[
1 2
1 2

]
±

[
0 1
1 4

] [
0 1 2
1 2 4

]
. (1.4)

Proof. Let us start with the case where γ acts trivially on W, hence γ acts trivially
on Irr(W). Let χ be a unipotent character of G. If χ lies in a family which contains
more than one character then it is fixed under composition with γ by Proposition 1.51.
Hence let us assume that χ lies in a family of cardinality one then there exists a sign
ερ ∈ {±1} and a uniform almost character RG

ρ̃ , for some ρ ∈ Irr(W)F, such that
χ = ερRG

ρ̃ . By Corollary 1.50 we have

χ ◦ γ = ερRG
ρ̃ ◦ γ = ερRG

ρ̃◦γ = χ.

Note that we obtain the last equality in the following way. As ρ̃ ◦ γ is an extension of
ρ ◦ γ = ρ we have by Proposition 1.44 that ρ̃ ◦ γ = ±ρ̃. Therefore ερRG

ρ̃◦γ = ±χ which
implies ερRG

ρ̃◦γ = χ as γ must take characters to characters.

We now assume that γ acts on (W, S) as one of the graph automorphisms listed in
Figure 1.2. Note that because of Proposition 1.51 we need only consider the action of
γ on unipotent characters lying in a family by themselves, hence on almost characters.
If G is of type An, D2n+1 or E6 then every irreducible character of the Weyl group is
fixed under composition with γ, (this is mentioned in [Lus84a, §4.18 and 4.19]). The
result then follows by the argument in the previous case.

If G is of type D2n then an irreducible character of the Weyl group is fixed under
composition with γ if and only if the symbol parameterising the character is non-
degenerate, (see [Lus84a, §4.18 and 4.19]). If F does not act trivially on W then [Λ]± 6∈
Irr(W)F so the result clearly holds in this case. If F acts as the identity on W then
[Λ]± ∈ Irr(W)F so the only unipotent characters not fixed under composition by γ

are the characters given up to sign by the almost characters RG
[Λ]±

.

Finally if G is of type D4 and γ is of order 3 then the only Weyl group characters not
fixed under composition with γ are the characters listed in Eq. (1.4), (this is mentioned
in [Lus84a, §4.19]). Therefore the statement is clear by the previous arguments. �

Remark 1.65. The above result was already known to Lusztig in [Lus88, §5] but was
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not stated in detail. This statement was explicitly made by Malle in [Mal07, Propo-
sition 3.7]. His proof of this result, (which uses Hecke algebra techniques on the
extended Weyl group W̃), can be found in [Mal91, §1].

Assume G = G1×G2 is a direct product of isomorphic simple groups and denote by
F′ a Frobenius endomorphism of the isomorphic groups G1 and G2. Let F = F′ × F′

so that GF = GF′
1 × GF′

2 is a direct product of isomorphic groups. Any unipotent
character of G will be a direct product χ1 � χ2 where χi is a unipotent character of
Gi. Assume γ ∈ Out(G, F) acts as an involutary graph automorphism permuting the
two isomorphic simple groups, (i.e. γ(G1) = G2 and γ(G2) = G1). It is then clear
that χ1 � χ2 is fixed by γ if and only if χ1 ◦ γ = χ2, in other words γ induces an
isomorphism of the underlying representations.

1.9 Beyond Unipotent Characters

So far we have described part of Lusztig’s method for determining the irreducible
characters of G lying in the Lusztig series E(G, 1). However, we now show the impor-
tance of unipotent characters in determining the remaining Lusztig series. Let us first
recall the following definition

Definition 1.66. A character χ ∈ Irr(G) is called semisimple if its Alvis–Curtis dual is
up to sign an irreducible constituent of a Gelfand–Graev character.

We won’t expand this definition here but for more information see [DM91, §14]. In
general semisimple characters as those characters whose degree is coprime to p. If the
centre of G is connected then each Lusztig series E(G, s) contains a unique semisimple
character. This is a consequence of the fact that, under these conditions, there is a
unique Gelfand–Graev character which is the sum of all the regular characters of G,
(see [DM91, Corollary 14.47]).

If s ∈ G? then the restriction of F? to CG?(s) is a Frobenius endomorphism and we
denote the corresponding fixed point group by CG?(s) = CG?(s)F?

. When Z(G) is con-
nected we have that the centraliser of every semisimple element in G? is connected,
(see [Car93, Theorem 4.5.9]). With this notation in place we can now state the follow-
ing result of Lusztig which demonstrates the importance of unipotent characters.

Theorem 1.67 (Lusztig, [Lus84a, Main Theorem 4.23]). Let G be a connected reductive
algebraic group such that Z(G) is connected. There exists a bijection

Ψs : E(G, s)→ E(CG?(s), 1)
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such that 〈χ, RG
T?(s)〉 = ±〈Ψs(χ), RCG? (s)

T? (1)〉 for all pairs (T?, s) ∈ ∇?(G, F). Further-
more if χss ∈ E(G, s) is the unique semisimple character in the Lusztig series then the degree
of χ is given by χ(1) = χss(1)Ψs(χ)(1).

The techniques developed by Lusztig to parameterise unipotent characters are appli-
cable to any connected reductive algebraic group. Hence when Z(G) is connected we
have a parameterisation of the characters in E(CG?(s), 1) and can even determine their
degrees. Note also that the sign ± in the statement of the theorem can be described
explicitly using the notion of Fq-rank. Theorem 1.67 then gives us a very explicit
and powerful way to parameterise all irreducible characters of G and determine their
degrees.

Remark 1.68. When Z(G) is connected the bijection in Theorem 1.67 allows us to
define a family of characters F ⊆ E(G, s) to be the preimage of a family of characters
in E(CG?(s), 1). We will not need the notion of families of characters when Z(G) is
disconnected, which is a slightly more delicate issue.

If Z(G) is no longer connected then it is not necessarily true that the centraliser of
every semisimple element in the dual is connected.

Example 1.69. Assume p 6= 2 and take G to be SL2(K) then we may take G? to be
PGL2(K). Let s be the image of the diagonal matrix diag(1,−1) in PGL2(K). The
centraliser CG?(s) has two connected components and a set of coset representatives
for CG?(s)◦ is given by {1, ẇ} where w is the non-identity element of the Weyl group
of G?.

With this in mind if Z(G) is disconnected we cannot expect Theorem 1.67 to hold as
even the definition of unipotent character requires the group to be connected. How-
ever Lusztig has managed to use Clifford theory to obtain a generalisation of this
result for groups with a disconnected centre. Following Lusztig, (see [Lus88, §7]), we
make the following definition.

Definition 1.70. Let G̃ be a connected reductive algebraic group and ι : G → G̃ a
homomorphism defined over Fq. We say ι is a regular embedding if:

• G̃ has a connected centre,

• ι restricts to an isomorphism of G with a closed subgroup of G̃

• and ι(G), G̃ have the same derived subgroup.

From now on we fix a group G̃ and a regular embedding ι : G → G̃. If Z(G) is
connected then we assume G̃ = G and ι(g) = g for all g ∈ G.
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If G is such that Z(G) is disconnected then a general construction for a group G̃
and a regular embedding ι was given by Deligne and Lusztig, (see [DL76, pg. 132] or
[Gec03, Exercise 4.7.7]). As ι(G) contains the derived subgroup we must have it is a
normal subgroup of G̃. Let G? and G̃? be the dual groups of G and G̃ respectively.
We will constantly identify G with its image ι(G) in G̃ without specific reference.

We define T̃0 and B̃0 to be the unique maximal torus and Borel subgroup of G̃ such
that T0 = G ∩ T̃0 and B0 = G ∩ B̃0. We assume F denotes a generalised Frobenius
endomorphism of G̃ such that F ◦ ι = ι ◦ F then it is clear that T̃0 and B̃0 are F-stable.
Let us fix a dual group G̃? of G̃ with maximal torus T̃?

0 such that the triples (G̃, T̃0, F)
and (G̃?, T̃?

0 , F?) are in duality, (where F? is an appropriate generalised Frobenius
endomorphism of G̃?).

Lemma 1.71. The regular embedding ι induces a surjective morphism ι? : G̃? → G? defined
over Fq such that ι?(T̃?

0) = T?
0 , which is unique up to composition by an element of Inn T̃?

0 .
Furthermore Ker(ι?) is contained in Z(G̃?).

Proof. As the image under ι of T0 is a subtorus of T̃0 there exists a subtorus S of T̃0

such that T̃0 = T0× S is a direct product, (see [DM91, Proposition 0.5]). In particular
X(T̃0) = X(T0) ⊕ X(S) is a direct sum so we have a surjective homomorphism of
abelian groups X(T̃0) → X(T0) given by projection to X(T0). By duality this gives a
surjective homomorphism of abelian groups ϕ : qX(T̃?

0)→ qX(T?
0).

By the duality between the character and cocharacter groups we obtain a homomor-
phism of abelian groups qϕ : X(T?

0) → X(T̃?
0) which we claim is injective. Assume

qϕ(χ1) = qϕ(χ2) then we have

〈qϕ(χ1), γ〉 = 〈qϕ(χ2), γ〉 ⇒ 〈χ1, ϕ(γ)〉 = 〈χ2, ϕ(γ)〉

for all γ ∈ qX(T̃?
0). However as ϕ is surjective we have 〈χ1, γ′〉 = 〈χ2, γ′〉 for all

γ′ ∈ qX(T?
0) which implies χ1 = χ2. The existence and uniqueness of the surjective

morphism follows from the remarks at the start of [Ste99, Chapter 5] which gives
conditions for Theorem 1.11 to hold for arbitrary surjective morphisms. The statement
regarding the kernel comes from the fact that the two groups are of the same type. �

From now on we assume fixed a surjective endomorphism ι? : G̃? → G?. If
Z(G) is connected then we assume G̃? = G? and ι?(g) = g for all g ∈ G̃?.

Note that we may identify the Weyl groups of G and G̃ through the embedding ι,
similarly we may identify the Weyl groups of G? and G̃? through the surjection ι?.
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Example 1.72. Let G be SLn(K) then we naturally have G is the derived subgroup of
GLn(K), hence we can take G̃ to be GLn(K). By [DM91, pg. 105 - Examples] we can
take G̃? = GLn(K) and G? = PGLn(K), (this latter case follows from the fact that the
dual of a simply connected group is always adjoint). Our morphisms are simply the
obvious morphisms

ι : SLn(K) ↪→ GLn(K) ι? : GLn(K)→ PGLn(K).

It is trivial to see that ι will satisfy all the conditions of a regular embedding.

If s ∈ G? is a semisimple element then we fix a semisimple element s̃ ∈ G̃? such
that ι?(s̃) = s. The idea of Lusztig is to understand the series E(G, s) by restricting
characters in the series E(G̃, s̃) to G. The most astounding part of Lusztig’s result is
that given any irreducible character of G̃ the restriction to G is multiplicity free, (see
[Lus88, Proposition 10]).

Before stating Lusztig’s theorem, we introduce some notation that we will maintain
throughout. Assume x ∈ G then we denote the component group of the centraliser
of x by AG(x) := CG(x)/CG(x)◦ and if x ∈ G we denote its rational counter part by
AG(x) = CG(x)/CG(x)◦, where CG(x)◦ = CG(x)◦F. If G has an associated generalised
Frobenius endomorphism F : G→ G and x ∈ G then F : AG(x)→ AG(x) induces an
automorphism of the finite group AG(x) as an abstract group. Furthermore we have
AG(x)F = AG(x) by [DM91, Corollary 3.13].

Theorem 1.73 (Lusztig, [Lus88, Proposition 5.1]). Let G be any connected reductive alge-
braic group then there exists a surjective map

Ψs : E(G, s)→ E(CG?(s)◦, 1)/AG?(s)

with the following properties.

• The fibres of Ψs are precisely the orbits of the action of G̃/GZ(G̃) on E(G, s).

• If Θ ∈ E(CG?(s)◦, 1)/AG?(s) and Γ is the stabiliser in AG?(s) of an element in Θ,
then the fibre Ψ−1

s (Θ) has precisely |Γ| elements.

• If χ ∈ Ψ−1
s (Θ) and T? is an F?-stable maximal torus of G? containing s then

〈χ, RG
T?(s)〉G = ± ∑

ψ∈Θ
〈ψ, RCG? (s)◦

T? (1)〉CG? (s)◦

We now expand some of the statements of the theorem. As G is a normal subgroup
of G̃ we have G is a normal subgroup of G̃. The subgroup GZ(G̃) fixes every element
of Irr(G) under the conjugation of G̃ on Irr(G) so we may consider this action to be an
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action of the quotient G̃/GZ(G̃) on Irr(G). It can be shown that this action preserves
each Lusztig series E(G, s), (see for example [Bon06, 10.4]). This means we get a well
defined action of the quotient on each Lusztig series.

We now consider the action on the Lusztig series of CG?(s)◦. Again the connected
component CG?(s)◦ is a normal subgroup of CG?(s), which means CG?(s)◦ is a normal
subgroup of CG?(s). We have a natural action of AG?(s) on Irr(CG?(s)◦) and using
the same reference as before it can be checked that this action stabilises the set of
unipotent characters. In particular we have an action of AG?(s) on E(CG?(s)◦, 1). We
denote the orbits of this action by E(CG?(s)◦, 1)/AG?(s).

The action of conjugation by an element of CG?(s) on CG?(s)◦ is an automorphism of
CG?(s)◦ which commutes with F? so is an element of Aut(CG?(s)◦, F?). Therefore we
may apply Lemma 1.64 to understand explicitly the action of the component group
AG?(s) on E(CG?(s)◦, 1). Following Lusztig, (see [Lus88, 12]), we make the following
definition.

Definition 1.74. An irreducible character of CG?(s) is called unipotent if the restriction
to CG?(s)◦ is a sum of unipotent characters of CG?(s)◦. We denote the set of all
unipotent characters of CG?(s) by E(CG?(s), 1).

Corollary 1.75 (of Theorem 1.73). For any connected reductive algebraic group G there
exists a bijection

E(G, s)→ E(CG?(s), 1)

for each Lusztig series of G.

We now consider Lusztig’s result in terms of the Lusztig series E(G̃, s̃) and restriction
of characters. We have the following sequence of bijections

E(G̃, s̃) ∼−→ E(CG̃?(s̃), 1) ∼−→ E(CG?(s)◦, 1) (1.5)

The first bijection is given by Theorem 1.67 because G̃ has a connected centre. The
restriction of the morphism ι? to the centraliser CG̃?(s̃) clearly gives us an isotypic
morphism CG̃?(s̃) → CG?(s), which we again denote by ι?. However CG̃?(s̃) is con-
nected so we must have ι?(CG̃?(s̃)) = CG?(s)◦, (see [Gec03, Proposition 2.2.14(b)]). By
Lemma 1.47 composition with ι? induces the second bijection.

Let χ ∈ E(G, s) then by Lusztig’s result we know we can find a character ψ ∈ E(G̃, s̃)
such that 〈χ, ResG̃

G(ψ)〉G = 1, (see for example [Bon05, Proposition 11.7(b)]). Under
the bijections described in Eq. (1.5) we have an associated character ψ̄ ∈ E(CG?(s)◦, 1)
so we have defined a map E(G, s) → E(CG?(s)◦, 1). We now ask how much freedom
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there is in the choice of ψ. Let ψ1, ψ2 ∈ E(G̃, s̃) be two characters such that

〈χ, ResG̃
G(ψ1)〉G = 〈χ, ResG̃

G(ψ2)〉G = 1

then the statement of Theorem 1.73 says that ψ̄1 and ψ̄2 will lie in the same orbit under
the action of AG?(s).

We make one more remark regarding the compatibility of restriction of characters
from G̃ and characters of CG?(s). Let ZE(G, s) and ZE(CG?(s)◦, 1) denote the Z-
spans of E(G, s) and E(CG?(s)◦, 1) respectively then we have the following maps

E(G̃, s̃) E(CG?(s), 1)

ZE(G, s) ZE(CG?(s)◦, 1)

where the diagonal arrow is the bijection specified in Eq. (1.5) and the vertical arrows
are given by restriction. Let ψ ∈ E(G̃, s̃) be a character and ψ̄ ∈ E(CG?(s)◦, 1) be
the character in bijective correspondence with ψ. Then the number of distinct irre-
ducible constituents in ResG̃

G(ψ) is the same as the number of irreducible characters in
E(CG?(s), 1) whose restriction to CG?(s)◦ contains ψ̄.

Example 1.76. Assume G is SL4(K), p 6= 2 and F is the Frobenius endomorphism Fr

so that G = SL4(q). We assume that G̃ = GL4(K) with the natural embedding then
we take G̃? = GL4(K) and G? = PGL4(K) with ι? such that ι?(g) = gZ(GL4(K)). We
assume that T0 and T?

0 are the standard maximal tori consisting of diagonal matrices.
Consider the semisimple element s̃ = diag(1, 1,−1,−1) ∈ GL4(K) then s = ι?(s̃) is
the image in PGL4(K).

The centraliser CG̃?(s̃) will be isomorphic to GL2(K) × GL2(K) so the derived sub-
group will be a semisimple group of type A1 A1. Hence CG?(s)◦ will also be of
semisimple type A1 A1. We have |AG?(s)| = 2 and a set of minimal length coset rep-
resentatives is given by {1, ẇ?} where w? ∈ W? is the product of the longest elements
from W? and the Weyl group of CG?(s)◦ with respect to T?

0 , (which is a parabolic sub-
group of W?). The conjugation action of ẇ? on CG?(s)◦ will be a graph automorphism
which exchanges the two components of type A1.

The Weyl group of type A1 is isomorphic to the symmetric group S2. There are only
two irreducible characters of S2, namely the trivial and sign character. By Section 1.7.1
we know there are two corresponding unipotent characters in a group of type A1, in
fact these will be the trivial and Steinberg character. Therefore we must have the
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unipotent characters in E(CG?(s)◦, 1) are given by

1� 1 1� St St�1 St� St,

where St denotes the Steinberg character and 1 denotes the trivial character. The orbits
of these characters under the action of the AG?(s) are given by {1� 1}, {1� St, St�1}
and {St� St}. By Theorem 1.73 we have E(G, s) contains five characters χ1, . . . , χ5

and the map Ψs is such that

χ1 χ2

{1� 1}

χ3

{1� St, St�1}

χ4 χ5

{St� St}



Chapter 2

Unipotent Supports and The Springer Correspondence

Assume G is a connected reductive algebraic group. We will denote by Cl(G) the
set of all G-conjugacy classes and by ClU(G) the subset of all unipotent conjugacy
classes of G. We then have the subset Cl(G)F of all F-stable conjugacy classes and
the subset ClU(G)F = ClU(G) ∩ Cl(G)F of all F-stable unipotent conjugacy classes. If
the centre of G is connected then Lusztig, in [Lus84a, §13], gives a map Irr(G) →
ClU(G)F. He later goes on to define the notion of a unipotent support for a character
χ and shows that the unipotent conjugacy class he defines in [Lus84a, §13] is the
unipotent support of χ. Lusztig’s original method relies in an essential way upon
the Springer correspondence, (between irreducible characters of a Weyl group and
unipotent classes in an algebraic group), and truncated induction in the Weyl group.

In this chapter we will describe the method outlined by Lusztig in [Lus84a, §13]. We
will also describe part of the Springer correspondence and |AG(u)| whenever G is
simple of type An, Bn, Cn, Dn, E6 or E7 and u ∈ G is a unipotent element. It will
become clear at the end of Section 2.5 why we describe only this select information.
The description of unipotent classes and the Springer correspondence is dependent
upon whether p is a good or bad prime for G. Recall that these are defined in the
following way.

Definition 2.1. Assume G is a simple algebraic group and let α0 = −∑α∈∆ mαα be the
unique lowest root in Φ, where mα ∈N0. We say p is a bad prime for G if p divides mα

for some α ∈ ∆. Simply we say p is a good prime for G if it is not a bad prime. Assume
G is any connected reductive algebraic group and let G1 · · ·Gr be the decomposition
of the derived subgroup of G as an almost direct product of simple groups. We say p
is a bad prime for G if it is a bad prime for some Gi and a good prime otherwise.

The description of the bad primes is easy to work out and for each simple type we
describe these values in Table 2.1. Much of the information we gather in this section,
(and some of the constructions we will consider), are invalid when p is a bad prime.

49
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G p

An –
Bn, Cn, Dn (n > 2) 2

G2, F4, E6, E7 2,3
E8 2,3,5

Table 2.1: Bad Primes for Simple Algebraic Groups

Therefore we make the following assumption.

From now until the end of this thesis we assume that p is a good prime for G.

2.1 Springer’s Construction

Let us assume that G is a simple adjoint algebraic group which, for this time only, is
defined over C. There is a particularly amazing construction of irreducible represen-
tations of Weyl groups which was first introduced by Springer in [Spr78]. Although
we will outline the process of [Spr78] it was shown by Lusztig, (see [Lus84b, §6]),
that the Springer correspondence holds in any characteristic and for any connected
reductive algebraic group isogenous to G.

Given any unipotent element u ∈ G we have a variety BG
u defined to be the collection

of all Borel subgroups of G which contain u. The Weyl group does not act naturally
on this variety but Springer has defined an action of W on the classical cohomology
groups Hi(BG

u , Q), (in other words the cohomology is taken with respect to the Zariski
topology on the variety BG

u ). Note that Springer works with algebraic groups defined
over C so that he can work with classicial cohomology instead of having to work
with `-adic cohomology. Although the Weyl group does not act on BG

u we do have a
natural action of the centraliser CG(u) on BG

u . This group acts on BG
u by conjugation

and the connected component acts trivially on each irreducible component of BG
u , (see

[Gec03, Lemma 2.5.1(b)]). Hence the finite group AG(u) acts on the set of irreducible
components of BG

u .

Let He(BG
u , Q) be the top non-vanishing cohomology group. Springer showed that

the action of W he defined on He(BG
u , Q) commutes with the action of the component

group AG(u). Hence we get an action of the direct product AG(u)×W on He(BG
u , Q),

such that He(BG
u , Q) is an (AG(u), W)-bimodule. Let ψ ∈ Irr(AG(u)) be a character

of AG(u) and let He(BG
u , Q)ψ be the sum of all left AG(u)-submodules of He(BG

u , Q)

which afford the character ψ. Then He(BG
u , Q)ψ is naturally a right W-module.
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Let ρ̃u,ψ be the character of W afforded by He(BG
u , Q)ψ. Springer’s main result is that

either He(BG
u , Q)ψ = 0 or ρ̃u,ψ = ψ(1)ρu,ψ where ρu,ψ is an irreducible character of W.

We call the character ρu,ψ a Springer character of W. By [Spr78, Theorem 1.13] every
irreducible character of W is a Springer character and ρu1,ψ1 = ρu2,ψ2 if and only if
there exists g ∈ G such that gu1 = u2 and gψ1 = ψ2. In particular we may parameterise
Irr(W) by pairs (O, ψ), whereO is a unipotent class of G and ψ ∈ Irr(AG(u)) for some
u ∈ O. This parameterisation is what we refer to as the Springer correspondence. We
must be careful to point out that it is not the case that every such pair (O, ψ) is needed
to parameterise the irreducible characters of the Weyl group. Therefore the Springer
correspondence gives us an injective map Irr(W) → NG where NG = {(O, ψ) | O
is a unipotent class and ψ ∈ Irr(AG(u)) for some u ∈ O}. An explanation for the
missing pairs is given by Lusztig’s description of the so called generalised Springer
correspondence in [Lus84b].

The Springer correspondence has been described combinatorially by Shoji for all clas-
sical groups and F4, by Springer for G2 and by Alvis-Lusztig for E6, E7 and E8. How-
ever in [Lus84b] Lusztig has given an alternative description of the Springer corre-
spondence to Shoji for classical groups, which is also described in [Car93, §13.3].

Before we describe the Springer correspondence we make a few remarks regarding
unipotent classes. Assume G is a connected reductive algebraic group then if p is
a good prime for G the Bala–Carter theorem gives a classification of the unipotent
classes of G which depends only upon the semisimple type of its derived subgroup,
(see Theorem A.10). If G is a semisimple algebraic group then Gsc and Gad have the
same number of unipotent classes as G and are in bijection through the isogenies δsc,
δad. Therefore if O is a unipotent class of G we write Osc and Oad for the unipotent
classes of Gsc and Gad such that δsc(Osc) = O and δad(O) = Oad. Furthermore we
fix representatives usc ∈ Osc, u = δsc(usc) ∈ O and uad = (δad ◦ δsc)(usc) ∈ Oad of all
these classes.

We will be interested in the values |AGsc(usc)|, |AG(u)| and |AGad(uad)|. Although the
classes are parameterised in the same way these values will be different in general.
The unipotent classes of G̃sc, G̃ and G̃ad are also in bijection with the unipotent
classes of Gsc, G and Gad under the regular embeddings associated to each group.
Therefore we write Õsc, Õ and Õad for the unipotent classes of G̃sc, G̃ and G̃ad which
are respectively the images of Osc, O and Oad under the regular embeddings. Finally
we fix class representatives ũsc ∈ Õsc, ũ ∈ Õ and ũad ∈ Õad to be the images of usc,
u and uad under the respective regular embeddings. Note that we do not assume any
compatibility between the elements ũsc, ũ and ũad.

Lemma 2.2. Assume G is a connected reductive algebraic group with connected centre and
let δad : G → Gad be an adjoint quotient of G. Assume u ∈ G is a unipotent element and
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uad ∈ Gad is the image of u under δad, then AG(u) ∼= AGad(uad).

Proof. The restriction of δad to the centraliser CG(u) gives a homomorphism CG(u)→
CGad(uad) which induces a homomorphism AG(u)→ AGad(uad). We have an injective
homomorphism Z(G) → CG(u) and, because Z(G) is connected, the image of Z(G)

is contained in CG(u)◦. In particular the homomorphism AG(u) → AGad(uad) is in-
jective because Ker(δad) = Z(G) which implies these groups are isomorphic because
they are finite. �

From this lemma we see that

|AG̃sc
(ũsc)| = |AG̃(ũ)| = |AG̃ad

(ũad)| = |AGad(uad)|,

because each of these groups has a connected centre. In the following sections we aim
to describe part of the Springer correspondence for most simple groups. Instead of
describing the full Springer correspondence we will only be interested in the Springer
characters of the form ρu,1. The Springer correspondence is described by Geck and
Malle in [GM00] and we follow their description in what follows.

2.2 Description of the Springer Correspondence and |AG(u)|

In this section we assume G is a simple algebraic group of the type specified by the
heading of the subsection. The values |AGsc(usc)|, |AGad(uad)| are well described and
documented for each simple type. However the values |AG(u)| for G of type An

and Dn are not so well documented. We therefore describe here how to obtain a
description of |AG(u)| from a knowledge of |AGsc(usc)|.

The restriction of δsc to CGsc(usc) gives us a homomorphism CGsc(usc)→ CG(u), which
we again denote by δsc. As δsc is surjective given g ∈ CG(u) there exists h ∈ Gsc such
that δsc(h) = g. Now gug−1 = u implies that there exists z ∈ Ker(δsc) such that
husch−1 = uscz, however as usc is unipotent we must have uscz is unipotent. The
element z is semisimple as it is contained in Ker(δsc) 6 T0 and as it commutes with
usc the element uscz is expressed in its unique Jordan decomposition. In particular
uscz is unipotent if and only if z = 1, hence h ∈ CGsc(usc) and the restriction of δsc

to CGsc(usc) is surjective. As δsc is a homomorphism of algebraic groups we have
δsc(CGsc(usc)◦) = CG(u)◦ so this gives rise to an exact sequence

Ker(δsc)→ AGsc(usc)→ AG(u)→ 1.

Clearly this shows that to understand AG(u) we need only understand the image of
Ker(δsc) 6 Z(Gsc) in AGsc(usc).
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Remark 2.3. Assume G is a closed subgroup of GLn(K) for some n. As any unipotent
element u ∈ G is an element of a general linear group we may conjugate u to its Jordan
normal form. The sizes of the Jordan blocks of the Jordan normal form of π(u) then
give a partition of n. In this way we can associate to every unipotent conjugacy class
of G a partition n. If G is GLn(K) itself then these partitions classify the unipotent
conjugacy classes of G.

2.2.1 Type An−1

Taking G = SLn(K) in Remark 2.3 gives a bijection P(n) → ClU(G) denoted by
λ 7→ Oλ. The Springer correspondence in this case is particularly simple. Recall that
we also have a bijection P(n)→ Irr(W). Let λ ∈ P(n) be a partition then the Springer
correspondence is such that ρλ 7→ (Oλ, 1). Assume now that u ∈ Oλ. Let us write the
partition λ as (λ1, . . . , λs) and denote by np′ the largest divisor of n which is coprime
to p. Then

|AGsc(usc)| = gcd(λ1, . . . , λs, np′) |AGad(uad)| = 1.

The case of Gsc is discussed in [Lus84b, §10.3] and the case of Gad is discussed in
[Car93, §13.1].

It is well known that in a group of type A representatives for the component group
AGsc(usc) can always be chosen to be elements of the centre. This is easily seen by
taking G to be the adjoint group in the above discussion and noting that AGad(uad) is
trivial for any unipotent element uad ∈ Gad. We can understand the map Ker(δsc) →
AGsc(usc) purely by numerical values as Z(Gsc) is cyclic. A non-trivial element ẑ ∈
Ker(δsc) will determine a non-trivial element in AGsc(usc) if and only if the order of ẑ
divides the order of the component group. Therefore we have

|AG(u)| = |AGsc(usc)|/ gcd(|Ker(δsc)|, |AGsc(usc)|). (2.1)

If G is simply connected then Ker(δsc) is trivial and Eq. (2.1) tells us |AG(u)| =
|AGsc(usc)|. If G is adjoint then Ker(δsc) is Z(Gsc) and the above says |AG(u)| = 1.

2.2.2 Type Bn

Taking G = SO2n+1(K) in Remark 2.3 gives a bijection P0(2n + 1)→ ClU(G) denoted
by λ 7→ Oλ. Let us write the partition λ ∈ P0(2n + 1) as (λ1, λ2, . . . , λs), (note that s
is necessarily odd). Following [GM00, §2.C] we partition λ into blocks of lengths one
or two such that all odd λi lie in a block of length one and all even λi lie in a block of
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length two. Define a sequence (c1, c2, . . . , cs) by settingci := λi−1
2 + i− 1 if {λi} is a block,

ci := ci+1 := λi+1
2 + i− 1 if {λi, λi+1} is a block.

We now reorder the sequence such that c1 6 c2 6 · · · 6 cs. We associate to the
unipotent class Oλ the symbol

SprB(Oλ) =

[
c1 c3 . . . cs

c2 . . . cs−1

]
,

whose rank will vary depending upon λ. From SprB(Oλ) we define a bipartition
(π; τ) of n in the following way. For each 1 6 i 6 s+1

2 let π′i = c2i−1 − 2(i − 1) and
for each 1 6 i 6 s−1

2 let τ′i = c2i − 2(i − 1). Then (π; τ) is the bi-partition obtained
from π′, τ′ by removing all zeros from the start of each sequence. The Springer
correspondence is then given by the map ρ(π;τ) 7→ (Oλ, 1).

Let nB(u) = |{i ∈N | i is odd and ri 6= 0}| and κB(u) = max{ri | i is odd} then

|AGsc(usc)| =

2nB(usc) if κB(usc) = 1,

2nB(usc)−1 if κB(usc) > 2.
|AGad(uad)| = 2nB(uad)−1.

Note that the case of Gsc is discussed in [Lus84b, §14.3] and the case of Gad is dis-
cussed in [Car93, §13.1]. We comment here that in Carter’s description of |AGad(uad)|
he treats separately the case nB(uad) = 0, however we omit this as it cannot occur
because λ partitions an odd number.

Example 2.4. Assume G is simple of type B2. There are four unipotent classes of G
which are parameterised by the partitions (5), (1, 22), (12, 3) and (15) respectively.
Using the above algorithm we compute the bi-partition associated to each class.

Blocks of λ SprB(Oλ) (π′, τ′) (π, τ) nB(usc) κB(usc)

({5})
[

2
−

]
(2,−) (2,−) 1 1

({1}, {2, 2})
[

0 2
2

]
(00, 2) (−, 2) 1 1

({1}, {1}, {3})
[

0 3
1

]
(01, 1) (1, 1) 2 2

({1}, {1}, {1}, {1}, {1})
[

0 2 4
1 3

]
(000, 11) (−, 11) 1 5
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2.2.3 Type Cn

Taking G = Sp2n(K) in Remark 2.3 gives a bijection P1(2n) → ClU(G) denoted by
λ 7→ Oλ. Let us write the partition λ ∈ P1(2n) as (λ1, λ2, . . . , λs). By possibly adding
a zero to the beginning of (λ1, λ2, . . . , λs) we can arrange this sequence such that
λ1 = 0 and s is odd. Following [GM00, §2.B] we partition the sequence (λ1, λ2, . . . , λs)

into blocks of lengths one or two such that all even λi lie in a block of length one and
all odd λi lie in a block of length two. Define a sequence (c1, c2, . . . , cs) by settingci := λi

2 + i− 1 if {λi} is a block,

ci := ci+1 := λi+1+1
2 + i− 1 if {λi, λi+1} is a block.

We now reorder the sequence such that c1 6 c2 6 · · · 6 cs. We associate to the
unipotent class Oλ the symbol

SprC(Oλ) =

[
c1 c3 . . . cs

c2 . . . cs−1

]
.

whose rank will vary depending upon λ. From SprC(Oλ) we define a bipartition
(π; τ) of n in the following way. For each 1 6 i 6 s+1

2 let π′i = c2i−1 − 2(i − 1) and
for each 1 6 i 6 s−1

2 let τ′i = c2i − 2i + 1. Then (π; τ) is the bi-partition of n obtained
from π′, τ′ by removing all zeros from the start of each sequence. The Springer
correspondence is then given by the map ρ(π;τ) 7→ (Oλ, 1)

Let nC(u) = |{i ∈ N | i is even and ri 6= 0}| and δC(u) be 1 if ri 6= 0 for some even
number i ∈N and 0 otherwise. Then

|AGsc(usc)| = 2nC(usc) |AGad(uad)| = 2nC(uad)−δC(uad).

Note that the case of Gsc is discussed in [Lus84b, §10.4] and the case of Gad is dis-
cussed in [Car93, §13.1].

Example 2.5. Assume G is simple of type C2. There are four unipotent classes of
G which are parameterised by the partitions (4), (12, 2), (14) and (22) respectively.
Using the above algorithm we compute the bi-partition associated to each class.

Blocks of λ SprC(Oλ) (π′, τ′) (π, τ) nC(u) δC(u)

({0}, {0}, {4})
[

0 4
1

]
(02, 0) (2,−) 1 1

({0}, {0}, {1, 1}, {2})
[

0 3 5
1 3

]
(011, 00) (11,−) 1 1
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Blocks of λ SprC(Oλ) (π′, τ′) (π, τ) nC(u) δC(u)

({0}, {1, 1}, {1, 1})
[

0 2 4
2 4

]
(000, 11) (−, 11) 0 0

({0}, {2}, {2})
[

0 3
2

]
(01, 1) (1, 1) 1 0

2.2.4 Type Dn

Taking G = SO2n(K) in Remark 2.3 gives a bijection P0(2n) → ClU(G) denoted by
λ 7→ Oλ. If λ± is a degenerate partition then we denote the associated class by O±λ .
We refer to conjugacy classes corresponding to degenerate partitions as degenerate
unipotent classes. Let us write the partition λ ∈ P0(2n) as (λ1, λ2, . . . , λs), (note that s
is necessarily even). Following [GM00, §2.D] we partition the sequence (λ1, λ2, . . . , λs)

into blocks of lengths one or two such that all odd λi lie in a block of length 1 and all
even λi lie in a block of length 2. Define a sequence (c1, c2, . . . , cs) by settingci =

λi−1
2 + i− 1 if {λi} is a block,

ci := ci+1 = λi+1
2 + i− 1 if {λi, λi+1} is a block.

We now reorder the sequence such that c1 6 c2 6 · · · 6 cs. We associate to the
unipotent class Oλ the symbol

SprD(Oλ) =

[
c1 c3 . . . cs−1

c2 c4 . . . cs

]
,

whose rank will vary depending upon λ. From SprD(Oλ) we define a bipartition
(π; τ) of n in the following way. For each 1 6 i 6 s

2 let π′i = c2i−1 − 2(i − 1) and
τ′i = c2i− 2(i− 1). Then (π; τ) is the bi-partition of n obtained from π′, τ′ by removing
all zeros from the start of each sequence. The Springer correspondence is then given
by the map ρ(π;τ) 7→ (Oλ, 1).

The bipartition (π; τ) is degenerate if and only if λ is degenerate. We will now de-
scribe in detail, (following the idea in Carter [Car93, §13.3]), how to match the two
degenerate unipotent classes to the corresponding Weyl group characters. In the
following discussion we will freely use the notation and terminology introduced in
Appendix A. Recall that degenerate partitions only occur in the case where 2n ≡ 0
(mod 4) so we may assume that n is even.

Let λ ∈ P0(2n) be a degenerate partition then we can express this partition as
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(2η1, 2η1, . . . , 2ηs′ , 2ηs′), where s′ = s/2 and ηi ∈ N. We denote by η the sequence
(η1, . . . , ηs′) then η is a partition of n/2. If ξ = (ξ1, . . . , ξr) ∈ P(n/2) then there are
two G-conjugacy classes of Levi subgroups with semisimple type A2ξ1−1 · · ·A2ξr−1.
Two class representatives can be given by standard Levi subgroups and the two pos-
sibilities depend on whether the root αn or αn−1 is contained in the root system of
the standard Levi. We will denote L+

ξ the Levi subgroup whose root system contains
αn−1 and L−ξ the Levi subgroup whose root system contains αn.

By Theorem A.10 if O is a unipotent class parameterised by the degenerate partition
λ then either O ∩ L+

η contains the regular unipotent class of L+
η or O ∩ L−η contains

the regular unipotent class of L−η . Specifically this is because the partition λ gives
the sizes of the Jordan blocks of a matrix representative for the class in a correspond-
ing orthogonal group. We can now use this fact to distinguish the two degenerate
unipotent classes O±λ .

We fix O±λ to be the unipotent class such that O±λ ∩ L±η contains the regular
unipotent class of L±η . This uniquely distinguishes the two classes.

We now come to an interesting dichotomy, (which is the duality discussed by Spal-
tenstein in [Spa82, Chapitre III]). The way we have identified the two degenerate
unipotent classes will allow us to compute the order of the component groups of their
centraliser, however it will not allow us to compute the Springer correspondence. For
this we must identify these classes as Richardson classes associated to their canonical
parabolic subgroup and use a result of Lusztig–Spaltenstein to compute the Springer
correspondence. In particular we must compute explicitly the weighted Dynkin di-
agram of these degenerate unipotent classes, which we do by fixing explicit class
representatives.

Remark 2.6. The following discussion is only needed to prove Corollary 2.12. It be-
came apparent after writing this that the statement of Corollary 2.12 is in fact shown
by Spaltenstein in [Spa82, Proposition II.7.6]. Therefore the reader may feel free to
ignore this discussion.

To compute the weighted Dynkin diagram of the degenerate classes we may work
with any simple algebraic group G of type Dn. Therefore we take G to be the special
orthogonal group SO2n(K) which we define following [Gec03, 1.3.15]. Consider the
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following square matrix

Jn =


1

. . .

1

 ∈ Matn(K)

then SO2n(K) is the set {X ∈ Mat2n(K) | XT J2nX = J2n and det(X) = 1}. We take
T0 to be the maximal torus of all diagonal matrices and B0 to be the Borel subgroup
consisting of all upper triangular matrices. Indexing the rows and columns of our
matrices from top to bottom and left to right by 1, . . . , n,−n, . . . ,−1 any element
t ∈ T0 will be of the form

t = diag(t1, . . . , tn, t−n, . . . , t−1).

where ti ∈ K× and t−i = t−1
i for all 1 6 i 6 n.

For all 1 6 i 6 n let εi : T0 → K× be the homomorphism defined by εi(t) = ti for all
t ∈ T0. We can describe the set of roots, positive roots and simple roots of G relative
to T0 and B0 by

Φ = {±εi ± ε j | 1 6 i < j 6 n},
Φ+ = {εi ± ε j | 1 6 i < j 6 n},

∆ = {εi − εi+i, εn−1 + εn | 1 6 i 6 n− 1}.

We have the set of simple roots corresponds to the Dynkin diagram of type Dn given
in Figure 1.1 by the labelling αi = εi − εi+1 for all 1 6 i 6 n− 1 and αn = εn−1 + εn.
Given a positive root εi ± ε j ∈ Φ+ the corresponding root subgroup is given by

Xεi±ε j = {I2n + κ(Ei,j − E−j,−i) | κ ∈ K+},

where Ei,j ∈ Mat2n(K) is the elementary matrix whose only non-zero entry is 1, which
occurs in the ith row and jth column.

We let g denote the Lie algebra of G, which is so2n(K) = {X ∈ Mat2n(K) | XT J2n +

J2nX = 0} by [Gec03, Theorem 1.5.13]; we also denote by t0 and b0 the Lie algebras
of T0 and B0. Differentiating the above gives us the corresponding combinatorial
data for g with respect to t0 and b0, (we will denote the roots in exactly the same
way). As the weighted Dynkin diagram of a unipotent class depends only upon the
characteristic being good, we may assume p is as large as we like for this computation.
Using a Springer morphism it is also sufficient to determine representatives of the
corresponding nilpotent orbits in g. To do this we will use the explicit standard
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triples given by Collingwood and McGovern in [CM93, §5.3]. There they work over C

but assuming p is sufficiently large their results we use are equally applicable over K.

Let us denote by Ô±λ ⊂ g the nilpotent orbits corresponding to the unipotent con-
jugacy classes O±λ . We now describe the recipe given by Collingwood and McGov-
ern for constructing standard triples of Ô±λ , (see [CM93, Recipe 5.2.6]). Recall we
rewrote the partition λ as (2η1, 2η1, . . . , 2ηs′ , 2ηs′). To each block {2ηi, 2ηi} we fix a
corresponding set of indices Ci = {Ni + 1, . . . , Ni + 2ηi} ⊆ {1, . . . , n}, where N1 = 0
and Ni = 2(η1 + · · · + ηi−1) for i > 1. Note that Ci ∩ Cj = ∅ whenever i 6= j and
{1, . . . , n} = ∪s′

i=1Ci, which follows from the fact that (2η1, . . . , 2ηs′) is a partition of n.

First we consider the case Ô+
λ . To the indexing set Ci we associate a corresponding set

of positive roots C+i given by {εNi+1 − εNi+2, . . . , εNi+2ηi−1 − εNi+2ηi}. We define the
following element

hC+i =
2ηi

∑
k=1

(2ηi − 2k + 1)(ENi+k,Ni+k − E−Ni−k,−Ni−k) ∈ t0

and take h+ = ∑s′
i=1 hC+i . For any positive root α ∈ Φ+ denote by eα ∈ g a fixed element

in the differential of the root subgroup Xα. We take e+ ∈ b0 to be ∑s′
i=1 ∑α∈C+i

eα then

there exists a nilpotent element f+ such that {e+, h+, f+} is a standard triple for Ô+
λ .

Now we consider the case Ô−λ . If i 6= s′ then to the indexing set Ci we define C−i to
be the set of positive roots C+i defined above. If i = s′ we define C−i to be the set of
positive roots {εNi+1 − εNi+2, . . . , εNi+2ηi−2 − εNi+2ηi−1, εNi+2ηi−1 + εNi+2ηi}. If i 6= s′

we define hC−i to be the element hC+i defined above and if i = s′ we define this element
to be

hC−i =
2ηi−1

∑
k=1

(2ηi − 2k + 1)(ENi+k,Ni+k − E−Ni−k,−Ni−k) + (2ηi − 1)(En,n − E−n,−n).

Note that we have only changed the sign of the coefficient of the final term. Take
h− = ∑s′

i=1 hC−i and e− = ∑s′
i=1 ∑α∈C−i

eα then there exists a nilpotent element f− such

that {e−, h−, f−} is a standard triple for Ô−λ .

Remark 2.7. We pause to make some comments before going on to compute an ex-
ample of the above standard triples.

• The orthogonal form used to define so2n(K) in [CM93] is different from the one
we use here, however the results are easily translated between the two realisa-
tions of so2n(K).

• Let l±η be the Levi subalgebra of g corresponding to L±η . It can be verified,
using the construction of standard triples in type An given in [CM93, Recipe
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5.2.1], that the standard triples {e±, h±, f±} are representatives for the regular
nilpotent orbit of l±η . In particular this shows that these really do correspond to
the conjugacy classes O±λ as they have been defined above.

Example 2.8. Let us consider the case where G is SO12(K) and λ = (22, 42). We
have two sets of indices C1 = {1, 2} and C2 = {3, 4, 5, 6}. We have the corresponding
sets of positive roots are given by C+1 = C−1 = {α1, α2} and C+2 = {α3, α4, α5} and
C−2 = {α3, α4, α6}. The elements h± in the standard triples are given by

h+ = diag(1,−1, 3, 1,−1,−3, 3, 1,−1,−3, 1,−1),

h− = diag(1,−1, 3, 1,−1, 3,−3, 1,−1,−3, 1,−1).

The reason that we have given these concrete constructions for standard triples in the
nilpotent orbit is that we may now use the following result.

Lemma 2.9 (Collingwood–McGovern,[CM93, Lemma 5.3.5]). We denote the weights of
the diagram ∆(Ô±λ ) associated to the nodes αn−1 and αn by (n±αn−1

, n±αn). We then have
(n+

αn−1
, n+

αn) = (a, b) and (n−αn−1
, n−αn) = (b, a) where b = 2− a and

a =

0 if n ≡ 0 (mod 4),

2 if n ≡ 2 (mod 4).

To make the Springer correspondence precise we will need to know that the degener-
ate classes O±λ are Richardson classes. To do this we use the following result.

Proposition 2.10 ([Hum95, Proposition 7.9]). Assume G is a connected reductive alge-
braic group and O is a unipotent class of G. Let nα be the weight of a root α ∈ ∆ on the
weighted Dynkin diagram ∆(O). Assume nα 6= 1 for all α ∈ ∆ then O is the Richardson
class of its canonical parabolic subgroup.

Remark 2.11. The classes mentioned in Proposition 2.10 are called even classes. The
reference in [Hum95] does not give a complete proof of the result, however he does
outline a proof. The proofs of all statements used in the outline can be found in
[Car93, Chapter 5].

Corollary 2.12. If n ≡ 0 (mod 4) then the unipotent classes O±λ are Richardson classes for
parabolic subgroups with Levi complement L±η∗ . If n ≡ 2 (mod 4) then the unipotent classes
O±λ are Richardson classes for parabolic subgroups with Levi complement L∓η∗ .

Proof. To show this we must recall the construction of the weighted Dynkin diagram
from [CM93, pg. 83]. For all λi, with 1 6 i 6 s, we consider the sequence (λi − 1, λi −
3, . . . , λi − (2λi − 1)) containing λi entries. We write Ω = (λ1 − 1, . . . , λ1 − (λ1 −
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1), λ2 − 1, . . . ) for the concatenation of all these sequences. Let Ω = (ω1, . . . , ω2n) be
a reordering of the sequence such that the entries are weakly decreasing, i.e. ω1 >

ω2 > · · · > ω2n. The weights of the Dynkin diagram are given by nαi = ωi −ωi+1 for
all 1 6 i 6 n− 2 and by Lemma 2.9 when i ∈ {n− 1, n}.

It is clear that the canonical Levi subgroup is a product of type A groups. The
semisimple type of the canonical Levi subgroup does not depend upon the order-
ing of the weights nαn−1 and nαn . Therefore we assume that nαi = ωi − ωi+1 for
i ∈ {n− 1, n}. To determine the semisimple rank of these groups we need to deter-
mine the size of the blocks of consecutive weights on the Dynkin diagram that are
equal to 0. However it is equivalent to determine the size of the blocks of consecutive
ωi’s that are equal.

Note that every entry in Ω is an odd number of the form λj − (2`+ 1) with 0 6 ` 6

λj − 1. Assume 1 6 i 6 n then λj − (2`+ 1) = 2i− 1 ⇒ λj = 2(i + `) ⇒ λj > 2i. In
particular for any 1 6 i 6 n we have

|{ωj | 1 6 j 6 n and ωj = 2i− 1}| = |{λj | 1 6 j 6 s and λj > 2i}|,
= 2|{ηj | 1 6 j 6 s/2 and ηj > i}|,

however the last value is 2η′i where η′ = (η′1, . . . , η′n) is as in the definition of the dual
partition given in Section 1.6. Therefore the canonical Levi subgroup has semisimple
type A2η∗1−1 · · ·A2η∗r−1 where η∗ = (η∗1 , . . . , η∗r ). The precise Levi subgroup is then
determined by the weights nαn−1 and nαn which are given in Lemma 2.9. �

Assume L is a Levi subgroup of G contained in a parabolic subgroup P with unipotent
radical UP. In [LS79] Lusztig and Spaltenstein have defined an induction map IndG

L

taking a unipotent conjugacy class of L to a unipotent conjugacy class of G, which is
defined in the following way. If O is a unipotent class of L then IndG

L (O) is the unique
unipotent conjugacy class of G such that IndG

L (O)∩OUP is dense inOUP. They show
that this does not depend on the choice of P and depends only on the pair (L,O) up
to G conjugacy. Hence we may assume that L is a Levi subgroup of G containing T0.
The statements in [LS79] have some restrictions but these were removed in [Lus84b].

Proposition 2.13 (Lusztig and Spaltenstein, [LS79, Theorem 3.5]). Assume G is a con-
nected reductive algebraic group and O is a unipotent conjugacy class of a Levi subgroup L
of G containing T0. Let v ∈ O and write ρ

W(L)
v,1 for the Springer character of the Weyl group

W(L) of L, which is a parabolic subgroup of W. Let u ∈ IndG
L (O) and write ρW

u,1 for the

Springer character of the Weyl group of G. Then ρW
u,1 = jW

W(L)(ρ
W(L)
v,1 ).

By [LS79, Proposition 19.(b)] we know that O±λ is IndG
L±

η∗
(O0) if n ≡ 0 (mod 4) and
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IndG
L∓

η∗
(O0) if n ≡ 2 (mod 4), where O0 denotes the trivial unipotent class. There is a

restriction on [LS79, Proposition 19.(b)] that p is sufficiently large but this is only to
ensure that unipotent classes are parameterised by their weighted Dynkin diagrams,
which is known to hold in good characteristic. The Springer character of the trivial
class is always the sign character, therefore the Springer characters of the degenerate
unipotent classes are given by jW

W(A±
η∗ )

(sgnW(A±
η∗ )

), where W(A±η∗) is the Weyl group of

L±η∗ with respect to T0 and sgnW(A±
η∗ )

is the sign character. It is commented by Carter

in [Car93, §13.3] that these characters are the characters ρ(π,π)± of W, where (π; π) is
the degenerate bipartition obtained from SprD(O

±
λ ) at the start of this section.

We now fix the notation (π, π)± to be such that ρ(π,π)± is the induced character
jW
W(A±

η∗ )
(sgnW(A±

η∗ )
). This uniquely distinguishes the two characters.

Now that we have concretely fixed the notation we can complete the description of
the Springer correspondence. If n ≡ 0 (mod 4) then the Springer character ρu±,1

corresponding to the unipotent classO±λ is ρ(π,π)± . If n ≡ 2 (mod 4) then the Springer
character ρu±,1 corresponding to the unipotent class O±λ is ρ(π,π)∓ .

If we had merely wanted to compute the Springer correspondence concretely then
we would not have needed most of the above discussion. However the fruits of our
labour are now revealed as we will be able to accurately compute the component
groups AG(u) for degenerate classes in half spin groups. We define the following
three values to describe the orders of component groups.

nD(u) = |{i ∈N | i is odd and ri 6= 0}|,

δD(u) =

1 if there exists an odd number i ∈N such that ri ≡ 1 (mod 2),

0 otherwise,

κD(u) = max{ri | i is odd}.

We have the following description for the simply connected case

|AGsc(usc)| =


2nD(usc) if nD(usc) > 1, κD(usc) = 1,

2nD(usc)−1 if nD(usc) > 1, κD(usc) > 2,

2 if nD(usc) = 0,
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and in the adjoint case

|AGad(uad)| =

2nD(uad)−1−δD(uad) if nD(uad) > 1,

1 if nD(uad) = 0.

Note that the case of Gsc is discussed in [Lus84b, §14.3] and the case of Gad is dis-
cussed in [Car93, §13.1].

If G is neither simply connected nor adjoint then up to isomorphism we have two
possibilities for G, either it is isomorphic to a special orthogonal group or a half spin
group. Assume that G is a special orthogonal group then

|AG(u)| =

2nD(u)−1 if nD(u) > 1,

1 if nD(u) = 0.

This is described by Lusztig in [Lus84b, §10.6].

Finally we come to the case where G is a half spin group. Let Ḡ be a special orthog-
onal group of type Dn then we have an isogeny Gsc → Ḡ and we denote by ū the
image of usc under this isogeny. We discuss each class case by case:

• Assume nD(u) > 1 and κD(u) = 1, which necessarily means δD(u) = 1, then
|AGsc(usc)| = 4|AGad(uad)|. Hence we must have Z(Gsc) ∩ CGsc(usc)◦ = {1}.

• Assume nD(u) > 1, κD(u) > 2 and δD(u) = 0 then |AGsc(usc)| = |AGad(uad)|.
Hence in this case we must have Z(Gsc) 6 CGsc(usc)◦.

• Assume nD(u) > 1, κD(u) > 2 and δD(u) = 1 then |AGsc(usc)| = |AḠ(ū)| and
|AGsc(usc)| = 2|AGad(uad)|. The first condition implies that ẑ1 ∈ CGsc(usc)◦ and
the second condition implies that either ẑn 6∈ CGsc(usc)◦ or ẑn−1 6∈ CGsc(usc)◦.
However as ẑ1 ∈ CGsc(usc)◦ we must have ẑnCGsc(usc)◦ = ẑn−1CGsc(usc)◦, (be-
cause ẑ1 = ẑnẑn−1), which means Z(Gsc) ∩ CGsc(usc)◦ = {1, ẑ1}.

• Assume nD(u) = 0 then |AGsc(usc)| = 2 and |AḠ(ū)| = 1. This implies
that ẑ1 determines the only non-trivial coset representative of AGsc(usc). We
have two possibilities: either ẑ1CGsc(usc)◦ = ẑnCGsc(usc)◦, (which means ẑn−1 ∈
CGsc(usc)◦), or ẑ1CGsc(usc)◦ = ẑn−1CGsc(usc)◦, (which means ẑn ∈ CGsc(usc)◦). It
is discussed by Lusztig, in [Lus84b, §14.3], that the two possibilities correspond
to the two degenerate classes associated to the partition. In particular one of
these classes is such that |AG(u)| = 1 and the other is such that |AG(u)| = 2.
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Using the information above it’s clear that whenever nD(u) 6= 0 we have

|AG(u)| =


2nD(u)−1 if nD(u) > 1, κD(u) = 1,

2nD(u)−1 if nD(u) > 1, κD(u) > 2 and δD(u) = 0,

2nD(u)−2 if nD(u) > 1, κD(u) > 2 and δD(u) = 1.

We claim that the component group orders when nD(u) = 0 are given by

|AG(u)| =


2 if n ≡ 0 (mod 4) and u ∈ O+

λ ,

1 if n ≡ 0 (mod 4) and u ∈ O−λ ,

1 if n ≡ 2 (mod 4) and u ∈ O+
λ ,

2 if n ≡ 2 (mod 4) and u ∈ O−λ .

We now verify this claim. The intersection O±λ ∩ L±η contains the regular unipotent
class of L±η . Therefore take u± ∈ O±λ to be such that it is a regular unipotent element of
L±η . We have a natural embedding CL±η (u

±)→ CG(u±), which induces an embedding
AL±η (u

±) → AG(u±). As u± is a regular unipotent element we have AL±η (u
±) ∼=

Z(L±η ) where Z(L±η ) denotes the component group Z(L±η )/Z(L±η )◦, (see for example
the proof of [DM91, Proposition 14.24]). To determine whether |AG(u±)| = 2 or 1 it
is enough to determine when |Z(L±η )| = 2 or 1.

To do this calculation we will use a result of Digne–Lehrer–Michel. We have a natural
embedding Z(G) → Z(L±η ), which induces a surjective map Z(G) → Z(L±η ) by
[Bon06, Proposition 4.2]. The kernel of this surjective map is given to us by the
following result.

Proposition 2.14 (Digne–Lehrer–Michel, [Bon06, Proposition 4.5]). Let I ⊂ ∆ be a set
of simple roots and LI the standard Levi subgroup corresponding to I. The kernel of the map
Z(G) → Z(LI) is the image of 〈 qvα + qX | α ∈ ∆ \ I〉 under the isomorphism (qΛ/ qX)p′

∼=
Z(G) of Lemma 1.10.

Recall from Section 1.2.1 that the image of qX in qΠ depends upon the congruence of n
(mod 4). We treat the two cases seperately.

• n ≡ 0 (mod 4) then qX = 〈 qvn + Z qΦ〉. By Proposition 2.14 we have the kernel of
the map Z(G) → Z(L±η ) is non-trivial whenever αn−1 is not in the root system
of the Levi. If the kernel is non-trivial then the order of Z(L±η ) is 1. Hence we
have |Z(L+

η )| = 2 and |Z(L−η )| = 1.

• n ≡ 2 (mod 4) then qX = 〈 qvn−1 + Z qΦ〉. By Proposition 2.14 we have the kernel
of the map Z(G) → Z(L±η ) is non-trivial whenever αn is not in the root system
of the Levi. If the kernel is non-trivial then the order of Z(L±η ) is 1. Hence we
have |Z(L+

η )| = 1 and |Z(L−η )| = 2.
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This now verifies the statements regarding the component group orders.

Example 2.15. Assume G is simple of type D3. There are five unipotent classes of
G which are parameterised by the partitions (32), (1, 5), (12, 22), (13, 3) and (16) re-
spectively. Using the above algorithm we compute the bi-partition associated to each
class.

Blocks of λ SprD(O) (π′, τ′) (π, τ) nD(u) δD(u)

({3}, {3})
[

1
2

]
(1, 2) (1, 2) 1 0

({1}, {5})
[

0
3

]
(0, 3) (−, 3) 2 1

({1}, {1}, {2, 2})
[

0 3
1 3

]
(01, 11) (1, 11) 1 0

({1}, {1}, {1}, {3})
[

0 2
1 4

]
(00, 12) (−, 12) 2 1

({1}, {1}, {1}, {1}, {1}, {1})
[

0 2 4
1 3 5

]
(000, 111) (−, 111) 1 0

2.2.5 Type E6

Recall that Theorem A.10 associates to a unipotent conjugacy class O a unique pair
(L, PL′), (up to G-conjugacy), where L 6 G is a Levi subgroup and PL′ is a distin-
guished parabolic subgroup of the derived subgroup of the Levi L′. We will refer to
O using this labelling, which is described in [Car93, §13.1].

In Table 2.5 for each class O we list the corresponding Springer character ρu,1. We
label the characters of W using the notation of [Lus84a, §4.11]. In the table we also
give the values aρu,1 , bρu,1 and fρu,1 associated to the Springer character ρu,1. The values
aρu,1 and bρu,1 can be obtained from [Héz04, §1.8.3] and the value fρu,1 can be obtained
from [Car93, §13.9]. We also list the values |AGad(uad)| and |AGsc(usc)|, which can be
found in [Car93, §13.1] and [Lus09, §7.1].

O |AGad(uad)| |AGsc(usc)| aρu,1 bρu,1 fρu,1 ρu,1 Special

1 1 1 36 36 1 1′p yes
A1 1 1 25 25 1 6′p yes

2 A1 1 1 20 20 1 20′p yes
3 A1 1 1 15 16 2 15′q no
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O |AGad(uad)| |AGsc(usc)| aρu,1 bρu,1 fρu,1 ρu,1 Special

A2 2 2 15 15 2 30′p yes
A2 +A1 1 1 13 13 1 64′p yes

2 A2 1 3 12 12 1 24′p yes
A2 +2 A1 1 1 11 11 1 60′p yes

A3 1 1 10 10 1 81′p yes
2 A2 +A1 1 3 7 9 3 10s no
A3 +A1 1 1 7 8 2 60s no
D4(a1) 6 6 7 7 6 80s yes

A4 1 1 6 6 1 81p yes
D4 1 1 6 6 1 24p yes

A4 +A1 1 1 5 5 1 60p yes
A5 1 3 3 4 2 15q no

D5(a1) 1 1 4 4 1 64p yes
E6(a3) 2 6 3 3 2 30p yes

D5 1 1 2 2 1 20p yes
E6(a1) 1 3 1 1 1 6p yes

E6 1 3 0 0 1 1p yes

Table 2.5: Part of the Springer Correspondence for E6.

2.2.6 Type E7

As in Section 2.2.5 we will refer to a unipotent class O by the pair in Theorem A.10. In
Table 2.6 for each class O we list the corresponding Springer character ρu,1. We label
the characters of W using the notation of [Lus84a, §4.12]. In the table we also give
the values of aρu,1 , bρu,1 and fρu,1 associated to the Springer character ρu,1. The values
aρu,1 and bρu,1 can be obtained from [Héz04, §1.8.4] and the value fρu,1 can be obtained
from [Car93, §13.9]. We also list the values |AGad(uad)| and |AGsc(usc)|, which can be
found in [Car93, §13.1] and [Lus09, §7.1].

O |AGad(uad)| |AGsc(usc)| aρu,1 bρu,1 fρu,1 ρu,1 Special

1 1 1 63 63 1 1′a yes
A1 1 1 46 46 1 7a yes

2 A1 1 1 37 37 1 27′a yes
(3 A1)

′′ 1 2 36 36 1 21b yes
(3 A1)

′ 1 1 30 31 2 35′b no
A2 2 2 30 30 2 56a yes

4 A1 1 2 25 28 2 15a no
A2 +A1 2 2 25 25 2 120′a yes



Chapter 2.2 67

O |AGad(uad)| |AGsc(usc)| aρu,1 bρu,1 fρu,1 ρu,1 Special

A2 +2 A1 1 1 22 22 1 189b yes
A3 1 1 21 21 1 210′a yes

2 A2 1 1 21 21 1 168′a yes
A2 +3 A1 1 2 21 21 1 105′b yes
(A3 +A1)

′′ 1 2 20 20 1 189c yes
2 A2 +A1 1 1 16 18 3 70a no
(A3 +A1)

′ 1 1 16 17 2 280′b no
D4(a1) 6 6 16 16 6 315a yes

A3 +2 A1 1 2 15 16 2 216a no
D4 1 1 15 15 1 105′c yes

D4(a1) + A1 2 4 15 15 2 405′a yes
A3 +A2 2 2 14 14 1 378a yes

A4 2 2 13 13 2 420′a yes
A3 +A2 +A1 1 2 13 13 1 210′b yes

(A5)
′′ 1 2 12 12 1 105c yes

D4 +A1 1 2 10 12 2 84a no
A4 +A1 2 2 11 11 2 512′a yes
D5(a1) 2 2 10 10 2 420a yes

A4 +A2 1 1 10 10 1 210b yes
(A5)

′ 1 1 8 9 2 216′a no
A5 +A1 1 2 7 9 3 70′a no

D5(a1) + A1 1 2 9 9 1 378′a yes
D6(a2) 1 2 7 8 2 280b no
E6(a3) 2 2 8 8 2 405a yes

D5 1 1 7 7 1 189′c yes
E7(a5) 6 12 7 7 6 315′a yes

A6 1 1 6 6 1 105b yes
D5 +A1 1 2 6 6 1 168a yes
D6(a1) 1 2 6 6 1 210a yes
E7(a4) 2 4 5 5 1 189′b yes

D6 1 2 3 4 2 35b no
E6(a1) 2 2 4 4 2 120a yes

E6 1 1 3 3 1 21′b yes
E7(a3) 2 4 3 3 2 56′a yes
E7(a2) 1 2 2 2 1 27a yes
E7(a1) 1 2 1 1 1 7′a yes

E7 1 2 0 0 1 1a yes

Table 2.6: Part of the Springer Correspondence for E7.
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2.3 Unipotent Supports

We return to the assumption that G is a connected reductive algebraic group. Let χ

be an irreducible character of G and let O be any F-stable unipotent class of G. The
fixed point set OF is a union of G-conjugacy classes and we denote by u1, . . . , ur ∈
OF representatives for the G-classes contained in OF. In [Lus80] Lusztig poses the
following problem.

Problem 1. Show there exists a unique F-stable unipotent class O of G such that

∑
g∈OF

χ(g) =
r

∑
j=1

[G : CG(uj)]χ(uj) 6= 0

and O has maximal dimension among all classes with this property.

It turns out that trying to work directly with ∑g∈OF χ(g) is quite difficult so Lusztig
introduces a different average value. He arrives at this after considering Problem 1
in the context of Kawanaka’s theory of generalised Gelfand–Graev representations
and his theory of character sheaves. Using the alternate average value he poses the
following problem in [Lus92].

Problem 2. Show there exists a unique F-stable unipotent class O of G such that

r

∑
j=1

[AG(uj) : AG(uj)
F]χ(uj) 6= 0

and O has maximal dimension among all classes with this property.

Assuming p and q are large then Lusztig gives a positive solution to Problem 2 in
[Lus92]. In [Gec96] Geck weakens the conditions on p and q and shows that Problem 2
has a positive solution whenever p is a good prime for G and q is any power of p. He
also shows that such a solution is also a solution for Problem 1, (see [Gec96, Theorem
1.4]). In [GM00] Geck and Malle give a positive solution for Problem 2 without any
restrictions on p and q but it is not known if p is a bad prime that their solution of
Problem 2 is a positive solution of Problem 1. With all of this in mind we may now
make the following definition.

Definition 2.16. Assume G is a connected reductive algebraic group, F is a Frobenius
endomorphism and p > 0 is any prime. Given an irreducible character χ ∈ Irr(G) we
denote by Oχ the unique F-stable unipotent conjugacy class of maximal dimension
satisfying

r

∑
j=1

[AG(uj) : AG(uj)
F]χ(uj) 6= 0.

We call Oχ the unipotent support of χ.
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Thus we have a well defined map Irr(G) → ClU(G)F given by χ 7→ Oχ. On the other
hand in [Lus84a, §13.3, §13.4], using the Springer correspondence, Lusztig describes a
different map associating a unipotent class to an irreducible character. Note however
that this is only valid under the assumption that p is a good prime for G. We describe
this process now by describing two maps ΦG and ξG, which are defined by Lusztig
in [Lus84a, §13.3, §13.4].

Let s ∈ T?
0 be a semisimple element of the dual and consider the connected reductive

group CG?(s)◦. Let B?
s 6 CG?(s)◦ be a Borel subgroup containing T?

0 6 CG?(s)◦, (note
we cannot assume B?

s is B?
0). By [Car93, Theorem 3.5.4] the group CG?(s)◦ is reductive

and its root system with respect to T?
0 is given by Φ(s) = {α? ∈ Φ? | α?(s) = 1};

this is then clearly an additively closed root subsystem of Φ?. Let Φ+(s) denote the
system of positive roots determined by our choice of Borel subgroup B?

s . We denote
the Weyl group of CG?(s)◦ with respect to T?

0 by W?(s)◦. We then define

W?(s) = {w ∈ W? | sw = s} and A(s) = {w ∈ W?(s) | w ·Φ+(s) = Φ+(s)}.

It is well known that W?(s) = W?(s)◦ o A(s) and that we have an isomorphism
A(s) → AG?(s) given by w 7→ ẇCG?(s)◦, (see for example [Bon05, Proposition 1.3]).
In particular W?(s)◦ is a normal subgroup of W?(s) hence we have a natural action
of A(s) on Irr(W?(s)◦). If G has a connected centre then W?(s) = W?(s)◦ for all
semisimple elements s ∈ T?

0 . The group W?(s)◦ is conjugate to a parahoric subgroup
of W? but in general W?(s) need not be a Coxeter group.

Remark 2.17. If t ∈ G? is any semisimple element then there exists s ∈ T?
0 and g ∈ G?

such that t = gs. An easy group theoretic argument shows CG?(t) = gCG?(s) and
indeed the group B?

t := gB?
s is a Borel subgroup of CG?(t)◦. In light of this we define

W?(t) := gW?(s), W?(t)◦ := gW?(s)◦ and A(t) := gA(s). With these definitions we
clearly have W?(t) = W?(t)◦ oA(t) and an isomorphism AG?(t)→ A(t).

Recall that we have an anti-isomorphism W → W? sending S to S?. We define W(s)
and W(s)◦ to be the preimages of W?(s) and W?(s)◦ under this anti-isomorphism.
If W?(F ) ⊆ Irr(W?(s)◦) is a family of characters then we define W(F ) to be the
corresponding family of characters under the identification of W?(s)◦ and W(s)◦.
Note that W(s)◦ is a reflection subgroup of W and we have the following result due
to Lusztig.

Proposition 2.18 (Lusztig, [Lus84a, §13.3]). Let s ∈ T?
0 be a semisimple element and con-

sider a family of characters W?(F ) ⊆ Irr(W?(s)◦). Let ρ be the unique special character
of W(F ) then there exists a unique unipotent class O such that jW

W(s)◦(ρ) is the Springer
character ρu,1, where u ∈ O.
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We define SG to be the following set of pairs {((s), W?(F )) | (s) is a G?-conjugacy
class of semisimple elements and W?(F ) ⊆ Irr(W?(s)◦) is a family of characters }. We
will often denote a pair simply by (s, W?(F )), (with it implicit that s is taken up to G?-
conjugacy), and we will assume that the representative s is always an element of T?

0 .
The map ΦG : SG → ClU(G) is then defined as follows. Let ((s), W?(F )) ∈ SG and
let ρ ∈ W(F ) be the unique special character of the family. We define ΦG((s), W?(F ))
to be the unipotent class O such that jW

W(s)◦(ρ) = ρu,1 for some u ∈ O, (such a class
exists by Proposition 2.18).

In the definition of ΦG we have identified a character of W?(s)◦ with a character of
W(s)◦ then applied j-induction. However we could have first applied j-induction then
identified the resulting character of W? with a character of W. Note that this is not
ambiguous as for each s ∈ T?

0 the following diagram is commutative

Cent(W?) Cent(W)

Irr(W?(s)◦) Irr(W(s)◦)

jW
W(s)◦jW?

W?(s)◦

where the horizontal arrows are the maps induced by the anti-isomorphism W→ W?.

Remark 2.19. Originally Lusztig defines ΦG to be a map between special conjugacy
classes of G? and unipotent classes of G. Let C ⊆ G? be a conjugacy class of G?

and g a representative of C. This element has a Jordan decomposition g = su =

us, where s ∈ G? is semisimple and u ∈ CG?(s)◦ is unipotent, (note it must be in
the connected component by [SS70, Corollary 4.4]). After possibly replacing g by a
conjugate we may assume s ∈ T?

0 . We say C is a special class if the Springer character
ρu,1 ∈ Irr(W?(s)◦) is special. It is clear that there is a bijection between the set SG and
the set of all special conjugacy classes.

We now define the map ξG : Irr(G) → SG in the following way. Let χ ∈ Irr(G)

be a character then there exists a semisimple element t ∈ G? such that χ ∈ E(G, t).
The image of χ under the map Ψt is an orbit of unipotent characters of CG?(t)◦. Let
ψ ∈ Ψt(χ) be any character in the orbit then this is contained in a unique family F
of unipotent characters of CG?(t)◦. In turn F determines a unique family W?(F ) of
irreducible characters of W?(t)◦. We may assume t = gs for some g ∈ G? where
s ∈ T?

0 then we can define ξG(χ) to be the pair ((s), W?(F )g) ∈ SG. The composition
ΦG ◦ ξG gives us a map Irr(G) → ClU(G) and it is known that (ΦG ◦ ξG)(χ) = Oχ.
This was shown originally by Lusztig in [Lus92, Theorem 11.2] for the case of p, q
large and by Geck in [Gec96, §5.4] for the case of p good, (and no restriction on q).
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Note that if CG?(t) is connected then Ψt(χ) contains only one character hence the
family F is uniquely determined by χ. However if CG?(t) is disconnected then Ψt(χ)

may contain characters lying in different families, (see for instance Example 1.76). In
particular the pair ξG(χ) ∈ SG depends upon the choice of family but we claim that
the composition ΦG ◦ ξG does not depend upon this choice. For this we will need the
following result concerning families.

Lemma 2.20. Assume W is a finite Coxeter group with generating set S such that (W, S) is
a Coxeter system. Let γ be an automorphism of W stabilising S then the natural action of γ

on Irr(W) permutes the families of irreducible characters of W.

Proof. Let H := H(W, S) be the generic Hecke algebra over the Laurent polynomial
ring A := Z[u, u−1]. The algebra H has a standard basis {Tw | w ∈ W} as an A-
algebra which satisfies the multiplication relations given in [Hum90, §7.4], (note that
by [Lus03, Chapter 4] these basis elements are invertible). The ring A admits an
automorphism : A → A such that un = u−n for all n ∈ Z. By [Lus03, Lemma 4.2]
this extends to a ring homomorphism of H by setting

∑
w∈W

awTw = ∑
w∈W

awT−1
w−1 , (2.2)

this automorphism is called the bar involution. It was shown in [KL79, Theorem 1.1]
that there exists a unique basis {Cw | w ∈ W} of H such that Cw = Cw for all w ∈ W,
which we call the Kazhdan–Lusztig basis ofH. In particular Kazhdan and Lusztig show
that

Cw = ∑
y6w

(−1)`(w)−`(y)Py,w(u−1)u`(w)/2u−`(y)Ty, (2.3)

where 6 denotes the Bruhat ordering on W, (as defined in [Hum90, §5.9]), and
Py,w(u) ∈ Z[u] is a Kazhdan–Lusztig polynomial.

The automorphism γ extends to an automorphism of the A-algebra H by setting
γ(Tw) = Tγ(w) for all w ∈ W. It is easily seen using Eq. (2.2) that the automorphism γ

commutes with the bar involution. In particular {γ(Cw) | w ∈ W} is a basis ofH such
that γ(Cw) = γ(Cw) hence this must be the Kazhdan–Lusztig basis. Before consider-
ing the basis element γ(Cw) let us first recall the following. The automorphism γ sta-
bilises S so must come from a permutation of the roots in the underlying root system
of W hence γ stabilises the set of reflections of W, (see [Hum90, §1.14 - Proposition]).
In particular by the definition of the Bruhat ordering we have γ(x) 6 γ(w) ⇔ x 6 w
for all x, w ∈ W. In other words γ is an automorphism of the Bruhat ordering and by
[Hum90, §8.8] we have ` ◦ γ = `.
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With all this in mind we have by the description in Eq. (2.3) that

γ(Cw) = ∑
y6w

(−1)`(w)−`(y)Py,w(u−1)u`(w)/2u−`(y)Tγ(y),

= ∑
γ−1(z)6w

(−1)`(w)−`(γ−1(z))Py,w(u−1)u`(w)/2u−`(γ
−1(z))Tz,

= ∑
z6γ(w)

(−1)`(γ(w))−`(z)Py,w(u−1)u`(γ(w))/2u−`(z)Tz.

In particular it follows that γ(Cw) = Cγ(w) and Pγ(y),γ(w)(u) = Py,w(u) for all y, w ∈
W, (see for instance the similar remark made in [Lus03, §5.6]). Recall that Lusztig
has given a decomposition of W into two sided cells which are defined in terms of
multiplication of the Kazhdan–Lusztig basis, (see [GJ11, §1.6.1]). As in [GJ11, §1.6.2]
each two-sided cell gives rise to a cell module of W. One readily checks from the
definitions and the above discussion that γ induces a permutation of the two sided
cells of W, hence a permutation of the corresponding cell modules of W. By [Lus84a,
Theorem 5.25] we have two characters χ, χ′ ∈ Irr(W) are in the same family if and only
if they appear as common irreducible constituents in the character of a cell module of
a two-sided cell. Hence the families are in natural bijective correspondence with the
two-sided cells of W and in this way we see that γ permutes the families of irreducible
characters of W. �

Assume now that ψ′ ∈ Ψt(χ) is another choice of irreducible character and F ′ is
the unique family of unipotent characters of CG?(t)◦ containing ψ′. By definition
of Ψt there exists an element h ∈ CG?(t) such that ψ′ = ψh. The element h de-
termines an element w ∈ W?(t) and we may replace w by an element of the right
coset wW?(t)◦ inducing an automorphism of W?(t)◦ stabilising the set of Coxeter
generators determined by the Borel subgroup B?

t . In particular w induces a Cox-
eter automorphism of W?(t)◦ with respect to the Coxeter generators determined by
B?

t . By Lemma 2.20 the natural conjugation action of w on Irr(W?(t)◦) permutes the
families of irreducible characters. In particular, (recalling the definition of families
of unipotent characters in Definition 1.46), we see that we must have F ′ = F h and
W?(F ′) = W?(F )w. Therefore if ρ′ ∈ W?(F ′) is the unique special character we
have ρ′ = ρw where ρ is the unique special character of W?(F ). Hence we have
ΦG((s), W?(F )g) = ΦG((s), W?(F ′)g) as jW?

W?(s)◦(ρ
′) = jW?

W?(s)◦(ρ
w).

Remark 2.21. We could replace the set SG by the set of pairs where the family W?(F )
of irreducible characters of W?(s)◦ is replaced by an A(s)-orbit of families. This
would mean the map ξG would not depend upon the choice of character in Ψt(χ) for
all χ ∈ Irr(G). However in doing this we would no longer have a bijection between
the set SG and the set of special conjugacy classes in the dual.
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It is clear that the image of the map ξG will not in general be the whole of SG.
We would now like to give criteria which will identify which pairs in SG are in the
image of ξG. Assume t ∈ G? is a semisimple element then there exists s ∈ T?

0 and
g ∈ G? such that t = gs and we may assume L (g) = ẇ for some w ∈ W?. In
particular F?(s) = sw and we may assume that w is chosen to be the unique element of
minimal length in the right coset wW?(t)◦, (see [Lus84a, Lemma 1.9(i)]). This element
is characterised by the fact that w stabilises the Borel subgroup B?

s of CG?(s)◦, (i.e.
w induces a Coxeter automorphism of W?(s)◦ with respect to the Coxeter generators
determined by B?

s ). Now F?(CG?(gs)) = CG?(gs) because gs is F?-fixed which implies

that F?(CG?(s)) = CG?(s)g−1F?(g) = CG?(s)ẇ.

Definition 2.22. Assume s ∈ T?
0 is a semisimple element such that F?(s) = sw for

some w ∈ W?. Assume w is the unique element of minimal length in the right
coset wW?(s)◦. We define F?

s : CG?(s) → CG?(s) to be the generalised Frobenius
endomorphism, stabilising T?

0 and B?
s , given by F?

s (h) = ẇF?(h) for all h ∈ CG?(s).

We have an induced action of F?
s on the group W?(s) given by F?

s (x) = wF?(x) for all
x ∈ W?(s). This is an automorphism which restricts to an automorphism of W?(s)◦

stabilising a set of Coxeter generators corresponding to our choice of B?
s .

Remark 2.23. Assume s̃ ∈ T̃?
0 is a semisimple element such that ι?(s̃) = s. If we again

denote by ẇ a representative of w in NG̃(T̃
?
0) then we can similarly define a generalised

Frobenius endomorphism F?
s̃ : CG̃(s̃) → CG̃(s̃) satisfying ι? ◦ F?

s̃ = F?
s ◦ ι?. Taking B̃?

s

to be the Borel subgroup of CG̃(s̃) such that ι?(B̃?
s ) = B?

s we have F?
s̃ stabilises T̃?

0 and
B̃?

s .

We have a bijection Irr(W?(t)◦) → Irr(W?(s)◦) given by ρ 7→ ρg, which sends special
characters to special characters, (note W?(t)◦ is the Weyl group of CG?(t)◦ with respect
to the maximal torus gT?

0). Inspecting the action of the Frobenius endomorphism we
see that

(ρ ◦ F?)(gx) = ρ(F?(g)F?(x)) = ρ(gwF?(x)) = ρg(wF?(x)) = (ρg ◦ F?
s )(x)

for all x ∈ W?(s)◦. In particular the character ρ ∈ Irr(W?(t)◦) is F?-fixed if and
only if the corresponding character ρg ∈ Irr(W?(s)◦) is F?

s -fixed. Applying this to the
situation where ρ is special we have the family W?(F ) is F?-stable if and only if the
corresponding family W?(F )g of W?(s)◦ is F?

s -stable.

Finally, given the above discussion, we wish to now identify the following subset of
SG which is the image of the map ξG.

Definition 2.24. A pair (s, W?(F )) ∈ SG is called F-stable if the following conditions
are satisfied.
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• The semisimple conjugacy class (s) is F?-stable.

• The family W?(F ) is invariant under composition with F?
s .

We will write SF
G for the subset of SG consisting of all F-stable pairs.

It is remarked by Hézard that a pair (s, W?(F )) ∈ SG is F-stable if and only if its
corresponding special class of G? is F?-stable, (see [Héz04, pg. 89]). It is commented
by Lusztig in [Lus84a, §13.4] that if the special class is F?-stable then ΦG(s, W?(F ))
is F-stable. In particular by [Lus84a, 13.4.2] this gives us a surjective map Irr(G) →
ClU(G)F.

We would like to use this construction of Lusztig to investigate the relationship be-
tween an irreducible character and its unipotent support. In particular we will inves-
tigate the relationship between certain numerical invariants associated to characters
and classes. For conjugacy classes a natural numerical invariant is the order of the
component group of the centraliser, which has been described above in detail. Natu-
ral invariants for irreducible characters come from the degree of the character, in fact
we have the following result.

Theorem 2.25 (Lusztig). Assume G is a connected reductive algebraic group and F is a
Frobenius endomorphism. Let χ ∈ Irr(G) be an irreducible character of G such that χ ∈
E(G, s) and Ψs(χ) lies in the family F ⊆ E(CG?(s)◦, 1). Let W(F ) be the family of Weyl
group characters corresponding to F and let ρ ∈ W(F ) be the unique special character. There
exists a natural number nχ such that

nχ · χ(1) = qaρ + higher powers of q.

If G has a connected centre then this is given in [Lus84a, 4.26.3]. When the centre of
G is not connected this follows from the fact that every character in a given fibre of Ψs

has the same character degree. This result gives two natural invariants arising from
the character degree, namely aρ and nχ. It was shown by Geck and Malle, (see [GM00,
Proposition 3.5]), that aρ = dimBG

u where u ∈ Oχ. What we will be interested in is
the relationship between nχ and the unipotent support of χ.

In [Lus84a, 13.4.2 to 13.4.5] Lusztig gives, without explicit proof, some properties of
the map ξG. We are most interested in [Lus84a, 13.4.4] which states that if O is an F-
stable unipotent class of G then |AG(u)| = supχ{nχ}where χ runs over all irreducible
characters in the preimage of O under ΦG ◦ ξG. We now recall a theorem which was
proved by Hézard, which will be the starting point for the main focus of this thesis.
However before we state the theorem we will need the following definition.
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Definition 2.26. Let G be any connected reductive algebraic group and s ∈ G a
semisimple element. We call s isolated if CG(s)◦ is not contained in a Levi comple-
ment of a proper parabolic subgroup of G. Furthermore s is called quasi-isolated if
CG(s) is not contained in a Levi complement of a proper parabolic subgroup of G.

Theorem 2.27 (Hézard, [Héz04, Théorème B]). Let G be a connected reductive algebraic
group such that the centre of G is connected, G/Z(G) is simple and p is a good prime for G.
LetO be an F-stable unipotent class of G then there exists an F-stable pair ((s), W(F )) ∈ SF

G
such that the image of s under an adjoint quotient of G? is quasi-isolated and |AG(u)| = |GF |
for any u ∈ O.

Remark 2.28. We make some brief remarks regarding Hézard’s result.

• The requirement that ((s), W(F )) is an F-stable pair means that to W(F ) there
is a corresponding family F of unipotent characters for CG?(t), where t ∈ (s)
is some F?-fixed element. If F is a family of unipotent characters for a finite
reductive group G, (where F is a Frobenius endomorphism), there exists a char-
acter χ ∈ F such that nχ = |GF |. If G is a classical group then this is seen to be
true of any character in the family as nχ is constant on families. If G is an excep-
tional group then one can verify this easily by checking the tables of unipotent
character degrees given in [Car93, §13.9]. Hence this result does verify Lusztig’s
claim in [Lus84a, 13.4.4].

• Our statement of Theorem 2.27 is not exactly the same as that in [Héz04] as there
Hézard states that s is an isolated element but this statement is not always cor-
rect. For instance if G is of type Cn then Hézard occasionally uses a semisimple
element whose centraliser is of type Bn−1. Such an element is not isolated as this
is a proper Levi subgroup of the dual. To our knowledge in all other cases the
semisimple element chosen by Hézard is indeed isolated.

2.4 Component Groups of Unipotent Elements

Assume C is an F-stable conjugacy class of G and let x ∈ CF be an F-fixed class
representative. We have an induced automorphism of the finite group AG(x) which
we again denote by F. Although the structure of AG(x) does not depend upon our
choice of representative the action of F will depend upon our choice of representative.
In this section we wish to show that if G is simple we can make an optimal choice for
x with respect to the action of F on AG(x).

Remark 2.29. Let us show precisely why the group AG(x) does not depend upon the
choice of representative x ∈ C. Assume y ∈ C is another class representative then
there exists an element g ∈ G such that x = gy. It is an easy group theoretic statement
to verify that CG(x) = gCG(y). The map CG(y) → gCG(y), given by conjugation,
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is a homomorphism of algebraic groups so we have (gCG(y))◦ = g(CG(y)◦). Hence
AG(x) = g AG(y), where g AG(y) = gCG(y)/gCG(y)◦, which means conjugation by g
induces an isomorphism AG(x)→ AG(y).

In this section we show that in a simple algebraic group we can always pick repre-
sentatives of a unipotent class such that they are well chosen. By this we mean the
following

Definition 2.30. Assume G is a connected reductive algebraic group and let O ∈
ClU(G)F be an F-stable conjugacy class. We say a class representative u ∈ OF is
well chosen if |AG(u)F| = |ZG(u)F||AG̃(ũ)|, where ZG(u) is the image of the map
Z(G)→ CG(u)→ AG(u).

Remark 2.31. It would be preferable if we could give a more structural definition than
the one given above. Ideally one would make the definition to be such that u is well
chosen if AG(u) \ AG(u)F ⊆ ZG(u). However this stronger condition fails for certain
classes when G is simply connected of type Dn and F acts non-trivially on Z(G),
(but this is the only case where it does fail). Therefore we must settle for the weaker
condition used above.

To show that such elements exist we will need the following easy lemmas and a
thoerem about groups with a connected centre.

Lemma 2.32. Let G be a connected reductive algebraic group and C an F-stable conjugacy
class of G such that AG(x) is abelian for some x ∈ CF. The following are then equivalent:

(i) the number of G-conjugacy classes contained in CF is |AG(x)|,

(ii) AG(x)F = AG(x),

(iii) AG(x′)F = AG(x′) for all x′ ∈ CF.

Proof. By [Gec03, Theorem 4.3.5] we know the G-classes contained in CF are in bijec-
tive correspondence with the F-conjugacy classes of AG(x). Therefore the number of
G-classes contained in CF is the same as |AG(x)| if and only if every F-conjugacy class
of AG(x) contains only one element. As AG(x) is abelian this proves the equivalence
of the first two statements. If (i) is true for x ∈ CF then it is true for all x′ ∈ CF as
|AG(x)| is independent of the choice of x. Therefore this together with the equivalence
of (i) and (ii) gives the equivalence of (i) and (iii). �

Lemma 2.33. Let G be a connected reductive algebraic group and let C be an F-stable conju-
gacy class of G. If the automorphism of AG(x) induced by F, for some x ∈ CF, is an inner
automorphism then there exists x′ ∈ CF such that AG(x′)F = AG(x′).
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Proof. Assume there exists an element y ∈ CG(x) such that for all zCG(x)◦ ∈ AG(x)
we have F(zCG(x)◦) = y−1zyCG(x)◦. As y ∈ G, by the Lang-Steinberg theorem, there
exists g ∈ G such that y = g−1F(g) ⇒ F(g) = gy. Clearly AG(

gx) = g AG(x) so
gzCG(x)◦g−1 ∈ AG(

gx). Furthermore we have

F(gzCG(x)◦g−1) = gy(y−1zy)CG(x)◦y−1g−1 = gzCG(x)◦g−1,

so F acts trivially on AG(
gx). Taking x′ = gx ∈ CF we have AG(x′)F = AG(x′) as

required. Note x′ is fixed by F because y ∈ CG(x). �

Theorem 2.34. Let G be a connected reductive algebraic group with connected centre such
that G/Z(G) is simple, then for any O ∈ ClU(G)F we have AG(u)F = AG(u) for some
unipotent element u ∈ OF.

Proof. The natural surjective morphism of algebraic groups π : G → G/Z(G) in-
duces a bijection ClU(G) → ClU(G/Z(G)). If u ∈ G is unipotent then the restriction
of π to CG(u) induces an isomorphism AG(u) ∼= AG/Z(G)(π(u)), which is defined
over Fq. Therefore we may prove this result using any group G which has a con-
nected centre and simple quotient G/Z(G).

The structure of the component groups AG(u) have been determined on a case by
case basis. In the case where G is an adjoint exceptional group it is known that
AG(u) is either trivial or isomorphic to a symmetric group S2, S3, S4 or S5, (see for
example the tables in [Car93, §13.1]). Every automorphism of such a group is an inner
automorphism, so the result holds by Lemma 2.33.

We now turn to the classical groups. The case of type An is trivial as all component
groups are trivial. Assume G is either a symplectic or special orthogonal group and
O ∈ ClU(G)F is a conjugacy class with representative u ∈ OF. The component group
AG(u) is an elementary abelian 2-group whose order is given in [SS70, IV - 2.26
and 2.27]. By inspecting the descriptions of |AG(u)| we see by [Wal63, p. 38], (resp.
[Wal63, p. 42]), for the symplectic groups, (resp. special orthogonal groups), that the
number of G-classes contained in OF is the same as |AG(u)|. Note the statement
given in [Wal63] is for the orthogonal groups but the maximal number of G-classes
contained in OF is |AG(u)| and there can only be less classes in the orthogonal group
so this suffices. As AG(u) is abelian we have AG(u)F = AG(u) by Lemma 2.32. As
odd dimensional special orthogonal groups are adjoint groups of type Bn this case is
covered.

Let G be an adjoint group of type Cn or Dn then there exists a symplectic or special
orthogonal group Ḡ, (together with a Frobenius endomorphism F : Ḡ → Ḡ), such
that we have an isogeny π : Ḡ → G which is defined over Fq. Let ū be a unipotent
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element of Ḡ and set u := π(ū). The restriction of π to CḠ(ū) induces a surjective
morphism AḠ(ū) → AG(u) defined over Fq, therefore AḠ(ū)

F = AḠ(ū) implies
AG(u)F = AG(u) so we’re done. �

Remark 2.35. The statement of Theorem 2.34 is not a new result. It follows in most
cases from a much stronger statement concerning the existence of so called split ele-
ments, see [Sho87, Remark 5.1]. However, we include this here as it gives a simpler
argument for this statement and also circumvents the caveat that split elements do
not always exist in type E8.

We want to discuss how to relate the component group AG(u) to the component
group AG̃(ũ), (for this we follow [Gec96, pg. 306]). Recall that we have a regular
embedding ι : G ↪→ G̃ and a canonical quotient map CG̃(ũ) → AG̃(ũ). The group
G̃ is an almost direct product G̃ = GZ(G̃) so we have an almost direct product
CG̃(ũ) = CG(u)Z(G̃). The restriction of ι to the centraliser CG(u) induces a surjective
map AG(u)→ AG̃(ũ).

Let us consider the kernel of this surjective map. It is clear that CG̃(ũ)
◦ = CG(u)◦Z(G̃)

because CG(u)◦Z(G̃) ⊆ CG̃(ũ)
◦ and the two sets have the same dimension. If xCG(u)◦

is non-identity element of AG(u) in the kernel of the map then ι(x) ∈ CG̃(ũ)
◦ but as

x 6∈ CG(u)◦ we must have ι(x) ∈ Z(G̃). Therefore it is easy to see that the kernel of
this map is the image of Z(G) in AG(u) so we obtain an exact sequence

Z(G)→ AG(u)→ AG̃(ũ)→ 1. (2.4)

As all morphisms are defined over Fq this induces a sequence

Z(G)F → AG(u)F → AG̃(ũ)→ 1, (2.5)

where here we assume ũ is chosen such that AG̃(ũ)
F = AG̃(ũ), (which is possible by

Theorem 2.34). Although the sequence in (2.4) is exact it is not necessarily the case
that the sequence in (2.5) is exact as the map AG(u)F → AG̃(ũ) may not be surjective.
If we can show that it is surjective then the existence of well-chosen elements will be
assured.

There are two cases where this is trivial to show. If |AG̃(ũ)| = 1 then it is obvious that
such a map is surjective. The second case is when |AG(u)| = |AG̃(ũ)| because then
we must have AG(u) ∼= AG̃(ũ), which implies AG(u)F ∼= AG̃(ũ)

F. In fact, we see from
the descriptions of component group orders above that we are almost always in the
situation of these two trivial cases. We deal with the remaining cases in exceptional
groups in two lemmas.

Lemma 2.36. Let G be a simply connected group of type E6 and O ∈ ClU(G)F the unipotent
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class E6(a3). For any u ∈ OF we have AG̃(ũ)
F = AG̃(ũ) and AG(u)F → AG̃(ũ) is

surjective.

Proof. We see that AG(u) is isomorphic to Z3 ×Z2 as it is a finite group of order
6 with a non-trivial centre. The group AG̃(ũ) is abelian thus AG̃(ũ)

F = AG̃(ũ) by
Theorem 2.34 and Lemma 2.32. Let Z(G) = 〈z〉 and x ∈ AG(u) be the element of
order 2 such that AG(u) = 〈z, x〉. As the action of F on AG̃(ũ) is trivial we must have
F(x) ∈ {x, xz, xz2}. However the element x is of order 2 but xz and xz2 are of order 6
so F(x) = x. �

Lemma 2.37. Let G be a simply connected group of type E7 and O ∈ ClU(G)F the unipotent
class D4(a1) + A1, E7(a3), E7(a4) or E7(a5). For some representative u ∈ OF we have
AG̃(ũ)

F = AG̃(ũ) and AG(u)F → AG̃(ũ) is surjective.

Proof. Let u ∈ OF be an element such that its image ũ ∈ ÕF has the property
AG̃(ũ)

F = AG̃(ũ), which is possible because of Theorem 2.34. We use the work of
Mizuno [Miz80] to confirm that F only acts non-trivially on ZG(u). By

(i) [Miz80, Lemma 30] for D4(a1) + A1 – Mizuno label D4(a1) + A1,

(ii) [Miz80, Lemma 13] for E7(a3) – Mizuno label D6 +A1,

(iii) [Miz80, Lemma 17] for E7(a4) – Mizuno label D6(a1) + A1,

(iv) and [Miz80, Lemma 21(2)] for E7(a5) – Mizuno label D6(a2) + A1,

we know the number of G-classes contained in OF is |AG(u)|. If O is not E7(a5) then
the group AG(u) is abelian so the result follows by Lemma 2.32.

Assume O is the class E7(a5), by [Miz80, Table 9] we see AG(u) is isomorphic to
S3 ×Z2. Let Z(G) = 〈z〉, then z is a generator for the Z2 component of AG(u).
We know the action of F on the component group AG̃(ũ) is trivial so we need only
show F(x) 6= xz for all x ∈ AG(u) \ ZG(u). If x is a 3-cycle of AG(u) then we cannot
have F(x) = xz because x and xz are of different orders. If x is a 2-cycle such that
F(x) = xz then the number of F-conjugacy classes of AG(u) would be less than 6 and
this cannot possibly happen. �

We now deal with the cases of classical type. Let G be a spin group, (of type Bn or Dn),
and let O = Oλ ∈ ClU(G)F be a unipotent class. There is only one non-trivial case to
consider and this is the case where the partition λ parameterising O contains at least
one odd number, (nD(usc) > 1), and the maximum number of times any odd number
occurs in λ is 1, (κB(usc) = κD(usc) = 1). Equivalently these are the classes such that
Z(G) embeds into AG(u). We assume now that O is a class with such a partition. In
[Lus84b, §14.3] Lusztig gives a description of the component group AG(u), which we
recall here.
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First of all let Ḡ be a special orthogonal group, (together with a Frobenius endo-
morphism F : Ḡ → Ḡ), such that we have an isogeny π : G → Ḡ defined over
Fq. Recall that the kernel of this isogeny is a central subgroup of order 2, which we
denote Ker(π) = {1, ϑ}. Every non-trivial element of Z(G) determines a non-trivial
element of AG(u), in particular ϑ determines a non-trivial element of AG(u). Let
I := {a1, . . . , ak} be the set of odd numbers occuring in λ. We let S be the group
generated by the elements ϑ, x1, . . . , xk, which satisfy the relations

ϑ2 = 1 x2
i = ϑai(ai−1)/2 xixj = xjxiϑ ϑxi = xiϑ

for all i 6= j. The group AG(u) is then isomorphic to the subgroup of S which consists
of all elements that can be expressed as a word in an even number of the generators
x1, . . . , xk. For the remainder of this discussion we will identify AG(u) with its image
in S. For all 2 6 i 6 k let yi = x1xi then for any i, j 6= 1 it is clear that either xixj = yiyj

or yiyjϑ depending upon whether x2
1 = ϑ or 1. Hence the set {ϑ, y2, . . . , yk} forms a

set of generators for AG(u).

Consider the image ū = π(u) of u in the special orthogonal group Ḡ. The map
π induces a surjective map AG(u) → AḠ(ū) with kernel {1, ϑ}. By Theorem 2.34
and Lemma 2.32 we know the action of F on AḠ(ū) must be trivial for any class
representative u ∈ OF. Therefore given any element x ∈ AG(u) we have F(x) ∈
{x, xϑ}, however we always have F(ϑ) = ϑ. Any automorphism of AG(u) is uniquely
determined by its action on the generators so we break the study of F into two possible
cases:

(a) F(yi) = yiϑ for an even number of yi’s,

(b) F(yi) = yiϑ for an odd number of yi’s.

In case (a) we claim F acts as an inner automorphism. We start by noticing that if
i1, i2, j1, j2 are all distinct then we have xi1 xi2 and xj1 xj2 commute. Let σij be the
automorphism such that σij(yi) = yiϑ and σij(yj) = yjϑ but σij(y`) = y` whenever
i, j, ` are all distinct. We claim that the automorphism σij is an inner automorphism.
Consider the element xixj ∈ AG(u) then we have

y
xixj
i = x−1

j x−1
i (x1xi)xixj = x−1

j (x1xi)xjϑ = x1xiϑ = yiϑ,

y
xixj
j = x−1

j x−1
i (x1xj)xixj = x−1

j (x1xj)xj = x1(x−1
j xj)xjϑ = x1xjϑ = yjϑ.

Furthermore by our remark we know y
xixj
` = y` for any ` distinct from both i and j so

the automorphism σij is inner. As F must be a composition of automorphisms of the
form σij we have F is an inner automorphism.
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We now consider case (b). Assume G is of type Dn then by composing with a sufficient
number of inner automorphisms we may assume that F acts non-trivially on precisely
one generator yi. As F acts non-trivially only on yi it will be true that AG(u)F is the
subgroup 〈ϑ, y2, . . . , yi−1, yi+1, . . . , yk〉, in particular |AG(u)F| = 2|I|−1. As G is of type
Dn we have

|AG(u)F|/|AG̃(ũ)| = 2|I|−1/2|I|−2 = 2. (2.6)

We claim that we also have |ZG(u)F| = 2. By the third paragraph of [Lus08, §3.7(a)]
we know the centre of AG(u) is given by {1, ϑ, z, zϑ}where we take z to be the element
x1x2 · · · xk−1xk. Note that this means the centre of AG(u) coincides with the image of
Z(G). We have the following expression of z in terms of our chosen generating set

z = x1x2 · · · xk = y2y3 · · · ykϑc

for some c ∈ {0, 1}. Therefore we have F(z) = zϑ and F(zϑ) = z so ZG(u)F = {1, ϑ}
as required. Note that this case is the only case where AG(u)F → AG̃(ũ) fails to be
surjective.

Assume now G is of type Bn. Recall that λ partitions an odd number so k − 1 is
even. By composing with a sufficient number of inner automorphisms let us assume
that F acts on all but one generator non-trivially. Assume yi is the generator such
that F(yi) = yi then it is easy to check that yx1xi

j = yjθ whenever j 6= i and clearly
yx1xi

i = yi. In particular F is an inner automorphism. With this in hand we can prove
the following proposition.

Proposition 2.38. Assume G is a simple algebraic group then any F-stable unipotent class
O of G contains a well-chosen representative.

Proof. If G is adjoint then the existence of well-chosen representatives follows from
Theorem 2.34, hence we may assume Z(G) is disconnected. We have already covered
the two trivial cases where |AG(u)| = |AG̃(ũ)| or |AG̃(ũ)| = 1, which covers the case
of type An. If G is an exceptional group then the only cases left to consider are those
covered by Lemma 2.36 and Lemma 2.37. Assume G is a symplectic group or a special
orthogonal group of type Dn then the statement was proved as part of the proof of
Theorem 2.34.

If G is a spin group then the result follows from the above discussion and Lemma 2.33.
Finally assume G is a half spin group then we need only comment that case (b) above
cannot happen because the Frobenius cannot act non-trivially on the centre of Gsc

as it must preserve Ker(δsc). In other words the map AG(u)F → AG̃(ũ) is always
surjective. �
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Before we end this section on component groups we gather slightly more information
regarding component groups in spin groups. This will be useful for later applications.

Lemma 2.39. Let G be a spin group of type Bn or Dn and O ∈ ClU(G) a class such that
κB(u) = 1 or nD(u) > 1 and κD(u) = 1. Recall from the above notation that k is the number
of odd numbers occurring in the partition parameterising O, (i.e. nB(u) or nD(u)). Then
Irr(AG(u)) is comprised of 2k−1 linear characters and:

• one character of degree 2
k−1

2 if G is of type Bn

• two characters of degree 2
k−2

2 if G is of type Dn.

Proof. Let us identify ϑ with its image in AG(u). It’s clear from the above description
that AG(u)/〈ϑ〉 is abelian. In particular 〈ϑ〉 is the derived subgroup of AG(u). As the
linear characters of a finite group H are in bijection with Irr(H/[H, H]), (where [H, H]

is the derived subgroup of H), the statement regarding linear characters is clear.

To compute the number of remaining irreducible characters we compute the number
of conjugacy classes of AG(u). As ϑ is central in AG(u) we need only determine
whether an element x ∈ AG(u) is conjugate to xϑ. We must have there are at least
2k−1 + 1 conjugacy classes in AG(u). Now consider the element

yi1
1 · · · y

ik
k ,

where ij ∈ {0, 1} for each 1 6 j 6 k. Assume not all ij are equal, then we may choose
indices 1 6 j1, j2 6 k such that ij1 = 1 and ij2 = 0. From the above discussion we must
have

x−1
j2

x−1
j1
(yi1

1 · · · y
ik
k )xj1 xj2 = yi1

1 · · · y
ik
k ϑ

Let us now assume that G is of type Dn. The cases where all ij are equal correspond
to central elements of AG(u). Hence the above argument shows that there are 4 +
1
2(2

k − 4) = 2k−1 + 2 conjugacy classes in AG(u). This means there are two non-linear
characters χ1, χ2 ∈ Irr(AG(u)) and their degrees must satisfy

2k−1 + χ1(1)2 + χ2(1)2 = 2k ⇒ χ1(1)2 + χ2(1)2 = 2k−1 ⇒ χ1(1) = χ2(1) = 2
k−2

2 .

Let us now assume that G is of type Bn. We claim the element y1 · · · yk is conjugate
to y1 · · · ykϑ. Assume that it wasn’t then these elements would be central and by the
above we would have there are two remaining irreducible characters of degree 2

k−2
2 .

However k must be odd so these degrees wouldn’t be integers, a contradiction. �
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2.5 Theorem A

Due to the results of the previous section, we make the following assumption on
unipotent class representatives.

If O ∈ ClU(G)F is an F-stable unipotent class then we assume our class repre-
sentative of O to be well chosen.

The proof given by Hézard of Theorem 2.27 involves a detailed case by case analysis
of each simple type. The first main goal of this thesis is to extend the work of Hézard
to all simple groups. In particular our first aim is to prove the following theorem,
(this is analogous to Hézard’s theorem by Remark 2.28).

Theorem A. Let G be a simple algebraic group and assume p is a good prime for G. Given
any class O ∈ ClU(G)F there exists an irreducible character χ ∈ Irr(G) such that O is the
unipotent support of χ and nχ = |AG(u)F| = |ZG(u)F||AG̃(ũ)|.

Proof. If G is adjoint then this follows from Theorem 2.27, hence we may assume
Z(G) is disconnected. Let O be an F-stable unipotent class of G. If s̃ ∈ T̃?

0 is a
semisimple element then we let s ∈ T?

0 be the semisimple element such that ι?(s̃) = s.
If this is the case then ι? restricts to a surjective morphism CG̃?(s̃) → CG?(s)◦ which
induces an isomorphism W?(s̃)→ W?(s)◦, so we will constantly identify W?(s̃) with
W?(s)◦. By precomposing with this isomorphism we will identify Irr(W?(s)◦) with
Irr(W?(s̃)).

Assume (s̃, W?(F̃ )) ∈ SF
G̃ is an F-stable pair. We have generalised Frobenius endo-

morphisms F?
s̃ of CG̃?(s̃) and F?

s of CG?(s)◦ such that ι? ◦ F?
s̃ = F?

s ◦ ι?. We denote
by CG̃?(s̃) and CG?(s)◦ the fixed point groups under these generalised Frobenius en-
domorphisms. To W?(F̃ ) we have a corresponding family of unipotent characters
F̃ ⊆ E(CG̃?(s̃), 1). Let us denote by ψ̄ ∈ E(CG?(s)◦, 1) a unipotent character in a fam-
ily F which is in bijective correspondence with F̃ . We now assume that this triple
(s̃, W?(F̃ ), ψ̄) satisfies the following properties:

(P1) nψ̄ = |AG̃(ũ)|.

(P2) | StabAG? (s)(ψ̄)| = |ZG(u)F|.

(P3) jW
W(s̃)(ρ) is the Springer character ρũ,1 so ΦG̃(s̃, W(F̃ )) = Õ.

(Note that here AG?(s) denotes the fixed point group AG?(s)F?
s with respect to the

generalised Frobenius endomorphism F?
s ).
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Let t̃ = g̃ s̃ ∈ G̃? be such that g̃ ∈ G̃? is an element satisfying L (g̃) = ẇ, we then take
t ∈ G? to be ι?(t̃). We have an isomorphism CG?(s)→ CG?(t) given by h 7→ gh, which
induces a bijection E(CG?(s)◦, 1) → E(CG?(t)◦, 1) given by χ 7→ gχ. We denote by ψ̄′

the image of ψ̄ under this bijection. It is clear that x ∈ CG?(s) stabilises ψ̄ if and only if
gx ∈ CG?(t) stabilises ψ̄′ hence we have |ZG(u)F| = | StabAG? (s)(ψ̄)| = | StabAG? (t)(ψ̄

′)|.

Under the bijection given in Eq. (1.5) we have a character ψ′ ∈ E(G̃, t̃) corresponding
to ψ̄′ ∈ E(CG?(t)◦, 1) such that ψ′(1) = ψss(1)ψ̄′(1), where ψss ∈ E(G̃, t̃) is the unique
semisimple character. By [Car93, Theorem 8.4.8] we have |G̃|p′ = |CG̃(t̃)|p′ψss(1) and
by the order formula for finite reductive groups, (see [Car93, pg. 75]), both |G̃|p′ and
|CG̃(t̃)|p′ are monic polynomials in q. In particular ψss(1) must also be a monic poly-
nomial in q hence nψ′ = nψ̄′ . By Property (P1) we have nψ′ = nψ̄′ = nψ̄ = |AG̃(ũ)|. By
Property (P3) we have Õ is the unipotent support of ψ′ and by Theorem 1.73 we have
ResG̃

G(ψ
′) = χ1 + · · ·+ χk, where χi ∈ E(G, t) and χi(1) = | StabAG? (t)(ψ̄)|−1ψ′(1). For

any 1 6 i 6 k we have by Property (P2) and the above discussion that

nχi = | StabAG? (t)(ψ̄)| · nψ′ = |ZG(u)F| · |AG̃(ũ)| = |AG(u)F|.

By [GM00, Theorem 3.7] we know that O is the unipotent support of each χi hence
any of the χi will be a solution to our thereom. �

Our proof of Theorem A will be complete once we have verified the following propo-
sition.

Proposition A. Assume G is a simple algebraic group with a disconnected centre, p is a good
prime for G and O ∈ ClU(G)F. There exists a triple (s̃, W?(F̃ ), ψ̄) as specified in the proof
of Theorem A satisfying properties (P1) to (P3). The image of ι?(s̃) under an adjoint quotient
of G? is quasi-isolated. The following condition holds unless G is a spin/half spin group and
AG(u) is non-abelian:

♣ XF := {ψ̄ ∈ F | | StabAG? (s)(ψ̄)| 6= |ZG(u)F|} = ∅.

The condition ♣ will be important for applications to generalised Gelfand–Graev
representations. The proof of Proposition A will involve a case by case check through
each simple type, along the same lines as Hézard. We make some comments regarding
exactly which cases need to be considered.

• If G is simple of type G2, F4 or E8 then the fundamental group is trivial so G is
necessarily adjoint.

• If G is of type D4 and F induces a graph automorphism of order three then G
does not depend upon the isomorphism type of G, hence we may assume that
G is adjoint.
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• The Suzuki and Ree groups are defined only in bad characteristic so we do not
consider them here.

Therefore it is left to check Theorem A for the case where G is a non-adjoint simple
group of type An, Bn, Cn, Dn, E6 or E7 and F induces a graph automorphism of
order at most two. This explains the selective information we have gathered about the
Springer correspondence.

We will also need to know which unipotent conjugacy classes are F-stable. To under-
stand this we can use the following result.

Lemma 2.40. Let G be a connected reductive algebraic group and O ∈ ClU(G) a unipotent
class. Assume p is a good prime then we have O is F-stable if and only if its weighted Dynkin
diagram ∆(O) is invariant under the diagram automorphism induced by F.

Proof. Let G′ be a connected reductive algebraic group over C whose root datum,
with respect to a fixed maximal torus T′0 and Borel subgroup B′0 is isomorphic to
that of G. In particular we have an isomorphism X(T0) → X(T′0) and a bijection
b : Φ(T0) → Φ(T′0). Recall that we may decompose the Frobenius endomorphism F
as a composition Fr ◦ τ, where τ is a graph automorphism of G and r is a power of
p. We then have a graph automorphism τ′ of G′ such that b ◦ τ = τ′ ◦ b, where we
denote again by τ and τ′ the bijections on the roots Φ(T0) and Φ(T′0).

In [Spa82, Théorème III.5.2] Spaltenstein gives a map πG : ClU(G′)→ ClU(G), which
is a bijection when p is good. By the discussion in [GM00, §4.C] we have a commuta-
tive diagram

ClU(G′) ClU(G)

ClU(G′) ClU(G)

πG

τ′ F
πG

Let O′ be the preimage of O under the map πG. We need only show that O′ is
stable under τ′ if and only if its weighted Dynkin diagram ∆(O′) is stable under the
diagram automorphism induced by τ′.

As G′ is a group over a field of characteristic zero we have a bijection between the
unipotent conjugacy classes of G and the nilpotent orbits of its Lie algebra g′. We
denote by Ô′ the nilpotent orbit corresponding to O′ and {e, h, f } a standard triple
for Ô′, (such that e ∈ b′0 and h ∈ t′0). Differentiating τ′ we obtain an automorphism
of the Lie algebra, which we again denote by τ′. The corresponding automorphisms
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of G′ and g′ commute with the bijection between unipotent classes and nilpotent
orbits. In particular we have O′ is τ′-stable if and only if Ô′ is τ′-stable. It is clear
that {τ′(e), τ′(h), τ′( f )} will be a standard triple corresponding to a nilpotent orbit
such that τ′(e) ∈ b′0 and τ′(h) ∈ t′0. The weighted Dynkin diagram corresponding to
{τ′(e), τ′(h), τ′( f )} is ∆(Ô′) if and only if τ′(e) ∈ Ô′, which is true if and only if the
orbit is τ′-stable. The only thing left to remark is that the weighted Dynkin diagram
corresponding to {τ′(e), τ′(h), τ′( f )} is obtained from ∆(Ô′) by applying the diagram
automorphism induced from τ′. �

Assume now that G is simple. The following can be verified using the information in
[Car93, Chapter 13] together with Lemma 2.40. If G is of type An or E6 the weighted
Dynkin diagram of every unipotent class is invariant under the non-trivial graph
automorphism, (see also [CM93, Lemma 3.6.5] for An). If G is of type Dn then the
only unipotent classes not invariant under the graph automorphism of order 2 are
the degenerate unipotent classes. This now settles the question of which unipotent
classes we must prove Proposition A for.
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Proposition A: Type Cn

In this chapter we wish to prove Proposition A for the case where G is a simply
connected group of type Cn (n > 2). Such a group and its dual G? can both be
realised as classical matrix groups. For this case we will purposely work naively with
the matrix representations of these groups. Apart from proving Proposition A we will
make a slight digression and discuss some general results concerning the restriction
of characters from G̃ to G in a given Lusztig series.

3.1 Basic Definitions

We follow [Gec03, 1.3.15 and 1.3.16] in defining the corresponding matrix groups. We
define the symplectic group G = Sp2n(K) in the following way. Consider the square
matrices

Jn =


1

. . .

1

 ∈ Matn(K) and Ωn =

[
Jn

−Jn

]
∈ Mat2n(K), (3.1)

then Sp2n(K) = {X ∈ Mat2n(K) | XTΩnX = Ωn}. In other words Sp2n(K) is the sub-
group of GL2n(K) consisting of those matrices which preserve our chosen symplectic
matrix Ωn. We take F to be the Frobenius endomorphism given by F(xij) = (xq

ij) for all
(xij) ∈ G. The corresponding finite reductive group G is the finite symplectic group
Sp2n(q). As p is a good prime for G we have by the classification of finite reductive
groups, (see [Car93, §1.19]), that for any other choice of Frobenius endomorphism F′

the resulting finite group GF′ is isomorphic to G.

We will index the rows and columns of our matrices in G from top to bottom and left
to right by 1, . . . , n,−n, . . . ,−1. We take T0 to be the maximal torus of all diagonal

87
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matrices. Explicitly any element t ∈ T0 will be of the form

t = diag(t1, . . . , tn, t−n, . . . , t−1), (3.2)

where ti ∈ K× and t−i = t−1
i for each 1 6 i 6 n. The subgroup T0 is an F-stable

maximal torus of G. We take B0 to be the subgroup of all upper triangular matrices
in G, which is an F-stable Borel subgroup of G containing T0. We take the dual group
G? = SO2n+1(K) to be the odd-dimensional special orthogonal group defined to be
SO2n+1(K) = {X ∈ Mat2n+1(K) | XT J2n+1X = J2n+1 and det(X) = 1}. The Frobenius
endomorphism F? is again given by F?(xij) = (xq

ij). The resulting finite reductive
group G? is the finite special orthogonal group SO2n+1(q).

We will again index the rows and columns of our matrices in G? from top to bottom
and left to right by 1, . . . , n, 0,−n, . . . ,−1. We take T?

0 to again be the maximal torus
of all diagonal matrices. Explicitly any element s ∈ T?

0 will be of the form

s = diag(s1, . . . , sn, 1, s−n, . . . , s−1), (3.3)

where si ∈ K× and s−i = s−1
i for each 1 6 i 6 n. The subgroup T?

0 is clearly an
F?-stable maximal torus of G?. We take B?

0 to be the subgroup of all upper triangular
matrices in G?, which is an F?-stable Borel subgroup of G? containing T?

0 . We may
take our isomorphism X(T0) → qX(T?

0) to be such that ωi 7→ qω?
i for all 1 6 i 6 n. As

the fundamental dominant weights and coweights form bases for X(T0) and qX(T?
0)

respectively this prescribes our isomorphism.

For 1 6 i 6 n let εi ∈ Hom(T?
0 , K×) be such that for all s ∈ T?

0 we have εi(s) = si. The
set of roots of G? with respect to T?

0 is then given by

Φ(T?
0) = {±εi,±εi ± ε j | 1 6 i 6 n, i < j},

Φ(T?
0)

+ = {εi, εi ± ε j | 1 6 i 6 n, i < j},
∆(T?

0) = {εi − εi+1, εn | 1 6 i 6 n− 1}.

The simple roots ∆(T?
0) = {α?1 , . . . , α?n} correspond to the Dynkin diagram of type Bn

given in Figure 1.1 by the labelling α?i = εi − εi+1 for all 1 6 i 6 n− 1 and α?n = εn.
The negative of the highest root is always given by α?0 = −(ε1 + ε2) = −(α?1 + 2α?2 +

· · ·+ 2α?n). For each simple root the associated 1-dimensional root subgroup Xα 6 B?
0

is given by

Xα?n =

{
I2n+1 + κ(E0,−n − En,0)−

1
2

κ2E−n,n

∣∣∣∣ κ ∈ K+

}
,

Xα?i
= {I2n+1 + κ(Ei,i+1 − E−(i+1),−i) | κ ∈ K+},
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where Ek,` is an elementary matrix in Mat2n+1(K) whose only non-zero entry is 1 in
the kth row and `th column.

Example 3.1. Assume n = 2 then G? = SO5(K) and this a simple adjoint algebraic
group of type B2. The root system contains eight roots and the positive system con-
tains four roots. In particular we have

Φ?(T?
0)

+ = {ε1 − ε2, ε1, ε2, ε1 + ε2}.

The simple roots are given by the set ∆(T?
0) = {ε1 − ε2, ε2}. The two root subgroups

corresponding to the two simple roots have the form

Xε2 =




1 . . . .

1 κ −1
2κ2 .

1 −κ .
1 .

1




Xε1−ε2 =




1 κ . . .

1 . . .
1 . .

1 −κ

1




where κ ∈ K+ and a . represents a zero entry. It is easy to check that conjugating
the matrices in these root subgroups with an element of T?

0 induces the appropriate
automorphism of K+ that gives rise to the simple roots.

Let us finally consider the Weyl group of G and G?. We have W ∼= W? is isomor-
phic to the wreath product Z2 oSn, which can be seen by noticing that NG(T0) and
NG?(T?

0) are the subgroups of matrices which permute the unordered pairs of in-
dices (1,−1), . . . , (n,−n) in the elements t ∈ T0 and s ∈ T?

0 as defined in Eqs. (3.2)
and (3.3). We wish to describe the action of the Weyl group on the maximal torus T?

0
but it will be sufficient to describe the action of the simple reflections. Let s ∈ T?

0 be
as in Eq. (3.3) then we have the following descriptions:

• the simple reflection sα?i
∈ S?, for 1 6 i 6 n− 1, interchanges si, si+1 and s−1

i , s−1
i+1,

• the reflection sα?n ∈ S? interchanges sn, s−1
n .

3.2 Centralisers of Semisimple Elements in the Dual Group

In this section we discuss in more detail the structure of centralisers of semisimple
elements. We give examples of these structural results in our dual group G?. The
main result in this direction comes from Steinberg.

Theorem 3.2 (Steinberg, [Car93, Theorem 3.5.3]). Let G be a connected reductive alge-
braic group. For any semisimple element t ∈ T0 we have the centraliser and its connected
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component are given by

CG(t) = 〈T0, Xα, ẇ | α(t) = 1 for α ∈ Φ and sw = s for w ∈ W〉,
CG(t)◦ = 〈T0, Xα | α(t) = 1 for α ∈ Φ〉.

From the statement of Steinberg’s thereom we can easily see the existence of the
isomorphism A(s)→ AG?(s) mentioned in Section 2.3.

Example 3.3. Consider the case of G? = SO5(K). In certain cases it is possible to
determine the structure of the centraliser of a semisimple element using entirely brute
force methods. Let s = diag(η, η, 1, η−1, η−1) ∈ T?

0 be such that η 6= ±1. If x = (xij) ∈
Mat5(K) is such that xsx−1 = s then we have xs = sx so

ηx11 ηx12 x13 η−1x14 η−1x15

ηx21 ηx22 x23 η−1x24 η−1x25

ηx31 ηx32 x33 η−1x34 η−1x35

ηx41 ηx42 x43 η−1x44 η−1x45

ηx51 ηx52 x53 η−1x54 η−1x55

 =


ηx11 ηx12 ηx13 ηx14 ηx15

ηx21 ηx22 ηx23 ηx24 ηx25

x31 x32 x33 x34 x35

η−1x41 η−1x42 η−1x43 η−1x44 η−1x45

η−1x51 η−1x52 η−1x53 η−1x54 η−1x55

 ,

⇒ x =


x11 x12 0 0 0
x21 x22 0 0 0
0 0 x33 0 0
0 0 0 x44 x45

0 0 0 x54 x55

 .

We now wish to consider when such a matrix lies inside SO5(K). We recall that x
should satisfy the conditions xT J5x = J5 and det(x) = 1. Considering x as a block
matrix we haveAT 0 0

0 x33 0
0 0 BT


 0 0 J2

0 1 0
J2 0 0


A 0 0

0 x33 0
0 0 B

 =

 0 0 AT J2B
0 x2

33 0
BT J2A 0 0

 .

Therefore we must have AT J2B = J2 ⇒ B = J2(A−1)T J2 and x2
33 = 1 ⇒ x33 = ±1.

The determinant condition gives us that det(x) = x33 = 1 so we can describe the
centraliser of s as

CG?(s) =


A 0 0

0 1 0
0 0 J2(A−1)T J2


∣∣∣∣∣∣∣ A ∈ GL2(K)

 .

It is clear from this description of the centraliser that it is isomorphic to GL2(K),
so must be connected. In general this method of determining the structure of cen-
tralisers of semisimple elements is very ineffective. Indeed, even in SO5(K), there are
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some cases where it is difficult to determine whether the centraliser is connected or
disconnected.

In [Car81] Carter explicitly determines the semisimple types of connected components
of centralisers of semisimple elements in simple groups of classical type. Firstly,
the semisimple type of the connected component of the centraliser of a semisimple
element does not depend upon the choice of class representative. Hence we may
assume without loss of generality, until the end of this section, that s ∈ G? is contained
in our fixed maximal torus T?

0 . If this is the case then T?
0 6 CG?(s)◦ and we may

construct the root datum for CG?(s)◦ with respect to T?
0 . Let Φ(s) be the root system

of CG?(s)◦ with respect to T?
0 , (as in Section 2.3), then this is an additively closed

subsystem of Φ?. Carter gives criteria for subsystems to come from the connected
component of the centraliser of a semisimple element. By [Goo07, §2] up to W?-
conjugacy all possible additively closed root subsystems of Φ? can be obtained using
the following algorithm of Borel–De Siebenthal, (originally stated in [BDS49]).

The Algorithm of Borel–De Siebenthal. Let Φ be a root system with irreducible
components Φ1, . . . , Φr. We assume ∆i ⊂ Φi is a simple system of roots for the
irreducible root system Φi.

• Take a subset I of ∆̃ such that I∩ ∆̃i 6= ∅ for each 1 6 i 6 r.

• Generate a root subsystem Φ of Φ using the set ∆̃ \ I.

• Repeat the first two steps with Φ := Φ until all possibilities have been accounted
for.

Example 3.4. Consider the irreducible root system Φ of type B3. The Dynkin diagram
for this root system and its extended Dynkin diagram, (corresponding to the set ∆̃),
are given by

1 2 3
B3

0

1

2 3
B̃3

We give a list of W-conjugacy classes of additively closed root subsystems of Φ by
their Dynkin diagram. Note that roots of different lengths are not conjugate under
W. Therefore we write A1 for a rank 1 root system containing a long root of Φ and B1

for a rank 1 root system containing a short root of Φ. We will also write D2 for a root
system of type A1 A1 involving the roots labelled by 0 and 1 to be in keeping with the
notation we introduce below. If |I| = 1 in the algorithm of Borel–De Siebenthal we
have three possible diagrams.

1 2 3
B3

0 2 1
A3

0

1

3
D2 B1
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If |I| = 2 then we have the following four possiblities

2 3
B2

1 2
A2

1 3
A1 B1

0

1D2

Finally if |I| = 3 then we only have the two subsystems of type A1 and B1, examples
of which are given by the subsets {α1} and {α3} respectively. We also have the case
where |I| = 4 and the diagram is empty, corresponding to the empty root system.
This list then exhausts all possible W-conjugacy classes of additively closed subroot
systems of Φ.

We now consider this discussion in the context of our dual group G?. From the
algorithm of Borel–De Siebenthal it is clear to see that the semisimple type of the con-
nected component of the centraliser of a semisimple element of G? can only contain
components of type A, D and B. In fact it can only contain one component of type B.
Carter shows in [Car81, §4 - Table 1] that the connected component of the centraliser
of a semisimple element in G? contains at most one component of type D.

Let s ∈ T?
0 be a semisimple element such that s is as in Eq. (3.3). For each λ ∈ K× we

denote by m(λ) the cardinality of the set Nλ := {i | si = λ and 1 6 i 6 n} and we
denote by K̃× the set K× \ {±1}. After possibly replacing s by a conjugate under W?

we may assume

λ ∈ {si | 1 6 i 6 n} ⇒ λ−1 6∈ {si | 1 6 i 6 n} for all λ ∈ K̃×. (3.4)

Let us now consider the indecomposable subsystems of Φ(s).

• Assume λ ∈ K̃× then for each i, j ∈ Nλ we have (εi − ε j)(s) = sis−1
j = 1. As

λ 6= 1 we have (±εi)(s) 6= 1 for all 1 6 i 6 n. Assume 1 6 i, j 6 n are such
that (εi + ε j)(s) = sisj = 1 then si = s−1

j but by our assumption on s this implies

si = sj = ±1. In particular for each λ ∈ K̃× the set {εi − ε j | i, j ∈ Nλ and i 6= j}
is an additively closed root subsystem of Φ(s) of type Am(λ)−1. Note that this
set is simply the empty root subsystem if m(λ) < 2.

• For each i, j ∈ N−1 we have (εi − ε j)(s) = (εi + ε j)(s) = 1 but clearly for each i ∈
N−1 we have (±εi)(s) 6= 1. In particular the set {±εi ± ε j | i, j ∈ N−1 and i 6= j}
is an additively closed root subsystem of Φ(s) of type Dm(−1). Note that this set
is simply the empty set if m(−1) < 2. Finally the set {±εi,±εi ± ε j | i, j ∈ N1} is
an additively closed root subsystem of Φ(s) of type Bm(1).

Summarising this discussion we have for any s ∈ T?
0 satisfying the assumption in

Eq. (3.4) that the root system Φ(s) is the following disjoint union of irreducible sub-
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systems.

⋃
λ∈K̃×

{εi − ε j | i, j ∈ Nλ and i 6= j}
⋃
{±εi ± ε j | i, j ∈ N−1 and i 6= j}

⋃
{±εi ± ε j,±ε j | i, j ∈ N1 and i 6= j},

(3.5)

In particular Φ(s) is a root system of type ∏λ∈K̃× Am(λ)−1 Dm(−1) Bm(1) where A−1

and D1 should be taken to be the empty root system. Note that the description given
in Eq. (3.5) of Φ(s) is directly comparable with that given in [Car81, §3]. Using this
description we can consider when a semisimple element of G? is isolated.

Remark 3.5. It is easily seen that any conjugate of an isolated, (resp. quasi-isolated),
semisimple element is again isolated, (resp. quasi-isolated). As every semisimple
element of G? is conjugate to an element of our chosen maximal torus T?

0 we need
only determine which elements of T?

0 are isolated, (resp. quasi-isolated). Furthermore
we may work with one element from each W?-orbit of T?

0 . In particular we will work
with an element s ∈ T?

0 satisfying the assumption in Eq. (3.4) so that the root system
Φ(s) is then given as in Eq. (3.5).

Lemma 3.6. Let s ∈ T?
0 be a semisimple element satisfying the assumption in Eq. (3.4) so

that the root system Φ(s) of CG?(s)◦ is given as in Eq. (3.5). We have s is isolated if and only
if m(λ) = 0 for all λ ∈ K̃× and m(−1) 6= 1.

Proof. Assume that m(λ) = 0 for all λ ∈ K̃× then Φ(s) is a root system of type
Dm(−1) Bm(1). If m(−1) = 0 then Φ(s) = Φ? so clearly s is isolated as CG?(s)◦ = G?

and this is not a proper Levi subgroup. If m(−1) = 1 then Φ(s) is a subsystem of
type Bn−1 hence CG?(s)◦ is a proper Levi subgroup. Assume now that m(−1) 6∈ {0, 1}
then, after possibly replacing s by a W?-conjugate, we can see that α0 = −(ε1 + ε2)

forms a simple root of Φ(s). In particular we cannot have CG?(s)◦ is contained in a
proper Levi subgroup. Now assume m(λ) 6= 0 for some λ ∈ K̃×. It is easy to see that
Φ(s) is contained in a proper root subsystem of type ∏λ∈K̃× Am(λ)−1 Bm(−1)+m(1). This
corresponds to CG?(s)◦ lying in a proper Levi subgroup of G? so s is not isolated. �

We now consider for each semisimple element s ∈ T?
0 the structure of the full cen-

traliser CG?(s). To do this we must consider what Weyl group elements commute
with s.

Lemma 3.7. Let s ∈ T?
0 be a semisimple element satisfying the assumption in Eq. (3.4) so that

the root system Φ(s) of CG?(s)◦ is given as in Eq. (3.5) then W?(s) = W?(s)◦ if and only if
m(−1) = 0. Furthermore W?(s) is a Coxeter group of type ∏λ∈K̃× Am(λ)−1 Bm(−1) Bm(1).

Proof. The set ∆(s) = Φ(s) ∩ ∆̃? will be a system of simple roots for Φ(s). The group
A(s) is then simply given by {w ∈ W?(s) | w · ∆(s) = ∆(s)}, which means we have
an inclusion A(s) ⊆ AutW?(∆(s)) = {w ∈ W? | w · ∆(s) = ∆(s)}.
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The group AutW?(∆(s)) is described by Carter in [Car81, §3 - Proposition 11]. In par-
ticular AutW?(∆(s)) consists of: all permutations of isomorphic components of type
A and the graph automorphisms of order 2 of components of type A and D. Assume
that m(−1) = 0 then we claim that no such automorphism can centralise s. Assume
that m(λ1) = m(λ2) 6= 0 for some distinct λ1, λ2 ∈ K̃× then the corresponding type
A subsystems are of the same semisimple rank. Let w ∈ AutW?(∆(s)) be the element
which exchanges the two corresponding subsystems of Φ(s). Such an element acts on
s by exchanging the sets of entries {sj | j ∈ Nλ1} and {sj | j ∈ Nλ2} so cannot possibly
centralise s.

Let us assume that m(λ) > 2 for some λ ∈ K̃× then Φ(s) contains a subsystem of
type Am(λ)−1 such that m(λ)− 1 > 1. Let w ∈ AutW?(∆(s)) be the element inducing
the graph automorphism of order 2 on the component of type Am(λ)−1, (note that if
m(λ) = 2 then this automorphism is simply the identity). This Weyl group element
acts on the semisimple element s by exchanging si, (for any i ∈ Nλ), with s−1

j for some

uniquely determined j ∈ Nλ. Such an element clearly cannot centralise s as si 6= s−1
j ,

(because s satisfies the assumption in Eq. (3.4)). As m(−1) = 0 we must have A(s) is
trivial as required.

We now assume that m(−1) > 0. For all j ∈ N−1 we have sj = −1 so ε j(s) 6= 1 and the
reflection sε j ∈ W? acts on s by exchanging the entries sj and s−1

j so sε j ∈ W?(s). Let
j ∈ N−1 be the largest value in N−1 then sε j is such that sε j · (ε j − ε j−1) = −ε j − ε j−1

hence induces the graph automorphism of the component of type Dm(−1). We have
W?(s) = 〈W?(s)◦, sε j〉 so is a group generated by reflections. It is clear that the extra
reflection will complete the component of type Dm(−1) to a component of type Bm(−1)

so W?(s) is always a Coxeter group. �

Note that this is a reasonably exceptional case as W?(s) is not a Coxeter group in
general. Using this we can now settle when an element is quasi-isolated.

Corollary 3.8. The element s is quasi-isolated if and only if m(λ) = 0 for all λ ∈ K̃×.

Proof. Assume m(λ) 6= 0 for some λ ∈ K̃×. As in the proof of Lemma 3.6 we can
argue that CG?(s) will be contained in a Levi of type ∏λ∈K̃× Am(λ)−1 Bm(−1)+m(1) as
clearly the Weyl group of type Bm(−1)+m(1) will contain the reflection sε j ∈ W?(s) \
W?(s)◦. Therefore we have s is not quasi-isolated.

Assume m(λ) = 0 for all λ ∈ K̃× then by Lemma 3.6 if m(−1) 6= 1 we already know s
is isolated hence quasi-isolated so we need only consider the case when m(−1) = 1. In
this case Φ(s) is of type Bn−1 and the only root subsystem of Φ? properly containing
the root subsystem of type Bn−1 is Φ? itself. As W?(s) 6= W?(s)◦ we must have CG?(s)
is not contained in any proper Levi subgroup hence s is quasi-isolated. �
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Using Lemma 3.7 it is easy to determine what happens to a character of G̃ upon
restriction to G, (recall that in the following ι? denotes the surjective morphism G̃? →
G?). First let us note that if s ∈ T?

0 is a semisimple element then 2m(−1) and 2m(1)+ 1
give the multiplicities of −1 and 1 as eigenvalues of s. With this in mind we will cast
the following results in terms of eigenvalues.

Proposition 3.9. Let ψ ∈ E(G̃, s̃) be an irreducible character of G̃ for some semisimple ele-
ment s̃ ∈ G̃?. Assume ι?(s̃) has no eigenvalue equal to −1 then ResG̃

G(ψ) is an irreducible
character of G.

Proof. By Lemma 3.7 we know that the centraliser of s in G? is connected if and only
if it has no eigenvalue equal to −1. Therefore by Theorem 1.73 we know that every
restricted character in the given Lusztig series is irreducible. �

In fact we can be very specific about precisely which characters will split and which
characters will remain irreducible upon restriction.

Proposition 3.10. Let ψ ∈ E(G̃, s̃) be an irreducible character of G̃ for some semisimple
element s̃ ∈ G̃? and assume ι?(s̃) has −1 an eigenvalue. Let [ΛD] be the symbol of the
irreducible character of the component of type D appearing in ψ then ResG̃

G(ψ) is the sum of
two irreducible characters of G if [ΛD] is non-degenerate and irreducible otherwise.

Proof. By Lemma 3.7 we know that the centraliser of s in G? is disconnected. We
will denote by ψ̄ ∈ E(CG?(s)◦, 1) the unipotent character determined by ψ under the
bijection in Eq. (1.5). By Theorem 1.73 we can determine the number of irreducible
components of ResG̃

G(ψ) by inspecting the order of StabAG? (s)(ψ̄). First let us note that
AG?(s) is at most of order two so F? must act trivially, in other words AG?(s)F?

=

AG?(s). Therefore to determine the stabiliser we need only determine the action of
the full centraliser on the component of type D. By the proof of Lemma 3.7 we see
that the non-identity element of AG?(s) induces the graph automorphism of order 2
on the component of type D. Finally by Lemma 1.64 we know the stabiliser is AG?(s)
if [ΛD] is non-degenerate and trivial if [ΛD] is degenerate. �

3.3 Proof of Proposition A

To prove this result we will use the following result of Hézard.

Proposition 3.11 (Hézard, [Héz04, §4.2.3]). Let Õ be an F-stable unipotent class of G̃ such
that

SprC(Õ) =
[

a1 a2 · · · am+1

b1 · · · bm

]
We have two cases which we must consider separately.
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• δC(ũ) = 0. We construct a symbol [Λ] by letting

Λ =

(
a1 a2 − 1 · · · am+1 −m

b1 − 1 · · · bm −m

)
.

Then [Λ] parameterises a special irreducible character of W. Let W(F̃ ) ⊆ Irr(W) be
the unique family of irreducible characters containing [Λ] then |GF̃ | = |AG̃(ũ)| and
[Λ] is the Springer character ρũ,1. It is clear that (1̃, F̃ ) ∈ SF

G̃.

• δC(ũ) = 1. We define two pairs of sequences (α, β) and (γ, δ) in the following way{
αi = ai+1 − bai+1/2c − 1 for 1 6 i 6 m

βi = bi − bbi/2c − 1 for 1 6 i 6 m

{
γi = bai/2c for 1 6 i 6 m + 1,

δi = bbi/2c for 1 6 i 6 m.

We construct two symbols [ΛD], [ΛB] by setting

ΛD =

(
α1 · · · αm

β1 · · · βm

)
and ΛB =

(
γ1 γ2 · · · γm+1

δ1 · · · δm

)
.

The product [ΛD] � [ΛB] is a special irreducible character of a Weyl group of type
Dµ Bν, where µ, ν > 1 are integers determined by [ΛD] and [ΛB] such that µ + ν = n.
Furthermore [ΛD] is a non-degenerate symbol. There exists a semisimple element s̃ ∈
T̃?

0 , lying in an F?-stable W?-orbit, such that s = ι?(s̃) is the element

diag(−1, . . . ,−1︸ ︷︷ ︸
µ

, 1, . . . , 1︸ ︷︷ ︸
2ν+1

,−1, . . . ,−1︸ ︷︷ ︸
µ

) ∈ SO2n+1(K).

The centraliser of s̃ is connected and is of type Dµ Bν. Let W(F̃ ) ⊆ Irr(W(s̃)) be
the family determined by [ΛD]� [ΛB] then |GF̃ | = |AG̃(ũ)| and the induced caracter
jW
W(s̃)([ΛD]� [ΛB]) is the Springer character ρũ,1. Finally (s̃, F̃ ) ∈ SF

G̃ is an F-stable
pair.

Remark 3.12. As the question of F-stability in Proposition 3.11 is important for Propo-
sition A we briefly recap Hézard’s argument. In [Héz04, Remarque 4.4] Hézard ex-
plains that the automorphism F?

s̃ of W?(s̃) cannot exchange the two components of
type D and B. This does not mean that F?

s̃ always acts trivially on W?(s̃) as it may
induce an automorphism of order 2 on the component of type D. However as [ΛD] is
non-degenerate we will have W?(F̃ ) is invariant under F?

s̃ .

Let O be an F-stable unipotent class of G and (s̃, W?(F̃ )) ∈ SG̃ be the pair prescribed
by Proposition 3.11 for Õ. We take ψ̄ ∈ E(CG?(s)◦, 1) to be the image of a character
in F̃ , under the bijection given in Eq. (1.5), such that nψ̄ = |GF̃ |. We claim that the
triple (s̃, W?(F̃ ), ψ̄) is a solution to Proposition A. Noting that ι?(s̃) is clearly quasi-
isolated by Corollary 3.8 we see that it is sufficient to show that Property (P2) holds as
the remaining statements are all contained in Hézards result. We treat the two cases
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separately.

• δC(u) = 0. By Section 2.2.3 we know |ZG(u)| = 1 hence we need to show that
| StabAG? (s)(ψ̄)| = |ZG(u)F| = 1. However this is clear as s̃ is the identity so
AG?(s) is trivial.

• δC(u) = 1. By Section 2.2.3 we know |ZG(u)| = 2 therefore every non-trivial
element of the centre determines a non-trivial element of AG(u). Clearly F acts
trivially on Z(G) so we need to show that | StabAG? (s)(ψ̄)| = |ZG(u)F| = 2. It is
easy to see that s is F?-fixed and F? acts trivially on W? so AG?(s)F?

= AG?(s).
We see that [ΛD] is non-degenerate so this is a consequence of Proposition 3.10.

For the validity of condition ♣ we notice the following.

• When δC(u) = 0 the chosen semisimple element s̃ is the identity. In particular
CG?(s) = G? is connected and every character in F has a trivial stabiliser.

• When δC(u) = 1 then any character in F is parameterised by symbols [Λ1]� [Λ2]

such that [Λ1] is not degenerate, (because [ΛD] is not degenerate). Therefore we
have the stabiliser of any character in F is of order 2.

In other words we see that XF = ∅. This now completes the proof of Proposition A
for the case where G is simple of type Cn.
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Quasi-Isolated Semisimple Elements

It is clear from the statement of Proposition A that the necessary semisimple elements
in SF

G come from quasi-isolated semisimple elements in adjoint groups. A classifi-
cation of such semisimple elements was completed by Bonnafé in [Bon05]. In this
chapter we will focus on when these classes are F-stable. Furthermore we must deal
with certain rationality questions regarding semisimple classes in a simply connected
covering which surject onto quasi-isolated classes.

The results we prove in this chapter will be for G but in reality we will apply them in
the dual group. We use the notation of the group G for notational convenience. The
exception to this will be in Sections 4.2 and 4.5 where we prove results concerning the
relationship between G and G?.

4.1 Bonnafé’s Classification

Throughout this chapter we will always assume, unless otherwise stated, that G is
a simple algebraic group. We start by describing Bonnafé’s classification of quasi-
isolated semisimple elements, (see [Bon05, Table 2]). Bonnafé’s classification works in
all characteristics but the assumption that p is a good prime is not restrictive. This is
because when p is a bad prime it may only happen that certain classes are no longer
quasi-isolated. For example, if G is adjoint of type Bn, Cn or Dn and p = 2 then the
only quasi-isolated semisimple class is the identity, (see [Bon05, Example 4.8]).

Notation. Assume G is a connected reductive algebraic group and T 6 G is a
maximal torus. Recall that we have an isomorphism K× ⊗Z

qX(T) → T given by
k⊗ γ 7→ γ(k). Using the isomorphism ı : (Q/Z)p′ → K× we obtain an isomorphism
ıT : (Q/Z)p′ ⊗Z

qX(T) → T given by ıT(r⊗ γ) = γ(ı(r)). We have an action of F on
(Q/Z)p′ ⊗Z

qX(T) given by F(r⊗ γ) = r⊗ F(γ) which is compatible with the action
of F on T.

98
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As Gad is adjoint the character group X(Tad) may be identified with the root lattice
ZΦ. Furthermore the cocharacter group qX(Tad) can be identified with the coweight
lattice, which means we can naturally consider all fundamental dominant coweights
qvα ∈ qΩ to be elements of qX(Tad). Let A := AutW(∆̃) = {x ∈ W | x(∆̃) = ∆̃} 6 W
be the automorphism group of the extended Dynkin diagram in W and let Q(Gad)

denote the set of subsets Σ ⊂ ∆̃ such that the stabiliser of Σ in A acts transitively on
Σ. We then have the following theorem of Bonnafé.

Theorem 4.1 (Bonnafé, [Bon05, Theorem 5.1]). Let Σ ∈ Q(Gad) and define an element
tΣ ∈ Tad by setting

tΣ = ıTad

(
∑

α∈Σ

1
mα|Σ|

⊗ qvα

)
,

where qvα ∈ qΩ, (and mα is as in Definition 2.1). Following the conventions of Bonnafé we let
qvα0 = 0 and mα0 = 1, (see [Bon05, §3.B]). The following then hold:

• the map Σ 7→ tΣ induces a bijection between the set of orbits of A acting on Q(Gad)

and the set of conjugacy classes of quasi-isolated semisimple elements in Gad.

• for any Σ ∈ Q(Gad) we have:

– W(tΣ)
◦ = 〈sα ∈ S0 | α ∈ ∆̃− Σ〉;

– A(tΣ) = {xW(tΣ)
◦ | x ∈ A and x · Σ = Σ}.

An important aspect of Bonnafé’s theorem is that he determines the structure of
AG(tΣ), which is important to us in verifying the validity of Property (P2). In Ta-
bles 4.1 and 4.2 we reproduce Bonnafé’s classification of quasi-isolated semisimple
elements in classical and exceptional adjoint algebraic groups, as found in [Bon05,
Tables 2 and 3]. In the case of G2, F4 and E8 the notion of isolated and quasi-isolated
semisimple elements coincide as the adjoint and simply connected groups coincide.

Although it will not be a question that concerns us we make the following com-
ment regarding quasi-isolated semisimple elements. If s ∈ G is quasi-isolated then
δad(s) ∈ Gad is quasi-isolated. Furthermore s is isolated if and only if δad(s) is isolated,
(see [Bon05, Proposition 2.3]). So to determine classes of quasi-isolated semisimple
elements in simple algebraic groups it is enough to determine such classes in adjoint
groups.

We have described the group A of induced graph automorphisms in Appendix B.
Hence it is easy for us to know exactly the structure and actions of AG(tΣ). In Table 4.1
we have indicated conditions on n for such a class of elements to exist. Finally we note
that in the original table of Bonnafé the class representative for the class corresponding
to {αn/2} in Dn is denoted as having order 4. However it is clear that this element is
in fact of order 2 as it is isolated, (see [Bon05, Proposition 5.5]).
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Gad Σ mα|Σ| CGad(tΣ)
◦ |AGad(tΣ)| Isolated?

An {αj(n+1)/d | 0 6 j 6 d− 1}
d|n+1 and p-d

d (A(n+1−d)/d)
d d d = 1

Bn

{α0} 1 Bn 1 yes
{α0, α1} 2 Bn−1 2 no
{αd} 2 Dd Bn−d 2 yes

Cn

{α0} 1 Cn 1 yes
{αd}, 1 6 d < n/2 2 Cd Cn−d 1 yes
{αn/2}, (only if 2 | n) 2 Cn/2 Cn/2 2 yes
{α0, αn} 2 An−1 2 no
{αd, αn−d}, 1 6 d < n/2 4 Cd An−2d−1 Cd 2 no

Dn

{α0} 1 Dn 1 yes
{αd}, 1 6 d < n/2 2 Dd Dn−d 2 yes
{αn/2}, (only if 2 | n) 2 Dn/2 Dn/2 4 yes
{αd, αn−d}, 2 6 d < n/2 4 Dd An−2d−1 Dd 4 no
{α0, α1, αn−1, αn} 4 An−3 4 no
{α0, α1} 2 Dn−1 2 no
{α0, αn−1}, (only if 2 | n) 2 An−1 2 no
{α0, αn}, (only if 2 | n) 2 An−1 2 no

Table 4.1: Classes of Quasi-Isolated Semisimple Elements in Classical Groups

4.2 Component Groups of Semisimple Elements

In this section we will be interested in |AG?(s)| where s ∈ T?
0 is a semisimple element

such that s̄ = δ?ad(s) ∈ T?
sc is quasi-isolated. An expression for this is already obtained

by Bonnafé in [Bon05, Proposition 3.14(b)], however we wish to determine a slightly
different description which will make numerical comparisons between component
groups of unipotent elements in G simpler. If G? is simply connected then we know
that the centraliser of every semisimple element is connected, (by the classical work of
Steinberg), so this value will always be 1. It suffices therefore to only consider simple
groups which are neither simply connected nor adjoint. These groups can only occur
in types An and Dn so we may assume that G is such a simple group.

Let ŝ ∈ T?
ad be such that δ?sc(ŝ) = s ∈ T?

0 . Following Bonnafé [Bon05, §2.B] we define
two homorphisms ωs̄ : CG?

sc
(s̄) → Z(G?

ad) and ωs : CG?(s) → Z(G?
ad) by setting

ωs̄(x̄) = [ŝ, x̂] and ωs(y) = [ŝ, ŷ], where x̂, ŷ are such that (δ?ad ◦ δ?sc)(x̂) = x̄ and
δ?sc(ŷ) = y. We recall the following result of Bonnafé

Lemma 4.2 (Bonnafé, [Bon05, Corollary 2.8]). The homomorphisms ωs̄, ωs induce em-
beddings ω̃s̄ : AG?

sc
(s̄) → Z(G?

ad) and ω̃s : AG?(s) → Z(G?
ad). Their respective images
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Gad Σ p CGad(tΣ)
◦ |AG(tΣ)| Isolated?

E6

{α0} E6 1 yes
{α2} 2 A5 A1 1 yes
{α4} 3 A2 A2 A2 3 yes
{α0, α1, α6} 3 D4 3 no
{α2, α3, α5} 2, 3 A1 A1 A1 A1 3 no

E7

{α0} E7 1 yes
{α1} 2 A1 D6 1 yes
{α2} 2 A7 2 yes
{α3} 3 A2 A5 1 yes
{α4} 2 A3 A3 A1 2 yes
{α0, α7} 2 E6 2 no
{α1, α6} 2 D4 A1 A1 2 no
{α3, α5} 2, 3 A2 A2 A2 2 no

E8

{α0} E8 1 yes
{α1} 2 D8 1 yes
{α2} 3 A8 1 yes
{α3} 2 A1 A7 1 yes
{α4} 2, 3 A2 A1 A5 1 yes
{α5} 5 A4 A4 1 yes
{α6} 2 D5 A3 1 yes
{α7} 3 E6 A2 1 yes
{α8} 2 E7 A1 1 yes

F4

{α0} F4 1 yes
{α1} 2 A1 C3 1 yes
{α2} 3 A2 A2 1 yes
{α3} 2 A3 A1 1 yes
{α4} 2 B4 1 yes

G2

{α0} G2 1 yes
{α1} 2 A1 A1 1 yes
{α2} 3 A2 1 yes

Table 4.2: Quasi-Isolated Semisimple Elements in Exceptional Groups

are given by

Im(ω̃s̄) = {ẑ ∈ Z(G?
ad) | ŝ and ŝẑ are conjugate in G?

ad},
Im(ω̃s) = {ẑ ∈ Ker(δ?sc) | ŝ and ŝẑ are conjugate in G?

ad}.

It is easily checked that we have ωs̄ ◦ F?
s̄ = F? ◦ ωs̄ and ωs ◦ F?

s = F? ◦ ωs. From this
lemma we see that AG?

sc
(s̄) ∼= Im(ω̃s̄) and AG?(s) ∼= Im(ω̃s) so to determine |AG?(s)|

we need only determine | Im(ω̃s̄) ∩Ker(δ?sc)|.
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In later chapters we will want to compare |AG?(s)| with |AG(u)| for some unipotent
element u ∈ G. We now take the time to prove some small results which will facilitate
this. First we will need the following standard result on ϕ-conjugacy classes of a finite
abelian group.

Lemma 4.3 ([Bon05, Exemple 1.1]). Assume H is a finite abelian group and ϕ : H → H
is a homomorphism of H then H1(ϕ, H) = H/(ϕ − 1)H, where ϕ − 1 : H → H is the
homomorphism (ϕ− 1)(h) = h−1ϕ(h). In particular |H1(ϕ, H)| = |Hϕ|, where Hϕ denotes
the subgroup of ϕ-fixed points.

Proof. If H is abelian, we have u, v are ϕ-conjugate if and only if there exists h ∈ H
such that uh−1ϕ(h) = v. Therefore H1(ϕ, H) is given by the quotient group H/(ϕ−
1)H. Finally it is clear that Ker(ϕ− 1) = Hϕ so |H|/|Hϕ| = |(ϕ− 1)H|, which implies
|H1(ϕ, H)| = |H/(ϕ− 1)H| = |Hϕ|. �

Lemma 4.4. Assume G is a connected semisimple algebraic group then the groups Ker(δsc)

and Irr(Z(G?)) are isomorphic and this isomorphism is defined over Fq.

Proof. The restriction of the isogeny δsc to the maximal tori Tsc → T0 gives rise to
an injective homomorphism qX(Tsc) → qX(T0) by precomposing with δsc. By [Bon06,
Proposition 1.11] this induces a natural isomorphism ( qX(T0)/ qX(Tsc))p′

∼= Ker(δsc),
where we identify qX(Tsc) with its image in qX(T0). Using duality this gives rise to an
isomorphism

(X(T?
0)/X(T?

sc))p′
∼= ( qX(T0)/ qX(Tsc))p′

∼= Ker(δsc).

Recall that X(T?
sc) can be identified with ZΦ? so by [Bon06, Proposition 4.1] we have

a natural isomorphism X(Z(G)) ∼= (X(T?
0)/X(T?

sc))p′ . The morphism X(Z(G?)) →
Irr(Z(G?)), given by χ 7→ κ ◦ χ is an isomorphism of finite abelian groups. Finally,
checking the statements in [Bon06], we can see that all morphisms are defined over
Fq. �

Corollary 4.5. Assume G is a connected semisimple algebraic group then |Ker(δsc)F| =
|Z(G?)F? |.

Proof. From Lemma 4.4 we see that Ker(δsc)F ∼= Irr(Z(G?))F?
because the isomor-

phism is defined over Fq. The group Irr(Z(G?))F?
is canonically isomorphic to the

group Irr(H1(F?, Z(G?))) because χ is an element of Irr(Z(G?))F?
if and only if

χ(F?(z)) = χ(z) for all z ∈ Z(G?). On the other hand this is true if and only if
χ(z−1F?(z)) = χ(1) for all z ∈ Z(G?), which means Ker(χ) = (F? − 1)Z(G?). Using
Lemma 4.3 we see

|Ker(δsc)
F| = | Irr(Z(G?))F? | = |H1(F?, Z(G?))| = |Z(G?)F? |.
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To obtain the second equality we have used the fact that H1(F?, Z(G?)) has the same
order as its character group because it is a finite abelian group. �

We finally end this discussion on component groups with a particularly useful obser-
vation relating fixed point groups.

Lemma 4.6. Assume G is a semisimple algebraic group with a cyclic centre and O is an
F-stable unipotent class. Let s ∈ T?

0 be a semisimple element such that |AG?(s)| = |ZG(u)|
then |AG?(s)| = |ZG(u)F|, (where here AG?(s) = AG?(s)F?

s ).

Proof. By Lemma 4.2 we have AG?(s) is isomorphic to a subgroup of Ker(δ?sc) and
it is clear that ZG(u) is isomorphic to a subgroup of Z(G), (furthermore these iso-
morphisms are defined over Fq). We therefore reduce the question to the following:
if K 6 Ker(δ?sc) and L 6 Z(G) are subgroups with common order d := |K| = |L| is
|KF? | = |LF|?

By Lemma 4.4 we have |Ker(δ?sc)| = |Z(G)| = N, hence these groups are isomorphic
to a cyclic group of order N. We may assume that 1 6 n, m 6 N are such that
F?(x) = xn and F(y) = ym, where x is a generator for Ker(δ?sc) and y is a generator
for Z(G). Taking λ = N/d it is not difficult to see that |KF? | = λ · gcd(n − 1, d)
and |LF| = λ · gcd(m − 1, d). To show that these groups have the same order it is
enough to show that gcd(n− 1, d) = gcd(m− 1, d). However, because gcd(n− 1, d) =
gcd(n− 1, d, N) = gcd(n− 1, N), (similarly for gcd(m− 1, d)), it is sufficient to show
that gcd(n− 1, N) = gcd(m− 1, N). On the other hand this is just a restatement of
Corollary 4.5, so we’re done. �

4.2.1 Groups of Type An

If G is a group of type An then Z(G?
ad) is a cyclic group so this simplifies trying

to understand |AG?(s)|. We know |AG?
sc
(s̄)| = | Im(ω̃s̄)| in particular, as Ker(δ?sc) is

cyclic, we know z ∈ Im(ω̃s̄) ∩ Ker(δ?sc) if and only if the order of z divides | Im(ω̃s̄)|
and |Ker(δ?sc)|. Hence it is easy to see that we have

|AG?(s)| = gcd(|AG?
sc
(s̄)|, |Ker(δ?sc)|).

Assume u ∈ G is a unipotent element then d := |AG(u)| is a divisor of |AGsc(usc)|. By
the description of |AGsc(usc)| given in Section 2.2.1 we have d is a divisor of n + 1 and
p - d. Therefore there exists a semisimple element s ∈ T?

0 such that s̄ = δad(s) is quasi-
isolated and |AG?

sc
(s̄)| = d. As AG(u) = ZG(u) we have d divides |Z(G)| = |Ker(δ?sc)|

so |AG?(s)| = d.

What we have shown here is that for each unipotent conjugacy class O of G there
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exists a semisimple element s ∈ T?
0 such that |AG(u)| = |AG?(s)|.

4.2.2 Groups of Type Dn

If G is a simple group of type Dn such that n ≡ 1 (mod 2) then G must be isomorphic
to a special orthogonal group. The kernel Ker(δ?sc) will be the unique subgroup of
order 2 in Z(Gsc) so

|AG?(s)| =

1 if |AGad(s̄)| = 1,

2 if |AGad(s̄)| > 2.

If n ≡ 0 (mod 2) then G is either isomorphic to a special orthogonal group or a
half spin group. It is clear that if |AGad(s̄)| = 1 or 4 then we will respectively have
|AG?(s)| = 1 or 2. The problem now arises when |AGad(s̄)| = 2. Assume s̄ is a
quasi-isolated semisimple element with this property then in Table 4.3 we describe
the orders of |AG?(s)| depending upon whether G is a special orthogonal group or a
half spin group.

To determine the information in Table 4.3 one has to only check which element of
A stabilises Σ then see if the corresponding element of Z(Gsc) lies in Ker(δ?sc). The
correspondence between A and Z(Gsc) for groups of type D is outlined in detail at
the end of Appendix B.

Σ CG?
ad
(s̄)◦ SO2n(K) HSpin2n(K)

{αd}, 2 6 d < n/2 Dd Dn−d 2 1
{αn/2}, (only if 2 | n) Dn/2 Dn/2 2 2
{α0, α1} Dn−1 2 1
{α0, αn−1} An−1 1 1
{α0, αn} An−1 1 2

Table 4.3: Component Group Orders in Groups of Type Dn

In the table we have indicated the value |AG?(s)| assuming that s̄ = tΣ for the specified
set Σ ∈ Q(Gad).

4.3 F-stability of Classes in Adjoint Groups

In the remainder of this chapter we wish to address two issues. Firstly we wish to
show that, modulo some exceptions, every class of quasi-isolated semisimple elements
in a simple adjoint algebraic group is F-stable. Secondly we wish to show that, if C
is an F-stable class of quasi-isolated semisimple elements of Gad then there exists an
F-stable class of Gsc whose image under δad ◦ δsc is C.
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Proposition 4.7. Let Gad be a simple adjoint algebraic group of classical type and F a Frobe-
nius endomorphism written as Fr ◦ τ where τ is a graph automorphism of Gad. Given any set
Σ ∈ Q(Gad) we have tΣ is conjugate to F(tΣ) unless:

• Gad is of type Dn, the graph automorphism τ is of order 2 and Σ is {α0, αn−1} or
{α0, αn}.

• Gad is of type D4, the graph automorphism τ is of order 3 and Σ = {α0, α1}, {α0, α3}
or {α0, α4}.

In particular, except for those mentioned above, the conjugacy class containing tΣ is F-stable.

Proof. Let CΣ be the class of quasi-isolated semisimple elements of Gad such that
tΣ ∈ CΣ. Furthermore let yΣ = ı−1

Tad
(tΣ) = ∑α∈Σ 1/mα|Σ| ⊗ qωα ∈ (Q/Z)p′ ⊗ qX(Tad)

and recall that mα is constant on Σ. Using the fact that the tensor product is taken
over Z we have the action of F on yΣ is given by F(yΣ) = ∑α∈Σ r/mα|Σ| ⊗ qωτ(α). To
show CΣ is F-stable we need only show that yΣ and F(yΣ) lie in the same W-orbit.

• If Σ = {α0} then yΣ = 0, which is always F-fixed.

• Let Gad be of type An and assume τ is trivial. In this instance it will be much
more transparent to work with a concrete matrix realisation of Gad, namely
PGLn+1(K). Let d be a divisor of n + 1 and Σ the corresponding subset of the
roots. Following Bonnafé we define a matrix Jd = diag(1, ηd, η2

d, . . . , ηd−1
d ) ∈

GLd(K), where ηd is a primitive dth root of unity in K. Let s̃Σ = In+1/d ⊗
Jd ∈ GLn+1(K) be the Kronecker product of the matrices, where In+1/d ∈
GLn+1/d(K) is the identity matrix. Considering the standard quotient map
π : GLn+1(K) → PGLn+1(K) we have sΣ = π(s̃Σ) is a representative in Gad

of the class parameterised by Σ. The action of the Frobenius is given by F(s̃Σ) =

In+1/d ⊗ diag(1, η
q
d, η

2q
d , . . . , η

q(d−1)
d ). As q and d are coprime we have η

q
d = ηi

d

for some 1 6 i 6 d − 1 so the entries η
q
d, . . . , η

q(d−1)
d are just a permutation

of ηd, . . . , ηd−1
d . There is clearly an element of the Weyl group wd ∈ W such

that F(s̃Σ) = s̃wd
Σ . If C̃Σ is the conjugacy class of GLn+1(K) containing s̃Σ then

π(C̃Σ) = CΣ and F(C̃Σ) = C̃Σ. As π is defined over Fq we have π(F(C̃Σ)) =

π(C̃Σ)⇒ F(π(C̃Σ)) = F(CΣ) = CΣ so CΣ is an F-stable class.

• Let Gad be of type An and assume τ is of order 2. The map τ acts on the simple
roots by sending αk 7→ αn+1−k for all 1 6 k 6 n. Furthermore it is such that
τ(α0) = α0. The roots in Σ are all of the form αj(n+1)/d for some 0 6 j 6 d− 1,
where d is a divisor of n + 1 as in the previous case. If j 6= 0 then we have
τ(αj(n+1)/d) = α(d−j)(n+1)/d so it is clear that τ preserves the set Σ. Hence yΣ

and F(yΣ) are in the same W-orbit.

• Let Gad be of type Bn, Cn or Dn and assume τ is trivial. If mα|Σ| = 2 then
F(yΣ) = yΣ because q is odd hence q/2 = 1/2 ∈ Q/Z.
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Assume mα|Σ| = 4 then Gad must be of type Cn or Dn. If q ≡ 1 (mod 4) then
q/4 = 1/4 ∈ Q/Z and F(yΣ) = yΣ. If q ≡ 3 (mod 4) then q/4 = 3/4 = −1/4 ∈
Q/Z so F(yΣ) = −yΣ. If Gad is of type Cn or it is of type Dn and n ≡ 0 (mod 2)
then the longest element w0 ∈ W acts on the coweights by −1, (see [Bou02,
Plates II - IV (XI)]), therefore F(yΣ) and yΣ are conjugate by w0. If Gad is of type
Dn and n is odd then the longest element w0 ∈ W acts on the coroots as −ε

where ε is such that ε( qvi) = qvi for all 1 6 i 6 n− 2 and ε exchanges qvn−1 and
qvn, (see [Bou02, Plate IV (XI)]). All subsets Σ considered here are stable under ε

so F(yΣ) and yΣ are conjugate by w0.

• Let Gad be of type Dn and assume τ is of order 2. It is clear that all subsets Σ are
stable under τ, except for Σ = {α0, αn} or {α0, αn−1}. As τ cannot be induced
by an element of W we cannot have F(tΣ) conjugate to tΣ in these two cases.

• Let Gad be of type D4 and assume τ is of order 3. The possible subsets Σ ⊂ ∆̃
are {α0}, {α2}, {α0, α1, α3, α4}, {α0, α1}, {α0, α3} and {α0, α4}. The first three sets
are the only ones stable under τ. As τ cannot be induced by an element of W
we cannot have F(tΣ) conjugate to tΣ in these remaining cases. �

If Gad is simple and of exceptional type then we can compute the F-stability of
the semisimple classes using the development version of CHEVIE maintained by
Jean Michel at [Mic11]. This uses the implementation of semisimple elements in
[GHL+96], which was done by Bonnafé and Michel as a part of their computational
proof of the Mackey formula, (see [BM11]). In Appendix D we give the code for a
program which will verify the F-stability of any class of quasi-isolated semisimple
elements. For example if Gad is of type Dn (n > 4) such that n ≡ 0 (mod 2) then it
can be used to check the failure of the classes labelled by {α0, αn−1} and {α0, αn} to
be F-stable. Using this program we get the following proposition.

Proposition 4.8. Let Gad be a simple adjoint algebraic group of exceptional type then any
class of quasi-isolated semisimple elements in Gad is F-stable.

4.4 F-stability of Classes in Reductive Groups

Assume G is a connected reductive algebraic group such that G/Z(G) is simple and
δad : G → Gad is an adjoint quotient which is defined over Fq. We would like
to positively answer the following question: Given an F-stable class Cad of quasi-
isolated semisimple elements in Gad does there exist an F-stable class C in G such
that δad(C) = Cad?

Let G′ be the simple derived subgroup of G and assume δ′ad : G′ → Gad is an adjoint
quotient of G′. Assume there exists an F-stable class C ′ of G′ such that δ′ad(C ′) = Cad,
then such a class would be a solution to our question. This is clear as G is an almost
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direct product of G′ and Z(G). Let δ′sc : Gsc → G′ be a simply connected cover of
G′ and assume that Csc ∈ Cl(Gsc)F is an F-stable class of semisimple elements such
that (δ′ad ◦ δ′sc)(Csc) = Cad then C ′ = δ′sc(Csc) is a class as required. Following this we
may assume without loss of generality that G is a simple simply connected algebraic
group.

Example 4.9. We give an example to illustrate the subtlety of the question just posed.
Let G = SL2(K) and Gad = PGL2(K) and take F = Fq such that G = SL2(q) and
Gad = PGL2(q). We have a natural adjoint quotient δad : SL2(K) → PGL2(K) which
is defined over Fq. By [Car93, Theorem 3.7.6(i)] we know the number of F-stable
semisimple classes in both G and Gad is q. However it is clear that the central con-
jugacy classes {I2} and {−I2} in SL2(K) both map to the identity class in PGL2(K).
Hence there must exist at least one F-stable class in PGL2(K) which is not the image
of any F-stable semisimple class of SL2(K). In fact what we are really noticing here is
that the restriction of δad to SL2(q) fails to be surjective.

Proposition 4.10. Assume G is a connected simple simply connected algebraic group. Let
Cad ∈ Cl(Gad)

F be an F-stable class of quasi-isolated semisimple elements then there exists
an F-stable class of semisimple elements C ∈ Cl(G)F such that δad(C) = Cad.

Proof. We keep the notational conventions specified in the proof of Proposition 4.7.

• Assume Cad = {1} then clearly C = {1} satisfies our conditions.

• We will deal with a lot of cases by using the following argument inspired by
Lusztig and Bonnafé, (see [Lus88, §8] and [Bon05, §2.B]). Let s ∈ Cad and choose
ŝ ∈ G such that δad(ŝ) = s. If we can show ŝ is conjugate to F(ŝ) then the
class containing ŝ is F-stable and its image under δad is Cad. Note that we have
δad(F(ŝ)) = s so we must have F(ŝ) = ŝẑ for some ẑ ∈ Z(G). By Lemma 4.2 we
know AGad(s) is isomorphic to the group {ẑ ∈ Z(G) | ŝẑ is conjugate to ŝ in G},
hence whenever |AGad(s)| = |Z(G)| we’re done.

• Let Gad be PGLn+1(K). Consider the matrix s̃Σ = I(n+1)/d ⊗ Jd ∈ GLn+1(K)

specified in the proof of Proposition 4.7; then we already know that this lies
in an F-stable conjugacy class of GLn+1(K). We have det(s̃Σ) = ±1, (with −1
only when d is even and (n + 1)/d is odd), so it is clear that ŝΣ = det(s̃Σ)s̃Σ ∈
SLn+1(K), which is a simply connected group of type An. Applying the Frobe-
nius we see that F(ŝΣ) = det(s̃Σ)F(s̃Σ) but we know F(s̃Σ) and s̃Σ are conjugate
by an element of W so clearly F(ŝΣ) and ŝΣ are conjugate. Therefore we can take
C to be the conjugacy class containing ŝΣ.

To prove the remaining cases we will consider the following argument. Recall that
we have qX(T0) ⊆ qX(Tad) and qX(T0) can be identified with the coroot lattice Z qΦ.
Consider the element yΣ ∈ (Q/Z)p′ ⊗ qX(Tad) then we can express this as a sum of
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the simple coroots. We then have an element ŷΣ = ∑α∈∆ rα⊗qα for some rα ∈ (Q/Z)p′ ,
which gives us a representative ıT0(ŷΣ) of the preimage δ−1

ad (ıTad(yΣ)). We then argue
that ŷΣ is conjugate to F(ŷΣ) so we can take C to be the class containing ŷΣ.

• Let Gad be of type Cn then we need only consider the case where Σ = {αd} for
1 6 d 6 n− 1. Recall the coroots and coweights are a root system of type Bn.
Using the information in [Bou02, Plate II(VI)] we see that qωd lies in the coroot
lattice so rα is either 1 or 1

2 for all α ∈ ∆. By the arguments used in the proof of
Proposition 4.7 it is clear that ŷΣ is F-fixed.

• Let Gad be of type Dn and let Σ be such that mα|Σ| = 2 then F(yΣ) = yΣ.
Using the information in [Bou02, Plate IV(VI)] we see rα is either 1, 1

2 , 1
4 or 3

4
for all α ∈ ∆. Furthermore rαn−1 = rαn if Σ 6= {α0, αn−1} or {α0, αn}. Again
by the arguments used in the proof of Proposition 4.7 we see ŷΣ and F(ŷΣ) are
conjugate.

• Let Gad be of type E6. We need only consider the case where Σ = {α2}. Using
the information in [Bou02, Plate V(VI)] we see

ŷ{α2} =
1
2
⊗ qα1 +

1
2
⊗ qα4 +

1
2
⊗ qα6.

This is clearly F-fixed.

• Let Gad be of type E7. We need only consider the cases where Σ = {α1} or {α3}.
Using the information in [Bou02, Plate VI(VI)] we see

ŷ{α1} =
1
2
⊗ qα3 +

1
2
⊗ qα5 +

1
2
⊗ qα7,

ŷ{qα3} =
1
3
⊗ qα2 +

2
3
⊗ qα4 +

1
3
⊗ qα6 +

2
3
⊗ qα7.

It is clear that the element ŷ{α1} is F-fixed and if q ≡ 1 (mod 3) then ŷ{α3} is
F-fixed. If q ≡ 2 (mod 3) then F(ŷ{α3}) = −ŷ{α3} but by [Bou02, Plates VI(XI)]
we see that the longest element w0 ∈ W acts on the coroots by −1. Hence
ŷ{α3} = qw0 · F(ŷ{α3}) so we’re done. �

If G is of type C or D it will be useful to know that we can choose class representatives
with a specific action of F. In particular we record the following corollary for later,
which follows immediately from the proofs of Propositions 4.7 and 4.10.

Corollary 4.11. Assume G is simply connected of type Cn or Dn and Σ = {αd} ∈ Q(Gad)

is a subset where 1 6 d 6 n − 1. If G is of type Cn there exists an element s ∈ T0 such
that δad(s) = tΣ and F(s) = s. If G is of type Dn there exists an element s ∈ T0 such that
δad(s) = tΣ and F(s) = s or F(s) = sw0 , (where w0 ∈ W is the longest element).
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4.5 Remarks on Fixing Class Representatives

We assume that G is a connected simple algebraic group. We will now fix representa-
tives, which we assume chosen once and for all, for conjugacy classes surjecting onto
quasi-isolated classes. Let Σ ∈ Q(G?

sc) be a set of roots and let tΣ ∈ T?
sc be its corre-

sponding semisimple element. We assume that the class containing tΣ is F?-stable.

Let G̃′ be the derived subgroup of G̃? and denote by δ′sc : G?
ad → G̃′ and δ′ad :

G̃′ → G?
sc a simply connected cover and adjoint quotient of G̃′. By Proposition 4.10

we may fix a semisimple element ssc ∈ T?
ad such that the conjugacy class of G?

ad
containing ssc is F?-stable and (δ′ad ◦ δ′sc)(ssc) = tΣ, (this also satisfies the conditions
of Corollary 4.11). We then define the semisimple element s̃ ∈ G̃? to be the image of
δ′sc(ssc) under the natural embedding G̃′ → G̃?.

Recall that by duality we have a surjective morphism ι? : G̃? → G?, which restricts to
an isogeny G̃′ → G? defined over Fq. We define s ∈ T?

0 to be the image of s̃ under ι?.
This element lies in an F?-stable conjugacy class of G? and the image δ?ad(s) in G?

sc will
be tΣ. By defining the representatives in this way we have s, s̃ and tΣ are all conjugate
to their image under the Frobenius by the same element of the Weyl group, (where
here we identify the Weyl groups through the appropriate morphisms). In particular
we will be able to uniformly describe the automorphism induced by the generalised
Frobenius endomorphism on the component groups of their centralisers.
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Proposition A: Types An, Bn, E6 and E7

In this chapter we will prove Proposition A for the case where G is a non-adjoint
simple group of type An (n > 1), Bn (n > 2), E6 or E7. In Chapter 3 the choices
made by Hézard were sufficient to prove Proposition A for the case of type Cn. How-
ever, in general, it will be necessary to use results of Hézard together with the more
extensive results of Lusztig contained in [Lus09]. In [Lus09] Lusztig works with alge-
braic groups defined over C but he comments, (see [Lus09, §1.8]), that his results hold
whenever p is a very good prime for G. By this we mean the following.

Definition 5.1. Let G be a simple algebraic group. If G is of type An then G is a very
good prime for G if p does not divide n + 1. Otherwise p is very good for G if it is
good for G. Assume G is any connected reductive algebraic group and let G1 · · ·Gr

be the decomposition of the derived subgroup of G as an almost direct product of
simple groups. Then p is a very good prime for G if it is very good for each Gi.

We will discuss Lusztig’s results in type A and show that, for our concerns, these
work equally well in type A in any characteristic. To make stating the results of
Lusztig slightly more convenient we adopt the following convention. Consider a
subset I ⊆ S0 then we have a corresponding parahoric subgroup WI of W generated
by I. Let ρ ∈ Irr(WI) be an irreducible character of WI and let AI be the set of all
elements of A which normalise WI. We will write StabA(ρ) to denote the subgroup
of AI which stabilises the pair (ρ, WI) under the natural conjugation action of AI on
WI.

5.1 Type An

Let µ, ν > 1 be integers such that µ + ν = n − 1 then we denote by W(Aµ Aν) the
parabolic subgroup of W generated by the reflections S \ {sµ+1}, which is naturally
identified with Sµ+1 ×Sν+1. Lusztig has combinatorially described the j-induction
from W(Aµ Aν) to W in the following way.

110
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Lemma 5.2 (Lusztig, [Lus09, §3.1(b)]). Let [Λµ]� [Λν] ∈ Irr(W(Aµ Aν)) be a character.
Applying an appropriate amount of shifts we may assume that the representatives Λµ =

{λ1, . . . , λs} and Λν = {µ1, . . . , µs} of the symbols are of the same cardinality. The induced
character is then given by

jW
W(Aµ Aν)

([Λµ]� [Λν]) = [λ1 + µ1, λ2 + µ2 − 1, . . . , λs + µs − (s− 1)].

As j-induction is transitive this gives us a way to describe the j-induction of characters
from any parabolic subgroup of W.

Example 5.3. Consider the case of A6 and the parabolic subgroup W(A1 A2 A1) gen-
erated by the set of reflections S \ {s2, s5}. The sign characters of S2 and S3 are given
by the symbols [1, 2] = [0, 2, 3] and [1, 2, 3] respectively. We have W(A1 A2 A1) is natu-
rally a parabolic subgroup of the parabolic subgroup W(A4 A1) generated by the set
of reflections S \ {s5}. Applying Lemma 5.2 we have

jW(A4 A1)
W(A1 A2 A1)

([0, 2, 3]� [1, 2, 3]� [0, 2, 3]) = [1, 3, 4]� [0, 2, 3].

Again applying Lemma 5.2 we have

jW
W(A4 A1)

([1, 3, 4]� [0, 2, 3]) = [1, 4, 5].

The partition associated to the symbol [1, 4, 5] is λ([1, 4, 5]) = (1, 3, 3). This parame-
terises an irreducible character of W and we can verify the j-induction is correct by
using the j-induction tables contained in [GHL+96].

With this result it will be simple to prove Proposition A. Let O be a unipotent class
of G parameterised by a partition π = (π1, . . . , πs) of n + 1. Let d = |AG(u)| and
recall that d | πi for each 1 6 i 6 s, (as d divides |AGsc(usc)|). We can form a new
partition π′ = (π′1, . . . , π′s) of (n + 1)/d, where π′i = πi/d for all 1 6 i 6 s. We
denote by W(A(n+1−d)/d

d) the parabolic subgroup of W generated by the reflections
S \ {sj(n+1)/d | 0 6 j 6 d− 1}. The partition π′ parameterises an irreducible character
of a Weyl group of type A(n+1−d)/d and has an associated symbol [Λπ′ ] ∈ X̃(n+1)/d

such that λ([Λπ′ ]) = π′.

Proposition 5.4 (Lusztig, [Lus09, §3.2]). Let �d[Λπ′ ] denote the product of the character
[Λπ′ ] containing d copies then �d[Λπ′ ] ∈ Irr(W(A(n+1−d)/d

d)) is an irreducible character
of the parabolic subgroup. This character is such that StabA(�d[Λπ′ ]) = 〈σ(n+1)/d〉 and
jW
W(A(n+1−d)/d

d)
(�d[Λπ′ ]) is the Springer character ρũ,1.

Proof. Let W′ denote the parabolic subgroup W(A(n+1−d)/d
d), then the assertion con-

cerning the stabiliser is clear as a generator for the subgroup of A normalising W′
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acts by cyclically permuting the isomorphic irreducible components. Using transitiv-
ity and Lemma 5.2 precisely d− 1 times we have

jW
W′(�

d[Λπ′ ]) = [dπ′1, d(π′2 + 1)− (d− 1), . . . , d(π′s + (s− 1))− (d− 1)(s− 1)],

= [dπ′1, dπ′2 + 1, . . . , dπ′s + (s− 1)],

= [π1, π2 + 1, . . . , πs + (s− 1)].

Clearly the partition associated to this symbol is the partition π, hence this character
is the Springer character ρũ,1 by the description of the Springer correspondence given
in Section 2.2.1. �

By the results in Chapter 4 there exists a semisimple element s̃ ∈ T̃?
0 which lies in an

F?-stable conjugacy class such that W(s̃) = W(A(n+1−d)/d
d). Let W?(F̃ ) ⊆ Irr(W?(s̃))

be the family determined by the special character�d[Λπ′ ] described in Proposition 5.4.
As W?(s̃) is a direct product of groups of type A we have W?(F̃ ) contains only the
character �d[Λπ′ ]. This character is clearly invariant under all graph automorphisms,
so W?(F̃ ) must be invariant under F?

s̃ and (s̃, W?(F̃ )) is an F-stable pair.

We claim that the triple (s̃, W?(F̃ ), ψ̄), where s̃ and W?(F̃ ) are as above and ψ̄ is the
unipotent character parameterised by �d[Λπ′ ], satisfies properties (P1) to (P3). Note
that as we are dealing with products of groups of type A we always have nψ̄ = 1.
Furthermore by Section 2.2.1 we know |AG̃(ũ)| = 1 so Property (P1) holds. From
Sections 2.2.1 and 4.2.1 we see that |AG?(s)| = |ZG(u)| and by the results in Section 1.8
we know ψ̄ is invariant under all graph automorphisms, hence by Lemma 4.6 we have
Property (P2) holds. Finally Property (P3) is given to us by Proposition 5.4.

The condition ♣ is trivially true as ψ̄ is the only character in F , so |XF | = 0.

5.2 Type Bn

Let O be an F-stable unipotent class of G. There are two separate cases to consider
here which arise from the numerical value κB(u) introduced in Section 2.2.2. Through-
out each subsection we assume the conditions of the heading. Let µ, ν ∈ N then if
µ + ν = n we denote by W(Cµ Cν) the parahoric subgroup generated by the reflec-
tions S0 \ {sµ}. If 2µ + ν = n we denote by W(Cµ Aν Cµ) the parahoric subgroup of
W generated by the reflections S0 \ {sµ, sn−µ}.

5.2.1 The Case κB(u) > 2

For this case we use the following result of Hézard. Note that a similar statement is
proved by Lusztig in [Lus09, §4.12], however in a less direct way. We use Hézard’s



Chapter 5.2 113

result as it will provide an easier way to prove Property (P2).

Proposition 5.5 (Hézard, [Héz04, §4.2.2]). Let Õ be an F-stable unipotent class of G̃ such
that κB(ũ) > 2 and

SprB(Õ) =
[

a1 a2 . . . am+1

b1 . . . bm

]
We define two pairs of sequences (α, β) and (γ, δ) in the following way{

αi = bai/2c for 1 6 i 6 m + 1

βi = bbi/2c for 1 6 i 6 m

{
γi = ai − bai/2c for 1 6 i 6 m + 1,

δi = bi − bbi/2c for 1 6 i 6 m.

We construct two symbols [Λ1], [Λ2] by letting

Λ1 =

(
α1 α2 · · · αm+1

β1 · · · βm

)
,

Λ2 =

(
γ1 γ2 · · · γm+1

δ1 · · · δm

)
.

The product [Λ1]� [Λ2] is a special irreducible character of the parahoric subgroup W(Cµ Cν),
where µ, ν are integers determined by [Λ1] and [Λ2] such that µ + ν = n. Let W(F̃ ) ⊆
Irr(W(Cµ Cν)) be the family of characters determined by [Λ1]� [Λ2] then |GF̃ | = |AG̃(ũ)|
and the induced character jW

W(Cµ Cν)
([Λ1]� [Λ2]) is the Springer character ρũ,1.

Remark 5.6. Hézard proves more than what we have stated here. However we do not
wish to use his proof of the existence of an F-stable semisimple element as we instead
favour our results obtained from Bonnafé’s work.

By the results in Chapter 4 there exists a semisimple element s̃ ∈ T̃?
0 which is F?-

fixed, (see Corollary 4.11), and such that W(s̃) = W(Cµ Cν). Let [Λ1]� [Λ2] be the
special character prescribed in Proposition 5.5 and let W?(F̃ ) ⊆ Irr(W?(s̃)) be the
corresponding family, then (s̃, W?(F̃ )) is an F-stable pair. The family of unipotent
characters F will be a product F1�F2 determined by the special characters [Λ1] and
[Λ2]. Let ψ̄1 ∈ F1 and ψ̄2 ∈ F2 be such that nψ̄1

= |GF1 | and nψ̄2
= |GF2 |. We take ψ̄ to

be the product ψ̄1� ψ̄2 and we claim that (s̃, W?(F̃ ), ψ̄) is a triple satisfying properties
(P1) to (P3). Clearly Property (P1) holds because nψ̄ = nψ̄1

nψ̄2
= |GF1 ||GF2 | = |GF̃ |

and |GF̃ | = |AG̃(ũ)| by Proposition 5.5. Also Property (P3) holds by Proposition 5.5.

Recall from Section 2.2.3 that we have |ZG(u)| = 1 hence to show Property (P2) is
true we must prove that | StabAG? (s)(ψ̄)| = 1. If µ 6= ν then this is trivially true as the
centraliser is connected so |AG?(s)| = 1. In this situation it is clear that ♣ holds as
every character in F has to have a trivial stabiliser, in particular they have the same
stabiliser.
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Assume µ = ν then AG?(s) has order 2 and the non-trivial coset representative acts
by exchanging the two components of type C. If we can show that ψ̄1 6= ψ̄2 then these
characters cannot be exchanged by the non-trivial graph automorphism and we will
have StabAG? (s)(ψ̄) is trivial. In this case we must have n ≡ 0 (mod 2) and it will be
enough to show that [Λ1] 6= [Λ2] so the families F1 and F2 are distinct. Assume for
a contradiction that [Λ1] = [Λ2] then every entry of SprB(Õ) must be even because
ai = 2bai/2c and bi = 2bbi/2c. Let λ = (λ1, . . . , λs) be the partition parametrising
Õ then as κB(Õ) > 2 there exists an i such that λi = λi+1 are odd parts of λ. By
the construction given in Section 2.2.2 we have ci+1 = ci + 1, where the ci are the
corresponding entries of the Springer symbol. Hence at least one of those entries
must be odd so we’re done. This argument also shows that every character in F has
trivial stabiliser in AG?(s), which means |XF | = 0 so ♣ holds.

5.2.2 The Case κB(u) = 1

Proposition 5.7 (Lusztig, [Lus09, §4.10]). Let Õ be a unipotent class with κB(ũ) = 1.
There exist µ, ν ∈N, such that 2µ + ν = n, and a special irreducible character [Λ1]� [Λ2]�

[Λ1] ∈ Irr(W(Cµ Aν Cµ)), (which can be constructed inductively from SprB(Õ)), such that:

• f[Λ1]�[Λ2]�[Λ1]
= |AG̃(Õ)|,

• StabA([Λ1]� [Λ2]� [Λ1]) = A,

• jW
W(Cµ Aν Cµ)

([Λ1]� [Λ2]� [Λ1]) is the Springer character ρũ,1.

By the results in Chapter 4 there exists a semisimple element s̃ ∈ T̃?
0 which lies in an

F?-stable conjugacy class such that W(s̃) = W(Cµ Aν Cµ). Let W?(F̃ ) ⊆ Irr(W?(s̃))
be the family of characters determined by the special character [Λ1] � [Λ2] � [Λ1]

prescribed by Proposition 5.7. The character [Λ2] will be invariant under the graph
automorphism of Aν and as the components of type Cµ have the same character we
have [Λ1]� [Λ2]� [Λ1] is fixed under all graph automorphisms. Therefore W?(F )
must be invariant under F?

s̃ and (s̃, W?(F̃ )) is an F-stable pair.

The family of unipotent characters F will be a product F1 � F2 � F1, where the
families F1 and F2 are determined by the special Weyl group characters [Λ1] and
[Λ2]. Let ψ̄1 ∈ F1 and ψ̄2 ∈ F2 be such that nψ̄1

= |GF1 | and nψ̄2
= |GF2 |. We take

ψ̄ to be the product ψ̄1 � ψ̄2 � ψ̄1 and claim that (s̃, W?(F̃ ), ψ̄) is a triple satisfying
properties (P1) to (P3).

Clearly Property (P1) holds because nψ̄ = nψ̄1
nψ̄2

nψ̄1
= |GF1 ||GF2 ||GF1 | = |GF̃ | and

|GF̃ | = |AG̃(ũ)| by Proposition 5.7. Recall from Section 2.2.3 that |ZG(u)| = 2 so it
is clear that we have |AG?(s)| = |ZG(u)|. We know ψ̄ is invariant under all possible
graph automorphisms so Property (P2) follows from Lemma 4.6. Finally it is clear
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that Property (P3) holds by Proposition 5.7.

Every character ψ̄ ∈ F is parametrised by symbols [Λ1]� [Λ2]� [Λ3] and we know
that | StabAG? (s)(ψ̄)| = 2 if and only if [Λ1] = [Λ3]. It is then clear that |XF | =
|F1|2 − |F1| so in particular if |F1| 6= 1 then condition ♣ does not hold. However we
note that AG(u) is not abelian in this case.

5.3 Type E6

In the following we recall the results of Lusztig given in [Lus09, §7.1]. In the table we
list for each unipotent class, (labelled as in [Car93, §13.1]), a parahoric subgroup of
W?, (which is W?(s̃) for some semisimple element s̃ ∈ T̃?

0), and a special irreducible
character ρ ∈ Irr(W?(s̃)). Note that we have listed the parahoric subgroups only by
their type and this should be interpreted in the following way. For each type listed
in Table 5.1 there is a corresponding set of roots Σ ⊆ ∆̃? listed in Table 4.2. We take
the parahoric subgroup of that given type to be the subgroup generated by the set of
reflections S?

0 \ {sα | α ∈ Σ}.

Let W?(s̃) = W?
1 × · · · ×W?

r be a decomposition into irreducible Weyl groups, then
we have a corresponding decomposition of the family W?(F̃ ) = W?(F̃1) × · · · ×
W?(F̃r) determined by ρ. The family F of unipotent characters of CG?(s)◦ in bijective
correspondence with the family F̃ will then decompose as a corresponding product
of families F = F1 � · · ·� Fr. We choose unipotent characters ψ̄i ∈ Fi such that
ψ̄i = |GFi | = |GF̃i

| for each 1 6 i 6 r. We also make the extra assumption that if
W?

i
∼= W?

j for some i 6= j and ρi = ρj then we take ψ̄i = ψ̄j. Take ψ̄ to be the product
ψ̄1� · · ·� ψ̄r then we claim the triple (s̃, W?(F̃ ), ψ̄) satisfies properties (P1) to (P3).

Note that we have used the same choices as Lusztig in [Lus09, §7.1] except for the
unipotent classes labelled A3 +A1 and E6 as here Lusztig did not choose the Weyl
group of some quasi-isolated semisimple element.

O |AG̃(ũ)| |AG(u)| W?(s̃) ρ

1 1 1 E6 1′p

A1 1 1 E6 6′p

2 A1 1 1 E6 20′p

3 A1 1 1 A5 A1 [123456]� [12]

A2 2 2 E6 30′p

A2 +A1 1 1 E6 64′p
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O |AG̃(ũ)| |AG(u)| W?(s̃) ρ

2 A2 1 3 D4

[
0 1 2 3
1 2 3 4

]
A2 +2 A1 1 1 E6 60′p

A3 1 1 E6 81′p

2 A2 +A1 1 3 A2 A2 A2 [123]� [123]� [123]

A3 +A1 1 1 A5 A1 [1245]� [12]

D4(a1) 6 6 E6 80s

A4 1 1 E6 81p

D4 1 1 E6 24p

A4 +A1 1 1 E6 60p

A5 1 3 A1 A1 A1 A1 [12]� [12]� [12]� [12]

D5(a1) 1 1 E6 64p

E6(a3) 2 6 D4

[
0 2
1 3

]
D5 1 1 E6 20p

E6(a1) 1 3 D4

[
1
3

]
E6 1 3 A2 A2 A2 [3]� [3]� [3]

Table 5.1: Proof of Proposition A for E6.

In the table we have listed characters of W using the labelling described in [Lus84a,
§4.11] and characters of groups of classical type by their symbols. Before we can
explain why properties (P1) to (P3) are satisfied we must first explain why (s̃, W?(F̃ ))
is an F-stable pair. By the results in Chapter 4 there exists a semisimple element s̃ ∈ T̃?

0
which lies in an F?-stable conjugacy class such that W?(s̃) is one of the parahoric
subgroups listed in Table 5.1. We need only show that W?(F̃ ) is invariant under F?

s̃ . If
an irreducible component W?

i of W?(s̃) is of type D4 then the corresponding character
ρi is not degenerate and not one of the characters listed in Eq. (1.4). Furthermore
whenever W?

i
∼= W?

j for some j 6= i we always have ρi = ρj. Therefore the special
character is fixed under any graph automorphism hence W?(F̃ ) is invariant under F?

s̃
so we’re done.

(P1) We claim that for each character ρ we have fρ = |AG̃(ũ)| hence nψ̄ = |GF̃ | =
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|AG̃(ũ)|. Firstly recall that if ρ ∈ Irr(W?(s̃)) is a product of special characters
ρ1� · · ·� ρr then fρ = fρ1�···�ρr = fρ1 · · · fρr . Therefore we need only determine
the information for the irreducible constituents. If the component is of type E6

then the information can be read off Table 2.5. In a group of type A we always
have fρ = 1 for all characters. Finally in type D4 we have fρ = 1 if ρ is the only
character in its family and fρ = 2 if the character lies in a family containing three
characters, (note the families were computed in Example 1.63).

(P2) Reading from Tables 4.2 and 5.1 we see |AG?(s)| = |ZG(u)|. By Lemma 1.64 it
is clear that the character ψ̄ will be invariant under any graph automorphism
induced by an element of AG?(s) so we will have StabAG? (s)(ψ̄) = AG?(s). There-
fore by Lemma 4.6 we have Property (P2) holds.

(P3) If W?(s̃) is of type E6 then this is clear from the description of the Springer
correspondence given in Table 2.5. In the remaining cases this can be verified
using the j-induction tables, (which can be computed with [GHL+96]), together
with Table 2.5. The labelling of characters we choose here is different to that of
[GHL+96] so for convenience we give a dictionary to make checking this easier,
(see Table C.1).

We now consider the validity of the condition ♣. If |AG̃(ũ)| = 1 then |F | = 1 so it is
obvious that |XF | = 0. If O is the class A2 or D4(a1) then |XF | = 0 because CG?(s)
is connected so clearly | StabAG? (s)(ψ̄)| = 1 for all ψ̄ ∈ F . Finally we need now only
consider when O is the class E6(a3). However by Lemma 1.64 we know all unipotent
characters in the family are invariant under all graph automorphisms so we’re done.

5.4 Type E7

In the following we recall the results of Lusztig given in [Lus09, §7.1]. In the table we
list for each unipotent class, (labelled as in [Car93, §13.1]), a parahoric subgroup of
W?, (which is W?(s̃) for some semisimple element s̃ ∈ T̃?

0), and a special irreducible
character ρ ∈ Irr(W?(s̃)). Note that we have listed the parahoric subgroups only by
their type and this should be interpreted in the following way. For each type listed
in Table 5.2 there is a corresponding set of roots Σ ⊆ ∆̃? listed in Table 4.2. We take
the parahoric subgroup of that given type to be the subgroup generated by the set of
reflections S?

0 \ {sα | α ∈ Σ}.

Let W?(s̃) = W?
1 × · · · ×W?

r be a decomposition into irreducible Weyl groups, then
we have a corresponding decomposition of the family W?(F̃ ) = W?(F̃1) × · · · ×
W?(F̃r) determined by ρ. The family F of unipotent characters of CG?(s)◦ in bijective
correspondence with the family F̃ will then decompose as a corresponding product
of families F = F1 � · · ·� Fr. We choose unipotent characters ψ̄i ∈ Fi such that
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ψ̄i = |GF̃i
| for each 1 6 i 6 r. We also make the extra assumption that if W?

i
∼= W?

j for
some i 6= j and ρi = ρj then we take ψ̄i = ψ̄j. Take ψ̄ to be the product ψ̄1 � · · ·� ψ̄r

then we claim the triple (s̃, W?(F̃ ), ψ̄) satisfies properties (P1) to (P3).

Note that we have used the same choices as Lusztig in [Lus09, §7.1] except for the
unipotent classes labelled A4, (A5)

′′ and E7 as here Lusztig did not choose the Weyl
group of some quasi-isolated semisimple element.

O |AG̃(ũ)| |AG(u)| W?(s̃) ρ

1 1 1 E7 1′a

A1 1 1 E7 7a

2 A1 1 1 E7 27′a

(3 A1)
′′ 1 2 E6 1′p

(3 A1)
′ 1 1 A1 D6 [12]�

[
0 1 2 3 4 5
1 2 3 4 5 6

]
A2 2 2 E7 56a

4 A1 1 2 A7 [12345678]

A2 +A1 2 2 E7 120′a

A2 +2 A1 1 1 E7 189b

A3 1 1 E7 210′a

2 A2 1 1 E7 168′a

A2 +3 A1 1 2 A7 [1234568]

(A3 +A1)
′′ 1 2 E6 20′p

2 A2 +A1 1 1 A2 A5 [123]� [123456]

(A3 +A1)
′ 1 1 A1 D6 [12]�

[
0 1 3 4
1 2 3 4

]
D4(a1) 6 6 E7 315a

A3 +2 A1 1 2 A7 [123467]

D4 1 1 A2 A5 [3]� [123456]

D4(a1) + A1 2 4 E6 30′p

A3 +A2 2 2 A1 D6 [12]�

[
0 1 2 4
1 2 3 5

]

A4 2 2 A1 D6 [2]�

[
0 1 2 4
1 2 3 5

]
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O |AG̃(ũ)| |AG(u)| W?(s̃) ρ

A3 +A2 +A1 1 2 A3 A3 A1 [1234]� [1234]� [12]

(A5)
′′ 1 2 D4 A1 A1

[
0 1 2 3
1 2 3 4

]
� [2]� [2]

D4 +A1 1 2 A7 [2345]

A4 +A1 2 2 E7 512′a

D5(a1) 2 2 E7 420a

A4 +A2 1 1 E7 210b

(A5)
′ 1 1 A1×D6 [12]�

[
1 2
2 3

]
A5 +A1 1 2 A2 A2 A2 [123]� [123]� [123]

D5(a1) + A1 1 2 A7 [1346]

D6(a2) 1 2 A7 [1256]

E6(a3) 2 2 E7 405a

D5 1 1 E7 189′c

E7(a5) 6 12 E6 80s

A6 1 1 E7 105b

D5 +A1 1 2 A7 [236]

D6(a1) 1 2 A7 [1238]

E7(a4) 2 4 D4 A1 A1

[
0 2
1 3

]
� [12]� [12]

D6 1 2 A7 [4567]

E6(a1) 2 2 E7 120a

E6 1 1 E7 21′b

E7(a3) 2 4 E6 30p

E7(a2) 1 2 E6 20p

E7(a1) 1 2 E6 6p

E7 1 2 A7 [8]

Table 5.2: Proof of Proposition A for E7.

In the table we have listed characters of W and W(E6) using the labelling described
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in [Lus84a, §4.11] and characters of groups of classical type by their symbols. Before
we can explain why properties (P1) to (P3) are satisfied we must first explain why
(s̃, W?(F̃ )) is an F-stable pair. By the results in Chapter 4 there exists a semisimple
element s̃ ∈ T̃?

0 which lies in an F?-stable conjugacy class such that W?(s̃) is one
of the parahoric subgroups listed in Table 5.2. We need only show that W?(F̃ ) is
invariant under F?

s̃ . If an irreducible component W?
i of W?(s̃) is of type D then the

corresponding character ρi is not degenerate and is not one of the characters listed in
Eq. (1.4). Furthermore whenever W?

i
∼= W?

j for some j 6= i we always have ρi = ρj.
Therefore the special character is fixed under any graph automorphism hence W?(F̃ )
is invariant under F?

s̃ so we’re done.

(P1) As in the case of E6 we only need to verify information for irreducible con-
stituents. If W?(s̃) is of type E6 or E7 then the information about fρ can be read
off Tables 2.5 and 2.6. In type A we always have fρ = 1 for all characters. Finally
in types D4 or D6 we have fρ = 1 if ρ is the only character in its family and
fρ = 2 if the character lies in a family containing three characters.

(P2) Reading from Tables 4.2 and 5.2 we see |AG?(s)| = |ZG(u)|. By Lemma 1.64 it is
clear that the character ψ̄ will be invariant under any graph automorphism in-
duced by an element of AG?(s), so we will have StabAG? (s)(ψ̄) = AG?(s). There-
fore by Lemma 4.6 we have Property (P2) holds.

(P3) If W?(s̃) is of type E7 then this is clear from the description of the Springer
correspondence given in Table 2.6. In the remaining cases this can be verified
using the j-induction tables, (which can be computed with [GHL+96]), together
with Table 2.6. The labelling of characters we choose here is different to that of
[GHL+96] so for convenience we give a dictionary to make checking this easier,
(see Table C.2).

We now consider the validity of the condition ♣. If |AG̃(ũ)| = 1 then |F | = 1 so it
is obvious that |XF | = 0. Assume O is such that |AG̃(ũ)| = |AG(u)| then |XF | = 0
because CG?(s) is connected so clearly | StabAG? (s)(ψ̄)| = 1 for all ψ̄ ∈ F . Finally we
need now only consider when O is the class D4(a1) + A1, E7(a3), E7(a4) or E7(a5).
However using Lemma 1.64 we see all characters in the family F are invariant under
all graph automorphisms so we’re done.
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Proposition A: Type Dn

In this chapter we will prove Proposition A for the case where G is a non-adjoint sim-
ple group of type Dn (n > 4), which will complete our proof of Proposition A. Again
we will use both the results obtained by Lusztig in [Lus09] and Hézard in [Héz04].
Let O be an F-stable unipotent class of G. There are four separate cases to consider
here, which arise from the numerical values nD(u), κD(u) and δD(u) introduced in
Section 2.2.4. Throughout each subsection we assume the conditions of the heading.

Remark 6.1. The subgroup of W which we denote A is denoted Ω by Lusztig. We
now describe how Lusztig’s chosen generators for Ω can be identified with our chosen
generators for A. Lusztig fixes two generators ω1 and ω2 of Ω such that: if n is even
ω1 maps i 7→ (n + 1− i)′ and i′ 7→ n + 1− i for all 1 6 i 6 n, if n is odd then ω1

maps i 7→ (n + 1 − i)′ and i′ 7→ n + 1 − i for all 1 6 i 6 n − 1 and maps n 7→ 1
and n′ 7→ 1′, finally ω2 maps i 7→ i for all 2 6 i 6 n− 1 and interchanges 1 with 1′

and n with n′. From this description it is not difficult to check that ω2 is identified
with σ1. Furthermore if n ≡ 0 (mod 2) then ω1 is identified with σn−1 and if n ≡ 1
(mod 2) then ω1 is identified with σn. This now removes any difficulty in verifying
our statements of Lusztig’s results.

Let µ, ν ∈ N then if µ + ν = n and µ, ν > 2 we denote by W(Dµ Dν) the parahoric
subgroup generated by the reflections S0 \ {sµ}. If µ = 1 we denote by W(Dµ Dν)

the parahoric subgroup generated by the reflections S0 \ {s0, s1}, similarly if ν = 1
we take the set S0 \ {sn−1, sn}. If 2µ + ν = n and µ > 2 we denote by W(Dµ Aν Dµ)

the parahoric subgroup generated by the reflections S0 \ {sµ, sn−µ}. If µ = 1 then
we denote by W(Dµ Aν Dµ) the parabolic subgroup generated by the reflections S0 \
{s0, s1, sn−1, sn}. Finally we denote by W(A+

n−1) the parabolic subgroup generated
by the reflections S0 \ {s0, sn} and by W(A−n−1) the parabolic subgroup generated
by the reflections S0 \ {s0, sn−1}, (this is in keeping with the notation introduced in
Section 2.2.4).

121
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6.1 The case nD(u) > 1, κD(u) > 2 and δD(u) = 0

For this case we will use the following result of Hézard as it will provide an easier
way to prove Property (P2).

Proposition 6.2 (Hézard, [Héz04, §4.2.4]). Let Õ be an F-stable unipotent class of G̃ such
that δD(ũ) = 0 and

SprD(Õ) =
[

a1 · · · am

b1 · · · bm

]
We construct a symbol [Λ] by letting

Λ =

(
a1 a2 − 1 · · · am − (m− 1)
b1 b2 − 1 · · · bm − (m− 1)

)
,

which parameterises a special irreducible character of W. Let W(F̃ ) ⊆ Irr(W) be the unique
family of irreducible characters determined by [Λ] then |GF̃ | = |AG̃(ũ)| and the character
[Λ] is the Springer character ρũ,1.

Let [Λ] be the special character prescribed by Proposition 6.2 and W?(F̃ ) ⊆ Irr(W?)

the corresponding family of characters. To show that (s̃, W?(F̃ )), where s̃ is the
identity in T̃?

0 , is an F-stable pair we need only show that [Λ] is not degenerate. Let
λ = (λ1, . . . , λs) be the partition parameterising the unipotent class Õ. Under the
assumed conditions we have every number occurring in λ occurs an even number of
times and at least one odd number occurs in λ. Hence there exists an entry λi, with
i odd, such that λi = λi+1 but by the construction given in Section 2.2.4 this would
mean the corresponding entries of the Springer symbol are such that ci+1 = ci + 1.
Therefore the symbol [Λ] cannot be degenerate in this case.

Let ψ̄ ∈ F be such that nψ̄ = |GF̃ |. By Proposition 6.2 we clearly have Properties (P1)
and (P3) hold. From Section 2.2.4 we see |ZG(u)| = 1 regardless of the isomorphism
type of G and trivially | StabAG? (s)(ψ̄)| = |ZG(u)F| = 1 because CG?(s) = G? is
connected, which means Property (P2) holds. Clearly the stabiliser in AG?(s) of every
character in F is trivial, which means ♣ holds.

6.2 The case nD(u) > 1, κD(u) > 2 and δD(u) = 1

Proposition 6.3 (Lusztig, [Lus09, §6.14]). Let Õ be a unipotent class with nD(ũ) > 1,
κD(ũ) > 2 and δD(ũ) = 1. There exists µ, ν ∈N such that µ+ ν = n and a special character
[Λ1]� [Λ2] ∈ Irr(W(Dµ Dν)), (which can be constructed inductively from SprD(Õ)), such
that:

• f[Λ1]�[Λ2] = |AG̃(Õ)|,
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• StabA([Λ1]� [Λ2]) = 〈σ1〉

• jW
W(Dµ Dν)

([Λ1]� [Λ2]) is the Springer character ρũ,1.

By the results in Chapter 4 there exists a semisimple element s̃ ∈ T̃?
0 such that

F?(s̃) = s̃ or F?(s̃) = s̃w0 , (see Corollary 4.11), and W(s̃) = W(Dµ Dν), (recall that
in Section 2.3 we defined W(s̃) to be the inverse image of W?(s̃) under the anti-
isomorphism W→ W?). Let [Λ1]� [Λ2] be the special character prescribed by Propo-
sition 6.3 and W?(F̃ ) ⊆ Irr(W?(s̃)) the associated family of characters. We claim
(s̃, W?(F̃ )) is an F-stable pair. If F?(s̃) = s̃ then F?

s̃ = F? so this is obvious and
there is nothing to prove. If µ 6= ν then the only possible graph automorphisms are
the automorphisms of order 2 on the irreducible components. However clearly [Λ1]

and [Λ2] are not degenerate because, by Proposition 6.3, they are invariant under the
graph automorphism induced by σ1. Therefore it is clear that the family W?(F̃ ) will
be invariant under F?

s̃ so we need only consider the case where µ = ν and F?(s̃) = s̃w0 .

To prove this we consider the unique element w1 ∈ w0W?(s̃) of minimal length in the
right coset. We can write w1 = w0y for some y ∈ W?(s̃) and w1 has the property that it
preserves the subset of S0 generating the parahoric subgroup W?(s̃). The element w0

will act by sending every root to its negative, so y must do the same. However there
is only one element of W?(s̃) with such a property and that is the longest element.
Hence the graph automorphism induced on W?(s̃) by w1 is a product of the graph
automorphisms induced by the longest elements but these automorphisms won’t per-
mute the two irreducible constituents. Therefore we must have W?(F̃ ) is invariant
under F?

s̃ .

Let us recall that F denotes the family of unipotent characters of CG?(s)◦ in bijective
correspondence with the family F̃ . The family F will be a product F1 � F2, where
the families F1 and F2 are determined by the special characters [Λ1] and [Λ2]. Let
ψ̄1 ∈ F1 and ψ̄2 ∈ F2 be such that nψ̄1

= |GF1 | and nψ̄2
= |GF2 |. We take ψ̄ to

be the product ψ̄1 � ψ̄2 then we claim (s̃, W?(F̃ ), ψ̄) is a triple satisfying properties
(P1) to (P3). Clearly Property (P1) holds because nψ̄ = nψ̄1

nψ̄2
= |GF1 ||GF2 | = |GF̃ |

and |GF̃ | = |AG̃(ũ)| by Proposition 6.3. It is also clear that Property (P3) holds by
Proposition 6.3.

We now concern ourselves with Property (P2), which we must consider for each iso-
morphism type. Assume first that G is either simply connected or isomorphic to a
special orthogonal group then by the results in Section 2.2.4 we have |ZG(u)| = 2. If G
is isomorphic to a special orthogonal group then |AG?(s)| = |ZG(u)|, (see Table 4.3).
The non-trivial element of AG?(s) induces the graph automorphism σ1 ∈ A, therefore
StabAG? (s)(ψ̄) = AG?(s) and Property (P2) follows from Lemma 4.6.
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If G is simply connected then Z(G) is not necessarily cylic, which means we cannot
use Lemma 4.6 so we must argue directly. As StabA([Λ1] � [Λ2]) 6= A we must
have [Λ1] 6= [Λ2] so | StabAG? (s)(ψ̄)| 6 2 hence we need only show that AG?(s)F?

s̃ =

AG?(s) and ZG(u)F = ZG(u). If F acts trivially on Z(G) then F? acts trivially on
Ker(δ?sc) so everything is fixed. Assume F acts non-trivially on the centre then it
acts by exchanging ẑn−1, ẑn hence we will have Z(G)F = 〈ẑ1〉 = Ker(δ?sc)

F?
, (where

here we’ve identified Z(G) with Z(G?
ad)). It is clear that AG?(s) is isomorphic to the

subgroup 〈ẑ1〉 so AG?(s)F?
s̃ = AG?(s). Recall from Section 2.2.4 that ZG(u) is given by

CG(u)◦ and ẑn−1CG(u)◦ = ẑnCG(u)◦ so we also have ZG(u)F = ZG(u).

Assume now that G is isomorphic to a half spin group then by the results in Sec-
tion 2.2.4 we have |ZG(u)| = 1. If µ 6= ν then |AG?(s)| = 1 and the result is clear. If
µ = ν then |AG?(s)| = 2 however the graph automorphism induced by the non-trivial
element of AG?(s) exchanges the two components of type Dn/2. As was mentioned
above [Λ1] 6= [Λ2] so StabAG? (s)(ψ̄) is trivial.

As [Λ1], [Λ2] are not degenerate this is true of all characters in the families F1 and
F2. In particular the stabiliser of any character in the family F has the same order as
StabAG? (s)(ψ̄) so condition ♣ holds.

6.3 The case nD(u) > 1, κD(u) = 1

Note that in this case we necessarily have δD(u) = 1.

Proposition 6.4 (Lusztig, [Lus09, §6.11]). Let Õ be a unipotent class with nD(Õ) > 1,
κD(ũ) = 1 and δD(ũ) = 1. There exists µ ∈ N and ν ∈ N0 such that 2µ + ν = n
and a special character [Λ1]� [Λ2]� [Λ1] ∈ Irr(W(Dµ Aν Dµ)), (which can be constructed
inductively from SprD(Õ)), such that:

• f[Λ1]�[Λ2]�[Λ1]
= |AG̃(Õ)|,

• StabA([Λ1]� [Λ2]� [Λ1]) = A

• jW
W(Dµ Aν Dµ)

([Λ1]� [Λ2]� [Λ1]) is the Springer character ρũ,1.

By the results in Chapter 4 there exists a semisimple element s̃ ∈ T̃?
0 which lies in

an F?-stable conjugacy class such that W?(s̃) is identified with the W(Dµ Aν Dµ) un-
der the anti-isomorphism W → W?. Let [Λ1] � [Λ2] � [Λ1] be the special charac-
ter prescribed by Proposition 6.4 and W?(F̃ ) ⊆ Irr(W?(s̃)) its associated family of
characters then the pair (s̃, W?(F̃ )) is F-stable. This is clear because we must have
[Λ1]� [Λ2]� [Λ1] is invariant under all graph automorphisms by the statement re-
garding the stabiliser in Proposition 6.4 so W?(F̃ ) will be invariant under F?

s̃ .



Chapter 6.4 125

The family of unipotent characters F will be a product F1�F2�F1 where the fam-
ilies F1 and F2 are determined by the special characters [Λ1] and [Λ2]. Let ψ̄1 ∈ F1

and ψ̄2 ∈ F2 be such that nψ̄1
= |GF1 | and nψ̄2

= |GF2 |. We take ψ̄ to be the product
ψ̄1 � ψ̄2 � ψ̄1 and we claim that (s̃, W?(F̃ ), ψ̄) is a triple satisfying properties (P1) to
(P3). Clearly Property (P1) holds because nψ̄ = nψ̄1

nψ̄2
nψ̄1

= |GF1 ||GF2 ||GF1 | = |GF̃ |
and |GF̃ | = |AG̃(ũ)| by Proposition 6.4. It is also clear that Property (P3) holds by
Proposition 6.4.

We now concern ourselves with Property (P2), which we must consider for each iso-
morphism type. Assume G is simply connected then by the results in Section 2.2.4
we have |ZG(u)| = 4 and by the results in Chapter 4 we have |AG?(s)| = |ZG(u)|.
In particular we have ZG(u) ∼= Z(G) and AG?(s) ∼= Ker(δ?sc) so Property (P2) holds
by Corollary 4.5 and the fact that ψ̄ is invariant under all graph automorphisms. As-
sume G is isomorphic to a special orthogonal or half spin group then |ZG(u)| = 2
and |AG?(s)| = |ZG(u)|. Again we have ZG(u) ∼= Z(G) and AG?(s) ∼= Ker(δ?sc) so
Property (P2) holds by Corollary 4.5.

Every character ψ̄ ∈ F is parameterised by symbols [Λ1]� [Λ2]� [Λ3], where neither
[Λ1] nor [Λ3] are degenerate and we know | StabAG? (s)(ψ̄)| = |ZG(u)F| if and only if
[Λ1] = [Λ3]. Hence it is clear that |XF | = |F1|2− |F1| so in particular if |F1| 6= 1 then
condition ♣ does not hold. However we note that here AG(u) is not abelian.

6.4 The case nD(u) = 0

Recall that if nD(u) = 0 then n ≡ 0 (mod 2) and O is necessarily a degenerate
unipotent class. By Lemma 2.40 if we express F as a composition Fr ◦ τ then we must
have τ is a trivial graph automorphism. In particular we may assume that F is the
Frobenius endomorphism Fq.

Proposition 6.5 (Lusztig, [Lus09, §6.13]). Let Õ be a degenerate unipotent class. There ex-
ists a parabolic subgroup W′, which is either W(A+

n−1) or W(A−n−1), and a special irreducible
character [Λ] ∈ Irr(W′), (which can be constructed inductively from SprD(Õ)), such that:

• f[Λ] = |AG̃(ũ)|,

• StabA([Λ]) =

〈σn〉 if [Λ] ∈ Irr(W(A+
n−1)),

〈σn−1〉 if [Λ] ∈ Irr(W(A−n−1)),

• jW
W′([Λ]) is the Springer character ρũ,1.

Remark 6.6. In [Lus09, §6.3] Lusztig describes two ways to construct a parabolic sub-
group of W which is of type An−1 and denotes these by W ′0 × S(λ)

n ×W ′0 with λ = 0
or 3. It is easily checked that the parabolic subgroup with λ = 0 corresponds to
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W(A+
n−1) and the parabolic subgroup with λ = 3 corresponds to W(A−n−1). Unless

G is isomorphic to a half spin group the choice of parabolic subgroup is immaterial
to our result. However when G is isomorphic to a half-spin group this choice is im-
portant and we will explain below that it can be made concrete by the transitivity of
j-induction.

By the results in Chapter 4 there exists a semisimple element s̃ ∈ T̃?
0 which lies in an

F?-stable conjugacy class such that W(s̃) = W(A±n−1). Let [Λ] be the special character
prescribed by Proposition 6.5 and let W?(F̃ ) ⊆ Irr(W?(s̃)) be its associated family of
characters then the pair (s̃, W?(F̃ )) is F-stable. This is clear because W?(F̃ ) contains
only the character [Λ] and any irreducible character of a Weyl group of type A is
invariant under all graph automorphisms.

The corresponding family F will contain only one irreducible character ψ̄ and it nec-
essarily satisfies nψ̄ = |GF̃ |. We claim the triple (s̃, W?(F̃ ), ψ̄) satisfies properties
(P1) to (P3). Clearly Property (P1) holds because nψ̄ = |GF̃ | and |GF̃ | = |AG̃(ũ)| by
Proposition 6.5. It is also clear that Property (P3) holds by Proposition 6.5.

We now concern ourselves with Property (P2), which we must consider for each iso-
morphism type. Assume G is simply connected then by the results in Section 2.2.4
we have |ZG(u)| = 2 and by the results in Chapter 4 we have |AG?(s)| = 2, so we at
least have |AG?(s)| = |ZG(u)|. The Frobenius endomorphism Fq cannot exchange the
elements ẑn−1 and ẑn because these are both elements of order 2 and q is odd, it then
follows that Z(G)F = Z(G) and Ker(δ?sc)

F?
= Ker(δ?sc). Hence |AG?(s)F?

s | = |ZG(u)F|
and by Proposition 6.5 we have StabAG? (s)(ψ̄) = AG?(s) so Property (P2) holds. If G
is isomorphic to a special orthogonal group then |ZG(u)| = |AG?(s)| = 1 so Property
(P2) clearly holds.

Finally we deal with the case where G is isomorphic to a half spin group. We will
freely use the notation introduced in Section 2.2.4 with regards to degenerate unipo-
tent classes. We must first clarify the choice over the parabolic subgroup in Propo-
sition 6.5. The subgroup W(A±η∗) is a parabolic subgroup of W(A±n−1) so by the
transitivity of j-induction we have

jW
W(A±

η∗ )
(sgnW(A±

η∗ )
) = jW

W(A±n−1)
(j

W(A±n−1)

W(A±
η∗ )

(sgnW(A±
η∗ )

)).

Let W(A′η∗) denote either W(A+
η∗) or W(A−η∗). By this remark on the transitivity of

j-induction we must have the parabolic subgroup W′ in Section 2.2.4 contains the
parabolic subgroup W(A′η∗) for which jW

W(A′η∗ )
(sgnW(A′η∗ )

) is the Springer character.

As the Springer correspondence depends upon n we consider this in two cases.

Notation. We denote by W?(A+
n−1) the parabolic subgroup of W? generated by the
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reflections S? \ {s?n} and by W?(A−n−1) the parabolic subgroup of W? generated by
the reflections S? \ {s?n−1}. Similarly we denote by W?(A±η∗) the appropriate parabolic
subgroup of W?(A±n−1).

Assume n ≡ 0 (mod 4) then the Springer character ρũ,1 is the induced character
jW
W(A±n−1)

(sgnW(A±n−1)
). Under the duality described in Section 1.2.1 we see that the

simple reflection si is sent to the simple reflection s?i , for all 1 6 i 6 n, under the
isomorphism W → W?. Hence under this isomorphism the subgroup W(A±n−1) is
sent to the subgroup W?(A±n−1). In particular the element s̃ ∈ T̃?

0 is such that W?(s̃) =
W?(A±n−1). From the information in Section 2.2.4 and table 4.3 we see that we always
have |AG?(s)| = |ZG(u)|, therefore Property (P2) holds as StabAG? (s)(ψ̄) = AG?(s) and
the Frobenius acts trivially on AG?(s) and ZG(u).

Assume n ≡ 2 (mod 4) then the Springer character ρũ±,1 is the induced character
jW
W(A∓

η∗ )
(sgnW(A∓

η∗ )
). Under the duality described in Section 1.2.1 we see that the sim-

ple reflection si is sent to the simple reflection s?i , for all 1 6 i 6 n − 2, under the
isomorphism W → W?. However sn−1 is sent to s?n and sn is sent to s?n−1, hence un-
der this isomorphism the subgroup W(A∓n−1) is sent to the subgroup W?(A±n−1). In
particular the element s̃ ∈ T̃?

0 is such that W?(s̃) = W?(A±n−1). From the information
in Section 2.2.4 and table 4.3 we see that we always have |AG?(s)| = |ZG(u)|, there-
fore Property (P2) holds as StabAG? (s)(ψ̄) = AG?(s) and the Frobenius acts trivially on
AG?(s) and ZG(u).

As |F | = 1 it is obvious that |XF | = 0 so ♣ holds.
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Kawanaka’s Conjecture

Remark 7.1. In this chapter and the next we will constantly use the triple in Propo-
sition A. For checking Proposition A it was convenient for us to always have our
semisimple elements lie in our fixed maximal torus. This came at the expense of us
having to work with the generalised Frobenius endomorphism F?

s̃ . From this point
forward we will assume that the semisimple elements lie in G̃?, which we may do by
replacing s̃ by a geometric conjugate as in the proof of Theorem A.

7.1 Generalised Gelfand–Graev Representations

Let G be any connected reductive algebraic group, p a good prime for G and F a
Frobenius endomorphism of G. If u ∈ G is a unipotent element of the finite reductive
group GF then Kawanaka has associated to u a so called generalised Gelfand–Graev
representation, (or GGGR for short), which we denote Γu. This is a representation of
G whose construction depends only on the G-conjugacy class of u. These representa-
tions are such that Γ1 is the regular representation, (where 1 ∈ G is the identity), and
Γu is a Gelfand–Graev representation if u is a regular unipotent element.

The general definition of GGGRs was first given by Kawanaka in [Kaw86, §3.1] but
for the purposes of this discussion we will follow the equivalent definition given by
Geck in [Gec04, §2]. Note that in [Gec04] after writing F as a composition Fr ◦ τ it
is assumed that the automorphism τ is trivial but it is clear that this condition is
unnecessary for the definition of a GGGR.

Let O ∈ ClU(G)F be an F-stable unipotent class then, by Lemma 2.40, the correspond-
ing weighted Dynkin diagram ∆(O) is stable under the action of F on the roots of G.
Recall that in Appendix A we associated to ∆(O) an additive function η : Φ → Z.

128
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For each i ∈N we define a variety

Uη,i = ∏
α∈Φ+

η(α)>i

Xα ⊆ U0,

then the canonical parabolic subgroup, (as defined in Appendix A.1), associated to O
has a Levi decompositon Pη = Uη,1Lη. By [Kaw86, Theorem 2.1.1(i)] the class O is
the unique F-stable unipotent class such that O ∩Uη,2 is dense in Uη,2. Furthermore
O ∩ Uη,2 is a single Pη-conjugacy class which is invariant under right multiplication
by elements from Uη,3.

Let g be the corresponding Lie algebra of G defined over K, then g also has an Fq-
rational structure with an associated Frobenius map F : g → g, (for example this is
the differential of the Frobenius map on G). Recall that g has a Cartan decomposition
t0 ⊕

⊕
α∈Φ gα and for each α ∈ Φ we fix an element eα ∈ gα such that gα = Keα, (note

that the maximal toral subalgebra t0 is such that F(t0) = t0). We write x 7→ x∗ for an
opposition Fq-automorphism of g, i.e. this is an automorphism such that t∗0 = t0 and
e∗α ∈ Fqe−α for all α ∈ Φ, (such an automorphism exists by [Car72, §4.2 - pg. 56]). We
define cα := κ(e∗α, eα), where κ : g× g→ K is a non-degenerate G-invariant associative
bilinear form, (for example the Killing form).

Definition 7.2. We fix a non-trivial additive character χ1 : F+
p → Q

×
` , where here

Fp is viewed as a group under addition. If r is a power of p then we denote by
χr : F+

r → Q
×
` the non-trivial character χ1 ◦ TrFr/Fp , (where TrFr/Fp : Fr → Fp is the

field trace). Consider a unipotent element u ∈ O ∩Uη,2 then write

u ∈
(

∏
α∈Φ+

η(α)=2

xα(rα)
)
·Uη,3 where rα ∈ Fq.

Using this notation we define a map ϕu : Uη,2 → Q
×
` by

ϕu

(
∏

α∈Φ+

η(α)>2

xα(vα)
)
= χq

(
∑

α∈Φ+

η(α)=2

cαrαvα

)
where vα ∈ Fq.

The map ϕu is a group homomorphism so a linear character of Uη,2. By [Kaw86,
Lemma 3.1.12] we have

γu = [Uη,1 : Uη,2]
−1/2 IndG

Uη,2
(ϕu).

is a character of G. The generalised Gelfand–Graev representation Γu associated to u is
the representation of G admitting γu as its character.

Remark 7.3. By [Kaw86, Lemma 3.1.12] we know [Uη,1 : Uη,2] is an even power of q
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so the square root exists. By [Gec04, Remark 2.2] if u1, u2 ∈ O ∩Uη,2 are G-conjugate
then γu1 = γu2 . By the same remark the intersection O ∩Uη,2 contains a representa-
tive for each G-conjugacy class contained in OF. In particular we may assume that
a well chosen representative of O lies in Uη,2 as any G-conjugate of a well-chosen
representative is well chosen.

If G is a connected reductive algebraic group with a disconnected centre then we will
want to relate characters of GGGRs of G̃ with characters of GGGRs of G. We start by
making the following obvious observation.

Lemma 7.4. Assume G has a disconnected centre. Let Õ be a G̃-conjugacy class of unipotent
elements and let Oi, for 1 6 i 6 d, be the G-conjugacy classes such that Õ ∩G = O1 t · · · t
Od. Let ui ∈ Oi be class representatives then γ̃ui = IndG̃

G(γui) for all 1 6 i 6 d, where γ̃ui

is the character of the GGGR of G̃ associated to ui ∈ Õ.

Proof. This is clear from the definition of the character of a GGGR as Uη,2 is a sub-
group of G̃ and induction is transitive. �

If u ∈ G̃ is a unipotent element then u is also a unipotent element of GF. We will de-
note the character of G̃ admitted by the GGGR associated to u by γ̃u and the character
of G admitted by the GGGR associated to u by γu. We will need another observation
regarding the natural conjugation action of G̃ on a GGGR. The group G̃ is the product
G · T̃0, therefore we may assume that any left transversal of G in G̃ is contained in T̃0.
In particular, if ψ ∈ Cent(G) is a class function of G then for any g ∈ G̃ there exists
t ∈ T̃0 such that ψg = ψt.

Proposition 7.5 (Geck, [Gec93, Proposition 2.2]). For any unipotent element u ∈ U0 and
any t ∈ T̃0 we have γt

u = γtut−1 .

Proof. Let us adopt the notation of Definition 7.2. Recall that xα(rα) is a unipo-
tent element in G̃ and the action of t by conjugation on this element is given by
txα(rα)t−1 = xα(α(t)rα). It is clear that

tut−1 ∈
(

∏
α∈Φ+

η(α)=2

xα(α(t)rα)
)
·Uη,3.

Inspecting the map ϕtut−1 we see for all vα ∈ Fq that

ϕtut−1

(
∏

α∈Φ+

η(α)>2

xα(vα)
)
= χq

(
∑

α∈Φ+

η(α)=2

cα(α(t)rα)vα

)
,

= χq

(
∑

α∈Φ+

η(α)=2

cαrα(α(t)vα)
)

,
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= ϕu

(
∏

α∈Φ+

η(α)>2

xα(α(t)vα)
)

,

= ϕt
u

(
∏

α∈Φ+

η(α)>2

xα(vα)
)

.

Using the definition of an induced character and that t normalises G we see

IndG
Uη,2

(ϕtut−1) = IndG
Uη,2

(ϕt
u) = IndG

Uη,2
(ϕu)

t.

By the definition of GGGRs we now have γtut−1 = γt
u as required. �

The focus of this chapter is the following conjecture that was made by Kawanaka
concerning the GGGRs associated to a finite reductive group. We will denote the
unipotent variety of G by U , in other words U is the subvariety of G containing all
unipotent elements of G.

Definition 7.6. Let G be a connected reductive algebraic group and F a generalised
Frobenius endomorphism of G. We say a complex class function ψ of G is unipotently
supported if ψ(x) 6= 0 implies x ∈ U F. In other words, the support of ψ as a function
is contained in U F. We define CentU(G) to be the subspace of Cent(G) consisting of
all unipotently supported class functions.

Conjecture 7.7 (Kawanaka, [Kaw85, 3.3.1]). Assume G is a connected reductive algebraic
group and p is a good prime for G. Let u1, . . . , ur be representatives for the unipotent con-
jugacy classes of G then the set {γui | 1 6 i 6 r} forms a Z-basis for the Z-module of all
unipotently supported virtual characters of G.

Assuming G has a connected centre and p, q are large enough then this was proved
by Geck and Hézard in [GH08, Theorem 4.5]. Here p, q large enough means that the
results of [Lus92] are true, (hence also the results of [GH08]). In particular by [Lus92,
1.3] this means p is large enough that the maps exp : N → U and log : U → N define
inverse bijections between the unipotent variety of G and the nilpotent variety of g. It
would be sufficient in all cases to assume p > 3(h− 1), where h is the Coxeter number
of G. The bound on q comes from [Lus90, Theorem 1.14], which is a fixed constant
depending only on the root system of G.

We assume from now until the end of this chapter that p, q are large enough in
the sense just defined.

Our aim in this chapter is to show that Kawanaka’s conjecture is true for certain sim-
ple groups with a disconnected centre. To do this we will follow the same line of
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argument as in [GH08, §4]. In particular the focus will be on the following observa-
tion.

Lemma 7.8 (Geck & Hézard, [GH08, Lemma 4.2]). Let u1, . . . , ud be representatives for
the G-conjugacy classes of unipotent elements. Assume that there exist virtual characters
χ1, . . . , χd ∈ Z Irr(G) such that the matrix of scalar products (〈χi, γuj〉G)16i,j6d is invertible
over Z then Conjecture 7.7 holds.

7.2 The Case of Abelian Component Groups

In this section we will prove a result which is crucial in dealing with almost all cases.
However before we can do this we must gather together some results regarding Alvis–
Curtis duality.

Let L be a Levi subgroup of G such that P is a parabolic subgroup containing L
and P = UL o L, where UL is the unipotent radical of the parabolic. Furthermore
assume that P and L are F-stable, (hence UL is also F-stable). Let φ ∈ Cent(L) be
a class function of the Levi subgroup then define RG

L : Cent(L) → Cent(G) to be
the linear map RG

L (φ) = (IndG
P ◦ InfP

L)(φ). The map RG
L is a Harish-Chandra induc-

tion map for the Levi subgroup L and is a generalisation of the construction given in
Proposition 1.25. There is also a corresponding Harish-Chandra restriction map denoted
∗RG

L : Cent(G)→ Cent(L). These are obtained from a pair of adjoint functors between
the Q`-module categories of G and L, in particular they satisfy Frobenius reciprocity.
It is a consequence of the Mackey formula, (as in Section 1.4), that these maps de-
pend only upon the choice of L and not on the choice of P, (see for example [DM91,
Proposition 6.1]).

Definition 7.9 ([DM91, Definition 8.8]). Assume G is a connected reductive algebraic
group and F is a generalised Frobenius endomorphism of G. We define a map DG :
Cent(G)→ Cent(G) to be

DG = ∑
P>B0

(−1)rk(P)RG
L ◦ ∗RG

L

where the summation is over the set of all F-stable parabolic subgroups of G contain-
ing B0 and L is any Levi subgroup of P. Note rk(P) denotes the semisimple Fq-rank
of P, (for a definition see [DM91, Definition 8.6]). We call DG the Alvis–Curtis duality
map.

From [DM91, Corollary 8.14 and Proposition 8.10] we know DG is an isometry of
Cent(G) and DG ◦ DG is the identity. Hence, for any irreducible character χ ∈ Irr(G)

there exists a sign εχ ∈ {1,−1} such that εχDG(χ) ∈ Irr(G). For any χ ∈ Irr(G) we
denote by χ∗ the irreducible character εχDG(χ).
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Lemma 7.10. Let G be a connected reductive algebraic group with a disconnected centre and
F a generalised Frobenius endomorphism of G. Then

ResG̃
G ◦DG̃ = DG ◦ ResG̃

G .

Proof. By [DM91, Proposition 2.2] if H̃ is a Borel, parabolic or Levi subgroup of G̃
then H := H̃ ∩G is also such a subgroup of G and the map H̃ → H gives a bijection
between the sets of such subgroups. Identifying these groups in this way and using
the statements in [Bon06, Proposition 10.10] we have

ResG̃
G ◦DG̃ = ∑

P̃>B̃

(−1)rk(P̃)(ResG̃
G ◦RG̃

L̃ ) ◦
∗RG̃

L̃ ,

= ∑
P̃>B̃

(−1)rk(P̃)RG
L ◦ (ResL̃

L ◦∗RG̃
L̃ ),

= ∑
P>B

(−1)r(P)(RG
L ◦ ∗RG

L ) ◦ ResG̃
G,

= DG ◦ ResG̃
G .

To obtain the third equality we have used the fact that P and P̃ will have isomorphic
derived subgroups, which implies rk(P) = rk(P̃). �

Corollary 7.11. Let χ̃ ∈ Irr(G̃) and χi ∈ Irr(G), for 1 6 i 6 k, be such that ResG̃
G(χ̃) =

χ1 + · · ·+ χk. Then εχ̃ = εχi for all 1 6 i 6 k, in particular ResG̃
G(χ̃

∗) = χ∗1 + · · ·+ χ∗k .

Proof. We know εχ̃DG̃(χ̃) ∈ Irr(G̃) so it is a character of G̃. This means

ResG̃
G(χ̃

∗) = εχ̃(ResG̃
G ◦DG̃)(χ̃) = εχ̃(DG ◦ ResG̃

G)(χ̃) = εχ̃DG(χ1) + · · ·+ εχ̃DG(χk)

is a character of G, where the second equality is obtained by Lemma 7.10. As it is
a character all coefficients of irreducible constituents must be positive therefore we
cannot have εχi 6= εχ̃ for any 1 6 i 6 k. The final statement is clear by definition. �

From now until the end of this chapter we assume that G is a simple algebraic
group with a disconnected centre.

We temporarily fix the following notation. If Õ is an F-stable unipotent class of G̃ then
we denote by Õi, for 1 6 i 6 d, the G̃-conjugacy classes such that ÕF = Õ1 t · · · t Õd.
For each Õi we write Oi,j, for 1 6 j 6 ki (where ki is a number depending upon the
class Õi), for the G-conjugacy classes such that Õi ∩ G = Oi,1 t · · · t Oi,ki . Finally we
fix G-conjugacy class representatives ui,j ∈ Oi,j for each 1 6 i 6 d and 1 6 j 6 ki.
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Proposition 7.12. Let O be an F-stable unipotent class of G and assume AG(u) is abelian.
Consider the triple (s̃, W?(F̃ ), ψ̄) prescribed by Proposition A. There exist irreducible charac-
ters χi,j ∈ E(G, s), (which are constituents of restrictions from F̃ ), such that 〈χ∗i,j, γux,y〉 =
δi,xδj,y, for 1 6 i, x 6 d and 1 6 j, y 6 ki. Furthermore ki = |ZG(u)F| for all i.

Proof. Recall that ũ ∈ ÕF is a class representative such that AG̃(ũ)
F = AG̃(ũ). The

G̃-classes in ÕF are in bijection with the F-conjugacy classes in AG̃(ũ) therefore d =

|AG̃(ũ)| by Lemma 4.3. As AG(u) is also abelian we have the number of G-conjugacy
classes contained in O is |H1(F, AG(u))| = |AG(u)F| = ∑d

i=1 ki.

By [GH08, Proposition 4.3], which we can use as Property (P1) and Property (P3)
hold, there exist irreducible characters χ̃1,1, . . . , χ̃d,1 ∈ F̃ such that 〈χ̃∗i,1, γ̃ux,1〉 = δi,x

for all 1 6 i, x 6 d. Using Lemma 7.4 followed by Frobenius reciprocity we see

δi,x = 〈χ̃∗i,1, γ̃ux,1〉G̃ = 〈χ̃∗i,1, IndG̃
G(γux,1)〉G̃ = 〈ResG̃

G(χ̃
∗
i,1), γux,1〉G.

As AG(u) is abelian we know ♣ holds, in particular using Corollary 7.11 we know
the restriction has the following decomposition into irreducible characters

ResG̃
G(χ̃

∗
i,1) = χ∗i,1 + · · ·+ χ∗i,|ZG(u)F| ⇒ δi,x =

|ZG(u)F|

∑
j=1

〈χ∗i,j, γux,1〉.

Without loss of generality we may assume the labelling to be such that 〈χ∗i,j, γux,1〉 =
δi,xδj,1. We will write StabG̃(χ

∗
i,1) for the stabiliser of χ∗i,1 in G̃ under the natural

conjugation action of G̃ on Irr(G). By Clifford theory and the remark before Proposi-
tion 7.5 there exists a set {ti,1, . . . , ti,|ZG(u)F|} ⊆ T̃0, (which can be completed to form
a left transversal of StabG̃(χ

∗
i,1) in G̃), such that χ∗i,j := χ∗i,1

ti,j satisfies the condition
χ∗i,j = χ∗i,k if and only if j = k. We assume for convenience that ti,1 is the identity for
all i. As conjugation by elements of G̃ is an isometry of the space of all class functions

δi,x = 〈χ∗i,1
ti,j , γ

ti,j
ux,1〉 = 〈χ

∗
i,j, γti,j(ux,1)t−1

i,j
〉.

We claim that given distinct indices j, k we cannot have ti,j(ux,1)t−1
i,j and ti,k(ux,1)t−1

i,k
are in the same G-conjugacy class. If they were in the same class then we would have
γ

ti,j
ux,1 = γ

ti,k
ux,1 by Proposition 7.5, which would mean

δi,x = 〈χ∗i,1
ti,k , γ

ti,j
ux,1〉 = 〈χ

∗
i,1

ti,kt−1
i,j , γux,1〉.

However of all the components of ResG̃
G(χ̃

∗
i,1) only χ∗i,1 satisfies this property. Hence

we would have χ∗i,1 = χ∗i,1
ti,kt−1

i,j , which would imply ti,k and ti,j have the same image
in the quotient G̃/ StabG̃(χ

∗
i,1) but this is a contradiction.
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This argument shows that there are at least |ZG(u)F| conjugacy classes contained in
Õi ∩ G for each 1 6 i 6 d, in other words |ZG(u)F| 6 ki. Conversely this clearly gives
us an inequality

|AG(u)F| = |ZG(u)F||AG̃(ũ)| = d|ZG(u)F| 6
d

∑
i=1

ki = |AG(u)F|

so we must have ki = |ZG(u)F| for all i. By this argument we may now redefine our
class representatives to be such that, for all 1 6 x 6 d and 1 6 y 6 |ZG(u)F|, we
have ux,y := tx,yux,1t−1

x,y. With all this in mind the statement of the proposition is now
simple. Indeed we first see that

〈χ∗i,j, γux,y〉 = 〈χ∗i,1
ti,j , γ

tx,y
ux,1〉 = 〈χ

∗
i,1

ti,jt−1
x,y , γux,1〉

but it is clear that 〈χ∗i,1
ti,jt−1

x,y , ResG̃
G(χ̃

∗
i,1)〉 = 1, which tells us the above inner product is 0

unless i = x. Now assume i = x then 〈χ∗i,1
ti,jt−1

i,y , γui,1〉 = 1 if and only if χ∗i,1
ti,jt−1

i,y = χ∗i,1,
which is true if and only if j = y so we’re done. �

For convenience we restate the above proposition with slightly less cumbersome no-
tation.

Corollary 7.13. Let O be an F-stable unipotent class of G and assume AG(u) is abelian.
Let d′ := |AG(u)F| and denote by Oi the G-conjugacy classes such that OF = O1 t · · · t
Od′ with class representatives ui ∈ Oi. Consider the triple (s̃, W?(F̃ ), ψ̄) prescribed by
Proposition A then there exist irreducible characters χi ∈ E(G, s), (which are constituents of
restrictions from F̃ ), such that 〈χ∗i , γuj〉 = δi,j, for all 1 6 i, j 6 d′.

Remark 7.14. Let us relax the condition that AG(u) is abelian in the above result but
instead assume AG̃(ũ) is abelian. In particular let G be a spin / half spin group and
u be such that |ZG(u)| = |Z(G)| then we recall we are in the following situation. The
family F̃ described in the proof of Proposition 7.12 has order m2, where m is a power
of 2. The group AG̃(ũ) is abelian so we may use [GH08, Proposition 4.3], as in the
above proof, to obtain m characters in F̃ satisfying the inner product condition. In
this situation ♣ fails and in fact there are only m characters in F̃ whose restriction to
G contains the correct number of irreducible constituents. The problem is that it is not
clear that the characters provided by the result of Geck and Hézard coincide with the
characters which have the correct restriction from G̃ to G. This is the key obstruction
to showing Kawanaka’s conjecture holds for spin / half spin groups.

One way to fix this problem would be to make sure that the character sheaves used
in the proof of [GH08, Corollary 3.5] can be chosen to have the same labelling as
the irreducible characters in F̃ whose restriction to G is not irreducible. The author
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nχ̃ 6 6 3 3 3 3 2 2

DG̃(γ̃u1) 1 1 2 . . . . .

DG̃(γ̃u2) . . . 1 1 1 . .

DG̃(γ̃u3) . . . . . . 1 1

Table 7.1: Multiplicities in the case AG̃(ũ) ∼= S3

considered this in the case where G is a spin group of type Bn by trying to adapt the
explicit results obtained in [Lus86]. However it seems that trying to describe which
character sheaves have non-zero restriction to the unipotent class is significantly com-
plicated.

7.3 Proof of Theorem B

The result in the previous section will be crucial in determining Kawanaka’s conjec-
ture in simple groups of classical type. However in exceptional types we know that
there exist unipotent classes O such that the associated component group AG(u) is
non-abelian. In particular these are the classes D4(a1) in E6 and D4(a1), E7(a5) in E7.
In all of these cases we have the associated component group AG̃(ũ) is isomorphic to
the symmetric group S3. To deal with these cases we will use the following result of
Geck.

Proposition 7.15 (Geck, [Gec99, Proposition 6.7]). Let O be an F-stable class of G such
that AG̃(ũ) ∼= S3 and let (s̃, W?(F̃ ), ψ̄) be the triple prescribed by Proposition A. Write Õ1,
Õ2 and Õ3 for the G̃-conjugacy classes such that ÕF = Õ1 t Õ2 t Õ3 and fix representa-
tives ui ∈ Õi ∩ G. The values in Table 7.1 describe the matrix of multiplicities between the
irreducible characters in E(G̃, s̃) and the Alvis–Curtis duals of the characters of the GGGRs
associated to Õ (where . stands for 0).

Remark 7.16.

• Because AG̃(ũ) ∼= S3 and AG̃(ũ)
F = AG̃(ũ) we have Õ contains precisely three

G̃-conjugacy classes. We refer to a character solely by its nχ value.

• In Geck’s proof of the above result he assumes that the graph automorphism in-
duced by F is trivial but with a minor remark in the proof of [Héz04, Proposition
6.7] Hézard shows that this also holds in the case of twisted E6

Let us keep the assumptions and notation of Proposition 7.15. We can find three
characters χ̃1, χ̃2, χ̃3 ∈ Irr(G̃) such that 〈DG̃(χ̃i), γ̃uj〉 = 〈χ̃i, DG̃(γ̃uj)〉 = δi,j. In
particular εχ̃ = 1 for all χ̃ ∈ E(G̃, s̃), which means 〈χ̃∗i , γ̃uj〉 = δi,j. Let O be the class
labelled D4(a1) in E6 or E7, then AG̃(ũ) ∼= AG(u). Hence Oi := Õi ∩ G is a single
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G-conjugacy class and OF = O1 t O2 t O3. As ♣ holds we know χi := ResG̃
G(χ̃i) is

irreducible, in particular for each 1 6 i, j 6 3 we have 〈χ∗i , γuj〉 = δi,j.

Assume O is the class E7(a5) in E7. By the proof of Lemma 2.37 we know that there
are three F-conjugacy classes in AG(u). We know ♣ holds for this class so for each
1 6 i 6 3 we have ResG̃

G(χ̃i) = χi,1 + χi,2, where χi,j ∈ Irr(G). Using the techniques in
the proof of Proposition 7.12 it is easy to see that each of the three G̃-conjugacy classes
Õi is such that Õi ∩ G = Oi,1 t Oi,2, where Oi,j is a G-conjugacy class for 1 6 j 6 2.
Let us choose class representatives ux,y ∈ Ox,y for each 1 6 x 6 3 and 1 6 y 6 2 then
the following relation holds 〈χ∗i,j, γux,y〉 = δi,xδj,y. In particular we have the following
corollary.

Corollary 7.17. Let O be an F-stable unipotent class of G and assume AG̃(ũ) ∼= S3. Let
us write Oi, for 1 6 i 6 d′, for the G-conjugacy classes such that OF = O1 t · · · t Od′

and let ui ∈ Oi denote a class representative. Consider the triple (s̃, W?(F̃ ), ψ̄) prescribed by
Proposition A then there exist irreducible characters χi ∈ E(G, s), (which are constituents of
restrictions from F̃ ), such that 〈χ∗i , γuj〉 = δi,j for all 1 6 i, j 6 d′.

We have now gathered all the preliminary information that we need to prove the
following theorem. Note that its proof is identical to that of [GH08, Theorem 4.5].

Theorem B. Assume p, q are large enough and G is a simple algebraic group, which is not a
spin or half-spin group then Conjecture 7.7 holds.

Proof. We may assume G is not adjoint as the adjoint simple groups are covered by
the result of Geck and Hézard, (see [GH08, Theorem 4.5]). Let O1, . . . ,ON be the N
distinct F-stable unipotent classes of G, where we choose the numbering to be such
that dim(Oi) 6 dim(Oi+1) for each 1 6 i 6 N − 1. Let (s̃i, W(F̃i), ψ̄i) be the triple
prescribed by Proposition A for each Oi.

For each 1 6 i 6 N we write Oi,1, . . . ,Oi,ki for the G-conjugacy classes such that
OF

i = Oi,1 t · · · tOi,ki . By Corollaries 7.13 and 7.17 we can find irreducible characters
{χi,1, . . . , χi,ki} ⊆ E(G, si) such that 〈χ∗i,j, γui,y〉 = δj,y. In particular the matrix of
multiplicities (〈χ∗i,j, γux,y〉), (where we have 1 6 i, x 6 N, 1 6 j 6 ki, 1 6 y 6 kx), is a
square block matrix with identity matrices on the diagonal. We claim that all blocks
in the lower triangular part of this matrix are zero. If this were true then the matrix
of multiplicites would be invertible over Z and by Lemma 7.8 Kawanaka’s conjecture
would hold.

Therefore to show Kawanaka’s conjecture holds we need only prove the following
statement

〈χ∗i,j, γux,y〉 = 0 if i < x.
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Recall from the definition that 〈χ∗i,j, γux,y〉 = εχi,j〈χi,j, DG(γux,y)〉 so by definition of the
scalar product we have

〈χi,j, DG(γux,y)〉 =
1
|G| ∑

g∈G
χi,j(g)DG(γux,y)(g).

We will now try and compute this sum. Using the property stated in [Gec99, 2.4(c)]
we know DG(γux,y)(g) 6= 0 if and only if g ∈ U F, hence it is enough to let this sum
run over U F. Assume g ∈ U F and, if possible, that the corresponding term in the
above sum is non-zero. Let O denote the G-conjugacy class containing g. By [Lus92,
Theorem 11.2(iv)] we have χi,j(g) 6= 0 implies dim(O) 6 dim(Oi) with equality if
and only if O = Oi. However if DG(γux,y)(g) 6= 0 then by [Gec96, 2.3(a)] we know
Ox ⊆ O, which implies dim(Ox) 6 dim(O). As we ordered the unipotent classes so
that their dimensions were weakly increasing we have a sequence of inequalities

dim(O) 6 dim(Oi) 6 dim(Ox) 6 dim(O)⇒ dim(O) = dim(Oi) = dim(Ox).

By the uniqueness of a unipotent support we have Ox ⊆ Oi so these classes must be
equal as they have the same dimension, which is a contradiction. In particular the
above sum must be zero. �

Remark 7.18. In [GH08, Proposition 4.6] Geck and Hézard give a characterisation
of GGGRs in terms of character values. This characterisation follows as a formal
consequence of Kawanaka’s conjecture so this now also holds for simple groups which
are not a spin / half spin group.
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Computing Some Fourth Roots of Unity

In this chapter we would like to use Theorem A together with the techniques of
[Gec99, §3] to compute certain fourth roots of unity that arise in connection to GGGRs.

8.1 Some Preliminaries

Before we begin we must first recall the setup of [Gec99]. Let ι = (Oι, ψι) ∈ NG be a
pair then we say ι is F-stable if F(Oι) = Oι and ψι ◦ F = ψι. We denote the subset of
F-stable pairs by N F

G ⊆ NG.

8.1.1 A Basis for the Space of Unipotently Supported Class Functions

Assume now that ι is an F-stable pair. As ψι is invariant under the action of F we
may extend it to a character of the semidirect product AG(u)o 〈F〉, where F acts as
a cyclic group of automorphisms. Let ψ̃ι be a fixed choice of such an extension. For
each x ∈ AG(u) we write ux for an element of OF

ι obtained by twisting u with the
element x ∈ AG(u). We then define

Yι(g) =

ψ̃ι(xF) if g = ux for some x ∈ AG(u),

0 otherwise

for all g ∈ G. The function Yι is an element of Cent(G) and the set Y = {Yι | ι ∈ N F
G}

forms a basis for the subspace CentU(G) of Cent(G).

Recall that in [Lus84b] Lusztig has associated to every pair ι ∈ NG a unique, (up to
G-conjugacy), pair (Lι, υι) where Lι is a Levi subgroup of G and υι ∈ NLι is a cuspidal
pair. This is known as the generalised Springer correspondence. Lusztig has shown

139
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that we have a disjoint union

NG =
⊔
(L,υ)

I (L, υ) where I (L, υ) = {ι ∈ NG | (Lι, υι) = (L, υ)}.

We call I (L, υ) a block of NG. Note that a pair ι ∈ NG is cuspidal if and only if it lies
in a block of size 1. To each pair ι ∈ NG we also assign the following value

bι =
1
2
(dim G− dimOι − dim Z(Lι)

◦).

8.1.2 GGGRs and Fourth Roots of Unity

We have already seen that Y is a basis of CentU(G) and we wish to consider another
basis of CentU(G) constructed using GGGRs. Let O be an F-stable unipotent class of
G and u1, . . . , ud ∈ OF class representatives for the G-conjugacy classes contained in
OF. We then define, as in [Lus92, 7.5], for any pair ι ∈ N F

G with Oι = O the class
function

γι =
d

∑
r=1

[AG(ur) : AG(ur)
F]Yι(ur)γur .

Note γur is the GGGR of G determined by the G-conjugacy class containing ur. The
set X = {γι | ι ∈ N F

G} is also a basis for the subspace CentU(G).

In [Lus92, Theorem 7.3] Lusztig explicitly constructs the change of basis from X to Y .
The expression of the function γι ∈ X in terms of elements of Y involves an unknown
fourth root of unity ζι. This root of unity is defined in [Lus92, Proposition 7.2] and it
is shown there that ζι = ζι′ whenever ι, ι′ belong to the same block.

Following [Lus92, 8.4] to each ι we define δι = (−1)rank(Lι/Z(Lι)) and ζ ′ι = διζ
−1
ι . As δι

and ζι only depend on the block containing ι the same must be true for ζ ′ι . Moreover
we have the following more precise statement

Lemma 8.1 (Lusztig, [Lus92, Proposition 7.2]). Let I (L, υ) be a block of NG and assume
that υ ∈ N F

L . If ζ ′υ is the fourth root of unity associated to υ in LF then ζ ′ι = ζ ′υ for all
ι ∈ I (L, υ).

Note that there is one extreme case where we know the value ζ ′ι . From the definitions
it is clear that if Lι is a maximal torus then ζ ′ι = 1.

Following Geck we take the following statements as axioms upon which the remain-
ing arguments will be built.

(A1) Let ι, ι′ ∈ N F
G be such that Oι = O = Oι′ then 〈DG(γι), Yι′〉G = |AG(u)|ζ ′ιq−bι δι,ι′ .
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(A2) If DG(γι)(x) 6= 0 for some x ∈ G then 〈x〉 6 Oι where 〈x〉 is the G-conjugacy
class containing x.

Under the assumption that p and q are large enough Axiom (A1) is known to be true
by [Gec94, Lemma 3.5] and Axiom (A2) is known to be true by [Gec96, 2.3(a)]. It is
hoped that these axioms are true with only mild restrictions on p and q, (for example
p a good prime).

From now until the end of this chapter we assume that G is a simple algebraic
group with a disconnected centre.

Our main focus in this chapter is to show that using Theorem A we can obtain state-
ments like [Gec99, Theorem 3.8] for symplectic and even dimensional special orthog-
onal groups. To do this we need the following easy extensions of results of Geck.

Proposition 8.2. LetO ∈ ClU(G)F be a unipotent class and consider the triple (s̃, W(F̃ ), ψ̄)

prescribed by Proposition A. Let d′, (resp. d), be the number of G̃, (resp. G), conjugacy classes
contained in ÕF. There exists a character χ ∈ E(G, s), (which occurs in the restriction of a
character in F̃ ), and an index 1 6 x 6 d such that

〈χ∗, γuy〉 = δx,y and 〈χ∗, γι〉 =
|ZG(u)|
|ZG(u)F| ·Yι(ux),

for all ι ∈ N F
G with Oι = O.

Proof. The proof of this result is almost identical in nature to that of Proposition 7.12.
Let us adopt the notational conventions introduced immediately before the statement
of Proposition 7.12. Let χ̃ ∈ E(G̃, s̃) be the character corresponding to ψ̄ under the
Jordan decomposition of characters then by [Gec99, Proposition 3.1] there exists an
index 1 6 x 6 d′ such that 〈χ̃∗, γ̃ũy〉G̃F = δx,y for all 1 6 y 6 d′.

Using the same argument as in Proposition 7.12 we see there is a unique irreducible
constituent χ in ResG̃

G(χ̃) satisfying 〈χ∗, γuy〉G = δx,y for all 1 6 y 6 d. By [Gec99,
2.8(b)]

〈χ∗, γ(O,1)〉G =
|AG(u)|

nχ
⇒ 〈χ∗, γ(O,1)〉G =

|AG(u)|
|AG(u)F| =

|ZG(u)|
|ZG(u)F| .

From the definition of γι we conclude

〈χ∗, γι〉G =

〈
χ∗,

d

∑
r=1

|AG(u)|
|AG(ur)F|Yi(ur)γur

〉
G

=
|ZG(u)|
|ZG(u)F| ·Yi(ux)

because χ only has non-zero multiplicity in γux . �
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Corollary 8.3. Let O, χ and x be as in Proposition 8.2. Let u ∈ O be a representative and
assume either AG(u) is abelian or AG(u) is non-abelian but AG(u)F = AG(u) then

εχ · χ(ux) =
1

|AG(u)F|∑ι

ζ ′ιq
bι ψι(1)2, (8.1)

where the sum is taken over all ι ∈ N F
G with Oι = O. In particular the expression on the

right hand side is an algebraic integer.

Proof. From [Gec99, Corollary 2.6] we get

χ(ux) =
1

|AG(u)|∑ι

ζ ′ιq
bιYι(ux)〈χ, DG(γι)〉,

= εχ ·
1

|ZG(u)||AG̃(ũ)|
∑

ι

ζ ′ιq
bιYι(ux)〈χ∗, γι〉,

= εχ ·
|ZG(u)|

|ZG(u)F||ZG(u)||AG̃(ũ)|
∑

ι

ζ ′ιq
bιYι(ux)Yι(ux),

= εχ ·
1

|ZG(u)F||AG̃(ũ)|
∑

ι

ζ ′ιq
bιYι(ux)Yι(ux),

= εχ ·
1

|AG(u)F|∑ι

ζ ′ιq
bιYι(ux)Yι(ux).

Assume first that AG(u) is abelian and recall Yι(ux) = ψ̃ι(xF). As ψ̃ι will be a linear
character every character value will be a root of unity, in particular Yι(ux)Yι(ux) =

1 = ψ̃ι(1) = ψι(1)2.

We assume now that AG(u) is non-abelian and AG(u)F = AG(u). Using the ar-
guments in [Gec99, Proposition 3.1] we see the condition nχ = |AG(u)| implies
AG(ux)F = AG(ux). Let g ∈ G be such that ux = gug−1, (i.e. g−1F(g) 7→ x ∈ AG(u)),
then the component group has the form AG(ux) = {gyCG(u)◦g−1 | y ∈ AG(u)}. If
every element of AG(ux) is fixed by F then

F(gy)CG(u)◦F(g)−1 = gyCG(u)◦g−1 ⇒ (g−1F(g))yCG(u)◦(g−1F(g))−1 = yCG(u)◦

for all y ∈ AG(u). The image of g−1F(g) in AG(u) is x, which implies that x is in the
centre of AG(u). This ensures ψι(x) = ψι(1) because x must be in the kernel of every
character so again Yι(ux)Yι(ux) = ψι(x)2 = ψι(1)2. �

8.2 The Special Orthogonal and Symplectic Groups

We want to adapt the argument of [Gec99, Theorem 3.8] to symplectic groups and
even dimensional special orthogonal groups. Recall that we assume p is a good prime,
in particular p 6= 2. Our computation of the fourth root of unity will use a result of
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Group Condition Partition |AG(u)|

Sp2n n = 1 + · · ·+ k (2, 4, 6, . . . , 2k) 2k

SO2n n = 2k2 (1, 3, 5, . . . , 4k− 1) 22k−1

Table 8.1: Conditions for the existence of cuspidal pairs.

Digne–Lehrer–Michel using Gauss sums which depends upon two choices, the first
being a choice of primitive fourth root of unity in Q`. We denote by ̃ : Q → Q

×
` the

composition of  : Q/Z → Q
×
` with the natural quotient map Q → Q/Z. We now

define j to be ̃(1/4), which is a primitive fourth root of unity in Q`.

The second choice we need to make is of a square root of p in Q`, which we will now
do following [Bon06, §36]. Assume that r is a power of p then in Definition 7.2 we
fixed a non-trivial additive character χr : Fr → Fp. We denote by θr : F×r → Q

×
` the

unique linear character of degree 2 and define the associated Gauss sum to be

Gr(θr) = ∑
x∈F×r

θr(x)χr(x)

We denote by p
1
2 our fixed square root of p in Q`, which is chosen in the following

way

p
1
2 =

G1(θ1) if p ≡ 1 (mod 4),

j−1G1(θ1) if p ≡ 3 (mod 4).

Given any a ∈ Z we denote by p
a
2 the term (p

1
2 )a.

In Table 8.1 we have listed the conditions for the existence of a cuspidal pair in special
orthogonal and symplectic groups. This information has been adapted from [Lus84b]
and we see that in any given case there is only one cuspidal pair. The argument we
will employ is based on induction and for this to work we will need to know ζ ′ι0 where
ι0 is the unique cuspidal pair of G = SL2(K). However this can be deduced from a
result of Digne, Lehrer and Michel.

Lemma 8.4 (Digne–Lehrer–Michel). Assume G = SL2(K) where p 6= 2 and q = pa. Let
ι0 be the unique cuspidal pair of G then

ζ ′ι0 =

(−1)a if p ≡ 1 (mod 4),

(−j)a if p ≡ −1 (mod 4).

Proof. Taking n = e = 2 in [DLM97, Proposition 2.8] and using [Bon06, 36.3] for the
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computation of the Gauss sum Gr(θr) we have

ζι0 =

(−1)a−1 if p ≡ 1 (mod 4),

(−1)a−1 ja if p ≡ −1 (mod 4).

As δι0 = −1 the statement clearly follows by the definition of ζ ′ι0 . �

Remark 8.5. It should be noted that the statement of [DLM97, Proposition 2.8] de-
pends upon the validity of Axiom (A1). However as the full character table of SL2(q)
is known, this could be computed without this result.

We now turn to the final piece of information we will need regarding the symplectic
groups, which involves a simple counting argument. Let ι0 ∈ NG be a cuspidal pair
then we define Xι0 = {ι ∈ N F

G | Oι = Oι0} where we recall that ι = (Oι, ψι).

Lemma 8.6. Let G = Sp2n(K) and assume n = 1 + 2 + · · ·+ k for some k > 1. Under this
assumption there exists a unique cuspidal pair ι0 in NG and in this situation we have

|{ι ∈ Xι0 | mι is even}| = |{ι ∈ Xι0 | mι is odd}| = 2k−1,

where mι = rank(Lι/Z(Lι)).

Proof. By [Lus84b, 11.6.1] the elements of Xι0 are parameterised by unordered β-pairs
Λ = (A

B) such that 0 6∈ B and |Λ| is odd. More specifically we have the following,
which follows from [Lus84b, Corollary 12.4]. Let dι0 = −k if k is odd and k + 1 if k
is even then dι0 is an odd number satisfying n = 1

2 dι0(dι0 − 1). If k is even we have a
bijection ι 7→ (Aι

Bι
) between Xι0 and the set of all unordered β-pairs satisfying

• Aι ⊆ {0, 2, 4, . . . , 2dι0 − 2},

• Bι ⊆ {2, 4, . . . , 2dι0 − 2},

• Aι ∩ Bι = ∅ and Aι ∪ Bι = {0, 2, 4, . . . , 2dι0 − 2}.

In particular this bijection is such that ι0 7→ ({0, 2, 4 . . . , 2dι0 − 2},∅). If k is odd
we again have a bijection ι 7→ (Aι

Bι
) between Xι0 and the set of all unordered β-pairs

satisfying

• Aι, Bι ⊆ {1, 3, 5, . . . , 1− 2(dι0 + 1)},

• Aι ∩ Bι = ∅ and Aι ∪ Bι = {1, 3, 5, . . . , 1− 2(di0 + 1)}.

In particular this bijection is such ι0 7→ (∅, {1, 3, 5, . . . , 1− 2(dι0 + 1)}). We denote
the defect of (Aι

Bι
) by dι. In both cases we have (

Aι0
Bι0

) is the unique β-pair of defect dι0

satisfying the above conditions.
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The defect of the β-pair is important as it is related to the value mι in the following
way. For each ι ∈ Xι0 let kι be dι − 1 if dι > 1 and −dι if dι 6 −1, (note that kι0 = k).
The rank mι is then given by

mι =
1
2

kι(kι + 1).

We can now consider the number of pairs ι ∈ Xι0 which have mι even and the number
of pairs which have mι odd. Assume kι = 2yι is even then it is not difficult to see that
mι ≡ yι (mod 2). Similarly if kι = 2yι + 1 is odd then it is not difficult to see that
mι ≡ yι + 1 (mod 2).

Assume k = 2y is even then for each 0 6 x 6 k there are precisely (k
x) subsets

Bι ⊆ {2, 4, . . . , 2dι0 − 2} such that |Bι| = x. If x 6 y then the β-pairs (Aι
Bι
) associated to

these subsets all have defect dι = k + 1− 2x = 2(y− x) + 1 > 1. Similarly if x > y
then the β-pairs have defect dι = 2x − (k − 1) = 2(x − y) + 1 6 −1. By the above
we always have mι ≡ y− x (mod 2). The result then follows from the basic fact of
binomial coefficients that

∑
x even

(
k
x

)
= ∑

x odd

(
k
x

)
=

k−1

∑
z=0

(
k− 1

z

)
= 2k−1. (8.2)

Assume k = 2y + 1 is odd then for each 0 6 x 6 k there are precisely (k
x) subsets

Aι ⊆ {1, 3, . . . , 1− 2(dι0 + 1)} such that |Aι| = x. The symbols (Aι, Bι) associated to
these subsets all have defect dι = 2x− k = 2(x− y)− 1. By the above we always have
mι ≡ y− x + 1 (mod 2). The result again follows from Eq. (8.2). �

Remark 8.7. It should be noted that some of the statements of [Lus84b, Corollary
12.4] are not quite correct. In particular the description of the symbol corresponding
to the cuspidal pair in the case k is odd. This was corrected by Shoji in [Sho97, Remark
5.8] and we have used the corrected statement above, (we take this opportunity to
thank Frank Lübeck for this reference).

We have now gathered all the preliminary information that we need to prove the
following result.

Theorem C. Assume Gn is Sp2n(K) or SO2n(K) and p 6= 2. If such a pair exists we assume
ι0 is the unique cuspidal pair in NGn . Let ε ∈ {±1} be such that p ≡ ε (mod 4), then we
have

ζ ′ι0 =


ε

an
2 if n is even,

(−1)an if n is odd and ε = 1,

(−j)an if n is odd and ε = −1.

Proof. The proof of this statement is an adaptation of the proof of [Gec99, Theorem
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3.8], which is a proof by induction on n. The proof is identical for the case of special
orthogonal groups but requires slightly more work for the case of symplectic groups.
Note we will let k be the appropriate value as described in Table 8.1. If n = 0 then Gn

is a torus and the formula is trivially true. If n = 1 then Gn = Sp2(K) ∼= SL2(K) and
we can see that the formula coincides with that given by Lemma 8.4. If n = 2 then
Gn = SO4(K) and the simply connected covering Gsc of Gn is isomorphic to SL2(K)×
SL2(K). By [Lus84b, §10.1] ι0 is the image of the direct product υ0 × υ0, where υ0 is
the unique cuspidal pair of SL2(K). There are two distinct rational structures on
Gsc either GF

sc = SL2(q)× SL2(q) or GF
sc = SL2(q2). However in both cases we have

ζ ′ι0 = (ζ ′υ0
)2 and by Lemma 8.4 we can see the formula is valid.

Now we assume that n > 3 and the statement is true for all Gm with m < n. If ι ∈ Xι0

then by [Lus84b, §10.4 and §10.6] we have Lι/Z(Lι)◦ is isomorphic to Gmι for some
mι 6 n. Let N be the number of positive roots of G then as rank G = rank Lι for all ι

we can express bι in the following way

bι =
1
2
(dim G− dimOι − dim Z(Lι)

◦),

=
1
2
(2N + rank G− dimOι − dim Z(Lι)

◦),

=
1
2
(2N − dimOι) +

1
2
(rank Lι − dim Z(Lι)

◦),

= dimBG
u +

mι

2
,

where u is a representative of the class Oι. Note that we have used the dimension
formula given in [Car93, Theorem 5.10.1] to obtain the last equality.

We now consider the criterion given to us from Corollary 8.3. Recall that u is a
well-chosen element of a symplectic or special orthogonal group, so in particular
AG(u)F = AG(u). Furthermore the component group AG(u) is abelian which means
ψι(1) = 1 for all ι. Using the information we have gathered we may rewrite the sum
in Corollary 8.3 in the following way

∑
ι

ζ ′ιq
bι ψι(1)2 = ζ ′ι0qdimBG

u + n
2 + ∑

ι 6=ι0

ζ ′ιq
dimBG

u +mι
2 = qdimBG

u

(
ζ ′ι0q

n
2 + ∑

ι 6=ι0

ζ ′ιq
mι
2

)
.

The statement of Corollary 8.3 says that |AG(u)| divides the expression on the right
hand side in the ring of algebraic integers. The order of the component group is a
power of 2 therefore as q is a power of an odd prime we must have

|AG(u)| divides ζ ′ι0 p
an
2 + ∑

ι∈Xι0\{ι0}
ζ ′ι p

amι
2 (8.3)
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in the ring of algebraic integers. As n > 3 we have |AG(u)| > 4 so 4 divides the expres-
sion on the right which means we may consider the expression modulo 4. However
we must be careful only to reduce integer powers of p modulo 4 and never rational
powers.

We wish to consider the possibilities for the terms in the sum modulo 4. Let us assume
ι ∈ Xι0 \ {ι0} then reducing only integer powers of p modulo 4 we see

ζ ′ι p
amι

2 ≡


1 (mod 4) if mι is even,

(−1)a p
a
2 (mod 4) if mι is odd and ε = 1,

(−j)a p
a
2 (mod 4) if mι is odd and ε = −1.

Let us assume Gn = SO2n(K). From Table 8.1 we see mι is even for all ι ∈ Xι0 then
(8.3) tells us

4 divides ζ ′ι0 p
an
2 − 1 (8.4)

in the ring of algebraic integers. Multiplying the term on the right by the same term
with − exchanged by + we have

4 divides (ζ ′ι0)
2pan − 1.

All the terms on the right are integers so we must have 4 divides this term in Z. In
other words (ζ ′ι0)

2pan − 1 ≡ 0 (mod 4) ⇒ (ζ ′ι0)
2 ≡ 1 (mod 4) as n is even, hence

ζ ′ι0 = ±1. Returning to (8.4) we see that all the values in the expression are integers,
so it must be true that 4 divides this term in Z. In particular ζ ′ι0ε

an
2 ≡ 1 (mod 4),

which provides the desired formula.

Now assume Gn = Sp2n(K). Using Lemma 8.6 we have the sum in (8.3) can be
expressed as

ζ ′ι0 p
an
2 + ∑

ι∈Xι0\{ι0}
ζ ′ι p

amι
2 =

ζ ′ι0 p
an
2 + (2k−1 − 1) + 2k−1ηa p

a
2 if n is even,

ζ ′ι0 p
an
2 + 2k−1 + (2k−1 − 1)ηa p

a
2 if n is odd.

(8.5)

where η = −1 or −j depending upon the congruence of p modulo 4. We would
like to eliminate the rational powers of p. Assume for the moment that k > 2 then 4
divides 2k−1 so we may simplify extensively the expressions in (8.5). Let us consider
the following products

(ζ ′ι0 p
an
2 − 1)(ζ ′ι0 p

an
2 + 1) and (ζ ′ι0 p

an
2 − ηa p

a
2 )(ζ ′ι0 p

an
2 + ηa p

a
2 )

where the left comes from the case n is even and the right comes from the case n
is odd. By (8.3) and (8.5) we have 4 divides these products in the ring of algebraic



Chapter 8.3 148

integers. Expanding the brackets we see all terms in the expression are in Z, hence
4 must divide these expressions in Z. Reducing modulo 4 we get (ζ ′ι0)

2pan − 1 ≡ 0
(mod 4), (because η2 = ε and εa pa ≡ 1 (mod 4)), in particular (ζ ′ι0)

2 ≡ εan (mod 4).

If n is even then the argument is identical to the above argument for SO2n(K). There-
fore let us assume n is odd, then (ζ ′ι0)

2 ≡ εa (mod 4) hence ζι0 = ±ηa where η is as
in (8.5). Returning to (8.3) and (8.5) we see

4 divides ζ ′ι0 p
an
2 − ηa p

a
2

in the ring of algebraic integers. Assume n = 2x+ 1 then we have p
an
2 = pax p

a
2 ≡ εax p

a
2

(mod 4). This implies
4 divides (ζ ′ι0εax − ηa)p

a
2

in the ring of algebraic integers. Assume for a contradiction that ζ ′ι0 = −εaxηa then
this says 4 divides −2ηa p

a
2 in the ring of algebraic integers. In particular there exists

an algebraic integer y such that 2ηa p
a
2 = 4y ⇒ ηa p

a
2 = 2y. Squaring this expression

we see η2a pa = 4y2 but η2a pa ∈ Z and as 2 divides the right hand side we must have 2
divides pa in Z but this is impossible as p is odd. Therefore ζ ′ι0 = εaxηa and the result
follows by noticing ηan = η2axηa = εaxηa.

To finish the proof we must deal with the case where k = 2, in other words n = 3 and
Gn = Sp6(K). In this case 2k−1 = 2, so returning to (8.5) we see

ζ ′ι0 p
an
2 + ∑

ι∈Xι0\{ι0}
ζ ′ι p

amι
2 = ζ ′ι0 p

an
2 + 2 + ηa p

a
2 . (8.6)

Again we consider the product

(ζ ′ι0 p
an
2 + 2 + ηa p

a
2 )(ζ ′ι0 p

an
2 − 2− ηa p

a
2 ) = (ζ ′ι0)

2pan − 4− 4ηa p
a
2 − η2a pa.

Reducing this modulo 4 we see (ζ ′ι0)
2 ≡ εa (mod 4), hence ζι0 = ±ηa as before. Again

we write n = 2x + 1 then returning to (8.6) and reducing modulo 4 we have

4 divides 2 + (ζ ′ι0εax + ηa)p
a
2

in the ring of algebraic integers. If ζ ′ι0 = −εaxηa then the above statement says 4
divides 2 in the ring of integers, a contradiction. Hence we must have ζ ′ι0 = εaxηa and
as above this is ηan as required. �

Remark 8.8. It should be noted that the fourth root of unity given above was already
computed by Waldspurger in the context of [Wal04]. The above result merely gives
an alternative proof for these values.
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8.3 Failure of the Argument in Other Cases

One would hope that, assuming p is a good prime, the above argument may work
in other cases of groups with a disconnected centre. However in all other cases the
argument is doomed to failure for various reasons, which we detail below.

• Assume G is simple of type An then if ι0 ∈ NG is cuspidal we must have Oι0 is
the regular unipotent class. In particular |AG(u)| = |Z(G)|, which is a divisor
of n + 1. In this case the divisibility criterion in Eq. (8.1) will clearly not give us
enough information to determine ζ ′ι0 . However by work of Digne, Lehrer and
Michel we already have good information in the case of type An, (see [DLM97,
Proposition 2.8]).

• Assume G = Spin2n(K) is a spin group and F acts trivially on Z(G). We
have an isogeny π : Spin2n(K) → SO2n(K). Let us denote the kernel of π

by Ker(π) = {1, ϑ}. Assume n = 1 + · · ·+ k then there exists a cuspidal pair
ι0 ∈ NG such that ψι0(ϑ) 6= 1, where here we identify ϑ with its image in
AG(u). In particular this cuspidal pair does not correspond to a cuspidal pair in
SO2n(K), (under the correspondence described in [Lus84b, §10.1]).

Under this condition we see that ψι0 cannot be a linear character of AG(u) be-
cause every linear character has ϑ in its kernel. Hence ψι0(1)

2 = 2k−2, which
means when k > 4 and we reduce the sum in Eq. (8.1) modulo 4 the term con-
taining ζ ′ι0 will go to zero.

• Assume G is of type E6 then there are two cuspidal pairs in NG corresponding
to the two characters of Z(G). However the two cuspidal pairs ι1, ι2 are such
that Oι1 = Oι2 . Hence both ζ ′ι1 , ζ ′ι2 appear in the sum contained in Eq. (8.1) so
it will not be possible to distinguish them. Note that if F acts non-trivially on
Z(G) then these cuspidal pairs are not in N F

G.

• Finally assume G is of type E7. We can run the argument without issues until
the end, where we are left with a divisibility criterion in the ring of algebraic
integers which is ineffectual.
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Unipotent Conjugacy Classes

In this appendix we consider some of the ideas behind the classification of unipotent
conjugacy classes in algebraic groups. We discuss some of the aspects of Dynkin–
Kostant theory and the idea of a weighted Dynkin diagram. The topics covered in
this appendix are covered in more detail in [CM93, Chapter 3], [Car93, Chapter 5]
and [Hum95, Chapter 7].

Recall that the classification of unipotent classes for connected reductive algebraic
groups does not depend upon the centre of the algebraic group. Therefore let G be
a simple algebraic group of adjoint type and g its associated Lie algebra with Lie
bracket [−,−] : g× g → g. We let N denote the nilpotent cone of g, (i.e. the subset
of all nilpotent elements in g), and let U denote the unipotent variety of G, (i.e. the
subset of all unipotent elements of G).

Recall that for every x ∈ G we have defined a conjugation morphism inn x : G → G.
As Inn x is an automorphism of G its differential, which we denote by Ad x, is an
automorphism of g. Hence we have a homomorphism Ad : G→ Aut(g). This is not to
be confused with the adjoint homomorphism ad x : g→ g given by (ad x)(y) = [x, y]
for all x, y ∈ g (by [Hum75, §10.4 - Theorem] this is the differential of Ad).

Springer has shown that if p is a very good prime for G then there is a bijective mor-
phism of varieties φ : U → N such that φ ◦ inn x = Ad x ◦ φ for all x ∈ G. Therefore if
U/G denotes the set of unipotent conjugacy classes and N/ Ad G denotes the orbits
of N under the action of Ad G we have φ induces a bijection U/G → N/ Ad G. The
main idea in understanding U/G is to instead try and understand N/ Ad G, which
is in some sense easier.

If we let t0 be the Lie algebra of T0 and b0 be the Lie algebra of B0 then t0 ⊆ b0 is
a Cartan subalgebra and Borel subalgebra of g. Differentiating the roots Φ gives the
roots of the Lie algebra with respect to t0. We sloppily denote the set of roots for G

150



Appendix A 151

and g using the same notation.

Let h ⊆ g be a Lie subalgebra which is isomorphic to sl2(K) then there exists a subset
{e, h, f } ⊆ g, which spans h and satisfies the bracket relations [h, e] = 2e, [h, f ] =

−2 f , [e, f ] = h. We call {e, h, f } a standard triple for h. We wish to try and reduce
the problem of classifying nilpotent orbits in the Lie algebra to classifying orbits of
subalgebras isomorphic to sl2(K). In other words let H = {h ⊆ g | h ∼= sl2(K)} be
the collection of all subalgebras isomorphic to sl2(K) then we want to show that the
map

Ω : H/ Ad G→ N/ Ad G Ω({e, h, f }) = e

is a bijection. Note H/ Ad G and N/ Ad G denote the Ad G-orbits of H and N and
{e, h, f } is a standard triple for an algebra in H. The surjectivity of this map comes
from the Jacobson–Morozov theorem.

Theorem A.1 (Jacobson–Morozov, [Car93, Theorem 5.3.2]). Let G be a simple algebraic
group and p be a good prime for G. Let e ∈ g be a non-zero nilpotent element with (ad e)m = 0
where m 6 p− 2. There exists a subalgebra h ∈ H with elements f , h ∈ h such that {e, h, f }
is a standard triple for h.

An alternative way to view the Jacobson–Morozov theorem is the following: given a
nilpotent element e ∈ g satisfying the condition of the theorem we can always find a
homomorphism ϕe : sl2(K) → g such that ϕe(

[
0 1
0 0
]
) = e. The injectivity comes from

the following result.

Proposition A.2 ([Car93, Proposition 5.5.10]). Assume p > 3(h− 1), (where h is the Cox-
eter number of G), and let e ∈ g be a non-zero nilpotent element. Given any two stan-
dard triples (e, h1, f1), (e, h2, f2) there exists an element g ∈ G such that (Ad g)(e) = e,
(Ad g)(h1) = h2 and (Ad g)( f1) = f2.

By [Car93, Proposition 5.5.2] we know the conditions of Theorem A.1 are satisfied for
all nilpotent elements of g whenever p > 2h. Therefore, by the above two results, we
know Ω is a bijection whenever p > 3(h − 1) and p > 2h. However if h 6= 2 then
3(h− 1) > 2h so the condition p > 3(h− 1) is sufficient. If h = 2 then 3(h− 1) = 3
and 2h = 4, however if p > 3(h− 1) = 3 then p must be at least 5 so p > 2h = 4.
Hence the condition p > 3(h− 1) is sufficient for the bijection to hold.

From now until the end of this appendix we assume p > 3(h− 1), where h is
the Coxeter number of G.
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A.1 Weighted Dynkin Diagrams

The bijection Ω says that we can reduce the problem of classifying N/ Ad G to that
of classifying H/ Ad G but this is still not quite good enough. What we would like
is a way to describe an orbit O ∈ N/ Ad G combinatorially. Such a combinatorial
description of the orbits comes from the notion of a weighted Dynkin diagram.

Definition A.3. We define a weighted Dynkin diagram to be a Dynkin diagram with a
number from the set {0, 1, 2} attached to each node.

We describe how we can attach a weighted Dynkin diagram to any non-zero nilpotent
orbit O. Let e ∈ O and h ∈ H be a subalgebra isomorphic to sl2(K), with associated
standard triple {e, h, f } such that Ω({e, h, f }) = e. We can consider the Lie algebra g

as an h-module under the adjoint action of ad h on g. Due to the restriction on p by
[Car93, Theorem 5.4.8] we have g is semisimple as an h-module so decomposes into a
direct sum of simple h-modules.

If M is a simple h-module then the eigenvalues of the map h : M → M lie in Z, (see
[Car93, Proposition 5.5.3]). As g is a direct sum of simple h-modules we have the
eigenvalues of the map ad h : g → g also lie in Z. In particular we get a direct sum
decomposition of g into weight spaces

g =
⊕
i∈Z

g(i) where g(i) := {x ∈ g | (ad h)(x) = [h, x] = ix}.

As h is semisimple we can find a Cartan subalgebra th of g such that h ∈ th. How-
ever as all maximal tori of G are conjugate there exists an element g ∈ G such that
(Ad g)(th) = t0. Therefore replacing {e, h, f } by {(Ad g)(e), (Ad g)(h), (Ad g)( f )} we
can assume h lies in t0. Note replacing e by (Ad g)(e) clearly doesn’t affect the orbit
O. Furthermore, there exists an element g′ ∈ NG(T0) such that (Ad g′)(h) is in the
fundamental domain of the Weyl group acting on t0. If the standard triple for O is
chosen in this way we call it a fundamental standard triple for O.

Recall that with respect to the Cartan subalgebra t0 of g we have the following Cartan
decomposition of g

g = t0 ⊕
⊕
α∈Φ

gα where gα := {x ∈ g | (ad t)(x) = α(t)x for all t ∈ t}.

The root space gα is 1-dimensional so we can assume gα = Keα for some eα ∈ gα. By
the decomposition of g with respect to ad h we have eα lies in g(i) for some i ∈ Z so
we may define nα ∈ Z to be such that (ad h)eα = nαeα for each α ∈ Φ.

Proposition A.4 ([Car93, Lemma 5.6.5 and Proposition 5.6.6]). Assuming that the stan-
dard triple {e, h, f } is fundamental we have for any simple root α ∈ ∆ that nα ∈ {0, 1, 2}.
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Therefore to O we associate the weighted Dynkin diagram ∆(O) whose nodes, in-
dexed by simple roots α ∈ ∆, are labelled by the corresponding values nα. If O is the
zero nilpotent orbit then we do the same except we take nα = 0 for each α ∈ ∆.

Example A.5. Consider G = SL3(K) then the associated Lie algebra is g = sl3(K),
(see for instance [Gec03, Example 1.5.8]). Take T0 6 B0 to be the standard maximal
torus of diagonal matrices and Borel subgroup of upper triangular matrices. We
consider the following nilpotent element e ∈ g and corresponding elements h, f ∈ g

e =

0 1 0
0 0 1
0 0 0

 h =

2 0 0
0 0 0
0 0 −2

 f =

0 0 0
2 0 0
0 2 0

 .

The triple {e, h, f } is a standard triple containing the nilpotent element e ∈ g. The
roots of sl3(K) are given by α1 = ε1− ε2 and α2 = ε2− ε3 where εi(diag(λ1, λ2, λ3)) =

λi for 1 6 i 6 3. It is clear that α1(h) = α2(h) = 2 so h is in the fundamental domain
of W acting on t0, in particular the standard triple is fundamental.

Let eα1 and eα2 be the standard basis elements for the root spaces gα1 and gα2 . By the
very definition of the root space we have (ad h)(eα1) = 2eα1 and (ad h)(eα2) = 2eα2 so
nα1 = nα2 = 2. It is clear to see that the weighted Dynkin diagram of the nilpotent
orbit containing e is given by

2 2

This makes sense as the orbit containing e is the regular nilpotent orbit. In a group
of type An−1 we know every node of the weighted Dynkin diagram of the regular
unipotent class has weight 2, (see [CM93, Example 4.1.9]).

Now consider the following nilpotent element e′ ∈ g and corresponding elements
h′, f ′ ∈ g

e′ =

0 1 0
0 0 0
0 0 0

 h′ =

1 0 0
0 −1 0
0 0 0

 f ′ =

0 0 0
1 0 0
0 0 0

 .

The set {e′, h′, f ′} is a standard triple containing the nilpotent element e′ ∈ g. We have
α2(h′) = −1 therefore h′ does not lie in the fundamental chamber. The Weyl group
is the symmetric group S3, which acts on the Cartan subalgebra t0 by permuting
the diagonal entries. We can take a conjugate standard triple {e′′, h′′, f ′′} such that
h′′ = diag(1, 0,−1) then h′′ is in the fundamental chamber because α1(h′′) = α2(h′′) =
1. In particular we have {e′′, h′′, f ′′} is a fundamental standard triple for the orbit
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containing e. As above we have nα1 = nα2 = 1 so the weighted Dynkin diagram of the
nilpotent orbit containing e′ is given by

1 1

These two diagrams together with the zero diagram give all the weighted Dynkin
diagrams of nilpotent orbits in g.

Theorem A.6 ([Car93, Proposition 5.6.7 and 5.6.8]). Let O, O′ ∈ N/ Ad G be nilpotent
orbits. The weighted Dynkin diagram ∆(O) does not depend upon the choice of nilpotent
element e ∈ O used to define it. Furthermore we have ∆(O) = ∆(O′)⇔ O = O′.

Let D = {∆(O) | O ∈ N/ Ad G} be the set of all weighted Dynkin diagrams associ-
ated to nilpotent orbits. The above theorem tells us that the map ∆ : N/ Ad G → D
given by O 7→ ∆(O) is a bijection.

To finish our discussion of weighted Dynkin diagrams we consider how to associate to
a class O a canonical parabolic and Levi subgroup using the Dynkin diagram ∆(O).
Given ∆(O) we define an additive function η : Φ → Z in the following way. Let
α ∈ Φ be a root and α = ∑β∈∆ xββ be its expression as a sum of simple roots. We
define η(α) = ∑β∈∆ xβnβ, where nβ are the weights on the diagram ∆(O). Then we
define two subgroups

Pη = 〈T0, Xα | α ∈ Φ and η(α) > 0〉,
Lη = 〈T0, Xα | α ∈ Φ and η(α) = 0〉,

where Xα is the root subgroup associated to α ∈ Φ. The group Pη is a parabolic
subgroup of G because it contains Xα for all positive roots α ∈ Φ+ hence contains a
Borel subgroup of G. The group Lη 6 Pη is a Levi complement of Pη because for all
roots α ∈ Φ we have η(α) = 0 ⇔ η(−α) = 0. We call Pη, (resp. Lη), the canonical
parabolic subgroup, (resp. canonical Levi subgroup), associated to the class O.

Although the weighted Dynkin diagrams are a good combinatorial object to classify
the nilpotent orbits there is a small problem. It is very difficult to say whether a
given weighted Dynkin diagram is the diagram of some nilpotent orbit. In fact it
is known that very few weighted Dynkin diagrams arise as diagrams associated to
nilpotent orbits. Even in Example A.5 we see that there are 9 possible weighted
Dynkin diagrams but only 3 nilpotent orbits. In general this problem is, in some
sense, solved by the Bala–Carter theorem.
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A.2 The Bala–Carter Theorem

The idea of the Bala–Carter theorem is to try and identify a unipotent class by its in-
tersection with Levi subgroups. The Bala–Carter theorem uses, in a recursive fashion,
an idea originally attributed to Richardson.

Theorem A.7 (Richardson, [Car93, Theorem 5.2.1]). Let G be a connected reductive al-
gebraic group and P 6 G a parabolic subgroup with unipotent radical UP 6 P. There exists
a unique unipotent conjugacy class O ∈ U/G such that O ∩UP is an open dense subset of
UP. Furthermore O ∩UP is a single orbit under the conjugation action of P on UP.

Richardson’s theorem then tells us that to every parabolic subgroup of G we can
associate a unique unipotent conjugacy class of G and this class determines a single
orbit in the unipotent radical of the parabolic. The theorem of Richardson leads us to
the following definition.

Definition A.8. Let G be a connected reductive algebraic group and O a unipotent
class of G. We say O is a Richardson class if there exists a parabolic subgroup P 6 G
with unipotent radical UP 6 P such that O ∩UP is an open dense subset of UP.

Upon reading Richardson’s theorem one may think that it is possible to classify unipo-
tent classes by parabolic subgroups. However it is known that not every unipotent
class of a reductive algebraic group is a Richardson class but that this is the case in
type A. What we wish to do is identify a special type of parabolic subgroup for the
Bala–Carter classification.

Definition A.9. Let G be a connected reductive algebraic group with parabolic sub-
group P 6 G. Let P = LPUP be a Levi decomposition of the parabolic subgroup
then we write U′P for the derived subgroup of UP. We say P is a distinguished parabolic
subgroup if dim LP = dim UP/U′P.

With this definition we can now state the Bala–Carter classification theorem for unipo-
tent classes of G.

Theorem A.10 (Bala-Cater, [Car93, Theorem 5.9.6]). Let G be a simple algebraic group
of adjoint type and assume p > 3(h − 1). There is a bijective map between U/G and
G-conjugacy classes of pairs (L, PL′) where L 6 G is a Levi subgroup of G and PL′ is a
distinguished parabolic subgroup of the derived subgroup of the Levi L′. The unipotent class
O ∈ U/G corresponding to a pair (L, PL′) is such thatO∩L′ is a Richardson class associated
to PL′ .

Example A.11. Assume G is simple of type An. By the classification of distinguished
parabolic subgroups given in [Car93, §5.9] we know that a parabolic subgroup of G is
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distinguished if and only if it is a Borel subgroup. Therefore the Bala–Carter theorem
says that there is a bijection between unipotent classes of G and conjugacy classes of
Levi subgroups. This bijection is such that if λ = (λ1, . . . , λs) is a partition of n + 1
recording the sizes of the Jordan blocks of a representative of the class O under an
embedding G → GLn+1(K) then the corresponding Levi subgroup has semisimple
type Aλ1−1× · · · ×Aλs−1.

Let us return to the situation of Example A.5. There are three conjugacy classes of
Levi subgroups of G. These have representatives: G itself, the maximal torus T0 and
the subgroup 

? ? 0
? ? 0
0 0 ?

 Z

 ,

(where ? denotes an appropriate matrix entry and Z denotes the centre of GL3(K)).
The trivial unipotent class clearly corresponds to T0 and the regular unipotent class
corresponds to G. Therefore there is only one class remaining and this corresponds
to the Levi subgroup outlined above.

We end by discussing the restriction on p. Pommerening has shown, by an indepth
case by case analysis, that the Bala Carter theorem is true whenever p is a good prime,
(see [Car95, §5.11]). However it should also be mentioned that Premet in [Pre03] has
given a completely case free proof of the Bala–Carter theorem in good characteristic.
It is shown in [Kaw86, Theorem 2.1.1] that the classification by weighted Dynkin
diagrams also holds when p is a good prime. Therefore we may assume that the
results mentioned in this appendix hold in good characteristic.
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Affine Dynkin Diagrams

In this appendix we reproduce a table of Bonnafé, (see [Bon05, Table 1]), listing the
affine Dynkin diagrams of each simple root system. The numbers underneath the
nodes of each diagram represent the indices for the simple roots αi, where α0 is the
negative of the highest root. The number inside a node represents the value mα

associated to the simple root. In this table we also list the isomorphism type of
A = AutW(∆̃); we describe the action of A on the roots explicitly below.

Type ∆̃ A

An

1 1 1 1 1 1

1

1 2 3 n− 2 n− 1 n

0

Zn+1

Bn

1

1

2 2 2 2 2
0

1

2 3 n− 2 n− 1 n

Z2

Cn 1 2 2 2 2 1
0 1 2 n− 2 n− 1 n

Z2

Dn

(n even)

1

1

2 2 2 2

1

1

0

1

2 3 n− 3 n− 2

n− 1

n

Z2 ×Z2

157
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Type ∆̃ A

Dn

(n odd)

1

1

2 2 2 2

1

1

0

1

2 3 n− 3 n− 2

n− 1

n

Z4

E6

1 2 3 2 1

2

1

1 3 4 5 6

2

0

Z3

E7

1 2 3 4 3 2 1

2

0 1 3 4 5 6 7

2

Z2

E8

1 2 3 4 3 2 1 2

2

1 3 4 5 6 7 8 0

2

1

F4 1 2 3 4 2
0 1 2 3 4

1

G2 1 2 3
0 1 2

1

It will be useful to know how the group A acts on the root system of each simple type.
We recall this information from [Bou02, Plates I-IX(XII)] and denote a set of simple
roots for each type by {αj}.

Type An The single generator σ acts by mapping αn 7→ α0 and αj 7→ αj+1 for all
0 6 j 6 n− 1.
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Type Bn The single generator σ acts by exchanging α0 and α1 and fixes all αj for
2 6 j 6 n.

Type Cn The single generator σ acts by mapping αj 7→ αn−j for all 0 6 j 6 n.

Type Dn We denote the elements of A by the set {1, σ1, σn−1, σn}. If n ≡ 0 (mod 2)
then the element σn−1 acts by exchanging the elements in the sets {α0, αn−1},
{α1, αn}, {αj, αn−j} for each 2 6 j 6 n− 2. The element σn acts by exchanging αj

with αn−j for all 0 6 j 6 n. Furthermore A is generated by σn−1 and σn.

If n ≡ 1 (mod 2) then the element σn acts by mapping α0 7→ αn 7→ α1 7→ αn−1 7→
α0 and exchanges αj with αn−j for 2 6 j 6 n− 2. Furthermore A is generated by
σn.

The element σ1 always acts by exchanging the elements in the sets {α0, α1},
{αn−1, αn} and fixes αj for all 2 6 j 6 n− 2.

Type E6 The single generator σ acts by mapping α0 7→ α6 7→ α1 7→ α0 and α2 7→ α5 7→
α3 7→ α2 and fixes α4.

Type E7 The single generator σ exchanges the elements in the sets {α0, α7}, {α1, α6},
{α3, α5} and fixes the roots α4 and α8.

Recall from [Bon05, 3.7] that we have an isomorphism A → qΠ. If G is a connected
simply connected simple algebraic group and p is a very good prime for G then by
Lemma 1.10 we also have an isomorphism qΠ → Z(G). By composing these isomor-
phisms we have an isomorphism A → Z(G). We wish to describe this isomorphism
especially in the case where G is of type D.

We describe the isomorphism A → qΠ following [Bon05, §3.B]. Let αj ∈ ∆̃ be a root for
some j then we denote by ∆j the set ∆ \ {αj}. We write Φj ⊆ Φ for the parabolic sub-
system generated by the set ∆j and Wj = 〈wα | α ∈ ∆j〉 the corresponding parabolic
subgroup of W. Let Φ+

j = Φj ∩ Φ+ be a system of positive roots for Φj then we
denote by wj ∈ Wj the unique element such that wj(Φ+

j ) = −Φ+
j , (i.e. the longest

word in Wj). Define xj = wjw0 ∈ W then A = {xj | mαj = 1} by [Bon05, §3.5]. The
isomorphism A → qΠ is then given by xj 7→ qvj + Z qΦ.

We consider what this means for a simply connected group of type Dn. From the
diagrams above we see that in type Dn we have A = {x0, x1, xn−1, xn}. It is clear from
the description that x0 is the identity. If j is n − 1 or n then it is easy to determine
the action of xj because the longest word in Wj will induce the unique non-trivial
graph automorphism on the root system ∆j of type An−1. Furthermore the longest
element w0 ∈ W will induce no graph automorphism if n is even and the unique
graph automorphism of order 2 if n is odd. Comparing with Section 1.2.1 we see
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that we have chosen the labelling such that σj 7→ ẑj, (for j ∈ {1, n− 1, n}), under the
isomorphism A → Z(G).
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Dictionaries For j-Induction

In this appendix we give two tables which are designed to make the task of verifying
the j-induction for E6 and E7 easier. For each parahoric subgroup W(s̃) we list the
characters ρ ∈ Irr(W(s̃)) and jW

W(s̃)(ρ) in the notation of this thesis and the notation
used in CHEVIE.

Thesis CHEVIE

W(s̃) ρ jW
W(s̃)(ρ) ρ jW

W(s̃)(ρ)

A5 A1 [123456]� [12] 15′q 111111, 11 φ15,16

A5 A1 [1245]� [12] 60s 2211, 11 φ60,8

A2 A2 A2 [123]� [123]� [123] 10s 111, 111, 111 φ10,9

A2 A2 A2 [3]� [3]� [3] 1p 3, 3, 3 φ1,0

A1 A1 A1 A1 [12]� [12]� [12]� [12] 15q 11, 11, 11, 11 φ15,4

D4

[
0 1 2 3
1 2 3 4

]
24′p .1111 φ24,12

D4

[
0 2
1 3

]
30p 1.21 φ30,3

D4

[
1
3

]
6p 1.3 φ6,1

Table C.1: Dictionary For Type E6.

Thesis CHEVIE

W(s̃) ρ jW
W(s̃)(ρ) ρ jW

W(s̃)(ρ)

E6 6p 7′a φ6,1 φ7,1

E6 20p 27a φ20,2 φ27,2

E6 30p 56′a φ30,3 φ56,3

161
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Thesis CHEVIE

W(s̃) ρ jW
W(s̃)(ρ) ρ jW

W(s̃)(ρ)

E6 80s 315′a φ80,7 φ315,7

E6 30′p 405′a φ30,15 φ405,15

E6 20′p 189c φ20,20 φ189,20

E6 1′p 21b φ1,36 φ21,36

A7 [8] 1a 8 φ1,0

A7 [4567] 35b 44 φ35,4

A7 [1238] 210a 5111 φ210,6

A7 [236] 168a 422 φ168,6

A7 [1256] 280b 3311 φ280,8

A7 [1346] 378′a 3221 φ378,9

A7 [2345] 84a 2222 φ84,12

A7 [123467] 216a 221111 φ216,16

A7 [1234568] 105′b 2111111 φ105,21

A7 [12345678] 15a 11111111 φ15,28

A1 D6 [12]�

[
1 2
2 3

]
216′a 11.22, 11 φ216,9

A1 D6 [12]�

[
0 1 2 4
1 2 3 5

]
378a 1.2111, 11 φ378,14

A1 D6 [12]�

[
0 1 3 4
1 2 3 4

]
280b 11.1111, 11 φ280,17

A1 D6 [12]�

[
0 1 2 3 4 5
1 2 3 4 5 6

]
35′b .111111, 11 φ35,31

A1 D6 [2]�

[
0 1 2 4
1 2 3 5

]
420′a 1.2111, 2 φ420,13

A2 A5 [123]� [123456] 70a 111, 111111 φ70,18

A2 A5 [3]� [123456] 105′c 3, 111111 φ70,18

A2 A2 A2 [123]� [123]� [123] 70′a 111, 111, 111 φ70,9

A3 A3 A1 [1234]� [1234]� [12] 210′b 1111, 1111, 11 φ210,13
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Thesis CHEVIE

W(s̃) ρ jW
W(s̃)(ρ) ρ jW

W(s̃)(ρ)

A1 D4 A1 [12]�

[
0 2
1 3

]
� [12] 189′b 11, 1.21, 11 φ189,5

A1 D4 A1 [2]�

[
0 1 2 3
1 2 3 4

]
� [2] 105c .1111, 2, 2 φ105,12

Table C.2: Dictionary For Type E7.
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A Small Program For GAP

The following is the code for a program used to calculate the F-stability of conjugacy
classes of semisimple elements in Chapter 4. This program requires the development
version of CHEVIE as maintained by Jean Michel, (see [Mic11]).

ReflectionOrbit:=function(W,p)

local quasi1,quasi,vec,denom,orbit,result,list,rep,w0,fact,test,F,i,j,k,t,

s,s1,s0;

quasi1:=QuasiIsolatedRepresentatives(W);

F:=CoxeterCoset(W,p);

w0:=LongestCoxeterElement(W);

denom:=Set([]);

vec:=[];

test:=true;

rep:=[];

orbit:=[];

fact:=[];

list:=[];

quasi:=[];

result:=[];

for i in [1..Length(quasi1)] do

if Set(quasi1[i].v) <> [0] then

Add(quasi,quasi1[i]);

fi;

od;

for i in [1..Length(quasi)] do

vec:=quasi[i].v;

rep[i]:=[];

164
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for j in [1..Length(vec)] do

if Denominator(vec[j]) <> 1 then

denom[i]:=Denominator(vec[j]);

fi;

od;

fact[i]:=Set(Factors(denom[i]));

if denom[i]=2 then

for k in [1..W.rank] do

if vec[k] = 0 then

list[k]:=0;

else

list[k]:=1/2;

fi;

od;

Add(rep[i],Frobenius(F)(SemisimpleElement(W,list)).v);

else

for j in [2..denom[i]-1] do

for k in fact[i] do

if Mod(j,k)=0 then

test:=false;

fi;

od;

if test=true then

for k in [1..W.rank] do

if vec[k]= 0 then

list[k]:=0;

else

list[k]:=j/denom[i];

fi;

od;

Add(rep[i],Frobenius(F)(SemisimpleElement(W,list)).v);

else

test:=true;

fi;

od;

rep[i]:=Set(rep[i]);

fi;

od;

for i in [1..Length(quasi)] do

s:=quasi[i];

s1:=s^Identity(W);

RemoveSet(rep[i],s1.v);
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s0:=s^w0;

RemoveSet(rep[i],s0.v);

result[i]:=[s,true];

if Length(rep[i]) <> 0 then

orbit[i]:=Orbit(W,s);

for j in [1..Length(orbit[i])] do

orbit[i][j]:=orbit[i][j].v;

od;

j:=1;

repeat

t:=rep[i][j];

if t in orbit[i] then

result[i][2]:=true;

else

result[i][2]:=false;

fi;

j:=j+1;

until result[i][2] = false or j = Length(rep[i])+1;

fi;

od;

return result;

end;

We explain briefly how this program works. It first creates a list of representatives
for the non identity conjugacy classes of quasi-isolated semismple elements in the
algebraic group corresponding to the Coxeter group W, which it stores in quasi. For
every class representative it works out every possible image of the semisimple element
under the action of the Frobenius endomorphism specified by the permutation of the
simple roots p, which it stores in rep. Finally it checks for every class representative
in quasi that every image of that class representative is contained in the orbit under
the action of the Weyl group. The program then returns a list of lists such that each
sublist contains a quasi-isolated representative and the answer true / false.

Example D.1. We give some examples of how to use this program and the corre-
sponding output of GAP. We calculate the F-stability of orbits in D6(q), 2D6(q2), for
p 6= 2, and E8(q) for p 6= 2, 3, 5.

gap> ReflectionOrbit(CoxeterGroup("D",6),());

[ [ <0,0,0,0,0,1/2>, true ], [ <0,0,0,0,1/2,0>, true ],

[ <0,0,0,1/2,0,0>, true ], [ <0,0,1/4,0,1/4,0>, true ],

[ <0,1/2,0,0,0,0>, true ], [ <1/4,1/4,0,0,0,1/4>, true ],

[ <1/2,0,0,0,0,0>, true ] ]
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gap> ReflectionOrbit(CoxeterGroup("D",6),(1,2));

[ [ <0,0,0,0,0,1/2>, true ], [ <0,0,0,0,1/2,0>, true ],

[ <0,0,0,1/2,0,0>, true ], [ <0,0,1/4,0,1/4,0>, true ],

[ <0,1/2,0,0,0,0>, false ], [ <1/4,1/4,0,0,0,1/4>, true ],

[ <1/2,0,0,0,0,0>, false ] ]

gap> ReflectionOrbit(CoxeterGroup("E",8),());

[ [ <0,0,0,0,0,0,0,1/2>, true ], [ <0,0,0,0,0,0,1/3,0>, true ],

[ <0,0,0,0,0,1/4,0,0>, true ], [ <0,0,0,0,1/5,0,0,0>, true ],

[ <0,0,0,1/6,0,0,0,0>, true ], [ <0,0,1/4,0,0,0,0,0>, true ],

[ <0,1/3,0,0,0,0,0,0>, true ], [ <1/2,0,0,0,0,0,0,0>, true ] ]

The program is best left overnight to do the calculation for E8.
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tre, Astérisque (1988), no. 168, 10, 157–166, Orbites unipotentes et
représentations, I.

[Lus90] , Green functions and character sheaves, Ann. of Math. (2) 131 (1990),
no. 2, 355–408.

[Lus92] , A unipotent support for irreducible representations, Adv. Math. 94
(1992), no. 2, 139–179.



Bibliography 171

[Lus03] , Hecke algebras with unequal parameters, CRM Monograph Series,
vol. 18, American Mathematical Society, Providence, RI, 2003.

[Lus08] , Irreducible representations of finite spin groups, Represent. Theory 12
(2008), 1–36.

[Lus09] , Unipotent classes and special Weyl group representations, J. Algebra
321 (2009), no. 11, 3418–3449.

[LS79] G. Lusztig and N. Spaltenstein, Induced unipotent classes, J. London Math.
Soc. (2) 19 (1979), no. 1, 41–52.

[Mal91] G. Malle, Darstellungstheoretische Methoden bei der Realisierung einfacher
Gruppen vom Lie Typ als Galoisgruppen, Representation theory of finite
groups and finite-dimensional algebras (Bielefeld, 1991), Progr. Math.,
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