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General Introduction

Brownian diffusion is the process responsiblesjpontaneous transport of matter
from one part of the system to another. Knowledfiethe mobility of particles in
materials is of prime importance for many appligas. In this thesis we investigate the
diffusion of tracer particles in two complex medgiobular protein gels and water in
water emulsions formed by mixtures of incompatisater soluble polymers. The two
systems may be considered as representative folamge classes of complex media:
particle gels and emulsions. For this investigati explored the possibilities of using
confocal laser scanning microscopy (CLSM) to measilnie displacement of tracer
particles in such systems. We have used Multi-Blarfiracking for tracers with a radius

larger than 100nm and Fluorescence recovery dftetopleaching for smaller tracers.

The objective for the protein gels was to coreeldte structure of the gel with
diffusion of tracer particles through it. Thereisinterest in improving the health of food
products by adding nutriments encapsulated in spaaticles and hence the diffusion of
tracer particles in food colloidal gels becomesnaportant issue. Numerous studies have
been reported in the area of tracer diffusion ilyqer solutions and gels. However, most
of these studies are not relevant to the diffusibimacer particles in globular protein gels.
From the many globular proteirfsJactoglobulin $-lg) was chosen for two main reasons.
1) The structural properties of heat-$elg gels have been thoroughly investigated at
various conditions of ionic strength and pH. 2uBtures with a range of pore sizes could
be prepared by varying the salt concentration. dditeon, B-lg is the main protein

component of whey and is much used in industriadifproducts.

It is well-known that oil in water emulsions caa éfficiently stabilized by adding
small solid particles that become spontaneouslyptd at the interface of the emulsion
droplets. Such emulsions are commonly known aseffiicg emulsions. In this thesis we
will show that the effect can occur in water in @raémulsions formed by mixing aqueous
solutions of two incompatible polymers: polyethydesxide (PEO) and dextran which is a
neutral polysaccharide. These two polymers weres@mdecause they are neutral and
have a relatively simple behavior in pure solutidnsaddition, the thermodynamics and
the interfacial tension of PEO-dextran mixtures enaalready been reported in the
literature. Our objective was to study the mobibfylatex particles with different radii at

the droplet interface in these emulsions. The atdggnof using water in water emulsions



formed by mixing viscous polymer solutions is tlcataming or sedimentation is very

slow allowing MPT at stable droplet interfaces.

The thesis consists of 3chapters and a generalusioie. In the first chapter we
discuss the literature focusing on heat8éactoglobulin gels; phase separation and
emulsions; and tracer diffusion. In the second tdragpve discuss the materials and
methods that we have used in this study. This emajpicludes a discussion of the
different techniques that have been used to analyzeCLSM images. Details of the

computer routines that were utilized are giverhmappendices.

The third chapter divided in to two sections. Thestf section reports the
experiments on the diffusion of tracer particlegily gels. Here we discuss the results
obtained from multiple particle tracking with largeeacers and then the results obtained
from FRAP measurements with smaller tracers. Weshibw that both MPT and FRAP
are useful and complementary techniques to stuelyrtbbility of tracers in protein gel.
The main conclusion is that the tracer mobilitydg only related to the average pore size,
but that also the pore size distribution is of mimmportance. Whereas the second section
reports our investigation of the mobility of tracearticles at the droplet interface of
emulsions formed by mixing aqueous solutions of P&@ dextran. Trapping of the
particles was correlated to the experimentally mheitged interfacial tension and the
contact angle of the particles with the interfatiee diffusion coefficient of the particles
at the interface could be determined using MPT \wad found to be determined by the

viscosity of the two phases and the contact angle.



1. Bibliography

Proteins are polymers of amino acids, with eacimaracid residue joined to its
neighbor by a peptide bond. Their structure caddszribed in four levels. Each protein
is characterized by a unique sequence of aminesacalled its primary structure. The
secondary structure refers to the regular arrangeonfeamino acid residues in a segment
of the polypeptide chain, in which each residuspiatially related to its neighbors in the
same way. The most common secondary structures-beéix andp-sheet. The tertiary
structure describes the complete three dimensisttatture of a poly peptide chain.
Quaternary structures arise from the oligomeriratibproteins and it ranges from simple

dimers to large complexes.

1.1.p-lactoglobulin

B-lactoglobulin B-lg) is the major whey protein in the milk of ruraims and
many other mammals. Six different genetic variaitg-lg have been identified, among
these two are important: variants A and B thateditit position 64 (Asp/Gly) and 118
(val/Ala) (Hambling, McAlpine, & Sawyer, 1992B-Ig has been the subject of a wide
range of biophysical studies because of its abwaland ease of isolation. Its biological
function is not clear, but it is a member of theilg of lipocalins (Oliveira et al., 2001)

which carry small hydrophobic molecules and thuy exat as specific transporters.

1.1.2. Molecular structure

The primary structure ¢f-Ig consists of 162 amino acids with a moleculaigive
around 18.40 Kg/mol. Its isoelectric point is at pR. It contains 5 sulfated amino acids.
It has a dense approximately spherical tertianycstire (Brownlow et al., 1997) with a

radius of about 2 nm, see figure 1.1.



Figure 1.1. Schematic drawing of the structur@-tdctoglobulin (Brownlow et al.,
1997).

1.1.3. Aggregation and gelation of-lactoglobulin

Heating solutions of globular proteins such faky above their denaturation
temperature results in partial unfolding of the inkawhich leads in many cases to
aggregation of the proteins. Above a critical pirotsoncentration (g the solution gels
when heated. The process of aggregation and gelafif-Ig has been widely studied.
The structure of the aggregates and gels has hedied by scattering techniques and
microscopy (Ako, Durand, Nicolai, & Becu, 2009; DBablicolai, Britten, & Schmitt,
2011; Pouzot, Durand, & Nicolai, 2004). The effettelectrostatic interaction between
the proteins on the structure of the aggregateséas investigated by changing the pH
at a fixed salt concentration and protein concéinmmaor by changing the salt
concentration at fixed pH and protein concentra(aussay, Bon, Nicolai, Durand, &
Busnel, 2004; Mehalebi, Nicolai, & Durand, 2008)



1.1.4. Structure of dilute aggregates

The rate at which native-lg aggregates increases exponentially with inéngas
temperature and is characterized by a large aittivanergy (Le Bon, Nicolai, & Durand,
1999; Taco Nicolai et al., 2011). The rate of aggt®n also changes with protein
concentration, ionic concentration and pH. Durimg tinitial stages of aggregation
process small oligomers have been observed betpide® and 8.7 (Bauer, Hansen, &
ogendal, 1998). With heating time, the fractiorunaggregatef@-lactoglobulin decreases
while the number and size of the aggregates ineseds low protein concentrations, the
heated solutions at steady state mainly contaigoolers, but at higher concentration

larger aggregates are formed.

Figure 1.2. Negative-staining TEM image$3dfy aggregates formed at pH 2.0 (A), pH
5.8 (B) and pH 7.0 (C). Scale bars are 500 nm. Beéypced from Jung et al (Jung, Savin,
Pouzot, Schmitt, & Mezzenga, 2008)

The structure of the aggregates at steady staiends on the pH (Durand, Gimel,
& Nicolai, 2002; Jung et al., 2008). Figure 1.2 whoexamples of-lg aggregates at
different pH (Jung et al., 2008). Small curved rsti& are formed at pH 7, spherical
aggregates at pH 5.8 and long rigid strands at.pH 2

1.1.5. Structure of the gels

The visual aspect of the globular proteins geisngfly depends on electrostatic
interaction between the proteins. The transitiemftransparent to turbid gels occurs in a

narrow range of ionic strength (Ako, Durand et 2009; Mehalebi et al., 2008). Figure
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1.3 shows the transition dhe visual aspect of-lg gels structure frm trarsparent tc
turbid as a function of salt corntraion.

Mehalebi et alMehalebi et al., 200! investigated the structure B-lg gels
formed at various pH and salbncentrations using light scattering techniqu he result
were expressed in terms of apparent molar mass ), which reflets the anplitude of
the concentration fluctuatior (heterogeneity) of the gel. The effect the sall
concentration was investigatéor a range of pH from to 9 atp-lg concentation C =
100 g/l. The value of Mwas found to increase exponentially wisalt corcentratior
between 0 and 200 mM, ségure 1.4. Gels with low values of Mvere traniparent. A
higher salt concentrations, thneasurement of , is no longer accurate beuse of the
high turbidity of the gels.

Figure 1.3. Transition fronransparent to turbi gel structuress a functioi of salt

concentntion at B-lg concentration 100 g/l.

Ako et al (Ako, Nicolai, Durand, & Brottons, 200 studied the effet of ionic
strength (from O to 0.5 Mat pH7 for B-Ig gels at C=100g/L. The local strure of the
gels was investigated with tmelp of small angle -ray scattering (SAXS)Figure 1.5
shows the scattering intensitis a function of the scattering wave vectq) for gels
formed at pH 7 atlifferent salt :oncentrations. The structure factor has a por the gels
formed in the absence of saltlicating the ordered arrangement of the prcstrands ir
these gels. They found that: proteins strands are situated at a preferistance o
2n/gmax=22 nm. The orderearrangement in the gel decreased with easing pk
towards the isoelectric point with increasing ionic strength at pH 7 while2 intensity

8



at small q values increased. This explains theees® of turbidity of the gel with
decreasing pH or increasing ionic strength. It wlaserved that in a narrow range of salt
concentrations and pH the gel structure is selflamover some length scale so that the
structure factor decreased as a power law witheasing g: S(qp g% with a fractal
dimension df close to 2. At higher salt concendragior lower pH it was found that S(q)
o g”. This finding shows the formation of homogeneousrondomains as was also
observed by confocal laser scanning microscopy ({@)L.See below. The q dependence
deviated from the Porod law at q > 0.15 hnwhich means that the domains are

homogeneous down to about 10 nm.
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Figure 1.4. Dependence of,Mn the salt concentration at different pH as iradéx in the
figure forp-lg gels at C=100 g/l (Mehalebi et al., 2008).

The structure of the gels at higher salt concéotra or pH close to the isoelectric
point cannot be investigated with light scatteribgt can be studied with CLSM (Ako,
Durand et al., 2009). Figure 1.6 shows CLSM imagfeg-lg gels formed at pH 7 and
C=100 g/l for different NaCl concentrations. At I®alt concentrations the gel structure
is homogeneous on the length scales accessible UBMC but at higher salt
concentrations the gels consist of micron size@&spal domains formed by micro phase

separation.
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Figure 1.5. Dependence of the scattering intermityhe scattering wave vector figig
gels (C= 100 g/L) for different NaCl concentratioaispH 7. The solid line has slope -4
(Ako, Nicolai et al., 2009)

Figure 1.6. Shows the CLSM image$-4f gels formed at different salt concentrations
as indicated in the images for pH 7 &by concentration 100 g/l. The width of the
image is 16Qum.

They studied the effect of the NaCl concentratarthe structure of the gel with
CLSM over a wide range of pH from 2 to 9. Betwedt 4.1 and 5.8, micro phase

separation of the proteins occurs in salt freetgmig. Outside this range microphase

10



separation occurs only above a critical salt cotmeéion that increases with increasing
pH above 5.8 and decreasing pH below 4.1, seedfi@uf (a) The effect of the protein
concentration on the structure of heafeld solutions has been investigated at pH 7, see
figure 1.7 (b).

0.30 1

b

micro-phase
separated

. . d
025 | Microphase separation +

0.20

g —~
~, 0.15 \2{,} 0.1 F
© @)

0.10 homogeneous

0.05

omogeneous
0.00 00] bt o v
2 3 4 5 6 7 8 9 0 20 40 60 80 100
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Figure 1.7: State diagram showing the conditionpldfand NaCl concentration at which
B-lg (C=100g/l) forms homogeneous or microphase s&pd gels (left). Diagram
showing the conditions of NaCl concentration anadt@in concentration at whiclg
forms a sol, a homogeneous gel, a precipitate mic@o-phase separated gel at pH 7
(Ako, Nicolai et al., 2009) (right).

1.2. Aqueous polymer mixtures

Aqueous polymer mixturesare most commonly encountered in food and
household products and hence understanding thagepbehavior and structure is crucial
to design, formulation and manufacture of products.

1.2.1. Phase separation

Mixed polymer solutions can vary from homogenetusully phase separated,
depending on the thermodynamics and the kinetigghase separation. Miscibility of the

mixed polymers can be predicted on the basis offthe energy of mixing. If it is

11



positive, then the mixture will have a tendencydon two phases. The Gibbs fre&G()

energy of mixing is a combination of mixing enthaldH,,;,) and entropy of mixing

(ASmix):
AG = AH,; — TAS iy 1.1

Generally AH,,,;, is positive which favours demixing of the two polers.
However, for small solute moleculeasS,,;, may be sufficiently large so that the
molecules will mix. In the case of polymerasS,,; is relatively smaller, so that it is
common for them to demix into a phase enrichedria of the polymers and another
enriched in the other polymer. For polyelectrolytése nature of the interaction in
solution depends on the sign and degree of chargleeomixed polymers. Three different
situations are illustrated in the figure 1.8 (Frite010) for neutral polymers and
polyelectrolytes. The system has a strong tendemphase separate, if the two polymers
are either neutral or have charges of the same Highe two polymers have opposite

charges then they will attract each other and faomplexes which may eventually

precipitate.
Nat+ ).
Cl-
Cl- Na+ Mixing driven
Demixing Coacervation by counterion

entropy

Figure 1.8. lllustration of the possible influenaecharges on the polymer in solution.
From left to right: uncharged polymers tend to phasparate; oppositely charged
polymers form complexes; mixtures of charged amtharged polymers tend form

homogeneous mixtures at low salt concentrationgi{F2010).

The situation becomes more complex when only argnger is charged so that
the entropy of the counter ions controls the mixaghe two such polymers in solution.
Piculell and Lindman (Piculell & Lindman, 1992) fadi that mixing of the two polymers

12



is strongly depended on the ionic strength. At lowic strength the system is usually

homogeneous, but at higher salt concentratiortsais@ separates.

1.2.2. Phase diagrams

The phase behavior of mixed polymer solutions loarcharacterized by a phase
diagram which describes the conditions of phasarsé¢ipn, either as an X-Y plot or a
ternary plot as shown in the figure 1.9 (Norton &tt; 2001) where the phase diagram of
agueous gelatin-maltodextrin mixtures is shown,clwhs typical for many biopolymer
mixtures. The binodal separates the one phase fiteentwo phase region. The
composition of a biopolymer mixture can be représgrby a single point in the phase
diagram. If the point lies in the two phase regiben the system has a tendency to
separate into two phases with compositions thabriehe binodal. The tie line connects
the initial composition with the compositions ottheparate phases. The volume fraction
of each phase after phase separation can be deftocedhe tie-line length between the
initial composition and the composition of each gghaFigure 1.9 shows that the binodal
is close to the axis, which means that for mossplseparating compositions each phase
mainly contains one of the polymers and only a smalount of the other. The 50:50
phase volume line shows where the two phases haveame volume fraction after phase
separation. Below this line, maltodextrin is theétouous phase, but above it, gelatin is
the continuous phase. The critical point of thesghdiagram is the point on the binodal

where the tie-line length becomes zero.

As mentioned above, if the composition of the mmigtlies above the binodal line
then the system has a tendency to phase sepam@tsvinphases. There is a second line
that lies within the binodal region which is terméid spinodal, see the dotted line in
figure 1.9. The spinodal separates the metastag®nm from the unstable region. If a
solution composition lies between binodal and sgatothen the system will phase
separate through nucleation and growth, which nake ta long time and may not be
observed in the time scale of an experiment. Theae for metastability of compositions
between the binodal and the spinodal is that tke &nergy of mixing increases during
the initial process of phase separation and onlgredses ones the phase separated
domains (nuclei) are larger than a critical sizbeffmodynamically unstable mixtures

phase separate everywhere from the very beginidegGennes, 1979) which is known

13



as the spinodal decomposition. Figure 1.10 sho@k%M image of the microstructure of
biopolymer mixture during spinodal decompositioirggzmand, Murray, & Dickinson,
2009)

A Gelatin continuous
.J":- [ R
i Biconti :
25+ . h. . wonlinuous
: og BT .
204
lI
= 15
E
&
2 10 %
T
-
Maltodextrin
> continuous
a T T T T = —
0 5. 10 15 20 25 30

SAZ2e (Jowin)

Figure 1.9. Phase diagram of Maltodextrine (SA2e)atin (LH1e) mixtures. The open
squares represent the experimentally determinedg@lkampositions while the open

circles represent theoretical values (Norton & Rri2001).

Figure 1.10. CLSM image of spinodal type microduite of phase separated mixed

biopolymer solution of protein—polysaccharide sys{&iroozmand et al., 2009).

1.2.3. Emulsions

An emulsion is a dispersion of droplets of oneuiligin another liquid with

which it is immiscible. In foods, the two immisagbliquids are usually an oil and an

14



aqueous solution. Emulsions can be classified erb#sis of the organization of the two

immiscible phases. If the oil droplets are disperisethe water phase then it is called an
oil in water emulsion (e.g., milk, salad dressimgl anayonnaise) whereas the inverse is
known as a water in oil emulsion (e.g., butter argarine). The material within the

droplets is usually referred to as the dispersadternal phase, where as the material that
makes up the surrounding liquid is called the cumdius or external phase. From a
thermodynamic point of view, these emulsions arstalrle because of the positive free

energy associated with the oil-water interface.

Concentrated aqueous solutions of thermodynargicadbmpatible polymers
form water in water emulsions (Frith, 2010). Thisiation often occurs in food systems
containing proteins and polysaccharides when tli¢epr-polysaccharide interaction is

net repulsive.

1.2.4. Interfacial tension

The interfacial tensiony) is a measure of the cohesive energy arising fiioen
imbalance of forces between the molecules at anfade. When two different phases are
in contact with each other then molecules at therface experience an imbalance of
forces. This will result into an increase of theefrenergy at the interface. This excess free
energy can be quantified as the amount of energyined to create a new surface or as
the force that acts perpendicular and inward froemlioundaries of the surface to reduce

the area of the interface. The unit of interfatéaision in the SI systemAgn 1.

The spherical droplet structure displayed by phsesgarating mixtures results
from the minimization of the interfacial tensiontknin the system. The interfacial tension
strongly depends on the nature of the two phasasdfe in contact. The interfacial
tension of phase separated aqueous polymer mixtassfound to be 0.5-500N/m
which is orders of magnitude lower than betweenamitli water (Ding et al., 2002).
Bamberger et al (Bamberger, Seaman, Sharp, & BrotR84) and Forciniti et al
(Forciniti, Hall, & Kula, 1990) studied the intedial tension in aqueous mixtures of
polyethylene glycol (PEG) and dextran. They fouhdttthe interfacial tension ranged

from 30 to 30QN/m depending on the molecular weight and totalceotration of the
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polymers. They showed that there exists a coroeldietween the interfacial tension and
the tie-line length (TLL),

y = C;.(TLL)®2 1.2
y = C3.expC,. (TLL)] 1.3

or the interfacial tension and the difference betwvéhe concentration of the polymers

(AC) in the separated phases:
y = C5(ACae)C® 14
¥y = C;(ACpea) C? 1.5

Where the experimental constar®s to Cg were found to depend on the type of

biopolymer, molecular weight, temperature and cotre¢ion.

1.2.5. Mechanisms of emulsion instability

The most important mechanisms of physical insta#sl are Ostwald
ripening, creaming, sedimentation, aggregation, a&odlescence. During Ostwald
ripening, larger droplets grow at the expense dllEnones which is due to the fact that
the solubility of the material within the dispersddoplets increases with decreasing
droplet radius (Kabalnov, 1998); (McClements, 20#gure 1.11 illustrates the various

mechanisms of physical emulsion instability (Freklriwalstra, & Dewettinck, 2010).

Creaming or sedimentation is caused by the densfitgrence between the
dispersed phase and the continuous phase. If tpets have a lower density than the
continuous medium, then the droplets tend to go angsv which is referred to as
creaming. If the dispersed phase is of greaterityetiteen the droplets tend to move
downwards which is referred to as sedimentatione Bu thermal energy, droplets in
emulsions collide with their neighbors, after bin they may coalesce, move apart or
remain aggregated depending on the stability ofiftexface and the relative magnitude

of the attractive and repulsive forces between them
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Figure 1.11. Schematic drawing of different mechars of physical emulsion instability
(Fredrick et al., 2010).
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1.2.6. Pickering emulsions

In 1907, Pickering discovered that finely dividealid particles could be used as
stabilizers in emulsions and are therefore callettd?ing emulsions (Pickering, 1907).
The particles are adsorbed at the oil-water inte$aand provide a barrier against
coalescence, thereby stabilizing the emulsion. feigul2 shows an optical microscopy
image of a water droplet in cyclohexane stabilizsd hydrophilic latex particles of

diameter 3.2um.

Assuming that the particles are small enough st the effect of gravity is
negligible, then the energ@) required to remove particles with radius R fromadn

water interface is given by the following equat{@wveyard, Binks, & Clint, 2003),
AG = TR?*You(1 — |cosBy,l?) 1.6

Where#,,, is the contact angle of the spherical particlénwliie interface. For hydrophilic
particlesd < 90° with respect to the water phase which mélaasa larger fraction of the
particle surface resides in the water phase thameiil phase. For hydrophobic particles

6o > 90 and the particle resides more in the oil than ewater, see figure 1.13.

17



Figure 1.12. Optical microscope image of a sing&ex drop in cyclohexane coated with
3.2 micron hydrophilic latex particles. The scal borresponds to 50m (Aveyard et
al., 2003).
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Figure 1.13. Schematic representation of a sphépeaticle at a planar oil water
interface for different contact angles (Aveyaralet 2003)

From Eg. 1.6 it is clear that the particle is mstsongly held at the interface

when8=9(. There will be a rapid decrease/df when@ is increased or decreased away

from 90. For instance, the amount of energy required fiwore a spherical particle with

a radius R=10 nm from a toluene-water interffog = 0.036 Nm™") is 2750 KT for
8=90P. However, wherd is 20 or 160 then the energy is reduced to 10 kT. Figure 1.14

shows the variation of interfacial free energy vtk contact angle for this system.
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Figure 1.14. Dependence of the energy requirecttoave a spherical particle with a

radius R=10 nm from a toluene-water interface o tontact angle.

Aveyard et al investigated the effect of the alitparticle concentration on the
average emulsion drop size and stability for a gigmulsification condition. They have
used alkylsilane coated spherical silica particléth radius 25 nm. In figure 1.15 the
mean droplet diameter immediately after preparatsoplotted as a function of particle
concentration. They found that the droplet diamelecreased with increasing particle
concentration. The size of the droplets decreaged factor of eight when the particle
concentration increased 10 fold. They also obsetlatithe ratio of the total number of
particles to the number of particles adsorbed wesural unity up to a particle
concentration of 3 wt%, but it increased by momntla factor 2 when the concentration
of the particle was 5.6 wt% and the excess pastigfgeared in the continuous phase. Up
to 3 wt%, the droplet size decreased which incikdse total surface and hence allowed
more particles to go to interface. Once the drgpitained a limiting size the excess

particles went to the continuous phase.
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Figure 1.15. Median drop diameter (left hand ordmdilled points) as a function of
aqueous concentration of hydrophobic silica pae#(25 nm diameter) in PDMS-in-
water emulsions. Also shown is the ratio of thaltotumber of particles available to the
number required to provide a monolayer around atlb (right hand ordinate, open
points) (Aveyard et al., 2003).

Particle size is also a major factor which detessithe stability of the emulsion.
Sanford and Levine (Levine & Sanford, 1985) propb#®at particles size should be in
the range of a few nanometers to a few micrométessabilize an emulsion. There exists
a critical diameter of the particle below which #mulsion is not stable. It follows from

Eq. 1.6 that is the desorption energy dependsesdhbare of the particle size

1.2.7. Pickering water-in-water emulsions

Binks et al (Binks & Horozov, 2006) showed recgritiat particles can also be
trapped at the interface between water and iogigds and Firoozmand (Firoozmand et
al., 2009) et al showed that they can even be ¢é@d@ the interface of between protein
and polysaccharide rich aqueous phases. Firoozetaaldound that self assembly of the
latex particles at the interface perturb and sigaiftly slow down coarsening of the
heterogeneous microstructure. However, they cormidéhat the interfacial tension for
water-in-water emulsions is too low and suggesteat the driving force was the
repulsion between the particles and the two incdiblgapolymers within the system.

Figure 1.16 shows CLSM images of aged samplesrofxad biopolymer system (25.5
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wt% sugar, 31.4% glucose syrup, 7 wt% gelatin, 4wvat% oxidized starch) containing

polystyrene latex particles

Figure 1.16. CLSM images of aged samples of a nbigublymer system (25.5 wt%
sugar, 31.4% glucose syrup, 7 wt% gelatin, and% wkidized starch) containing

polystyrene latex particles (Firoozmand et al., 200

1.3. Diffusion

Diffusion is the process which is responsible thoe spontaneous movement of
matter from a region of higher concentration tegion of lower concentration and it is
due to random molecular (Brownian) motion. The wdifbn process is much faster in
gases than in liquids and solids (Masaro & Zhu,9)9%he first mathematical treatment
of diffusion was done by Fick (Fick, 1855) who deyeed a law for diffusion in one

dimension.
— _poc
J=-D- 1.7

Where]J is the flux per unit area, D is the diffusion da@ént anddC /dz is the gradient
of concentration along z axis. When the concewinadif the studied species is very small,

then the diffusion of the species is also calleder diffusion.
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1.3.1. Diffusion in liquids.

The diffusion coefficient of dilute spherical gakes in liquids is related to the
solvent viscosity(n) and the hydrodynamic radiyg) of the particle via the Stokes-
Einstein relation (Cussler, 2000),

__ KpT _ KpgT

D= = emma 1.8

Wheref is the friction coefficient of the solut&; is Boltzmann’'s constant arftis the
absolute temperature. This equation shows theioeléetween the thermal energy and
the drag force that a particle feels when it idgzuthrough a liquid. From this equation it
is clear that the diffusion coefficient increasathvincreasing temperature and decreases
with increasing viscosity and particle radius. Taktion is valid only when the solute is

much larger than the solvent (Cussler, 2000).

1.3.2. Diffusion in gels

1.3.2.1. Theory

The diffusion in polymer solutions and gels is @bax and it is difficult to predict
and control the diffusion of molecules in theseteys. There exist different theoretical
models of diffusion based on obstruction effeatse fvolume effects and hydrodynamic
interactions. In obstruction models, it is assuried the self-diffusion coefficient of gels
is much slower than that of the diffusant. Henae fiblymer is represented as immobile
and impenetrable segments immersed in a solutioanyMmodels were developed
(Fricke, 1924; Mackie & Meares, 1955) on the badi®bstruction, which describe the
diffusion of small molecules in dilute or semi dédupolymer solutions satisfactorily, but

deviate for large diffusants and for higher polyroencentrations.

Ogston et al (Ogston, Preston, & Wells, 1973) tmed an approach in which
the self-diffusion coefficient of the diffusant negules depends on both the size of the
obstacle present in the solution and on the sizheofliffusant, as shown in the following

equation:

2_ _Rh+p 1/2
Do—exp[ — ¢ ] 19
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Where ¢ is the volume fraction of the polymeR;, the hydrodynamic radius of the
diffusant andp the cylindrical radius of the fiber. However, tihi®del also failed at high

polymer concentrations when hydrodynamic interastibecame non-negligible (Ogston
et al., 1973).

Hydrodynamic theories consider hydrodynamic irceoa in the whole system.
This includes the frictional interactions betweée solute and the polymer, the solute
and the solvent and the solvent and the polymdrth&ke interactions play an important
role for the diffusion in more concentrated polynsetutions where the polymer chains
start to overlap. Among the models based on hydraaiyc theories, the most remarkable
one was developed by Phillies (Phillies, 1986, 19B989) who proposed a stretched
exponential equation to describe the self-diffussbrmacromolecules over a wide range

of concentrations:
D = Dyexp(—« c?) 1.10

Here o« and v are scaling parameters which depend on the moleewsght of the
diffusant polymer. This equation was proposed anlibsis of numerous experimental
data from Phillies own research group as well amfthe literature (Phillies, 1986). For
macromoleculesx scales with molecular weightoc(~M°°£%1) whereas for small
diffusant, o scales with the hydrodynamic radies £Ry,). The other scaling parameter
varies between 1 for low molecular weight diffusaanbd 0.5 for high molecular weight
diffusants and between these limitssM~/4. Figure 1.17 shows the self-diffusion
coefficient of polystyrene as a function of molegulveight in dibutyl phthalate for

different polymer concentrations (Phillies, 1992).
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Figure 1.17. Self-diffusion coefficient of polystye as a function of the molecular weight
in dibutyl phthalate for different polymer conceation: 13 wt% (open circles), 18 wt%
(filled circles) and 40.6 wt% (half-filled circlesurved lines represent the fittings to the
stretched exponential equation while the straigied correspond to power laws

(Phillies, 1992).

1.3.2.2. Simulation

Babu et al (Babu, Gimel, & Nicolai, 2008) simultieacer diffusion of colloidal
particles in the gels that were formed by diffusiionited cluster aggregation (DLCA) or
reaction limited cluster aggregation (RLCA) of haspheres. The diffusion of tracer
particles in these gels strongly depends on thamvelfraction of the gels that can be
accessed by the center of mass of the tracer lgattithey investigated in detail the effect
of accessible volume on the mean square displadsméitracer particles by varying the
volume fraction of the gels, the structure of tkeés@nd also the size of the tracers. Figure
1.18 shows a plot of accessible voluggeversus the volume fractiop for randomly
distributed frozen hard spheres (FHS), and gelséorby DLCA and RLCA. For a given
volume fraction,p, is larger for RLCA gels than for DLCA gels for wehiit is in turn

larger than for FHS.
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Figure 1.18. (a) Accessible volume as a functiorthef volume fraction for spherical
tracers with the same diameter as that of the spakepbstacles for FHS (circles) and
DLCA (triangles) or RLCA (squares) gels. Figure 8..1b) Dependence of diffusion
coefficient of the tracer as a function of volumecfion of obstacles for FHS (circles)
and DLCA (triangles) or RLCA (squares) gels (Babalg 2008).

Gels have higher accessible volume than FHS sgsb&mause the particles in the
gels are connected which leads to overlap of thdudred volume. The highep, of
RLCA than that of DLCA comes from the fact that RleCA gels are denser than DLCA
gels and therefore more excluded volume overlapthisr gel. For all the systems,

decreases with increasing the volume fraction efdibstacle.

The long time diffusion coefficient relative toetlfree diffusion coefficient (D), of
the tracer particles is plotted as a function oluree fraction of the three systems in
figure 1.18 (b). From the graph it is clear thatdayiven volume fraction of obstacles, the
relative diffusion coefficient of the tracers iretRLCA gels is larger than that in DLCA
gels which is in turn larger than in FHS. In alethbove systems D decreases with
increasinge and at a critical volume fractiorpd) the particles become trapped. At low
volume fractions, the accessible volume percoldiesigh the system, but the number of
isolated pores increases with increasingnd abovep. there are only isolated pores in
which the tracers are trapped. Figure 1.19 (a) shimmages ofdp, for DLCA gels at

different values okp. Percolating pores are yellow whereas the redrdalticates the
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isolated pores. The mean square displacement am@ger many tracers is shown in
figure 1.19 (b) for DLCA gels at differeptvalues.

log(t)

Figure 1.19. (a) Shows images of accessible vofemBLCA gels at different volume
fraction. Percolating pores are yellow and isolajgates are red. For clarity images of
the percolating pore of the systems in parts beagde shown separately in ¢ and f,
respectively. Figure 1.19. (b) Mean square disptaert averaged over many tracers for

DLCA gels at different volume fractions (Babu et 2008).

Tracers diffuse freely until they hit the obstackfter which the diffusion is
anomalous until the MSD of the tracer exceeds aracieristic value, called the
correlation length of the percolating pores. At den distances it becomes again
diffusional with a reduced diffusion coefficient.A&nho > ¢, then all tracers are trapped

in the isolated pores and hence the MSD of thetsastagnates at long times.

An interesting result of this investigation wasttithe diffusion of spherical
particles in these above mentioned systems weralyndetermined by the volume
fraction that is accessible to the tracers irrepecof the gel structure, gel volume

fraction and tracer size. Figure 1.20 (a) showsddggendence of the long time diffusion
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coefficient relative to the free diffusion on thecassible volume for DLCA and RLCA
gels and frozen hard spheres. From the graplclea that for given accessible volume,
the diffusion coefficient of the tracers is same tloese systems and it decreases with
decreasing accessible volume. Remarkably, whemdhessible volume was lower than

3% then all the tracers were trapped in the matgpardless of the gel structure.

The effect of the tracer size on the accessiblenve was investigated by varying
the tracer size from 0.1 to unity; see figure b ¢, decreased with increasing tracer

size and for a point tracer it waspl-
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Figure 1.20. (a) Dependence of the long time diffugoefficient relative to the free
diffusion on the accessible volume for DLCA (csland RLCA (squares) gels and
frozen hard spheres (triangles). Figure 1.20. (lBpEndence of the accessible volume on
the tracer size for DLCA (circles) and RLCA (sqrgels and frozen hard spheres
(triangles) (Babu et al., 2008).
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1.3.2.3. Experiment

1.3.2.3.1. Methods to determine diffusion coefficm

There exist several methods to determine the gknthlocal diffusion properties.
Nuclear magnetic resonance diffusometry (NMRD) igoaverful technique to measure
the diffusion of solutes, which allows one to measthe diffusion coefficient down to
10*° m?s? with high accuracy. The disadvantage of this tepmn is that it requires
flexible diffusants. Other techniques exploit CLSbI determine the displacement of
particles. In the following sections we will dissugn more detail about two such
techniques: multiple particle tracking and fluoesoe recovery after photobleaching.

1.3.2.3.2. Fluorescence recovery after photobleaadlg (FRAP)

Fluorescence recovery after photo bleaching isedull technique to measure the
diffusion coefficient of the tracers in various mexland was developed by Peters et al.
(Peters, Peters, Tews, & Bahr, 1974) and Axelrodl.efAxelrod, Koppel, Schlessinger,
Elson, & Webb, 1976). In this technique, an intelaser beam is used to photobleach the
fluorescence of tracers in a small region of thepa followed by measurement of the
recovering of the fluorescence intensity due téudibn of the unbleached tracers to this

region, see Figure 1.21 (Lorén, Nydén, & Hermans26009).

In a typical FRAP experiment a cylindrical regiointhe sample is bleached and it
is assumed that the intensity recovery in the Wledaegion is dependent only on the
diffusion of the fluorochromes in the plane pergealdr to the cylinder. With the proper
set-up there is a linear relationship betweennbensity and fluorochrome concentration.
The combination of FRAP and CLSM allows one to datee transport in different parts

of the system with a good precision.

The length scale of structural heterogeneity #edsize of the bleached region is
important when FRAP is done on a heterogeneousrialafeorén et al., 2009). Such a
situation may occur in phase separated and gelidras and is illustrated in figure 1.22.
Figure 1.22 (a) shows a situation where the sizthefbleached region is much smaller
than the distance between the different parts & $igstem and covers a single
homogeneous domain. Figure 1.22 (b) shows a tuathere the size of the bleached

region covers several parts of the heterogeneouiamin this case the effect of the
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structural heterogeneity will be averaged. The ayerdiffusion of the tracer particles
depends on the diffusion rate and the equilibriwtulglity in different parts of the
system There have been several studies of FRAPFoipolymer gels. Here we will

discuss one typical example.

Figure 1.21. FRAP experiment in a homogeneousisalaif 20 wt % polyethylene glycol
(PEG) and water (Jonasson, Lorén, Olofsson, Nyae& Rudemo, 2008). The figure
shows CLSM images directly after bleaching (a)afésr bleaching (b) and 8s after
bleaching (c). The image size is 128 and size of the bleached region isu8

Hagman et al (Hagman, Lorén, & Hermansson, 201Q)lied the sol-gel
transition of gelatin using FRAP and rheology. Bas study Nafluorescein, 10 kDa
FITC-dextran, and 500 kDa FITC-dextran were usedhasdiffusing probes and the
concentration of gelatin was 2% w/w. The tempemtaf the gelatin solution was
quenched from 60C to different temperatures, 15, 20 and 25 The diffusion curves
were normalized to remove the temperature effeased by quenching. Figure 1.23
shows the diffusion rate and the moduli as a fmctf time for different temperatures

and for different probes at 2% gelatin.

From figure 1.23 it is clear that the fluoresceinlecules diffuse faster than the
other two probes and Dg0s constant before and after gelation. This inmisahat the
size of the fluorescein molecule is too small teedethe structural changes during the
sol-gel transition. The D/Pvalues of 10 and 500 kDa FITC-dextran decreasdllyap
after quenching until they reach a plateau. If plegeau is reached before the gel point,

the structure of the gel is similar to that of #ggregates formed before gelation. Larger
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FRAP probes can detect the structural changesigéhatin before percolation when the

gelation is slow, see Figure 1.23 (b) and 1.23 (c).

Figure 1.22. Photobleaching in heterogeneous mddjaThe bleaching region covers
one single phase;(b) the bleaching region inclusgeral parts of the heterogeneous
media (Lorén et al., 2009).
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Figure 1.23.Diffusion rate and modulus of the gel as a functbtime: 2% gelatin gels
with fluorescein (triangles), 10 kDa FITC dextrag(ares), and 500 kDa FITC-dextran
(circles). The dotted line represent$ (e dashed line represents;@) quenched to 15
°C, (b) quenched to 20 °C, (c) quenched to 25 @e khe difference in the y axis scale
for the modulus. The solid lines are to guide the e

As expected, the D/iPof the tracer in the solutions as well as in tieés gvas found to

decrease with increasing gelatin concentration.
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1.3.2.3.3. Multiple-particle tracking (MPT)

In multiple particle tracking (MPT), trajectories particles are monitored as a
function of time using CLSM (Crocker & Grier, 199&)s an example, figure 1.24 shows
individual particle trajectories recorded over endi period of 17 s for fluorescent
microspheres with radius R=0.28n embedded in (A) 60% glycerol solution (viscosity
0.010 Pa s) and (B) 88% glycerol solution (visgo8itl47 Pa s) (Moschakis, Murray, &
Dickinson, 2006).
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Figure 1.24. Representative individual particlejé@tories recorded over a time period

of 17 s for R=0.2%m fluorescent microspheres embedded in (A) 60%egiysolution

(viscosity 0.010 Pa s) and (B) 88% glycerol soltfeiscosity 0.147 Pa s (Moschakis et
al., 2006).

The mean square displacement (MSD) is determimeth fthe ensemble of
particle trajectories. The MSD can be related &orttolecular diffusion rates by assuming
different transport mechanisms such as normal sldfu where the MSD increases
linearly with time, or anomalous diffusion or himdd diffusion where the MSD increases
with a weaker power law exponent. Figure 1.25 shaws-log plot of MSD versus time
for microspheres with R=0.4m in dilute xanthan solutions for different conaatibns.

All the data in Figure 1.25 lie on straight lindsstmpe one.
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For normal diffusion, the mean square displacerid®D) averaged in the- and they-

direction is related to the diffusion coefficierittbe particles:
<r?>=(<X?>+<Y?%>)/2=2Dt 1.11

Where< r2 > is the ensemble average MSD.
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Figure 1.25. Ensemble-average mean-square displane(WSD) of particles with
R=0.10um as a function of time at 20 °C in xanthan sohagiof different concentrations
(0.03, 0.04, 0.05, 0.06 and 0.07 w/v%).The stridigle has a slope of unity (Moschakis

et al., 2006).

MPT can be used to probe the heterogeneity optbtein gels by monitoring the
diffusion of particles through pores of the gel ¢Beval, Vincent, Hemar, Otter, &
Williams, 2009). In some cases the tracers carrdgpéd in less rigid gels and in that
case the displacement of the trapped particlegatsflthe elasticity of the geThis
method is called microrheology and has been usedttalying the local viscoelastic

properties of the surrounding medium (Moschakisl €22006).

1.3.3. Tracer diffusion in protein solutions and gks

Diffusion of molecular probes has been widely stigated in protein systems
like casein and-lacoglobulin gels. Colsenet et al (Colsenet, Soder, & Mariette,
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2006a, 2006b) studied the self diffusion of polig{éene glycol) (PEG) in whey protein
solutions and gels, using Pulsed Field Gradient NNMRey have investigated the effect
on the diffusion of molecular probes of the prole sthe protein concentration and the

structural changes during gelation. PEG chains witke different molecular weights,
1080, 8500 and 82250 g/mol were used.

© 1080 g/mol gel
# 1080 g/moi soi.
A 8500 g/mol gel
A 8500 g/mol sol.

0 82250 g/mol gel

0.0- 5 e B |

0 0.1 0.2 0.3 0.4
Whey protein concentration g/g

Figure 1.26. Diffusion coefficient of PEG with difént molecular weights as a function
of whey protein concentrations in solutions andgdpH 6.8 and no added salt) at o
(Colsenet et al., 2006b).

Figure 1.26 shows the plot diffusion coefficiehtlte PEG chains as a function of
the proteins concentration in solutions and gel2iC. D decreased with increasing
protein concentration in both solutions and gele @iecrease of D with the whey protein
concentration is stronger for larger probes. Atss tlear from the graph that, at a given
concentration, the diffusion of the probes wasefiast gels than in solutions. Colsenet et
al (Colsenet et al., 2006b) also studied the eftdcthe type of protein on the self
diffusion of PEG both in solutions and gels. Thesgd casein and whey proteins with
diameters 100 nm and 2 nm, respectively. Figur@ &Hbws the diffusion coefficient in
casein and whey protein solutions as a functionhef protein concentrations. In both

systems D decreased with increasing proteins coratem, but the extent of the decrease
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strongly depended on the type of the protein. Ththas suggested that the slower
diffusion of in the casein solutions due to thangker size.
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+ 1080 g/mol in caseins
¢ A 8500 g/mol in caseins
~ o ONIEN rlanl in Ancaina
u,‘ W OLLIV YNVl 11 LasdSeiiis
el
A
i O AL Lod i
02 1 ~ B -
L - N "‘A—,‘
O o —_— A
0 10 20 30 40

Protein concentration (g/100 g)

Figure 1.27. Diffusion coefficient of PEG with difént molecular weights as a function

of the protein concentration in casein and wheygirosolutions (Colsenet et al., 2006b).

Croguennoc et al (Croguennoc, Nicolai, Kuil, & Hwoider, 2001) studied the self
diffusion of dextran with three different moleculaeights (1.7x16) 2.5x16 and 6.2x1%
g/mol) in B-Ig gels at 70g/l (0.1M NaCl and pH 7). Figure 1sB8ws the variation of D
of the three dextran probes as a function of hgaiime at 70°C. They found that the
diffusion coefficient decreased with increasingthmatime around the gel time and then

remained constant. The decrease of D was strongénd larger probes.

The authors suggested that this decrease coutkfilained on the basis of the
friction experienced by probes. Natifgdg is small and can easily penetrate the dextran
chains, so the friction between dextran and ngtigesmall is small. However, more and
larger aggregates are formed with heating time whincreases the effective volume
fraction of theB-lg and thus enhances the obstruction for the daxthains. This explains
why the diffusion coefficient of the probes deceshsvith increasing heating time. At the
gel point an immobile structure is formed and teisucture varies little with further

heating time and hence the diffusion coefficiemiaeed constant.
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Figure 1.28. Diffusion coefficient of dextran witiferent molecular weights (D1=7x10
g/mol, D2=2.5x18 g/mol, D3=6.2x1Hg/mol) in a gellings-lg solution as a function of
heating time at 78C for C=70 g/l at 0.1 M NaCl and pH 7.

1.3.4. Diffusion of particles at the oil water inteface

Tarimala et al (Tarimala, Ranabothu, Vernetti, &iD2004) investigated the
mobility of charged micro particles at the polyr{dithylsiloxane)-water interface using
CLSM. The mean square displacement of the probesscadgulated from the movements
of particles between subsequent images. They eadmlithe diffusion coefficient of the
particles in water and at the interface from tHatien MSD=4.Dt. Figure 1.29 shows the

MSD of the particles dispersed in water and abiheater interface.

They observed that the diffusion coefficient ok tparticles at the oil water
interface was only moderately smaller comparedhab in the bulk. Figure 1.30 shows the
diffusion coefficient at the interface versus thecwsity of the oil phase. It was found to
be proportional to the viscosity of the oil phaswlying that the effective viscosity felt
by the particle at the interface was mainly comelby the phase with the higher
viscosity. They conducted the experiments on bothinavater and water-in-oil

emulsions, but they found only a minor influencetlom particle diffusion.
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Figure 1.29. Mean square displacement of partidispersed in water (squares) and at
the oil-water interface (circles). The solid linepresent linear regressions. The inset
shows the trajectory of the particle movementiiime between each pointis 1 s

(Tarimala et al., 2004).
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Figure 1.30. Effect of poly(dimethylsiloxane) (ail3cosity on the diffusion coefficient of
single polystyrene particles at the interface ikimiwater type (triangles) and water-in-
oil type (circles) Pickering emulsions. The daslieel is calculated on the basis of the

Stokes-Einstein relation if the particles were dised in the bulk oil phase.
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Tarimala et al (Tarimala et al., 2004) also stddibe in-situ aggregation of
charged micro particles at the oil-water interfagth CLSM. They suggested that every
collision of the particles at the interface led dggregation and hence the structure
formation is due to diffusion limited cluster aggagion. Figure 1.31 shows how a single

particle, a trimer, and pentamer did a random \aalk then attached to the large clusters.

Figure 1.31. (a) CLSM images showing the aggregatibpolystyrene particles at the
poly (dimethylsiloxane)-in water Pickering emulsiaterface. The circles, squares, and
diamonds highlight locations before and after padiattachment. (b) Trajectories of the

single particle (2) and the three-particle clus{8j before aggregation. At t=0, the
positions were set to be at (0, 0). The scale &im (Tarimala et al., 2004).
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2. Materials and methods

2.1. Materials

2.1.1. Proteins

In this studyp-lg is used as the protein matrix and it consigi€@ mixture of
variants A and B in about equal quantitipdg solution was prepared by dissolving the
protein powder in pure water (Millipore) that conted 3mM Sodium azide to prevent
bacterial growth. The pH of the solution was set ay adding small amounts of a 0.1M
NaOH solution. The solution was filtered througBd®um pore size filters after which
the protein concentration was determined by meagutie UV absorption at 280 nm
using extinction coefficient 0.96 I"'gm™ (Townend, Winterbottom, & Timasheff, 1960).
The ionic strength was set by adding small amoohésconcentrated NaCl solution. Gels

were prepared by heating the solutions 8t@@or 24 hours.

In order to visualize the gel structufelg was labeled with either Rhodamine B
isothiocyanate (RhB) or Fluorescein isothiocyarfgt&@ C) by adding a small amount of a
concentrated dye solution to thdg solution before heat treatment. A laser bearth wi
wave lengti=543 nm exited RhB and fluorescence light was edbetween 560-700
nm. A laser beam at=448 nm exited FITC and the emission was recoredadren 560-
700 nm. Figure 2.1 shows the absorbance (a) aneértiigsion spectra (b) of RhB and
FITC. Sometimes the gel and particle phases wengalized separately so-called multi

fluorescent labeling.

2.1.2. Particles

Fluorescent polystyrene latex particles with r&dii, 0.25, 0.5, and im were
used as tracer particles. The particles were cdverth a layer of poly(ethylene oxide)
(PEO) in order to avoid interaction with the prategel. To this end, particles were
suspended in a solution of PEO (¥6x1( g/mol) for 24 hours. DLS measurements
were done on the particles before and after PE&invent. The difference between the

hydrodynamic radii of the PEO coated particles #mel bare latex particles give the
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thickness of PEO covering. The dynamic light secatteshowed that the hydrodynamic
radius of the smallest particles increased by 2@neto PEO covering.
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Figure 2.1. Absorbance (a) and emission spectra{ijhodamine B and FITC (Ako,
2010).

Fluorescein labeled dextran molecules with diffiéraolecular weights were used
for the FRAP measurements: d40k, d500k and d200€k molecular weights 4x1p
5x10 and 2x168 g/mol, respectively. Dynamic light scattering wesed to measure the z-
average hydrodynamic radiuspgRof the tracers: 5.5, 23, and 50 nm for d40k, d¢5&ed
d2000k, respectively. The tracer concentration veaged between 20 and 30 ppm.

Contrary to the latex particles, the dextran chains polydisperse as clearly seen in

figure 2.2.

2.1.3. Poly(ethylene oxide) (PEO) and dextran

PEO (M, =2x10 g/mol) and dextran (Mw=5x£@/mol) were purchased from
Sigma Aldrich. Dextran was used without any furthmurification whereas PEO
contained a small amount of silica particles whigtre removed by centrifugation and
filtration. This was found to be important for ttrapping of particles in the interface of
PEO-dextran emulsions, otherwise the interface triighsaturated with silica particles,
which prevents the latex particles to enter therfate. Figure 2.2 shows chromatographs

of thePEOanddextran samples used in this study.
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Figure 2.2 Chromatographs of the PEO and dextran samples instils study

2.2. Methods

The main technique used for this investigation wasfocal laser scanning
microscopy. Here we explain this technique and ajpplication to tracer diffusion
measurements in some detail. Other experimenthhigaes that were used will only be
described briefly.

2.2.1. Confocal laser scanning microscopy (CLSM)

The basic concept of confocal laser scanning rec@py was originally
developed by Mirvin Minsky in the 1950s when he agsostdoctoral student at Harvard
University. But at first, Minsky’s invention remadd largely unnoticed due to lack of
intense light sources and computer requirementshéordling large amounts of data.
During the late 1970s and the 1980s, advancesmpuater and laser technology, coupled

to new algorithms for digital manipulation of imagéed to a growing interest in confocal

microscopy.

The method of image formation in confocal micrgacas different from
conventional microscopy where the whole specimeiluminated from a mercury or
xenon source and the image can be directly viewedye. A laser scanning confocal

microscope incorporates two ideas: point by pdintriination of the specimen from a
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laser source and rejection of out of focus lighttvad pinhole aperture situated in front of
the detector. The basic configuration of a modaseil scanning microscope is shown in
figure 2.3. The light from the laser source pastesugh a pinhole aperture that is
situated in a conjugate plane (confocal) with aneg#y point on the specimen. For
scanning, the microscope uses a dichromatic mihat reflects light shorter than a
certain wavelength but transmits light of longenelangth. Thus the light from the laser
source is reflected and scanned across the spedimandefined focal plane, by the
dichromatic mirrors. The fluoresced (higher wavegkh) light from the sample passes
back through the objective and is descanned bgdhee mirrors used to scan the sample.
Before it reaches the detector, the fluoresced Ipgisses through the pinhole which is
placed in the conjugatéocal (hence the term confocal) plane of the sample. The
significant amount of fluorescence emission thatuog at points above and below the
objective focal plane is not confocal with the mlhand hence most of this out of focus
light is not detected by the photomultiplier tubedadoes not contribute to the resulting
image. In confocal microscopy, there is never apleta image of the specimen because
at any instant only one point is observed. Thusyisualization, the detector is attached
to a computer, which builds up the image, one patel time. The speed of most confocal
microscopes is limited by the rate at which therong can scan the entire sample plane.
This particular type of fluorescence microscopy,which the objective used by the
illuminating light is also used by the fluoresceriggt in conjunction with a dichroic

mirror, is called epifluorescence.

2.2.2. Principles of fluorescence

Fluorescence is the property of some atoms anecul@s to absorb light at a
particular wavelength and to subsequently emittlighlonger wavelength after a brief
interval, termed the fluorescence lifetime. At oaly temperatures, most of the
molecules are in their ground state. However they mbsorb a photon and excite an
electron to a higher energy discrete singlet statégure 2.4, this state is represented by
a top black line. Typically, the molecule quicklyithin 10%sec) dissipates some of the
absorbed energy through collisions with surroundimglecules causing the electron to
drop to a lower energy level (the second black imée figure 2.4). If the surrounding
molecules are not able to accept the larger endiffgrence needed to further lower the

molecule to its ground state, it may undergo spmdas emission, thereby losing the
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remaining energy, by emitting light of a longer whlangth (Atkins, 1994). Fluorescein is
a common fluorophore that acts this way, emittingeg light when stimulated with blue
excitation light. The wavelengths of the excitatlmht and the color of the emitted light
are material dependent. Microscopy in the fluoreseanode has several advantages over
the reflected or transmitted modes. It can be nsersitive and, often, it is possible to
attach fluorescent molecules to specific partshef $pecimen, making them the only
visible ones in the microscope. It is also possitdeuse more than one type of
fluorophore (Tsien & Waggoner, 1995). Thus, by shiitg the excitation light, different

parts of the specimen can be distinguished.

Photomultiplier  Confocal
Detector Light
Pathways
=Pinhole Aperture

—Barrier Filter
Dichromatic

= Pinhole
= -Objective  Aperture

Specimen
:l- Focal
Planes

Figure 2.3. lllustrating the basic configuration @imodern confocal laser scanning

microscope

2.2.3. Parameters of fluorescence

Three fundamental parameters are used to destrbprocess of fluorescence:

molar extinction coefficient, quantum efficienay;X and fluorescence lifetime (t).
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2.2.3.1. Molar extinction coefficient

The molar extinction coefficient is the measure haiw strongly a chemical
species absorbs light at a given wave length. Ktieation coefficient is determined by
measuring the absorbance at a reference waveldng#racteristic of the absorbing
molecule) for one molar (1 M) concentration of theget chemical in a cuvette having a
one-centimeter path length. The reference wavetengtusually the wavelength of
maximum absorption in the ultraviolet or visiblght spectrum. The relationship is

described by the Beer-Lamberts law:
I, = Iye™ &t 2.1

where ¢ is the molar absorptivity, is the distance travelled by the light through the
material,c is the molar concentration of the species, nand [, are the intensity of the
transmitted and incident light respectively. Chr@imores having a high extinction

coefficient also have a high probability of fluoceace emission.

A — excited states
absorb
high
energy emit lower
photon energy photon
A 4 ground state

Figure 2.4. Horizontal lines indicating the quantemergy levels of the molecule. The
upward arrow indicates the excitation of a fluorestmolecule by absorbing a high
energy photon. It drops some energy to the neighbanolecules and de-excites to a

lower energy exited state. Subsequently, it attdiagyround state by emitting a photon.

46



2.2.3.2. Quantum efficiency

Quantum efficiency is defined as the ratio of imst emitted to the number of
photons absorbed. In other words, the quantum yigaesents the probability that a
given excited fluorochrome will produce an emittptioton. Fluorescent molecules
commonly employed as probes in microscopy have tquaryields ranging from very

low (0.05 or less) to almost unity (the brightdgbfophores)

Ne(number of photons emitted)

2.2

Pr =

- Ng(number of photons absorbed)

2.2.3.3. Fluorescence lifetime

The fluorescence lifetime is the characteristicetithat a molecule remains in an
excited state prior to returning to the groundestatd is an indicator of the time available
for information to be gathered from the emissionfitg. When in the exited state, a
fluorophore can undergo conformational changesedkas interact with other molecules
and diffuse through the environment. The followiequation gives the decay of

fluorescence as a function of time.

It' = Ioe(_Tt) 23

Herel, is the fluorescence intensity measured at tinigis the initial intensity observed
immediately after excitation, antlis the fluorescence lifetime. The fluorescencetilihe

is defined as the time in which the initial fluoceace intensity of a fluorophore decays to
1/e.

2.2.4. Fluorophores

Many fluorescent probes are constructed aroundhetyin aromatic organic
chemicals designed to bind with biological macroeaales like proteins or nucleic acids.
The most important aspect of fluorescence confoe@kroscopy is the choice of the
fluorophore. The fluorophore should tag the corngatt of the specimen. It must be

sensitive enough for the given excitation wavelen§or living specimens it should not
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significantly alter the dynamics of the organismgaan extra consideration is the effect
of the specimen on the fluorophore and its cheméralironment that can affect the

position of the peaks of the excitation and emissio

The best known fluorophores are fluorescein asdi@rivatives. Fluorescein has
quantum efficiency close to one. But the disadvgedaare that it easily photo bleaches

and that it is sensitive to the ionic strength #redpHof the medium.

Rhodamine and its derivatives are also used inynstudies. It binds to protein
molecules by strong hydrophobic interaction. Ktisble at both acidic as well as basic pH
and it is less photo bleaching than fluoresceigufé 2.5 shows the molecular structure

of Fluorescein and Rhodamine B.
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Figure 2.5. Molecular structure of fluorescein a@Rtilodamine B

2.2.5. CLSM Objectives

The objective is the most critical component o $ystem in determining the
information content of the image. There are diff¢r@bjectives available according to the
immersion medium between the lens and the coveio§lihe specimen. The efficiency of
an objective is determined by its numerical aper{fttA), and it is a measure of how well
an objective gathers light. Higher values of thenetical aperture allow increasingly
obligue rays to enter the objective front lens,doi@ng a more highly resolved image.

Image forming light waves pass through the specimed enter the objective in an
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inverted cone as illustrated in figure 2.6. A Idndinal slice of this light cone shows the
angular aperture that is determined by the focajtte of the objective.

Angular
Aperture

Light
Cone

Figure 2.6. lllustration of image-forming light was which pass through the specimen
and enter the objective in an inverted cone. Thgea(¥) and the angular aperture (A)

are indicated in the figure.

The angle is one-half of the angular apertuf® @nd is related to the numerical aperture

through the following equation
NA = nsin(9) 2.4

wheren is the refractive index of the immersion mediuntween the front lens of the
objective and the specimen cover glass, a valuerdmges from 1.00 for air to 1.51 for
specialized immersion oils. From the above equadti@clear that for a dry objective the
maximum possiblé&VA is 1. In practice, however, it is difficult to ath NA above 0.95

for dry objectives. Also it is clear from the abosguation that to obtain higher working
numerical apertures, one has to increase the tefaindex of the immersion medium

between the cover slip of the specimen and thd fems of the objective.
We have used two different water immersion objestiv
HCx PL APO 63x with NA=1.2

HCx PL APO 20x with NA=0.7
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2.2.6. Resolution

The resolution of a microscope objective is defirees the smallest distance
between two points on a specimen that can stilisénguished as two separate entities.
The relationship between numerical aperture, wangtke and resolution is given below

R =061 x2m 2.5
NA

wherel,,, is the wavelength of the light in the immersion mea

Confocal laser scanning microscopy has inherestluéon limitations due to
diffraction. We assumed that the point source usextiuces a point of light on the
specimen, but in fact, it appears in the focal @las an Airy disc. These Airy discs limit
the maximum resolution of the microscope in the @anplane due to the Rayleigh
criterion, which states that two Airy discs must deparated by at least their radius in
order to be resolved. The maximum resolution theat be attained with the confocal
microscope is typically about 300nm. Airy discs sishof small concentric light and dark
circles as illustrated in Figure 2.7. Figure 2.7(jstrates a hypothetical Airy disc that
essentially consists of a diffraction pattern comtey a central maximum (typically
termed a zeroth order maximum) surrounded by cdrnicefist, 2nd, 3rd, etc., order
maxima of sequentially decreasing brightness treitenp the intensity distribution. Two
Airy discs and their intensity distributions at tmit of optical resolution are illustrated
in Figure 2.7(b). In this part of the figure, theparation between the two discs exceeds
their radii, and they are resolvable. Figure 2.3{@ws two Airy discs and their intensity
distributions in a situation where the center-totee distance between the zeroth order
maxima is less than the width of these maxima, taedtwo discs are not individually

resolvable by the Rayleigh criterion.
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Figure 2.7. (a) Shows a hypothetical Airy disc @ pattern containing a center
maximum or zeroth order maximum. (b) Two Airy desud their intensity distributions at
the limit of optical resolution are shown. (c) Skowo Airy discs and their intensity
distributions in a situation where the center-tovtsr distance between the zeroth order
maxima is less than the width of these maximatladwo discs are not individually

resolvable by the Rayleigh criterion.

2.2.7. Pinhole size

The strength of optical sectioning of a confocatrscope depends strongly on
the pinhole size. One may think that making theéhpia as small as possible is the best
choice. But in fact reduction in the pinhole siasults in a reduction of number of
photons detected by the detector. This may leaa teduced signal-to-noise ratio. To
offset the weaker signal more fluorescence is néaen the specimen. This usually can
be done, to a limit, by raising the intensity of txcitation light. But high intensities can
damage the specimen, and in the case of fluoresceso degrade the fluorophore.
Moreover, it has been shown that optical sectiomiogs not improve considerably with
the pinhole size below a limit that approximates thdius of the first zero of the Airy

disc. Thus, a good compromise is to make the panhabbut the size of the Airy disc.
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2.2.8. Electronic light detectors

A photomultiplier tube consists of a classical mam tube in which a glass or
guartz window encases the photocathode and a cifiafectron multipliers, known as

dynodes, followed by an anode to complete the idatTircuit.

In the side-on photomultiplier tube design, phst@ampact on the photocathode
surface to subsequently generate photoelectront dtea ejected into the vacuum.
Absorbed photons produce a free electron in thegalathode and the surplus energy is
converted in to kinetic energy. Electrons havindfisient kinetic energy are able to
escape from the photo cathode surface. These @jptiato electrons have trajectories
angled at the first dynode, which in turn produdarge quantity of electrons angled at
the second dynode and so on. An electrical potesftapproximately 100 volts is applied
between each dynodes element in the chain. Thus,dtmodes serve as electron
multipliers by virtue of their geometry and the dm#ion in voltage between the
individual elements. Finally, these amplified sedany electrons are collected by the
anode as an output signal. A schematic representafia photomultiplier tube is shown

in the figure 2.8.

Photocathode

8 Dynodes

photon ——

- High
Voltage 2 —

Figure 2.8. Schematic representation of a photoiplidt tube

2.2.9. Gain and offset on PMT

When a photon reaches the photo cathode in the tabH;, it causes the release of
electrons that are accelerated towards the dynddethey pass from one dynode to the

next, the electrons multiply, and eventually arscabed by the anode. The gain of the
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PMT tube is used to increase or decrease the nuofiledectrons produced each time an
electron collides with a dynode. The gain (voltage) the PMT has & to 1000 V

adjustable range. The smart offset on the PMT mufigen O to 100. The combination of
gain and offset adjustment on the PMT can be usqutdduce an image with balanced
intensity and background noise. A too high PMT agé gives out more dark current and
thus more background, while a too high offset @mffsoo much signal and reduces the

dynamic range of the image.

2.2.10. Photobleaching

The phenomenon of photobleaching occurs whenaadphore loses permanently
its ability to fluoresce due to photon induced dgmarhe process of photobleaching is
not completely understood but it is believed thigipn transition from an excited singlet
state to the excited triplet state, fluorophoresy nraeract with another molecule to
produce irreversible covalent modifications. Thplét state is relatively long-lived with
respect to the singlet state, thus allowing excitedecules a much longer timeframe to
undergo chemical reactions with components in therenment. The average number of
excitation and emission cycles that occur for atipaar fluorophore before
photobleaching is dependent upon the moleculactsire and the local environment.
Some fluorophores bleach quickly after emittingyaaifew photons, while others that are
more robust can undergo thousands or millions oflesy before bleaching. The
photobleaching reactions lead to a dramatic losfluofrescence emission intensity in
most specimens which make fluorescence microscopye ndifficult. Under certain
circumstances, the photobleaching effect can aleo ublized to obtain specific
information that would not otherwise be availallée technique fluorescence recovery

after photobleaching (FRAP) takes advantage ofgilleaching, see below.

2.2.11. Image analysis

The CLSM images were analyzed with different tegbes which are explained below.
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2.2.11.1. Determination of local proteins concenttan

The fluorescence intensity is proportional to pinetein concentration in the gels
[Ako et al., 2009]. Hence it is possible to meadhee protein concentration in the dense
phase as well as in the pores. This is done by umiegsthe fluorescence intensity of a
large number of small areas of the phase thatdermconsideration (gel or pores). When
measuring the intensity it is important to makeestivat the chosen small regions are in

focus. Figure 2.9 illustrates the measurement efgfotein concentration in the dense
phase.

Figure2.9. lllustrating the measurement of proteamcentration in the dense phase of the

gel. Scale of the image is &t

2.2.11.2. Pair correlation function of CLSM images

We have insured that the intensity of the signal proportional to the
concentration of the fluorophores in the systemsTheans that the pair correlation of
the intensities of different pixels provides a measof the spatial distribution. In this
method the intensity #of a random pixel i of the image is chosen ancbiselated with
the intensity Aof pixel j. The pair correlation function is deéith as:

Z?:1 271:1 AjAj
n m
Zi:lAi-ijlAj

gr) = withr = |i —j| 2.6
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for large r values Aand A are no longer correlated and herde) becomes unity. In
order to avoid finite size effects the random piké$ chosen in such a way that the

distance from the edge to th&gixel is larger than the maximum value of #{.

g(r) — 1 = g2 for r smaller than the resolution of the microseap Characterizes the

amplitude of the intensity fluctuations and is defi as:

o=<A>1/n1YL (4;—<A>)? 2.7

where< A > is the spatially averaged intensity. Random flattins of the fluorescence
intensity of the marker in time do not have anyuefhce ong(r), but it does influence
the value obr. The effect of fluctuations of the fluorescenca ba reduced by increasing
the marker concentration or averaging over severafies. The routine to calculate g(r) is
explained in annex 3.

In practice the minimum useful value of r corrasp® to the resolution of the
microscope. It was found that the best resolutias wbtained with a HCx PL APO 63x
water immersion objective and is theoretically @8 in the x-y plane, but in the z-
direction (perpendicular to the objective) it i$ @m. Fortunately, for isotropic systems
like protein gels it sufficient to correlate thexgi intensities as a function of r in the x-y

plane.

Figure 2.10. shows an example of g(r) for differemdms and objectives before (a) and
after superposition (b). By analyzing images ofthme system with different zooms and
with two different lenses a broad range of r cdagdcovered.

For the protein gels studied here, the decay gfgidc be described by a stretched

exponential:

g(r) — 1= Byexp[—(r/$)F] 2.8

where B, is the contrast{ is the correlation length anflis the stretching exponent.
However, this function failed to describe the weakimum of g(r) observed at larger r

values.
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Figure 2.10. g(r) as a function of r for differeztoms and objectives before (a) and after

superposition (b).
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Figure 2.11. g(r)-1 for a b-Ig gel formed at C=20,d-s=0.15 M and at pH 7. The solid

line represents a fit to Eq. 2.8
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2.2.12. Multiple-particle tracking

As mentioned in the Bibliography, this technigevalves monitoring the
trajectories of particles as a function of timehw@LSM for different time intervals (dt)
between images. The movie of the particle displasgmvas analyzed with a particle
tracking routine developed by Crocker and Weeksodker, JC and Grier DG., 1996;
Crocker JC, and Weeks ERttp://www.physics.emory.edu/weeks/idl/tracking.htrto

determine the parameters of diffusion. The smatiest interval between the images was
0.3 s, but in general results obtained with seveirae intervals were compared.
Fluorescent polystyrene latex particles with rdzétween 0.1 and im were used as
tracer particles. The particle concentration wagt kery low so that individual tracers
could be tracked with little ambiguity. In genenahages contained around 100 particles.
Some variation of the particle concentration did giwe systematically different results.
However, too many particles made tracking difficutid too few particles led to too low
statistics. For a given system, the diffusion doefht was determined from at least 5

films taken at different positions in the gel.

2.2.12.1. CLSM-particle tracking protocol

The particle trajectories were recorded with a cheiTCS-SP2 (Leica
Microsystems Heidelberg, Germany). Observationsewaade with a water immersion
objective lens: 20x NA =0.7. An image size of 268 and a zoom factor of 2 were used
in this work. A He-Ne laser with an emission maximof 540 nm was used for tracking
latex particles. Trajectories of the particles warenitored for different time intervals
between images. In all cases 200 8-bit tiff imagk512x512 pixels were recorded and

these images were combined together to make aofilime particle displacements.

Figure 2.12 shows a CLSM image of particles wittliwa, R=0.25um (red) inp-Ig gel
(green) with protein concentration C=20 g/l and sahcentration, & 0.3 M. Particles

are situated in the pore phase of the gel.
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Figure 2.12. Shows the CLSM image of particles Wit0.25.m (red spots) if-1g gel
(green) with C=20 g/l and & 0.3 M. Scale of the image is 1600.

2.2.12.2. Particle tracking analysis

Here we tracked the particle displacements inxtlgedirection with the help of a
particle tracking routine, see annex 1, and the nrmeguare displacement in both

directions was averaged.
<r?>=(<x?>+<y?>)/2 2.9

If the tracers diffuse normally then the MSD of therticles increases linearly with time

and the diffusion coefficient of the tracer cande¢ermined by the following equation:
<r?>=2Dt 2.10

If the MSD of the particles increases with timeaaseaker power law, then the diffusion

of the tracer is anomalous diffusion:
<r?> o«t” 2.11

with a < 1 . In this case no diffusion coefficient candstermined.
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As an example, the MSD of particles with (radius)OR5 um in water is shown as a
function of time, see figure 2.13. From the graphsiclear that the MSD increases
linearly with increasing time. Notice that we haeeorded the MSD of the particles only
up to forty frames even though the stack contaitveal hundred images. Films with

different dt’'s were analyzed and give the sameusdiffn coefficient, see figure 2.13.

. 10
time (s)
Figure 2.13. Plot of <> versus time for tracers with R=0.28n in water. The solid line

represents< r? >= 2Dt

The particle tracking measurements also provi@edibtribution of mean square
displacements Pir of the particles which is Gaussian for normafwifon and broader
for anomalous diffusion. Figure 2.14 Shows the rifistion of mean square
displacements of 0.gm particles at different times (1 (circles), 4 dtgles), and 40 s
(squares)) iB-lg gels with C=20 g/l and £0.18 M salt. The average MSD of particles is
smaller at shorter times, but it increases witmaasing time if the diffusion is normal.

An important limitation for MPT is that the numbefr particles that are tracked is
rather limited (<100). Hence the experimental eirorMPT is larger than for other
techniques that can be used to measure particlssidn such as dynamic light
scattering and pulsed field gradient NMR.
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Figure 2.14. The distribution of mean square displaents of 0.2m particles at
different times (1 (circles), 4 (triangles), and gl(squares)) ifi-lg gels with 20 g/p-Ig
and 0.18 M salt

2.2.13. FRAP

As mentioned in chapter.1, in FRAP the intensityovery of the fluorescein tagged
dextran in a region of interest (ROI) is monitoreith CLSM after intense bleaching with
high intensity laser radiation. The photobleachiegction of the dye is irreversible and
hence the intensity recovery in ROI is relatedhe tiffusion of the tracer molecules.
Fluorescein-tagged dextran molecules with differemlecular weights were used as
tracer particles, for details see materials. A $&FRAP experiment set-up consists of
three different stages: pre-bleach, bleach and lgestch. First a ROl was chosen in the
sample where the system is bleached. Then 10 images recorded during pre-bleach
and bleach and a varying number of images wererdedoduring post-bleach. The laser
intensity during pre-bleach and post-bleach wasehasmall enough so that bleaching
could be neglected.
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2.2.13.1. CLSM-FRAP protocol

Observations were made with a Leica TCS-SP2 @ blicrosystems Heidelberg,
Germany) with a water immersion objective lens: RDx =0.7. An image size of 63x63
um and a zoom factor of 8 were used. The size oblbached region was 30x30n at
the center of the image. A pinhole size of one Aumnit was chosen and the beam
expander was set to one. The low numerical aperiirthe objective and the large
bleached region ensure a cylindrical bleaching ggomAn argon laser with an emission
maximum of 488 nm was used in this work. The lastensity was kept at 2% before and
after bleaching while it was 100 % during bleachifitne time interval between the
images was kept as small as possible during blegchi31 s. All the images were stored
in 8-bit tiff-images. The image format was 512xfiels.

.

Figure 2.15. Example of a FRAP experimerfi-lig gels. a to ¢ show the first pre-bleach,
bleach and post-bleach images, respectively, asltogvs the system 50 s after the

bleach. Scale of the image is £3.
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Figure 2.15 visualizes different stages of a FRAPeement set up if-lg gels with
C=40 g/l and Cs=0.1 M for d2000k probe. Images & torrespond to the first pre-

bleach, bleach and post-bleach images, respectivdlg d was taken after 50 s.

The intensity recovery of d2000k inside the bleactegyion is shown in figure 2.16.
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Figure 2.16. Recovery of the intensity after bléaglas a function of time for d2000k in
a B-lg gel with C=40 g/l and &0.1M.

2.2.13.2 FRAP data analysis

The data analysis was carried out in Mat-lab usingovel method explained in
annex 2. The diffusion coefficient of the traceas ®e calculated if the intensity recovery
of the probes is Gaussian. This is the case, ifltfiesion of the tracers is Brownian. It
was found that this was true in all cases for tmalkest tracers (d40k). The intensity
recovery data of the larger dextran molecules (B58@d d2000k) in the gel was not
Gaussian for the first few post-bleach images,speetive of the salt and protein

concentrations. Hence the first two post-bleachgesawith larger tracers were excluded

from the analysis.
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As an example, the fluorescence intensity of dRU8Gshown in figure 2.17 as a
function of the distance from the center of theableed region 40 s. after bleaching fler
lg gels formed at C=60 g/l and two different salhcentrations: G0.05 and 0.1 M. At
C<=0.1 M the recovery of d2000k was Gaussian whilgsa0.05 M it was non Gaussian.

Intensity
Intensity

o
i

1 1 1 O 1 1 1 1
20 30 40 '
r (micron) 0 10 20 30 4C

r (micron)

Figure 2.17. Intensity of unbleached d2000k praeea function of distance from the
center of the bleached region 40 seconds afterchieg inp-lg gels at C=60 g/l for
Cs=0.1 M (a) and 0.05 M (b). The solid lines repretsks to a Gaussian profile.

From figure 2.17 it is clear that for a Gaussiatemsity recovery profile, a good
fit to the data was obtained and the calculate€usin coefficient of the tracers is
reliable. On the other hand for a non Gaussiam#itg recovery profile, a poor fit to the

data was obtained and the calculated value ofridtisrustworthy.

2.3. Interfacial tension measurements by drop relaation

The most suitable method to measure the intetfdei@sion of incompatible
agueous biopolymer solutions is to measure theattan of elongated droplets of one
solution surrounded in a matrix of the other solutiThe advantage of drop relaxation

methods is that it allows one to measure extrerwelyvalues of the interfacial tension
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which would be very difficult to obtain from moremventional techniques based on the
balance between gravitational forces and surfatsds.

Figure 2.18. Relaxation of a drop of the dextrashrphase in the continuous medium of
the PEO rich phase after shear flow.

A droplet of phase A is introduced into the matfxphase B that fills a specially
designed shear cell (Linkam) (Guido, Simeone, &Aif 2002) and the whole system is
subjected to shear. After stopping the shear thgtteof the droplets (L) is measured as a
function of time until they attain the equilibriuspherical shape. For small deformations,
the relaxation of the droplet shape is given by,

InL=lInLy—= 2.12
wherelL is the length of the stretched droplt at time d &g is the equilibrium droplet

diameterz is a characteristic time that depends on thefad&d tension, the viscosity of
both phases and the drop radius (Guido et al.,)2002
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_ Tca19(k+16)(2k+3)

T= 40(k+1) 2.13

wheret, is the capillary time andé is the ratio of the droplétn,;) and matrix( n,,)
viscosities. The capillary time is given by,

_ NMmRo
Tpq = 222 2.14
YaB

wherey,g is the interfacial tension art}, is the equilibrium radius of the droplet. Figure
2.18 shows a sequence of images of a dextran drdpiteng relaxation in the PEO rich

phase at different times. The plot of In(k)lof droplets as a function of time is shown in
figure 2.19. The droplets take a relatively longédi (a few seconds) to recover their
equilibrium diameter due to the low value of theerfacial tension and the relatively high
viscosity of the medium. From the plot of In(ljLvs time, the interfacial tensions of the

mixtures could be measured accurately.

0.025 0.050 0.075 0.100
t/ry (s/pm)

Figure 2.19 .Droplet deformation parameter as adion of time in mixtures of 20 g/L

dextran and varying concentrations of PEO indicatethe figure.
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2.4. Light scattering
Standard dynamic light scattering (DLS) measurdmerere used to measure the
intensity autocorrelation function (Gt)) at different scattering angle8).( The intensity

autocorrelation function at a given scattering ge@f = 4%Sin g) is given by

G,(t) = I1(t). I(t + At) 2.15

wherel is the intensity of the scattered light. Par= 0, G,(0) is maximum and is equal
to the mean square intensityl (t)? >. For At — o the intensities of the scattered light
att andt + At are uncorrelated an@, () becomes equal to the square of the average

intensity< I1(t) >2. Figure 2.20 shows an example of the intensityedation function.

<l(q,t)*>
.1?&)
%OOO GQ(q!At)
JOC‘QjC H

<I(q,t)>2. - ___:c ____ o i{_JE_J(_::_O_Q_D——O——G— o, W A

‘ e

0

At

Figure 2.20. Evolution aof,(t) as function of timeAt)

Go(t) is related to correlation function of the efecfield amplitude fluctuations ({&))
by the Siegert relation (Berne & Pecora, 1976). mbanalized autocorrelation function
of the scattered electric field fluctuations is lgnad in terms of a distribution of

relaxation times using the Laplace inversion reiREPES (Stepanek, 1993).

91(q,t) = [ Acexp (3 dr 2.16

66



The relaxation time distribution (&) gives information about the dynamics of the
particles on the length scalé.dThe average diffusion coefficient of the partictan be

determined from the average relaxation time bygitfie relation

T=— 2.17

Doq?

The average hydrodynamic radius of the particles lwa determined from the diffusion

coefficient using the Stokes-Einstein relation:
D = kT /6mnRy 2.18

Wherek is Boltzmann's constart, is temperature in Kelvim is the medium viscosity

and R is the hydrodynamic radius of the diffusing pdetic

2.5. Size exclusion chromatography

Size exclusion chromatography (SEC) measuremerdse wdone at room
temperature with a TSK PW 5000 + PW 6000 column(3@tcm + 60 cm) in series in
addition to a Zorbax GF-450 pre-column (25 cm). Téieactive index was measured at
the exit of the columns using a differential refrnae index detector (SHODEX RI 71). A
volume of 300 ul of the protein solution was inggtusing an automatic injection system
(Auto injector 234, Gilson) at a concentration ppeoximately 1 g.[>. The system was
eluted at 20°C with 0.1 M NaN{at pH 7 with a flow rate of 1 ml.mih The elution
volume was converted to the molar mass using edidor curves obtained with dextran
and PEO standards.

2.6. Viscosity

The viscosity 1f) of the solutions was determined from shear floeasurements
at 20°C using a stress-controlled rheometer (ARB2eometrics ) with a cone-plate
geometry (60 mm diameter, cone ang!88) The viscosities of pure PEO and dextran
solutions in the linear response regime are shownaafunction of the polymer
concentration in figure 2.21 increased more strongly with increasing conceioinaor

PEO than for dextran.
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Figure 2.21. Concentration dependence of the vigco$ pure aqueous dextran and PEO

solutions.
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3. Results and discussion

3.1. Particle diffusion inp-Ig gels

3.1.1. Introduction

Here we explore the diffusion of model colloidarficles/molecules in well-
characterized heat-set gelspsfg. Our aim is to correlate the structure of gels fairaé
different ionic strengths with the mobility of pates/molecules embedded in the gel. As
mentioned in chapter .1, there exist various teples like pulsed field gradient NMR
and dynamic light scattering to measure the diffagiroperties (N. Lorén et al., 2009). In
this study we used two simple but powerful techagto measure the diffusion of tracers
in B-lg gels: multiple particle tracking (MPT) and fi@scence recovery after photo
bleaching (FRAP). MPT requires larger tracers witameters of the order of a
micrometer while FRAP can be used with small tracgrch as molecules or polymer
chains. At pH 7, the visual aspect of the gel wafiem transparent to turbid in a narrow
range of salt concentrations (Ako, Durand et @09 Durand et al., 2002; Mehalebi et
al., 2008), see chapter.1. The transparent gelshaneogeneous on the length scale
accessible to light microscopy whereas very tugats are heterogeneous. We have used
MPT to study the diffusion of tracer particles irtérogeneous gels. The structure of
these gels was characterized by detailed analybiClEEM images. Fluorescent
polystyrene latex particles with radii between @rid 1um were used as the tracer
particles. However, MPT cannot be used with homeges gels, because the size of the
tracers is larger than the pore size of the gelltartte the tracer particles are trapped in
the gel matrix. On the other hand, FRAP could basad to study the diffusion in
homogeneous gels with smaller tracers. For FRAP, heee usedfluorescein
isothiocyanate labeled dextran molecules (FITCdent with different molecular
weights (Mw=4.0x1fj 5.0x13 and 2.0x 1Bg/mol, denoted d40k, d500k and d2000k,
respectively). We will attempt to relate the diffus of tracers in these gels to their

structure.

3.1.2. Diffusion in liquids

In first instance, we have studied the diffusidriracer particles in unheatédlg

solutions using particle tracking and FRAP. No egsdtic dependence on the salt
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concentration was observed. Figure 3.1 shows fifiesdin coefficient (D) normalized by
the value in water (F) for tracers with different radii as a function tife protein
concentrations obtained from particle tracking émd FRAP (a). Each D/DO is an
average of at least 5 measurements correspondfecedit positions of the same sample.
As expected, D/Bdecreased with increasing protein concentratidr® protein solution
can be considered as a continuous medium with sitgcg for the larger latex particles
used in MPT. Therefore the variation of /B3 equal to the variation afy/n of the
protein solution, see Eqn 2.1/ of the protein solutions was determined and inetud
in figure 3.1. Also we calculated D§f particles with R=0.2%um in protein solutions
with dynamic light scattering (DLS). It was founldat D/ obtained by MPT and by

DLS are the same within the experimental error.

FITC-dextran molecules are comparatively smallerd aat lower protein
concentrations, the solution cannot be considesesl @ntinuous medium. This is clearly
seenin Figure 3.1 (a), at lower protein concentratibmis which D/Dy is systematically
higher tharmo/m of the protein solutions. At higher concentratiotige protein solutions

may again be considered as a continuous mediuthddracers as DiJs close tay/n.

3.1.3. Diffusion in gels

Gels were prepared by heatifigg solutions at 88 until the reaction was
complete. Gels with a wide range of porosity wierened by varying the protein and the
NaCl concentration. The diffusion of tracer padglin heterogeneous gels was

investigated by MPT and the diffusion in homogersegels was investigated by FRAP.
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Figure 3.1. (a) D/[3 obtained from FRAP for tracers with different naikar weights as a
function of the protein concentratiogy/n of the protein solutions (closed diamond) is ided.
(b) D/D, obtained from particle tracking for tracers witffdrent radii as indicated in the graph

as a function of the protein concentration. Riibtained by DLS for tracers with R=0.25
(closed hexagons) and/n (closed diamonds) are also shown.

3.1.3.1. Structure of the gels.

As mentioned in the first chapter, at lower iosicength and pH far from the
isoelectric point, the gel is transparent and tinecture is homogeneous on the length
scale of microscopy. Scattering methods were extelysused to characterize these gels.
It was observed that there was a peak in the staticture factor for the gels formed at
lower salt concentrations and pH 7 at C= 100 gkaANicolai et al., 2009; T. Nicolai,
Pouzot, Durand, Weijers, & Visschers, 2006; Pouadl., 2004). This interaction peak
indicates a weak ordering of the aggregated prst@ihich decreases with increasing salt
concentration and decreasing protein concentrafiure 3.2 shows the SAXS results of
gels formed at different ionic strengths for C=1§)0 Above, around 20 mM salt, the
scattering peak is no longer observed and the sitteat small g-values increases, see

figure 3.2.
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Figure 3.2. Dependence of the scattering interwityhe scattering wave vector (q) for
lg gels (C= 100 g/L) prepared at different NaCl centrations (T. Nicolai et al., 2006;
Pouzot et al., 2004).

The disappearance of the peak indicates thatotted brdering of the aggregates
becomes weaker. It was found that the visual asgebtie gels varied from transparent at
Csx0.05 M to opaque at£0.2 M (Ako, Durand et al., 2009; Mehalebi et ab0g; T.
Nicolai et al., 2006; Pouzot et al., 2004). Theréase of the turbidity could be
understood in terms of increasing heterogeneity tie increase of the correlation length,
with increasing salt. Ako et al (Ako, Durand et &009) investigated in detail the effect
of the salt concentration on the correlation ler@ftthe gels at pH=7 and C=100 g/, see
figure 3.3. The correlation length increased stiphgtween G=0.1 and 0.2 M followed
by a weak increase at higher ionic strengths. Tmeetation length was found to be less
than 20 nm for &0.05 M (Pouzot et al., 2004).
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Figure 3.3. Dependence of the correlation lengttitensalt concentration fgi-Ig gels at
pH 7 and C=100 g/l (Ako, Durand et al., 2009).

It was found that when the salt concentratiorbisve than a critical limit, thep-
lg aggregates form dense particles with a radiusboiut a micrometer. Ako et al (Ako,
Nicolai et al., 2009) reported that microphase s#pan induces the formation of these
dense particles. These particles can stick togethgarm a phase spanning gel at higher
protein concentrations or precipitate at lower @irotconcentrations. It is not easy to
pinpoint exactly the critical salt concentratiorr foicrophase separation, but gels with
salt concentration € 0.15 may be considered as homogeneous (not migseph

separated).

Heterogeneous gels were formed at varying prot€m20-120 g/L) and NacCl
(Cs=0.1-0.25 M) concentrations. This range of ioni@isgths was chosen here because
for C 0.25 M NacCl, Brownian diffusion was observed fhtiacers used in MPT, while
for Cs < 0.1 M, all tracers were trapped. Figure 3.4 sh@i$SM images of the gel
structure at different protein and salt concentragi At G=0.25 M, the gel structure was
heterogeneous and similar for all protein concéioma. At G=0.20 M, the gel structures
are similar for all protein concentrations except £=20 g/l which appeared more
homogeneous. At£0.18 M, a transition of structure occurred betw€s40 and 80 g/l.
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For C< 40 g/l, the gel structures were similar to thomenfl at G=0.15 M while for C>
40 g/l; the structures are similar to those atM.2alt. At G=0.1 M the CLSM images

where homogeneous at all protein concentratiorssifi,enot shown).

40 g/L

Figure 3.4. CLSM images f#flg gels at different protein and salt concentrago The
images represent 40x40m.The circles in the image at 0.25 M and 40 g/L tlate
areas over which the intensity was measured ilgdigphase and the pores

Increase in structural heterogeneity at highertgimo concentrations for salt
concentrations £0.18 M and to a minor extent at 0.2 M could belaxed by taking
into account the counter ion concentration thatreases with increasing protein
concentration. At pH 7, the net chargepelg is -7 resulting in around 0.4mM counter

ions per gram per liter gFlg. Precise quantification of the amount of freiter ions is
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not possible since the proteins are ambivalentamnohter ion condensation may occur.
Nevertheless, the fraction of counter ions is ¢jeaot negligible and this can cause
structural changes near the critical salt concéatra

The CLSM images were analyzed in terms of the gairelation function g(r) of
the protein concentration fluctuations as explaimedhapter 2. Figure 3.5 shows the
decay of g(r) for different protein concentraticaisCs=0.18 M. The amplitude of g(r)
indicates the contrast which is lower at lower emoiconcentrations when €40 g/l, but
it is higher at C=80 g/l than C=120 g/I.
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Figure 3.5. Semi-logarithmic representationggf) for different protein concentrations at
Cs=0.18 M salt.

Figure 3.6, was obtained by normalizing the paireation function at r=0.1pm
for different protein and salt concentrations. ARD M and 0.15 M NaCl, the pair
correlation functions for different protein conaexions are similar and there is no
significant influence of the protein concentratimm g(r). At G=0.2 M and at all protein
concentrations, g(r) is similar to that at 0.25 kcept at C=20 g/l for which it was
intermediate between the results g@25 M and at G0.15 M. At G=0.18 M, g(r) at
C=80 g/l and C=120 g/l was similar to that at@25 M while at C=20 g/l and C=40 g/l
g(r) was intermediate between that gt@15 M and G=0.25 M. Heterogeneous gels at
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higher protein concentrations showed a weak minimafmg(r)

which indicates a
preferred distances between the strands of the gels

g(n-1

g(n-1

9(r)-1
9(-1

Figure 3.6. Semi-logarithmic representation of tteemalized pair correlation functions

of heat-sef-Ig gels formed at differeifi-lg and NaCl concentrations indicated in the

figures. The solid lines represent fitsg¢r) —1=expHr/&)*].

The decay of g(r) was described by a stretchedrexqtial decayg(r) —1 =
B, [—(r/%)#] as explained in chapter 2. The correlation lengtbf the systems could be
compared by keeping the value fbfixed at 1.75. However, changing the valuedfy
10 % higher or lower still yielded a good fit teetdata. There was little dependence of
correlation length on the protein concentration0a25 and 0.15 M NaCl, but the
correlation length at £0.25 M was around two times larger than &0C15 M. Table 3.1

shows the correlation lengths of the gels at diffiersalt and protein concentrations. A
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weak decrease of the relation

length was observed with

inasing proteil

concentration at 0.18 and20 M NaCl. This increase can be attributean increase i

the counter ion concentrah as was explained abo

Concentration

120 g/L

11

0.73

0.65

o

0.0

0.65

;E.M

Table 3.1/Ig gelcorrelation lengths (um) fc differentp-lg and NaCl cacentrations
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Figure 3.7.(a) Protein coicentration in the gelCy) (open symbols) ande poresC,)

(closed symbols) as a fuiion of the average protein concentration foils formed a

different NaCl concentrions. The dashed line in figure a repres¢C,=C4=C. (b)

Volume fraction of the g as a function of the average protein concetion for gds

formed at different NaCl concentratio

It is possible to dermine the protein concentration in the gel se () and in

the pore phase (Lby meéesuring the intensity of each phas: explained in chapter z
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Figure 3.7 (a) shows a plot of,@nd G versus the protein concentration at different salt
concentrations. From the graph, it is clear thahb@, and G increase linearly with
increasing protein concentration for a given satigentration. The contrast between the
gel phase and the pore phase decreases with dagrsast concentration and at lower
salt concentrations the gels are less heterogendtgsvolume fraction of the gel see
figure 3.7 (b), ) was determined from Sand G by using the relation, C =¢¢ + (1-
¢)C,. For given protein concentration, the volume fiactof the gel is higher for more
heterogeneous gels. The gel volume fraction avangsalt concentration is not a strong

function of the protein concentration since boge@d G increase linearly with C.

3.1.3.2. Tracer diffusion in gels using MPT

Fluorescent latex particles with different radiil-1 um) were used as tracers. At
C=0.25 M all tracers diffused normally for all proteconcentrations tested between 20
and 120 g/L indicating that the proteins presenthim pores did not form gels and are
probably in the form of small aggregates. AFEC2 M particles with R=Ium were
trapped in the matrix for all C and the MSD of taésacers remained less than®30n?,
while the other tracers were diffusing normally. @t0.18 M particles with R=0.25 and
R=0.1um diffused normally for G 80 g/l, but at lower C (20 and 40 g/l) only pagg&
with R=0.1um diffused normally. At G-0.15 M only particles with R=0.im diffused
normally for C> 80 g/l while at lower protein concentrations nahehe tracers showed
Brownian diffusion. Finally at 0.1 M NaCl, all theacers were trapped for all protein
concentrations.

D/Dy of the tracers is plotted as a function of thetgiroconcentration in figure
3.8 for tracers with different radii and at diffatesalt concentrations. It was found that
the scattering of D/Pin the gels is larger than in the liquids. The Blues varied
somewhat for different gels prepared at the sanmeliions. This is probably due to a
variation of the gel structure, caused by smafedénces in the heating history during the
preparation of the gels. There was no systematfpemidence of D/Pon the protein
concentration. This is expected because the galmml fraction was not strongly
correlated with the protein concentration, seerég8.7 (b). Figure 3.8 was obtained by

plotting D/Dy as a function of the protein concentrations (aj Hre corresponding gel
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volume fractions (b) for different salt concentoas and tracer radii. Interestingly, there
was no clear systematic dependence of tracer 31z®/B,, contrary to expectation.

However, we cannot exclude a small effect thatdddn by the large scatter in the data.
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Figure 3.8. Dependence of DJon the protein concentration (a) or the gel volume
fraction (b) for tracers with different radii (0,Am (circles), 0.25 um (triangles), 0.5 um
(squares), 1.0 um (diamonds)) in gels formed &t wdint ionic strengths (0.18M
(white),0.2M (blue), 0.25M (green) .

In some cases we observed anomalous diffusionhef ttacers when MSD
increased as &r o< t* with < 1. In these situations the distribution of thepthcements
was broader than the Gaussian distribution expefdedBrownian diffusion. As an
example we show in figure .3.9 (a) the MSD of diffat size tracers in gels formed at C=
20g/L and G= 0.18M.

In figure 3.10 we have plotted the distributiontieé squared displacements3P(r
for R=0.1um and 0.f5m. Tracers with R = 0.1um diffused normally and di&ribution

of the displacements was Gaussian, see figure(8)10racers with R = 0.25 and 0.5 pm

81



<r? >(unf)

0.1

t/d (s/pm) t/d (s/um)

Figure 3.9. (a) MSD as a function of time normalizey the tracer diameter ‘d’ for
tracers with different radii indicated in the figarin B-gels at C = 20g/L and 0.18 M
NaCl. The dashed line shows the MSD of freely siiftutracers. The solid lines have
slopes 0.93, 0.75 and 0.61 for R= 0.1, 0.25 an@® @&, respectively. (b) Simulated MSD
as a function of time normalized by d for spherittakers in DLCA gels at different

values of the accessible volume indicated in tnard.

P(<P>)

Figure 3.10. Distribution of the squared displacensan-gels at C=20g/L and 0.18 M
NaCl for tracers with R=0.1 pm (a) and R=0.5 pm gb}ifferent times (1s (circles), 4s
(triangles) and 40s (squares). The solid linesféseto a Gaussian distribution of the

displacement.
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difftused anomalously and I§X|was broader, see figure 3.10 (b). In these ¢i@lsers with

R = 1um were trapped and*zrremained smaller than ¥Qun?. Anomalous diffusion
was observed in situations where the particles whrse to being trapped. For instance
tracers with R = 0.5 um showed anomalous diffusiogels at C = 20g/L and<{€0.2M

while tracers with R= 1um were trapped and traeaits R= 0.1 um diffused normally.

3.1.3.3. Tracer diffusion in gels using FRAP

FITC-labeled dextran chains with different moleaulveights (40, 500 and 2000
kDa) and hydrodynamic radii (R(5.5, 23, and 50 nm) were used as tracers. Qgrtiva
the latex particles used for MPT the dextran chaires polydisperse, see chapter 2. We
note that at lower NaCl concentrations the ranggerofein concentrations where gels are
formed is more limited, because the critical gelaticoncentration increases with

decreasing NaCl concentration, see chapter 1.

At Cs= 0.1 M, the intensity recovery profile of all texs was Gaussian for all C
except for d2000k at € 80 g/l. A Gaussian profile indicates Brownian dgion of the
tracers and the diffusion coefficient could be gkdted. For C> 80 g/l, the intensity
profile of d2000k was not Gaussian and the calmradf the diffusion coefficient was

not possible, for details, see chapter2.

Figure 3.11 (a) shows Dgof different tracers as a function of C a{=C0.1 M
salt. D/Dy decreased with increasing protein concentratiahteacter size. At G0.05 M,
the intensity profile for d40k tracers was Gausdianall protein concentrations and
hence the diffusion coefficient could be determineldwever, the intensity profile of
both d500k and d2000k was not Gaussian for allgmmatoncentrations except for d500k
at 40 g/l and hence the diffusion coefficient oD@k could only be determined at C=40
g/l. In Figure 3.11b, we have plotted B/Bs a function of the protein concentrations for
different tracers at £0.05 M. It is clear that the effect of protein centration and tracer
size on D/IY is stronger at &0.05 M than at 0.1 M salt.

In gels formed at &= 0.1 and 0.05 M, D/pof all the tracers is systematically
lower thanme/n of the protein solutions for all C. This is expttbecause at these salt

concentrations the gel structure is homogeneoustladore size is relatively small.
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Hence the friction caused by the immobile struetoirthe gel is much larger than
that caused by the mobile native proteins in tHatem. Croguennoc et al (Croguennoc
et al., 2001) also observed that the diffusion ettchn molecules was faster in solution

than in the corresponding gel.

The decrease of D{Dwith increasing protein concentration can be darplé by
considering the fact that the pore size (correfatiength) decreases with increasing
protein concentration (Pouzot et al., 2004). Cadsent al (Colsenet et al., 2006a, 2006b)
also observed a decrease of the diffusion coeffiad PEO chains in whey protein gels

at pH 6.88 and &£0.1 M with increasing protein concentrations.
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Figure 3.11. D/I3 of different tracers in gels as a function of gretein concentrations
at C=0.1 M (a) and at G=0.05 M (b).

In gels formed at &£0.2 M the tracers diffused normally for all praotei
concentrations tested. Figure 3.12 showsd® a function of the protein concentration
for different tracers at 0.2 M NaCl. Dglecreased weakly with increasing C, but there
was no systematic dependence of PdD the tracer size. This result confirms the smil
observations for larger tracers by MPT at 0.2 M. ddbwever, D/3 was systematically
larger for FITC-dextran molecules than for the Xaparticles. For comparison, D4D
obtained from MPT is also included in figure 3.F20m the graph it is clear that there

exists some dependence of QAih tracer size even in the more heterogeneous gels
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The effect of the salt concentration between 0.2oM on the diffusion of FITC-
dextran molecules was investigated more systenfigtiea C = 100 g/I. D/[3 increased
with increasing salt concentration, see figure 3.E8r all salt concentrations d40k
diffused normally and its diffusion coefficient ddube determined. Interestingly, the
intensity profile of d500k was Gaussian at=_0 M, non Gaussian ats€ 0.05 M, but
again Gaussian for & 0.1 M. Hence the diffusion coefficient of d500kutsh be
determined for all salt concentrations except fsc@05 M. In the case of d2000k the

profile was only Gaussian for €s0.15 M.
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Figure 3.12. D/ obtained from FRAP and MPT as a function of thetgn
concentration for different tracers in gels formatd 0.2 M NaCl. The green symbols
represent the FRAP data whereas the red symbolvsstize MPT data (particles with

radii R=0.1, 0.25 and 0.pm are denoted as circles, triangles and squarespeetively.)

We observed a strong dependence of DdD the size of the tracer for salt
concentrations up to£€0.15 M, but there was no dependence &0 M. It was noted
that D/Dy in gels was lower than the solution viscosity (skxdted line) at low salt

concentrations (&0.15 M) and higher at higher salt concentratidiie increase of D/
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with increasing salt concentration can be explaimgthe increase of the pore size of the

gels (Ako, Durand et al., 2009) with increasing sahcentration

Almost full recovery of the fluorescence was found those gels in which the
diffusion coefficient of the tracer could be mea&surHowever, if the intensity profile of
the tracer was non Gaussian then a significantibraof the tracers was trapped in the
gel. We found that for £0.1 M, complete recovery was found for d500k atpaditein
concentrations, but for&£0.1 M the fraction of mobile tracers decreasedhwitreasing

protein concentration.
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Figure 3.13. Plot of D/Rin gels as a function of salt concentrations)(for different
tracers as indicated in the graph ptlg concentration C=100 g/l. The dotted line in the

graph representsgy/y for the corresponding native protein solutionghas concentration.

Figure 3.14a shows the normalized fluorescencavexg for d2000k as a function
of time for different protein concentrations ai=C.10 M. For d2000k, almost complete
fluorescence recovery was found for all proteincaorirations for €> 0.15 M, but the
mobile fraction of d2000k decreased with increagingtein concentration ford{& 0.15
M. Figure 3.14 (b) shows the results for d500k at=@.05 M. For d40k complete

fluorescence recovery was found for all salt aralgan concentrations.
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Figure3.14. Normalized fluorescence recovery fd@lk (a) as a function of time for
gels formed at G0.10M and different protein concentrations and gt of d500k at
0.05 M NacCl.

We have determined the mobile fractiom, l6f d500k and d2000k molecules in the gels

at various salt and protein concentrations by uiegelation,

Wherel; is the normalized fluorescence intensity at inéirtime after bleaching antj,

is the normalized fluorescence intensity immedjatdter bleaching. Figure 3.15 shows
the mobile fraction of d500k (a) and d2000k (bpdsanction of the protein concentration

for different salt concentrations as indicatedhia graph. From the graph it is clear that
the mobile fraction decreased with increasing pnotncentration for a given salt

concentration. One might expect that for a givestgdn concentration the mobile fraction

increases with increasing salt concentrations kscdhe correlation length increases.
However, we found that,Fwas higher at &= 0 M than at €= 0.05 M, see figure 3.15.
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Figure 3.15. Mobile fraction of d500k (a) and d2Rd0) in gels as a function of protein
concentrations for different NaCl concentrationdiagated in the figure. The error bars

illustrate the spread observed in repeated expeartme

We have investigated this interesting phenomenanare detail at C=100 g/l, see
Figure 3.16 Starting at€ 0 M, R, decreased first with increasing NaCl concentration

reached a minimum at;& 0.02 M and increased again foy=20.05 M.
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Figure 3.16. Mobile fraction of d500k and d2000I8itg gels as a function of the NaCl
concentrations at C=100 g/I.
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3.1.4. Discussion

Numerical simulations of tracer diffusion in catlal gels, formed by diffusion or
reaction limited aggregation of hard spheres, sllothat the diffusion of the tracer was
mainly controlled by the accessible volume to thbesical tracers (Babu et al., 2008),
see chapter.1. It was found that the diffusion ficieht of the tracers decreased with
increasing volume fraction of the gel. Here we addiserved a decrease of [/Df
dextran molecules with increasifigg concentration for homogeneous gelg{(T15 M).

On the other hand, for microphase separated ¢pese was no systematic dependence of
D/Dg on the protein concentration. This could be exg@diby the fact that the increase
the protein concentration was compensated by aease in the density of the particles

that formed the gels.

Computer simulations also showed that for a gigeh volume fraction D/p
decreased with increasing tracer size, but ingtudy both MPT and FRAP, showed that
there was no systematic dependence of D the tracer size for heterogeneous gels.
However, the values for the smaller and flexiblextden chains were systematically
higher than for the latex particles. Apparentlye #ifect of size on D/pwas smaller than
the experimental error for the size range covenetié MPT and FRAP experiments. For
homogeneous gels formed at lower salt concentat{@< 0.15 M), D/} decreases

with increasing tracer size for a given proteincantration.

We found that trapping of particles depended oe thacer size both in
heterogeneous and homogeneous gels. One might ttkhe trapping of particles is
determined by the average pore size which is erpetd be proportional to the
correlation length. But particle tracking measurataeshowed that particles with dgéh

were diffusing normally in gels witi=1.3 um while 10 times smaller particles were

trapped in gels with only two times smaller cortiela length£=0.65. This remarkable
observation demonstrates that trapping of the glasticannot be related directly to the
correlation length of the gel. Probably, the paeze gistribution is an important factor

which is not reflected b

In some cases we observed anomalous diffusiomtek Iparticles. Simulations
also showed in some situations anomalous diffusibspherical tracers (Babu et al.,
2008). The simulations covered many orders of ntadai both in time and distance

scales, but for comparison with the experimentsiliite we plotted the simulation results
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corresponding to the experimental time and distascales in figure 3.9 (b). The
simulation results show a transition from norméfudiion to trapping via anomalous
diffusion as a function of accessible volume. Thangition is reflected by anomalous

power law dependence over the limited scale covieréite experiments.

The origin of the anomalous diffusion is that tieds are heterogeneous and the
tracers encounter different environments. Someetsaare situated in more constrained
areas or may even be trapped, while others cansdifinore freely. Therefore, both the
simulations and the experiments show a broaderitalition of the displacements when
the diffusion is anomalous than the Gaussian digion that is expected for Brownian
diffusion. As much longer time scales can be caletiee broadening is better observed
in the simulations (Babu et al., 2008). The simafet show that close to the critical point
the distribution becomes bimodal at long times. Peak represents the trapped particles
and its position is stable with time, while the atlpeak represents the diffusing tracers

and shifts to larger distances.

We also observed partial trapping of dextran mdkesx at lower salt
concentrations. The observation that a fractiothefdextran chains diffuses freely and
another is completely trapped can be explainedhkyr troad size distribution. It was
found that the mobile fraction of the tracers dasesl with increasing protein
concentration for a given salt concentration, sgeré 3.16. This is expected since the
average pore size decreases with increasing protginentrations, so that increasingly

smaller chains become trapped.

One might expect for the same reason thatif€reases with increasing NacCl
concentration. However, a minimum of,Fvas found as a function of the salt
concentrations. This remarkable result could pdgdile explained by considering the
pore size distribution. The proteins strands tbanhfthe gel are relatively ordered atC
M resulting in a narrow pore size distribution. Wihcreasing ionic strength the strands
become less ordered and the pore size distribbtioadens. This leads to an increase of
the z-average correlation length, but locally domawith smaller pores could trap
smaller dextran chains. The minimum reflects thenlwmed effects of increasing the

average pore size and the pore size distributiomagping of polydisperse tracers.
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3.1.5. Conclusion

The main conclusion of this work is that the déffan of tracers in globular
protein gels can be investigated successfully fepectrum of salt concentrationss£G
to 0.25 M) by combining CLSM with multiple particteacking and FRAP. MPT with
CLSM has proven to be a powerful tool for measuthng diffusion of tracer particles in
heterogeneous gels ££0.15 M). On the other hand FRAP is a useful toostudy the
diffusion of smaller molecules in homogeneous €ls0.15 M). Unfortunately, there
was a significant scattering of D@alues obtained by MPT, probably due to relatively

smaller amounts of particles that can be tracked.

It was found that D/P for heterogeneous gels decreased only weakly with
increasing protein concentration because the demditthe gel phase increased with
increasing protein concentration. Another remarkattdservation from MPT was that the
size of trapped particles cannot be correlatechéodorrelation length of the particles.
This means that pore size distribution is probalyimportant factor for the mobility of

the particles.

In the case of homogeneous gels Pdecreased both with increasing tracer size
and increasing protein concentrations. At lowet sahcentrations and higher protein
concentrations a fraction of the larger tracers wapped in the gels. For a given salt
concentration (0.1 M for d500k and for d2000ks€0.2 M), the mobile fraction of the
tracers decreased with increasing protein condsmraHowever, for a given protein
concentration the fraction of mobile tracers showethinimum between £0.02M and
Cs=0.05M. The minimum can be attributed to a comhamabf the increase of both the
average correlation length and the width of poze slistribution. This observation again
leads to the conclusion that trapping of tracersiotibe understood solely on the base of

the average pore size. It is necessary to conalderthe pore size distribution.
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3.2. Particle diffusion at the interface of water4n-water emulsion.

3.2.1. Introduction

In this section we will investigate in detail thdsorption of latex particles at the
droplet interface of water in water emulsions fodntsy mixing aqueous solutions of PEO
and dextran. CLSM allows one to visualize both gasticles and the dextran phase
simultaneously as described in chapter 2. The efdéqarticle size was studied by
varying their radii between 0.1 anduin. We will show that trapping of particles at the
interface of water in water emulsions can be exrgldiby the reduction of interfacial
tension even though the latter is much smaller thmamil in water emulsions. The
interfacial tension of the mixtures was determirfiesn droplet deformation studies as

described in chapter 2.

The organization of the particles at the interfagas studied for different
compositions of the mixtures and hence differenérfacial tensions. At low surface
coverage the particles diffused freely at the fams and the diffusion could be
determined by multi-particle tracking as descriledahapter 2. We will show that the
diffusion coefficient of the particles depends be tontact angle with the interface and
the viscosity of each phase. Finally, we show thatPickering effect in water in water
emulsion can also be produced with protein pasgijckehich has potential application in

food and cosmetics.

3.2.2. Results and discussion

It is well known that PEO and dextran are inconig@tat higher concentrations
(Forciniti, Hall, & Kula, 1991). The phase diagrash PEO and dextran mixtures was
made by varying the concentrations of PEO and daxas illustrated in the figure 3.17.
The critical point of this phase diagram is at&1 wt% and Ge,=1.7 wt%. The tie-lines
are parallel and are deduced from the volume fyastiof PEO and dextran after phase

separation.
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Figure 3.17.The phase diagram of PEO/dextran mesuHomogeneous and phase
separated samples are represented by open and fibent respectively. The solid line is
the binodal and the dashed dotted lines are thértes for mixtures indicated by the
circles. The dashed line separates systems wibhgai PEO rich phase from those with

a larger dextran rich phase.

The Pickering emulsion was prepared by mixingdatarticles, PEO and dextran
as explained in chapter 2. In most of the casestminuous phase was PEO and the
dispersed phase was dextran, but the inverse alsldl de prepared by varying the
volume fractions of each phase. Figure 3.18 showd &M image of a droplet of the
dextran rich phase covered by latex particles wth25um in a matrix of the PEO rich
phase. In most cases we found that some excesslgmdre dispersed in the PEO phase
but none of the particles were found in the dexplase. This could be explained by the

fact the PEO is readily adsorbed on the surfadheofatex particles.

Particles with radius R=1m were used to measure the contact angle of the
particles with the dextran droplet. The measuredtami angle averaged over many
particles was 140 +°5More than 99is expected since the particles prefer the PEGepha
over the dextran phase. For a solid particle aPtE®-dextran interface, the contact angle

is related to three interfacial tensions: (Aveyatal., 2003),
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wherey,s is the interfacial tension of the PEO-dextran riiatee, yp, is the interfacial

tension of the PEO-particle interface apg; is the interfacial tension of the dextran-
particle interface. In this case it is clear that, < ypp. It was found that the contact
angle of the particles doesn’t depend stronglyhendomposition of the mixtures. Figure
3.19 shows an image of a latex particle at theaserfof a dextran droplet in the PEO

matrix.

Figure 3.18. CLSM image focused at the center arfoplet of the dextran phase (green)
in a matrix of the PEO phase. The latex particlgsllow) have radius of 0.25um.
(Creo=4.0 Wt%, Gex=2.0 Wt%).

A series of mixtures prepared by varying the PB@centration up to 8.0 wt% at
a fixed dextran concentration of 2.0 wt% were itigeded in detail. In all the cases
particle concentration was kept at 0.08%. It wamtbthat the mixtures phase separated
for Cpeo> 0.8 wt%. We observed that at 2.0 wt% dextran,igdesd could be trapped at
the interface for PEO concentrations down to 1.%whbut not for 1.5 wt%. The amount
of trapped particles increased with increasing finvhich could be partly due to the
fusion of droplets which allows some free partidieget at the interface. Interestingly,

simple Brownian diffusion of the particles was refficient for trapping since we
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observed many particles collision with the integfadut none of them resulted in
trapping. The time needed to attain a reasonabiertw depended on the PEO
concentration. We found that for 8.0 wt% PEO itk@few minutes to obtain a good
covering, while at 2.0 wt% PEO it took more than rBthutes. The fraction of free
particles increased with decreasing PEO conceotratnd at 1.7 wt% PEO most of the
particles were free and situated in the PEO riclisphParticles with various radii (0.1-1
um) were used to investigate the effect of partsie on the kinetics of trapping. In all
cases we observed that the particles cover thdantedown to Geo 1.7 wt%, but larger

particles took longer to cover the droplets.

- A
-

Figure 3.19. CLSM image of a latex particle (yelJatthe surface of a dextran droplet
(green) in the PEO matrix. The white lines indictite surface of the particle and the

droplet. The contact angkewith respect to the dextran phase is shown.

The amount of energy required to remove a sphepadicle with radius R from the
PEO-dextran interface is determined by the intéafaension see Eq. 1.6. In order to
measure the interfacial tension of the mixtureshavee used droplet deformation studies,

see chapter 2. We observed that the interfacigidanncreased with the tie line length
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following a power lawyasa (TLL) *° as was earlier reported for other PEO-dextran

mixtures (Forciniti et al., 1991; Wu, Zhu, Lin, &,11999), see Figure 3.20.

100 ¢

YAB N

4 5 6 7 890 20 3C
TTL (Wt%0)

Figure 3.20. Interfacial tension as a functioniefline length for mixtures of 2 wt%
dextran and varying concentrations of PEO. Thedslitie represents the results of a

linear least squares fit and has a slope of 3.9.

We now have the three parameters needed to cictila amount of energy
required to remove a spherical particle from thierfiace: particle size, interfacial tension
and contact angle. As mentioned above, we foundttieaparticles were trapped at the
interface down to Gec=1.7 wt%. At this concentration the free energydeekto remove
a spherical particle from the interfacedi§ = 2 x 1072% Nm, i.e.AG = 7kT. This shows
that trapping of particles at the interface of watewater emulsions could be explained
on the basis of the reduction of the interfaciakten even if it is very low compared to
oil-water emulsions. One might expect that largartiples can provide significant
covering closer to the critical point sinda& « R?. However, this was not observed. It
may be explained by the fact that larger partitbedk a longer time to get trapped at the
interface. Close to the critical point the systewolee quickly, so that perhaps there

simply wasn’t enough time for larger particles ttez the interface.

We never observed a trapped particle escape frmminterface implying that

trapping of the particles at the interface in PE#tthn mixtures was irreversible.
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Nevertheless, even completely covered particlesdctuse and expel particles from the
surface in this process. Apparently shear forcemdudusion are sufficient to expel the
particles. Figure 3.21 illustrates the fusion obtgroplets and its subsequent relaxation to
a spherical shape. The process of fusion starferhying a whole in the particle layer (b)
that grows rapidly (c) until there is no curvatietween the droplets (d). Relaxation to a
spherical shape is relatively slow (f) becausevikeosities of the media are high and the

interfacial tension is small.

If the coverage is relatively low, it is often éeigeneous with some droplets
being more densely covered than others. One caroalserve heterogeneous coverage of
the same droplet on large length scales, which appe first instance to be in
contradiction with the observation that the paesctan freely diffuse at the interface. It
can, however, be explained by the fusion of drepléthen a small droplet fuses with a
larger droplet all the particles at the interfadegh@ smaller droplet are gathered at one

area of the larger droplet with which it merged ggure 3.22.

Figure 3.21. CLSM images during fusion of two detplof the dextran phase in the PEO
matrix. The droplets were covered with latex pdesc(red) with a radius of 0.25um.

Figures a-d were taken at time intervals or 0.3fsage e was taken after 3s and image f
after 30s.



The ease of removadf particles from the interface depends the PEC
concentration. It was found tr for Cego= 8.0 wt%, strong shear forces weeguired tc
remove particles from the intace. On the other hand, gentle stirring wafficientto
remove particles whenpgo< 2.5 wt%. After macroscopic phase separatid particles

were situated either at the intece of the two phases or in the PEO rich pl

130 pm

Figure 3.22 CLSM images dung fusion of two droplets of the dextran phaa the PEO
matrix. The droplets were ptially covered with latex particles (red) withradius of
0.25um.

3.2.3.Structure of the paricles at the interface

We observed that the yrphology of the particles at the interface dnds on th
density of the partles at the irerface. It was found that the density of theicles at the
interface could be increased some extent by increasing the particle comration, bul
full coverage was not obtain and the excess particles were situén the PEO rich
phase. In order to obtain der coverage it was necessary to use high Phd dextrar

concentrations and thus to hea higher interfacial tensioFigure 3.23showsimages o

98



droplets with different coverage density that wiakeen by focusing at the top surface of
a droplet. The larger bright spots in the imagesespond to 3 dimensional clusters of
particles that were also observed in the PEO ridk phase. It is worth mentioning that

there is no specific interaction between the piagicbut the osmotic pressure from the
depletion of PEO between particles produces amaive force which increases with

increasing PEO concentration and drives clustesfrigarticles.

15 pm

Figure 3.23. CLSM images focused at the top of letef the dextran phase in the PEO
matrix. The droplets were covered with latex péesqred) with a radius of 0.25um.
Images c and d are from the same droplet at 20@esval. (a: Geo=8.0 wt%, Ge=7.0
wt%; b: Goeo=6.0 Wt%, Giex=2.0 Wt%; c, d: Geo=8.0 wt%, Giex=2.0 Wtb).

The average density of particles at the surfaceeased with increasing polymer
concentrations, see figure 3.23. In mixtures of Bt% PEO and 7.0 wt% dextran, the
latex particles form a hexagonal crystalline suetinterspersed with defects (Figure

3.23 (a)), but within the same system some othepldts were only partially covered. If
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the coverage is intermediate, the particles formsteks (Figure 3.23 (b)). At low
coverage, particle association is transient adlustiated by comparing two snapshots

taken with 200 s interval (c and d).

3.2.4. Mobility of the particles at the interface

The mobility of the particles at the interface wstadied by monitoring their
displacement with CLSM. At low coverage, each platisees on average the same
environment and the MSD of the particles at therface increases linearly with time.
Figure 3.24 shows the MSD of particles with radu25 pm (a) and 0.5um (b) as a
function of time for droplets formed in mixtures 0 wt% dextran and different PEO

concentrations.

o 3.0wit%
o 4.0wt%
1 ©  6.0wt% ‘ |
c\’g A  8.0wt% ” o g
5 4
m)
201

1 10 100 1 10 100

Figure 3.24. MSD of particles with radius 0.2% (a) and 0.%:m (b) as a function of
time for droplets formed in mixtures of 2.0 wt%tdax and different PEO concentrations

indicated in the figure

For a given time the MSD of the patrticles is higiwben the PEO concentration is
lower. The diffusion coefficient of the particlesasv determined from the slope:
MSD=2Dt. D/Ly is plotted in figure 3.25 as a function of the PE@ncentrations. D/
decreased with increasing PEO concentration, karetivas no effect of the size of the

particles on the normalized diffusion coefficientlze interface.
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It was found that the diffusion coefficient of tiparticles at the interface was
closer to that in the PEO bulk phase than in thetrde phase. This is explained by
considering the total surface area of the partithas is in contact with the two phases.
The surface area of the particles in each phasecalaslated from the contact angt) (

by using the relations:
S4=(1—cos0)/2 3.2
Sg=(1+cos8) /2 3.3

whereS, andS; are the fractions of the surface area in the PE®Dthe dextran phase,
respectively. The equations show that the surfaga af the particle in the PEO phase is

much larger than in the dextran phasetfet40°.

0.1
(@]
Q o.01t
B o 0.1 pm
L v 0.25 pm
o 0.5 um v
0.001 :

0] 1 2 3 4 5 6 7 8
Cpec (Wt%)

Figure 3.25. D/I3 of latex particles with different radii at the @rface between the
dextran and PEO phases as a function of the PEQ@eardration in mixtures with 2.0 wt%
dextran. The values obtained in the bulk PEO andrda phases are indicated as filled

circles and triangles, respectively.
The effective viscosity felt by the particles at ithterface can be calculated as:

Netf = ((1 — cos 0N + (1 + cos 0)ng)/2 3.4
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Substituting for® = 145°, we find
Negr = 0.9, + 0.1np 3.5

wheren,r is the effective viscosity of the particles at theerfacen, is the viscosity of
the PEO phase angl is that of the dextran phase. Eq. 3.5 shows tBa#®of the
effective viscosity that a particle feels at theeiface came from the PEO phase and this
explains why the diffusion coefficient of the paltis at the interface is much closer to
that in the PEO bulk phase than in the dextran e@ahBlere we ignored the effect of

interface itself since there was no size dependehtiee particles on the diffusion.

3.2.5. Protein particles at the interface

Spherical protein particles with radii of 0.1 &h8 um were used to test if protein
particles could induce a Pickering effect in watexater emulsion. The particles were
more polydisperse and less spherical than the lpgaticles, but are relevant to food
applications. Again we investigated the trappingpafticles as a function of the PEO
concentration at 2 wt% dextran. It was found treatiples can easily become trapped for
Creo> 2.0 wt%. The main differences between latex pagiand protein particles were
that trapping of protein particles was faster amel éxcess particles went to the dextran
rich phase instead of the PEO rich phase. Theofgtbase separation was reduced by the
presence protein particles, but macroscopic phegaration occurred eventually. Figure
3.26 shows a CLSM image of protein particles wadius r = 0.25um at the interface of
droplets in a PEO-dextran mixture containing&3.5 wt% and Ge,=2.0 wt%.
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Figure 3.26. CLSM image of protein particles (orahgt the interface of emulsion
droplets in a PEO-dextran (green) mixture contagn@eo=3.5 wt% and Ge=2.0 wt%.

3.2.6. Conclusion

Particles with radii between 0.1 andufin could be trapped at the interface of
droplets in water in water emulsions formed by mgxaqueous solutions of PEO and
dextran. Particles were trapped at interfaces wtérfacial tensions down to gN/m.
The trapping of particles at the interface in watewater emulsions could be explained
by the reduction of the interfacial tension in gpitf the fact that they are much lower
than in oil-water emulsions. The structure of mde8 at the interface varied from a
hexagonal crystalline order to a dilute random ritigtion with transient cluster
formation at intermediate coverage. The transieabaation of the particles is driven by
depletion of PEO between the particles. Unfortugatparticles are not efficient in
stabilizing the water in water emulsions contranyotl in water emulsions, because the
shear forces induced by coalescence or external slam easily drive the particles from

the interface.
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General Conclusion:
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General Conclusions

We have shown that CLSM can be a very usefultvoheasure the displacement
of tracer particles in globular protein gels andtlz¢ droplet interface of emulsions.
CLSM needs to be combined with two different tegoeis to study the diffusion of
tracers with a wide range of sizes in gels havingide range of average pore sizes.
CLSM combined with MPT could be used to investigétte diffusion of spherical
particles (R=0.1-1pm) in heterogeneous gels. Fandgeneous gels, CLSM with FRAP
was most useful because for these gels only smaalets (R<100nm) were mobile. A
drawback of MPT was that the experimental erronigher than alternative techniques
such as DLS, pulsed-field gradient NMR, and FRAEduse the number of particles that

are tracked is relatively small.

For B-lg gels formed in the presence of 0.25 M or moaCN Brownian diffusion

of all the probes was observed. Fblg gels formed in the presence of 0.1 M or less
NacCl, all the latex particles were trapped in teérmgatrix. If the diffusion of the tracer is
Brownian, then its diffusion coefficient could bestdrmined. It was found that the
diffusion coefficient of the latex particles in betgeneous gels decreases with increasing
volume fraction of the gel. However, the gel volufnaction, and thus the diffusion
coefficient was not very sensitive to the protedmaentration, because an increase of the
protein concentration resulted in an increase ef density of the gel phase. Another

remarkable finding was that D§ivas almost independent of tracer size.

In a few cases we observed anomalous diffusiotateix particles. There was
strong size dependence of the tracer size on #msitron from Brownian diffusion to
trapping via anomalous diffusion. For example, érac with R=0.5pum diffused
anomalously in gels with C=20 g/l and=0.2 M, while tracers with R=lun were
trapped and tracers with R=Quin diffused normally. Anomalous diffusion is caussd

the heterogeneous environment of the tracer pasticl

An important finding was that the diameter at whigarticles become trapped
cannot be correlated directly to the correlatiamgte and hence the average pore size of
the gel. We observed Brownian diffusion of parsclkeith R=1pum in the gels with

correlation lengthg.=1.3 um, while particles with R=0.1m were trapped in gels with

correlation,z=0.6 um, which means that lowering the correlation lengyha factor of 2
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resulted into trapping of 10 times smaller parscl€his interesting result indicates that
trapping of particles is also determined by theritigtion of pore sizes rather than just

the average pore size of the gel.

Contrary to heterogeneous gels, P tracers in homogeneous gels decreased
strongly with increasing tracer size and proteingamtration. This shows that at lower
salt concentrations €0.15), there is a strong correlation between thetegr
concentration and pore size di-lg which decreased with increasing protein

concentration.

In some cases we observed partial trapping ofdtdydran chains. This can be
explained by considering that unlike latex pargdile dextran chains used in the FRAP
experiments were polydisperse and hence a fracfismaller dextran chains can diffuses
normally while the bigger chains are trapped inriarix. A larger fraction was trapped

if the tracers were on average larger or if theginoconcentration was higher.

Interestingly, a minimum of mobile chains was fduss a function of the salt
concentration betweens€0.02 and 0.05 M. The minimum reflects the combieffdcts
of increasing the average pore size and increafiegpore size distribution on the
trapping of polydisperse tracers. This result shomse more that the mobility of tracer
particles in globular protein gels is strongly etated to the gel structure both in terms of

average pore size and pore size distribution.

Particles can be trapped at the droplet interfatcevater-in-water emulsions
formed by mixing aqueous solutions of PEO and dextiWe found that particles were
trapped at the interface for interfacial tensiormva to 1 uN/m. Even though the
interfacial tension is very low, its reduction bytroducing particles at the interface can
still explain the particle trapping. At low covermdensity, particles diffused freely at the
interface with a diffusion coefficient that was emhined by the viscosity of the two
phases and the contact angle. At low coveragesittan association of the particles
occurred which is driven by depletion of the polymbetween particles in contact. On
very densely covered droplets the particles shaow lange hexagonal crystalline order.
The low interfacial tension means that the partidan easily be driven from the surface
by shear forces. Therefore, fusion of particle cededroplets was possible leading to

macroscopic phase separation.
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Annex

Annex-1. Multiple-particle tracking Algorithm.

The tracking algorithm is written in IDL languag@d can be divided into four
different stages: (a) correcting the imperfectiongach individual image (b) accurately
locating the particle positions (c) eliminating dal or unwanted particles and (d)
correlating the particle positions with time to ate trajectories. Below, | will illustrate

these processes in detail with the help of an el@amp

We will consider a stack of images that tracks dieplacements of 0.5 micron
particles in water with a dt of 0.3 s. The nameho$ stack is “test.tif” (where tif is a
format in which the images are saved). In the fetp, we use a function called
readtiffstack, which can read in tiff stacks. Thengral format of this command is, a=

readtiffstack (‘filename.tif'). In our case thesfitame is test.

* a= readtiffstack (‘testif')
Now all the two hundred images are stored in ‘&Aaay [512,512,200] each image
consists of 512x512 pixels and 200 is the total memof images in the stack)

* movie,a
This command displays all images as a film.
Initially, we will treat one image of the stackfind the optimum parameters required to
find the particles in the image. Then these paramsetre applied to all two hundred
images in the stack.

e al=a(**i)
Now a0 corresponds to the ith image (i=0 correspdadhe first).

* tvscl,a0

This command displays the image and is shown uréigh.1.1.

The images may suffer from a range of imperfestioncluding geometric
distortion, nonuniform contrast and noise. All thesnperfections can frustrate the
tracking. As mentioned above, the first stage efttlacking algorithm is to correct these
imperfections. These imperfections can be sensétyved by applying a spatial band-
pass filter to the image (Crocker, JC and Grier , [896). In IDL: bpass.pro is used to

filter images. bpass is a spatial bandpass filteckwsmooths the image and subtracts the
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background. This programme requires two parametbish are the spatial wave length

cutoffs in pixels.

Figure.A.1.1. Shows the test image a0 and thegestin it

The first number is always one while the seconahlmer is close to the diameter
of the particles that we want to find in pixels.eUthe value that gives nice, sharply
peaked circular blobs where the particles werea@dhe single image to be examined is

subjected to the spatial band-pass filter bpass.
* b=bpass(a0,1,8)

In this example the blobs diameter is 8 pixels #refiltered image is stored in b. The
command ‘tvscl’ mentioned above can be used toecisphe filtered image b, see
figureA.1.2.
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Figure.A.1.2. Shows the filtered image b with apeipcutoff of 8.

The filtered image consists of bright spots onamkdbackground. The local
brightness maxima in the image can be consideredrdidate particle positions. A pixel
corresponds to a particle center if no other pixaé higher intensity within a given
distance; typically this distance is slightly lardglkan the particle radius. This reasonable
assumption enables one to find the particle ceadrdo within half a pixel. In this
algorithm feature.pro is used computes the brigigtveeighted centroid within the
circular blobs. This program requires the usergecty the size of the circular blob
which is same as that of the upper cutoff of bfétes. If the size of this circular blob is
too large, then there is a possibility of findinglltiple centers for the same patrticle. It is
better to keep the size of the circular disc otihtly larger than the particle diameter. In
our case size of the circular blob is 6 and wegaiag to apply the feature.pro on the
filtered image b. This step enables us to accyr&wehte the particles position that is the
second processing stage of the tracking algorithm.

» f=feature(b,8)

The variable f has five columns and each corredpada different features of the
particles in the image. These columns are x-cah(@l), y-centroid (), total brightness
(2", radius of gyration (8) and eccentricity (4 which is 0 for circles and 1 for lines.
The limitation of feature.pro is that it identifiéise particle centers in terms of intensity
and hence undesired intensity modulation can causes in the particle location which

has to be eliminated in the third stage of thekirax algorithm. The elimination of
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spurious or unwanted particles are carried out wthth help of the above variable “f’
since it has the information of total brightnes$® (olumn), radius of gyration &
column) and eccentricity '(“4co|umn) of the patrticles. Thus false particles elaminated
by either restricting the acceptable values ofltbteghtness, radius of gyration or the
eccentricity of the patrticles.

» f2=eclip(f,[2,3000,10000])
Here 2 represents th8Zolumn of f which is the total brightness of thatitles, 3000 is
the lower cutoff of the brightness and 10000 cqoesl to the maximum accepted
brightness of the particles. Thus the above comrsatetts only those particles that have
brightness between 3000 and 10000 and removeghbeso

« f2=eclip(f,[3,1,5])
Selects only those particles that have radius odtgyn between 1 and 5.

« f2=eclip(f,[4,0,0.3])
Selects only those particles with eccentricity kw0 and 0.3.

» fo2=fover2d(a0,f2,radius=15,/circle)

This command visualizes the selected particlekenimhage, see figure.A.1.3.

Figure.A.1.3. Shows the selected particles in ¢iséimage after treating with feature.pro.

Up to now, we have discussed the first 3 stagekentracking algorithm and also

we know various parameters to track the partiakesur test image. In order to link the
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locations into trajectories, we have to apply friscess to all images. For convenience,
the feature.pro and bpass.pro have been combinedie program, epretrack.pro, that
can run on large, multiple image data sets oncectiteect bpass.pro and feature.pro
parameters have been determined interactively mgiesimages. The calling sequence of
epretrack.pro is given below.

epretrack, filename.tif',bpass.pro,feature.prd,/ifultiepretrack.

In this case file name is “test”, so

e epretrack,'test.tif',bplo=1,bphi=6,dia=6,mass=2/B)/multi.

Where bplo and bphi correspond to lower and uppgoff of bpass.pro, dia
(which is typically same as bphi) is the diametértlee circular blob on which the
centroid operation is done and mass is the thilkdnoo of feature.pro which is the total

brightness of the particles. Here only particlegwotal brightness<2700 are selected.

The epretrack.pro routine generates a file of dioates ‘pt.test.tif’
(pt.flename.tif) for each image in the stack. Tiext step is to read the pt files that
contain the data (x-centroid, y-centroid, totaghtness, radius of gyration, eccentricity)

for all selected particles in all frames.

e pt=read_gdf('pt.test.tif")

We then check for pixel biasing which gives usoaportunity to make sure that
the parameters were well chosen. This is done obitipd a histogram of the fractional
part of the x-positions of the particles. If thésao favored sub-pixel value the histogram
of the x-position of all particle positions modulshould be completely flat.

e plot_hist,pt(0,*) mod 1,binsize=0.1

On the other hand if the histogram is not flatnthbe parameters need to be

refined until we achieve a flat histogram. Figurd.A corresponds to the histograms of

pixel biasing for two different dia values: (a) da6d (b) d=3.
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Figure.A.1.4.Corresponds to the histograms of pidpiasing for two different d values:
(a) d=6 and (b) d=3.

* plot,ft(2,*),ft(3,*),psym=3;

The above command shows a plot of the brightnessusethe radius and allows us to

verify that the correct cut-off was chosen, searkgA.1.5.
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Figure.A.1.5. Corresponds to the histograms of Idiasing for two different d values:
(@) d=6 and (b) d=3.
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We can use the following commands to visualize &ienof particle displacements in all
images.

. a = readtiffstack('test.tif")

fo=fover2d(a,pt,/circle,rad=10)

. movie,fo
Sometimes the movie shows that there are still mtedhor false particles (eg. particle
aggregates). These unwanted particles can be alietirby choosing stricter cut-offs as
explained above. Eg.:

o ft=eclip(pt,[3,1,9])

+ ft=eclip(pt,[2,10000,40000])

» ft=eclip(pt,[4,0,0.3])

After determining the particle positions with spixel accuracy, we need to
connect the particle positions in different imagesreate the trajectories. The particle
positions in the successive images can be ideatifiely on the basis of proximity
because the size and intensity of the particleshersame. The optimum identification of
particle positions should minimize the total sqdadéstance of travel (Crocker, JC and
Grier DG., 1996). To make such identification cotapnally feasible, a maximum
possible particle displacement between images teisipecified. This parameter should
be sufficiently large, to ensure that true disptaeats are not rejected and small enough
so that different particles in subsequent framesrarely considered the same displaced
particle. The track.pro routine is used to perfahis operation. For this routine the user
has to set two parameters: one is the maximum lgessistance that a particle is allowed
to displace between two successive images andttier & the number of continuous
frames in which the particles is visible. The Iafteovides an additional level of filtering
because an artefact unlikely to occur in severateoutive frames. The calling sequence

of tracking.pro is shown below,

» tr = track(pt,8,goodenough=5,memory=0,dim=2)

8 is the maximum displacement in pixels of pagcbetween two consecutive

images, goodenough=5 means that only those parigcke considered that occur at least

in 5 continuous frames. "memory"” allows us to trgzkrticles which temporarily
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disappear -- it acts as a memory. Thus particleg Ineamissing for a chosen number of
frames in a row, but if they reappear in the saovation, they are still considered the
same patrticle. This can be useful if the partiees occasionally coming in and out of
focus. dim =2 means that the tracking is in two e@higions. It is possible to track in 3
dimensions, but only for very slow diffusion as manore images need to be taken at
each time slice. tr consists of 7 columns: the fisee are from feature(x, y, brightness,
radius and eccentricity); the sixth column is timet stamp from epretrack and the

seventh column is a unique patrticle 1D #.

- p=mkpdftr,i,dim=2);

This command returns the trajectories of the plartit a given time slice i.

In order to verify that the displacement settingcarect, a histogram of the particle
displacements between consecutive frames can beraged. The histogram should
completely decay and not be truncated by the maxirdisplacement setting. Any of the
following commands can be used to generate thedrin.

» plot_hist,p(0,*),data,coff,center,/fit,/log

» plot_hist,p(0,*),data,coff,center,/fit;

» plot_hist,p(1,*),data,coff,center,/fit,/log

e plot_hist,p(1,*),data,coff,center,/fit

The first two commands will generate a histogrdnparticle displacement along
the x-direction; one will be in log scale and thtbey one in linear scale. Figure.A.1.6
obtained by plotting the histogram for two differemaximum displacement settings:
(2)=10 and b=(3).
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Figure.A.1.6. Obtained by plotting the histogramtieo different maximum displacement
setting: (a)=8 and (b)=3.The maximum displacemettiisg at (a) is correct since the

histogram completely decays at the maximum dispiacé while in (b) it is truncated.

If the maximum displacement setting is fine, them @an proceed to the next step where
we visualize the trajectories of a single partidiae commands for generating particle
trajectories are:

« w=where(tr(6,*) eq 1)

e plot,tr(0,w),tr(1,w),/isotropic,/ynozero

This trajectory corresponds to the particle witbrnitification number#1 (eq 1) is shown in

figure.A.1.7.

3
T

Figure.A.1.7. Trajectories of particles with R=0.2% in -Ig solution with C=80 g/l and
the time interval between the image was 0.31s.
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The coordinates of all the particles are stored &and need to be averaged using the
following command:

* k=msdres(tr, maxtime=40)
k consists of 15 columns:(0)the time stamp of insag@)number of tracks (2) number of
significant tracks (3) average displacement in tkedirection, <x> (4)average
displacement in the y direction,<y> (5) MSD in xadition, <X> (6)MSD in y direction,
<y?> (7) <xM2>-<x> (8) <y"2>-<y> (9) <r*2>-<r> (10) nterx, (11)sigx"2, (12) centery,
(13) sigy™2, (14) sigr™2.

* plot, k(0,*), k(5, *), psym=6

» oplot, k(0,%), k(9, *), psym=6

The 0" column of k corresponds to the time scale did&@umn corresponds to average
displacement in y-direction. So this command gemesera graph in which the average
displacement of the particles in the y directiorplistted as a function of time. On the
other hand, column 9 corresponds to the average MfShe particles in the x and y
direction. So the second command will plot MSDh# particles as a function of time.

» his=plothistsqr(tr, dimax=20, binsize=0.3, min=Aiax=3.) ;

* write_text, his, 'histsqgr.txt'

The above commands visualize and write in a fike distribution of MSD of particles
which is Gaussian for normal diffusion and broa@@eranomalous diffusion. Figure.A.1.8
shows the distribution of MSD of particles with R28 um in B-lg solution with C=80

all.

Figure.A.1.8. Distribution of MSD of particles wig~0.25xm inf-lg solution with
C=80 g/l.
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Annex-2. Most likelihood estimation method for FRAP

Frap data were analyzed with a recently developepixel based statistical
methodology utilizing the most likelihood estimati@MLE) (Jonasson et al., 1986). The
method takes in to account all the pixels includthgse pixels outside the bleached
region. It is assumed that the noise in the imagedependent between pixels and in time
and is distributed with mean zero and constanemags®. The essential requirement of
this method is that the intensity profile of theaadmust be Gaussian at all times during
the recovery. Advantages of this method are theauit provide the error estimates of the
parameters it calculates and also the effect ofpthiat spread function is negligible. It
maximizes the likelihood function of a series ofages and estimates the diffusion

coefficient of the fluorescent tracers with an etrar.

For a Gaussian concentration profile, the inittacér concentration after bleaching can

be written in the form:
_ a; r2
Co(r) =al — —exp (= To_z) A2.1
If the recovery is caused by Brownian diffusiortloé tracers, then the concentration at a

distance r from the center of the bleached regidimee t is given by:

r2

4Dt+1y2

C(r,t) =ag — ) A2.2

a
4Dt+1y2 €Xp (_
If the concentration of fluorochrome is low enoubkn the pixel intensity p(i,t) at pixel i
at a distance; from the center of the bleached region at time prioportional to the

unbleached tracer concentration C(r,t).

Annex-2.1. Input setting for FRAP data analysis
The data analysis was carried out in Mat-lab. tFis® have to open the

“mainalltimes_datasave.m” which is the programnie fieeded to analyze the images.
As in the case of the particle tracking algorithmre also we have to insert some input
parameters. There are two sets of input parameterdirst set of parameters are correct
or only approximate while the second set of paramespecify folders and file names.
All these parameters will be explained with thephed an example. For illustration, here
we consider the FRPA data analysis of d500k in maxte the file name is “test_data”.
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The first input parameter is the number of posttielanages that are used for the

analysis. In all the cases we have used 30 imagethe command is given below,
* no_images = 30;

Next we have to insert the pixel size in metersjcivhis denoted as side in the
programme. We used a 20xwater immersion objectite & zoom factor of 8, which
gives a pixel size of 122 nm.

* side =0.122070e-6;
The time interval between the images, which is tethas delta_t, is also required.

e delta_t=0.5;
Next we have to specify the type of the image.hE images are 12 bit then we set
twelve=1 otherwise twelve=0. Here the images avedas 8 bit-tif format. Hence we set
twelve as zero.

e twelve=0;
Another input parameter is the size of the ROIh& tliameter of the bleached region
which is here 3@m.

* ROI=30e-6;
As mentioned in section 2.2.13.2, the programmeerdehes the intensity of the
unbleached fluorescein molecules as a function isfadce from the center of the
bleached region. Hence we have to set the cenitxal pf the bleached region. In the
programme centx and centy correspond to the x aumieland y coordinate of the central
pixel, respectively. The image format is 512x512 &ence centx and centy are about
256.

e centx=256;

* centy=256;

If the center coordinates are exactly known then sge known_cent=1 and we set
known_cent=0 if the coordinates are only approxiomst We have always set,

e known_cent=0;
As mentioned above, the programme maximizes thadiltikod functions of a series of
images to calculate the parameters of diffusion.tl@® next step is to find out the
likelihood functions of each image .In order toctddte the likelihood function an initial

guess is needed which is given by,
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¢ guess=(2*side/RON"2;
Here the programme calculates the guess from dee(gie pixel size in meters) and ROI
(the diameter of the bleached region). Unforturyatile ROI (here it 3Qm) also
depends on the point spread function of the laseh&nce the exact measurement of
ROl is difficult. Hence the programme allows onesé guess manually and it is done by
setting guessp equal O or 1.

e guessp=0or 1,
If we set guessp=1, then the programme will gereaagraph where guess should be

given as the approximate value where the curvethets-axis, see figure.A.2.1,

15 H

10F

A0t

A5t

Figure.A.2.1.Shows the guess value and is the pdiete the curve cut x-axis which is

approximately 0.8x19.

However we found that the manually obtained gues$ the one obtained from the
equation are almost the same and hence we sefpgiless
The next groups of input parameters specify folderd file names. The filenames of the
images have the following structure,

» folder\nameepnr _tjjj_endname
where repnr is a vector of replicate numbers ferfites with the same file name and it
can be between 00 and 99.The file with name "tegq’dconsists of different FRAP
measurements and each one has different repnrniihiber is generated by the confocal

software and for example repnr 06 has the folloveaguences of images:
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* test _data FRAP Pre Series06 (10 images with difteime stamps)

» test data FRAP Bleach Series06 (10 images witardiit time stamps)

* test data FRAP Pbl Series06 (100 images withrdifit time stamps)
tjjj corresponds to the different time stamps @& timages and it can be between 000 and
999.
Thus for the first post-bleach image with repnri@® the following structure of the file
name:

* C:\FRAP\test_dataltest_data_ FRAP Pbl Series06_¢tb00.tif
If we consider above image as an example, thefottier is given by,

» folder="C:\FRAP\test_data\';(on a windows system)
Next we have to set the folder where the resuéissaved.

» savefolder='C:\\FRAP\test_data\’;

» starttime=0;
If the image sequences start from t000 and steettl if the image sequences start from
t001 and so on. In some cases the intensity profitbe first post-bleach images are not
Gaussian for high molecular weight probes and i shuation we can set starttime=1 or
2 so that the first post-bleach images are notidersd for the analysis.
Enter the name of the post-bleach images,

* name=strcat('test_data FRAP Pb1l Series";

* repnr=[06];

e endname="_ch00.tif";
Thus the post bleach images test_data_ FRAP Pléds8ér t000 to t029 ch00.tif (since
the total number of images was set as 30) will ieyeed to measure the parameters of
diffusion.
Next we have to enter the detail of the pre-blaatdges. It is not necessary to use pre-
bleach images since the average intensity outbieldleached region can be considered
as the initial intensity or the intensity of theegsleach images.

* preim=1,
Pre-bleach images should be used otherwise preim=0.

» prename=strcat('L 0s048cd2000k0c_FRAP Pre Series');
Name of the prebleach images.

» prenrf=00;

e prenrl=09;
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The first and last number of pre-bleach images.
The mat-lab programme generates two text fileshicvthe results are stored and these
files are stored as savename and savename?2, see bel

¢ savename=strcat(savefolder,'resparnormalmodel.txt’)

» savename?2=strcat(savefolder,'resparnormalmodgl.txt’

The results saved in “savename” are 1l)a 0-1 variabtlicating if the background
procedure was used (1) or not (0), 2) a 0-1 vasiaddicating if the pre-bleach images
were used (1) or not (0), 3) the replicate numBgrthe number of images used in the
estimation, 5) the estimated diffusion coefficiemunit of un¥/s, 6) a lower bound of a
95% confidence interval for the diffusion coeffician units ofumzls, 7) an upper bound
of a 95% confidence interval for the diffusion di@ént in unit um?/s, 8) the standard
deviation for the diffusion coefficient in units gfm)%/s and 9) the value of the likelihood

function at the optimal value of the parameters.

savename?2, the filename for saving more resultsehathe parameters of Eq. A2.1 and
A2.2 with standard deviations. That isd), 2)al unit piX 3) D unit pixZ/s, 4)r0 unit
pix2, 5)c?, 6) standard deviation @D, 7) standard deviation afl, 8) standard deviation
of D, 9) standard deviation 00, 10) standard deviation of.
The programme allows one to visualize the plahefintensity of the CLSM images as a
function of distance from the center of the bleachegion and the fit obtained from the
MLE method. These plots are called diagnostic phois the interval (dstep) between the
diagnostic plots can be adjusted.

e dstep=1:

The above command generates diagnostic plots Emyemage in a sequence

¢ saveplots=1;
If the diagnostic plots should be saved otherwise 0

* imform="jpg’;
Diagnostic plot could be saved in jpeg formatslalso possible to save images as other
format like eps.
Image preprocessing like background adjustmentsceois also possible. However, we
used images without any preprocessing and hencetve

* back=0;

124



e crop=0;

Annex-3. Input setting for the pair correlation andysis

In the case of-lg gels, we found that combining two zoom factbrand 4 with a
63xwater immersion objective was sufficient to aotlee whole range of r. For the pair
correlation analysis, six images were taken fohesmom. These images are combined
together to make a stack of images and then savealxaformat.

The pair correlation analysis of the CLSM imageswarried out with the help of
a home build programme. The input parameters tieatemuired for this programme are:
number pixels of in the images, total number of gemin the stack , the maximum
distance that has to be correlated with a refergag, total number of pixels that are
should for the analysis, the probability of chogsanpixel as the reference image.

The general format of the input setting in our pamgme is given by:

» correl_confocal01 name of the stack 512 512 6 TWDAL-1

First two columns after the name of the stack amoad to the total number of pixels of
the CLSM images along the X and Y direction. Numbé&s the total number of images in
the stack. The next two columns correspond to thelevrange of r from the reference
pixel along the x and y direction. O indicates tthet programme chooses all the pixels in
the image for analysis at a distance which is latiggn the maximum value of r from the
edge of the image. -1 in the last column shows tiharte is no preferred probability of
choosing a reference pixel in the image or thecsele of the reference pixel is purely

random.
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