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Chapter 1

Introduction

Machine translation (MT) has been a subject of interest since a long time. It involves

the use of computers to translate text or speech from one natural language into another

one. Like many other computational problems it has been largely reinvented in the last

two decades by the incorporation of machine learning methods. Statistical machine

translation (SMT) is the machine learning approach to the problem and thrives on

data. Parallel and monolingual corpora are the raw material for SMT systems. Parallel

corpora are sentence aligned multilingual corpora, where each sentence in one language

has a translation in the other language. But their shortage is a bottleneck for many

languages (and domains). The high expense of parallel corpus creation has motivated

research in techniques to produce parallel corpora.

Parallel corpora have proved to be an indispensable resource for statistical machine

translation [Brown et al., 1990; Och and Ney, 2002] as well as many other natural

language processing applications, including building and extending bilingual lexicons

and terminologies. However, beyond a few language pairs such Arabic-English, Chinese-

English or a couple of European languages, and a few domains such as parliamentary

debates or legal texts (proceedings of the Canadian or European Parliament [Koehn,

2006], or of the United Nations1), they remain a sparse resource, often due to the huge

expense (human as well as monetary) required for their creation. Also the language

jargon used in such corpora is not very well suited for everyday life translations or

translations of some other domain, thus a dire need arises for more parallel corpora

which are well suited for domain specific translations.

State-of-the-art machine translation based on the statistical approach is a data

driven process. Treating translation as a machine learning problem, the SMT algorithm

1http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC94T4A

15



1. INTRODUCTION

learns rules of translation from previously translated texts [Lopez, 2008a]. It enables

rapid construction of systems for any language pair if sufficient training material is

available. The performance of the system thus heavily depends on the quality and

quantity of the corpus used for training. Generally, more appropriate bitexts lead

to better performance. SMT systems use parallel texts as training material for the

translation model and monolingual corpora for target language modeling. Though

enough monolingual data is available for most languages, it is the parallel corpus that

is insufficient with respect to its need.

Considerable effort has been put into the exploration of options to create parallel

corpora. One obvious option to increase this insufficient resource could be to produce

more human translations, but this is a very expensive option, in terms of both time

and money. Germann [2001] report 140 translating hours to create a Tamil-English

parallel corpus of about 1300 sentence pairs with 24,000 tokens on the Tamil side with

an average translation rate of 170 words per hour. They concluded that translating a

corpus of 100, 000 words in a month requires 4 to 5 full time translators. This of course

forces to explore other scenarios for parallel corpus creation. Crowd sourcing could be

another option [Ambati and Vogel, 2010; Bloodgood and Callison-Burch, 2010; Zaidan

and Callison-Burch, 2011], but this has its own costs and thus is not very practical for

all cases. The world wide web can also be crawled for potential “parallel sentences”

[Fung et al., 2010; Hong et al., 2010; Ishisaka et al., 2009; Kilgarriff and Grefenstette,

2003; Nie et al., 1999; Resnik and Smith, 2003; Zhang et al., 2006]. Also, most of

the found bilingual texts are often not direct translations of each other and not very

easy to align. In recent works less expensive but very productive methods of creating

such sentence aligned bilingual corpora were proposed. These are based on extracting

“parallel” texts from already available “almost parallel” or “not much parallel” texts.

The term “comparable corpus” is often used for such texts.

A comparable corpus is a collection of texts composed independently in the respec-

tive languages and combined on the basis of similarity of content. These are docu-

ments in one to many languages, that are comparable in content and form in various

degrees and dimensions. Whereas a parallel corpus, also called bitext, consists in bilin-

gual/multilingual texts aligned at the sentence level.

The raw material for comparable documents is often easy to obtain but the align-

ment of individual documents is a challenging task [Oard, 1997]. Potential sources

of comparable corpora are multilingual news reporting agencies like AFP, Xinhua, Al-

Jazeera, BBC etc, or multilingual encyclopedias like Wikipedia [Bharadwaj and Varma,

2011; Otero and Lopez, 2010; Smith et al., 2010], Encarta etc. Some of these compa-
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rable corpora are widely available from LDC,1 in particular the Gigaword corpora, or

over the web for many languages and domains, e.g. Wikipedia. Comparable texts can

also be found in large quantities over the world wide web, which is a continually grow-

ing resource. With the increasing diversity of the web, even low density languages will

start having a significant presence. These comparable resources often contain many

sentences that are reasonable translations of each other. Reliable identification of these

pairs would enable the automatic creation of large and diverse parallel corpora, which

in turn will open up many new and exciting research avenues.

However, identifying parallel sentences in comparable corpora is a hard problem.

Even texts conveying the same information exhibit great differences at sentence level.

Discovering the links of parallelism among these sentences requires isolated judgement

of sentence pairs, independent of the context they appear in. Traditional sentence

alignment algorithms [Fung and Church, 1994; Gale and Church, 1993; Wu, 1994] don’t

work here as they are designed to align sentences in parallel corpora and operate on

the assumption that there are no re-orderings and that there are limited insertions and

deletions between the two documents.

This dissertations presents two methods to improve SMT systems by exploiting

the huge resources of comparable and monolingual corpora. The performance of an

SMT system is heavily influenced by the domain of the training data. If there is a

huge difference between the training and testing domains, translation quality decreases

significantly. Thus, the need is not just of more parallel data but of more appropriate

parallel corpora. The approaches we propose to help achieve this goal.

We propose methods to exploit comparable and monoligual corpora using informa-

tion retrieval (IR) and SMT itself. The basic idea of our approaches is that we use

SMT to get target language translations of the source texts. Information retrieval is

then done using these automatic translations to find the matching sentences from the

target language texts. In the realm of comparable corpora, we use the target language

comparable corpora to find the matching sentences, and then select the most reliable

parallel sentences pairs. On the other hand, when using monolingual corpora in the

proposed framework, we use the development and test sets to find the matching sen-

tences from the target language model data. These sentences are then translated back

to the source language and used as additional bitexts.

Our approach to utilize comparable corpora is inspired by the work of Munteanu and

Marcu [2005]. We devise a method to efficiently mine parallel corpora from comparable

corpora. To do this, we translate the source language corpus to the target language

1http://www.ldc.upenn.edu/
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1. INTRODUCTION

using an SMT system. Using these translations we then find matching sentences from

the target language corpus using IR. We choose the potential parallel sentence pairs by

computing the similarity score between them. Our extracted parallel sentences have

proved to be very helpful in improving state-of-the-art SMT systems. Though, using a

similar scheme to address the problem as Munteanu and Marcu [2005], we differ from

them in query creation where we use SMT translations as queries, emphasizing both

precision and recall. Another significant difference is our post processing after IR, where

for us the work is reduced to simple similarity score computation. Following similar

lines [Do et al., 2010] and [Gahbiche-Braham et al., 2011] showed SMT improvements

using their mined parallel sentences.

In our approach to employ monoligual corpora to prepare parallel texts, we take

inspiration from the ideas of translation model adaptation and lightly-supervised train-

ing and provide an extension to the work of [Schwenk, 2008] by actively selecting the

sentences to be used as additional bitexts. We use target language development and

test data as queries and retrieve n-best matching sentences from the target language

monolingual corpus. This gives us the sentences which are close to the development

and test data. We then translate these sentences and add them as additional bitexts.

Following this scheme, we were able to get considerable improvements in SMT scores.

1.1 Outline of the dissertation

This dissertation involves the research performed between 2008 and 2011 at the Labo-

ratoire d’Informatique de l’Université du Maine (LIUM). This document is organized

as follows:

Chapter 2 outlines the current state-of-art SMT technology. It describes the math-

ematical framework of the early word-based SMT systems and presents phrase-based

systems as a natural evolution of the original approaches. A brief overview of the word

alignment process and the different alignment models is also given. Language model-

ing concepts are also presented along with the concepts of smoothing and perplexity.

The section on SMT concludes by discussing the difficulties of MT evaluation and pre-

senting the most commonly used evaluation metrics. Our approach uses information

retrieval techniques. These are presented in detail as we describe the underlying theory

including the vector space model, the tf.idf weighting system and the various steps of

an IR system like indexing, query formulation and evaluation. The characteristics of

parallel and comparable corpora are then described in detail along with an overview of

the previous work which serves as an inspiration for our work.

18



Chapter 3 describes our approach to extract parallel sentences from comparable

corpora. We start by presenting the resources used, followed by the general architecture

and then describe the individual components in detail. We then present detailed results

for the translation from Arabic and French into English. The chapter concludes by

presenting a theoretical and empirical comparison of our approach with one of the

existing approaches .

Chapter 4 presents our work towards exploiting the huge monolingual target lan-

guage reservoirs to ‘make‘ parallel corpora close to the development and test sets. We

first report the resources used in our scheme, followed by a detailed presentation of our

proposed approach. We then present the experimental evaluation and show that we

are able to improve already very competitive SMT systems.

Chapter 5 concludes the thesis by presenting a brief summary of the work and

discussing various prospects for future research.

1.2 A brief history of Machine Translation

Though the technological foundation of Machine Translation (MT) traces back to 1949,

its historical roots can be linked back to the 19th century when the text carved on the

ancient Rosetta stone was translated [Budge, 1922] . The stone having same writings

on it in two languages (Egyptian and Greek), using three scripts (hieroglyphic, demotic

and Greek) was translated/decrypted by Jean-Francois Champollion who could read

two of these scripts. This approach served as the starting point for translating languages

based on information learned from available parallel texts.

The inceptive ideas of statistical machine translation were closely related to ap-

proaches from which information theory [Shannon, 1948] and cryptography [Shannon,

1949, 1951] arose. The famous paper by Weaver [1955], often marked as the starting

point for SMT, viewed the problem of translating from one language to the other as

decoding an encrypted version of it. The research on SMT gained its true momentum

in the early 1990s, inspired by the progress made in speech recognition using statisti-

cal methods. The researchers at IBM developed purely statistical machine translation

models [Brown et al., 1993, 1990]. The ease of availability of written translated texts

and the increase in computation power paved the way for the development of statistical

and corpus based MT approaches. Hutchins [2007] gives detailed and comprehensive

account of various stages of development of MT since its inception, Dorr et al. [1999]

also provides a survey documenting the history as well as the paradigms of MT.

19



1. INTRODUCTION

1.2.1 Classification of MT approaches

Machine translation systems can be divided into two generations, the direct and the

indirect systems. The first generation systems consists of direct systems. These

systems do word level or phrase level translation, usually using a minimal linguistic

analysis of source side text [Hutchins and Somers, 1992]. The basic idea is to analyze

the input text to the extent that some transformational rules can be applied, this could

be part of speech analysis or some phrasal level information. Source language words

are then replaced with target language words using a bilingual dictionary and some

rearrangement rules to modify the word order according to target language [Arnold

et al., 1993]. These direct systems are no longer in use.

interlingua

generation

target textsource text

analysis

direct translation

transfer

Figure 1.1: Machine Translation triangle (after Vauquois)

The second generation MT systems are classified as the indirect systems. In

such systems source language structure is analyzed and text is transformed into a

logical form. The target language translation is then generated from the logical form

of the text [Hutchins and Somers, 1992]. The transition from direct systems to indirect

systems is illustrated in Figure 1.1 (the Vauquois triangle). Indirect systems can be

further divided into interlingua and transfer based systems.

• In the transfer based systems, the source language is analyzed to an abstract level.

A transfer module then transfers this abstract form to the corresponding abstract

form in the target language through which the target translation text is generated

by the generation module. Such systems require independent grammars for source
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and target languages. Moreover, they need a comparative grammar or transfer

rules to relate source structures to target structures [Arnold et al., 1993].

• The interlingua approach involves the use of an intermediate language, with the

source language text translated to interlingua and interlingua translated to the

target language text. As suggested by Hutchins and Somers [1992], interlingua

is an intermediate meaning representation which encompasses all the information

required for the generation of the target text without looking at the source text.

This representation thus acts as a source text projection as well as the basis for

the generation of the target text.

Though the translation quality achieved by the classical transfer based approaches

is quite reasonable, it takes many person years to create a system that can well han-

dle a wide variety of sentence constructions and perform well on unseen texts. Such

systems need to be rebuild for each language pair. This bottleneck can be avoided

by learning translation rules automatically from bilingual texts [Probst, 2005]. Corpus

based approaches work on this principle.

Corpus-based approaches, as the name suggests, make use of already available

corpora. These work by extracting translation related information from parallel corpora

which have already been translated by a human translator. The availability of textual

data in huge quantities in the early 1990s resulted in the popularity of corpus-based

(a.k.a data-driven) approaches. These approaches have the advantage of reusability,

once the required techniques have been defined for a language pair, they can be reused

for any other language pair provided that enough parallel data is available [Ramis,

2006].

Example based (EBMT) and Statistical (SMT) are among the most relevant ex-

amples of corpus based approaches. Example based MT usually works by making a

database of translation examples using the available parallel corpus, these are then

matched with input sentence based on a similarity measure. The target sequence is

built by choosing and combining these examples in an appropriate way. Somers [1999]

presents a survey of various EBMT techniques, whereas Hutchins [2005] gives an in

depth historical review and commentary.

In SMT, the translation process is accomplished using purely statistical models,

mainly a language and translation model trained from monolingual and parallel cor-

pora respectively. Initially, SMT worked by translating word to word, current systems

process sequence of words, called phrases. The research community is actively advanc-

ing and exploring new methods like incorporating linguistic knowledge etc. We give a
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1. INTRODUCTION

description of statistical approach to machine translation in chapter 3.

Corpus-based approaches need sentence-aligned parallel corpora and effective align-

ment is crucial for better translation output. A good description of algorithms that

have achieved good results for sentence alignment is presented in [Gale and Church,

1993; Haruno and Yamazaki, 1996; Kay and Röscheisen, 1993].

1.3 Research Contributions

The main contributions of this Ph.D thesis dissertation are:

• A novel method to efficiently identify parallel sentences from comparable corpora.

This is achieved by translating sentences from the comparable corpus in the source

language to the target language, and then using these translations to search for

potential parallel sentences in the comparable corpus. The search is done using

IR techniques. Sentences are then selected using fast and efficient methods, i.e.

simple WER/TER/TERp scores. The first publication of this work [Abdul-Rauf

and Schwenk, 2009b] has 30 citations till date (14-06-2012). This work has also

been published in a journal article [Abdul-Rauf and Schwenk, 2011].

• Another method enabling use of the target language monolingual corpora to im-

prove state-of-the-art SMT systems. This method is an extension of previous

works on unsupervised training by providing an active data selection technique

using IR. We exploit the target language monolingual data by extracting the sen-

tences most related to the development and test sets using IR. These retrieved

sentences are then translated back to the source language and the automatic

translations are used as additional parallel training data to build a new improved

SMT system.

• The simplicity yet efficiency of our methods make them easily implementable for

anyone. Both the proposed frameworks make use of SMT translations and open

source tools.

• The parallel corpora ‘generated‘ by our approaches systematically helped improve

SMT systems considerably.

The research developed in this Ph.D. has been published in 8 papers in major confer-

ences and 1 article in an international journal. These are referenced in the appropriate

chapters and are given in Appendix A.
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Chapter 2

State of the art

This chapter outlines the current state-of-art in SMT technology. The reader is referred

to the literature for tutorials and textbooks that cover the whole field [Koehn, 2010;

Lopez, 2008a]. We voluntarily limit the presentation to areas related to the research

reported in this thesis.

It starts with the mathematical framework of the early word-based SMT systems.

Section 2.2 then gives a brief overview of the word alignment process and the different

alignment models used in SMT. Phrase based systems are then presented as a natural

evolution of the original approaches (section 2.3). Language modeling concepts are

presented in section 2.5 along with the concepts of smoothing and perplexity. The

SMT section concludes by discussing the difficulties of MT evaluation and presenting

the most commonly used evaluation metrics (section 3.2). Since we use information

retrieval in our work, we present a brief overview of the IR process in section 2.7.

We describe various steps in IR like query formulation, indexing and IR evaluation

(section 2.8). We conclude this chapter by formally introducing the comparable corpora

and presenting an account of previous works done in the direction of research presented

in this thesis.

2.1 Mathematical basis

Let us consider the task of translating a sentence s in the source language S to a sentence

t in the target language T . Treating sentences as sequences of words, we define them as

s = s1, ..., si, ..., sI and t = t1, ..., tj , ..., tJ , where ti and sj denote the words in position

i of t and position j of s, respectively. The traditional way of viewing SMT is in the

noisy channel (or source channel) metaphor, which regards the translation process as
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2. STATE OF THE ART

a channel which distorts the target sentence and outputs the source sentence. The

task of the translation decoder is, given the distorted sentence s, to find the sentence t̂

which has the best probability to have been converted into s. Brown et al. [1993, 1990]

suggested a statistical modeling of this distortion process.

Brown et al. [1993, 1990] took the view that every sentence in one language is

a possible translation of any sentence in the other. Thus, to every pair of sentence

(s,t) they assign a probability Pr(t|s), which is interpreted as the probability that the

translator will produce t as a valid translation in the target language when presented

with s in the source language. The chance of error is minimized by choosing the target

string t̂, for which Pr(t|s) is greatest, Mathematically,

t̂ = arg max
t

Pr(t|s) (2.1)

Hence, the translation problem is formulated as choosing the best probability hy-

pothesis among the set of all possible target sentences. Application of the Bayes rule

gives the following expression:

t̂ = arg max
t

Pr(s|t) Pr(t)

Pr(s)
(2.2)

Since the source text s is constant across any alternative translation t, it can be

disregarded, and therefore:

t̂ = arg max
t

Pr(s|t) Pr(t) (2.3)

This decomposition into two knowledge sources allows for separate modeling of

two of the three fundamental components of the basic SMT system: the translation

model Pr(s|t) and the language model Pr(t). Figure 2.1 shows the basic scheme

of a typical SMT system under this framework. The rationale of decomposing the

problem into two simpler components comes from the speech recognition paradigm and

it facilitates computation in MT as well. The translation model (TM) gives the best

translation according to the input text while the target language model (LM) ensures

that the translation is syntactically correct, regardless of the input text. The decoder

is the third major component which performs the search for the best translation t̂ given

the search space of all possible translations based on the probability estimates of the

language and translation models.

Early SMT systems used translation models working on a word-by-word basis. This

was essentially done using a word alignment model (section 2.2) and word translation
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Source     
Language Text

Preprocessing

GLOBAL SEARCH

=argmax {Pr(t) . Pr(s  t)}
t

Post Processing

Target            
Language Text

t̂

Pr (t ) : Language Model 

Pr (s t ) : Translation Model   

Figure 2.1: Architecture of the translation approach based on source channel frame-
work.

probabilities. Almost all of the recent systems operate on sequences of words, the so-

called phrase-based systems. Some phrase-based SMT approaches use non-contiguous

phrases or phrases with gaps as in [Gimpel and Smith, 2011; Simard et al., 2005]. A

phrase pair is a contiguous sequence of words, one phrase in each language, that are

translation equivalents of each other. These phrase pairs are stored along with their

frequency statistics and are then used as building blocks for new translations. All the

probability distributions of the statistical models are automatically estimated from the

sentence-aligned parallel corpus (section 2.3.1).

The language model assigns probabilities to the target language sequence based on

the probabilities learned from monolingual target language corpora, hence the term

target-side LM (section 2.5).
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The    proposal          will      not         now         be   implemented

Les propositions ne seront  pas   mises  en  application  maintenant

Figure 2.2: A word alignment example.

2.2 Word Alignment

Automatic word alignment is an important component of all SMT approaches. Given

a bilingual sentence pair, the general definition of word alignment refers to any defined

set of links between lexical units that are translations of each other. Brown et al. [1990]

introduces the idea of alignment between a pair of strings as an object indicating for

each word in the source string that word in the target string from which it arose.

A sentence pair can have many possible alignments. If the target sentence has

length l and the source sentence has length m, then l×m different connections can be

drawn between them since each target word can be aligned with any source word, thus

there exist 2lm possible alignments. A typical way to restrict the problem, proposed

by Brown et al. [1993] is to assign each source word to exactly one target word. In

this way, the number of possible alignments is limited to (J + 1)l. It is then the task

of the translation model to assign significant probability to only some of the possible

alignments by examining the alignments that it considers the most probable.

Figure 2.2 shows a graphical example of alignment between an English and French

sentence. The lines, which are called connections indicate the origin in the English

sentence of each of the words in the French sentence. The number of French words

that an English word produces in an alignment is called its fertility, thus the word

implemented producing the French string mises en application has a fertility of 3.

Also, we see that the word be is not connected to any French word thus has a fertility

of 0, such cases are handled by using NULL links in the alignment.
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2.2.1 Word alignment: mathematical ground

According to equation 2.3, we need to calculate the inverted translation probability

Pr(s|t) in order to translate the text s in the source language to a string t in the

target language. The first challenging task is to establish the correspondences between

the words in both sentences. Typically, the number of words and the order of the

counterpart appearances in translated sentences is different. This modeling problem

is addressed by using a hidden variable a which accounts for all possible pair-wise

alignment links between the two sentences

Pr(s|t) =
∑
a

Pr(s, a|t) (2.4)

Pr(s, a|t)) is generally expressed as:

Pr(s, a|t) = Pr(J |t)
J∑

j=1

Pr(aj |sj−1
1 , aj−1

1 , J, t) · Pr(sj |aj1, s
j−1
1 , J, t) (2.5)

where,

J = length of the source sentence s

sj = word in position j of source sentence s

aj= hidden alignment of word sj indicating the position at which sj aligns in the target

sentence

This equation is interpreted as: To generate a source sentence and an associated

alignment from the target sentence, we can first choose the length J of the source

sentence (given what we know about the target sentence). The choice of where to

link the first source position (given the target sentence and the length of the source

sentence) can then be made. Then we can choose the identity of the first source word

(given the target sentence, the length of the source sentence and the target word linked

to the first source position), and so on.

The alignment aj can take up a zero value (aj = 0) known as NULL word, which

accounts for the cases when a source word is not aligned to any of the target words, these

are represented by e0. As explicitly introduced by IBM formulation, word alignment

is a function from source positions j to target positions i, so that a(j) = i. This

implies that the alignment solutions will never contain many-to-many links, but only

many-to-one as only one function result is possible for a given source position j.

The right hand side of equation 2.4 sums over each such alignment in which s can be
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a translation of t. The goal of the translation model is to maximize Pr(s|t) over all the

sentences of the entire training corpus. Thus, it adjusts word translation probabilities

so as to increase the probabilities of the translation pairs in the training corpus.

To calculate word translation probabilities, we need to know how many times a

word is aligned with another word. But, each sentence pair can be aligned in many

different ways, and each such alignment has some probability. This probability is given

as :

Pr(a|s, t) =
Pr(s, a|t)
Pr(s|t)

(2.6)

Substituting equation 2.4 into 2.6, we get,

Pr(a|s, t) =
Pr(s, a|t)∑
a Pr(s, a|t)

(2.7)

Since both Pr(a|s, t) and Pr(s|t) are expressed in terms of Pr(s, a|t), we can get

a relation between the word translation probabilities and the alignment probabilities

by writing Pr(s, a|t) in terms of word translation probabilities and then maximizing

Pr(s|t).
The model parameters or probabilities are learned by maximizing the likelihood

of parallel data with the Expectation Maximization (EM) algorithm [Dempster et al.,

1977]. The three fundamental models developed to calculate the probability in equa-

tion 2.5 are decomposed as follows :

• Fertility model : This defines the suggested number of source words that are

generated by each target word, i.e. the probability that a target word ei generates

Φi words in the source sentence.

• Lexicon model : Represents the probability of producing a source word fj given

a target word ei. It suggests strict dependencies between the source and target

words.

• Distortion model : This model tries to define the reordering of the set of source

words such that it best complies with the target language. It models the prob-

ability of placing a source word in the position j given that the target word is

placed in position i in the target sentence.

Different combination of these models are known as the ”IBM machine translation

models” and are inspired by the generative process described in figure 2.3 which inter-

prets the model decomposition of equation 2.5. Conceptually this process states that
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for each target word, we first find how many source words will be generated (fertility

model); then we find which source words are generated from each target word (lexicon

model) and finally reorder the source word (distortion model) to obtain the source1

sentence.

Figure 2.3: The IBM models.

The IBM models are :

• IBM1: This model is a simple word translation model, which makes use of co-

occurrence of word pairs. It assigns a uniform distribution to the alignment

probability, it assigns only lexicon probabilities.

• IBM2: This model adds local dependencies by introducing position parameters

to the translation model i.e. lexicon plus absolute position.

• Homogeneous HMM: This model is a modification of the IBM2 model with the

introduction of first-order dependencies in alignment probabilities [Vogel et al.,

1996]. This deals with lexicon plus relative position.

• IBM3: This model introduces the choice of fertility Φi which depends only on ei.

• IBM4: This model takes into account the relative movements conditioning the

linking decision on the previous linking decisions, i.e. inverted relative position

alignment.

1The process generates from target to source language due to application of Bayes rule equation 2.3
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• IBM5 : This model limits the waste of probability mass on impossible situations,

this is non-deficient version of IBM model 4.

An inconvenience of the IBM models is that only one-to-many alignments are al-

lowed, since the alignment mapping is restricted to source to target locations. This

problem is generally tackled by performing alignments in source-to-target and target-

to-source directions and then symmetrizing via the union, intersection or other methods

[Och and Ney, 2003].

Och [2002] gives detailed information about the IBM models 1 − 5 whereas [Och

and Ney, 2003] presents a systematic performance comparison of various models.

2.3 Phrase-based models

In natural languages it is frequent for contiguous sequences of words to translate as a

unit. To model this property, current SMT systems are not based on word to word

translation but on translation of word phrases [Koehn et al., 2003]. This approach is

a simplistic version of the alignment template approach [Och and Ney, 2004] and is

known as phrase-based SMT [Zens et al., 2002].

Phrase-based SMT makes it possible to easily handle the collocational relations

within the sentence. The translation process consists of grouping source words into

phrases, which are contiguous sequence of words (not necessarily linguistically moti-

vated). Some phrase-based SMT approaches use non-contiguous phrases or phrases

with gaps as in [Gimpel and Smith, 2011; Simard et al., 2005]. The source phrases are

then mapped into target phrases and are generatively inserted as lexically motivated

by the word context. The decoding process in phrase-based translation is a very simple

one, consisting of three main steps:

1. The source sentence is segmented into known phrases.

2. Each phrase is translated in isolation based on the probability estimates for the

phrases from the translation table.

3. The translated phrases are permuted into final order to follow the natural order

of the target language.

A source sentence can be split into many possible phrases. The choice of the phrase

is based on the existing phrases in the phrase translation table. The mathematical for-
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mulation for phrase-based systems is the same as for the word based systems, equation

2.3, however Pr(s|t) is further decomposed into:

Pr(s̄|t̄) =

I∏
i=1

φ(s̄i|t̄i)d(starti − endi−1 − 1) (2.8)

Here, the source sentence s is segmented into I phrases, s̄i, and each s̄i is translated

into a target phrase t̄i; Since the translation direction was mathematically inverted in

the noisy channel model, the phrase translation probability φ(s̄i|t̄i) is modeled from

target to source. φ(s̄i|t̄i) represents the phrase probability according to the translation

table. The term d(starti − endi−1 − 1) in the formula represents the distance based

reordering model. According to this model, the reordering of a phrase is relative to

the previous phrase: starti and endi denote the start and end words of the ith source

phrase that translates into ith target phrase.

Src:

A

W

D

Z

CB

X Y

A W

B Y

C X

D Z

CBA XYW

CB XY

CB D XYZ

CB DA XYZW
Trg:

Figure 2.4: Phrase extraction from a certain word aligned pair of sentences.

2.3.1 Phrase translation table creation

The phrase translation probabilities are estimated over all bilingual phrases using

the relative frequency of the target sequence given the source sequence. The phrase

translation probabilities φ(s̄i|t̄i) are learned using the Maximum Likelihood Estimation

(MLE), that is, counts of the phrase pairs in the corpus:

φ(s̄i|t̄i) =
count(t̄i, s̄i)∑
s̄j
count(t̄i, s̄j)

(2.9)

The phrases are extracted by applying a set of heuristics to the word aligned par-

allel corpora. According to a criterion any sequence of consecutive source words and

consecutive target words which are aligned to each other and are not aligned to any
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other token in the sentence become a phrase. Och et al. [1999b] and Zens et al. [2002]

give details of the criterion. Figures 2.4 and 2.5 show phrase extraction examples.
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consistent inconsistent consistent

ok violated ok

One alignment  
point outside

Unaligned 
word is fine

Figure 2.5: Extract phrase pair consistent with word alignment. Examples of consistent
and inconsistent phrases. The grey part shows the probable phrases. Taken from slides
of [Koehn, 2010].

32



Figure 2.4 shows an example where eight different phrases are extracted. Using

alignment information, smaller phrases are extracted, and then using the criterion

larger phrases are extracted, note that since AB →WY does not fulfill the criterion, it

is not extracted as a phrase. Figure 2.5 shows another representation of word aligned

sentences, with the black squares representing word alignments and the grey portions

representing the possible phrases. According to the criterion assumes that ⇐⇒ geht

davon aus , dass is a consistent phrase to extract. We see in the graphical representation

of the consistency criterion (bottom of Figure 2.5, middle figure with a cross) that since

one alignment point is outside the suggested phrase pair, it defies the phrase extraction

criterion, so this grey part is not a valid phrase, whereas the other two in the figure

are.

The result of the phrase extraction process is pairs of source and target sentences

which have consecutive words and are consistent with the word alignment matrix.

These alignments are produced in both directions since alignment is asymmetric, the

intersection (or other alignment methods) of these two alignments is then used. The

word alignment can be produced using the IBM models (section 2.2).

A standard phrase-based SMT model is the product of three components, the phrase

translation table φ(s̄i|t̄i), the reordering or the distortion model d and the language

model Pr(t), mathematically,

arg max
t

Pr(t|s) = arg max
t

I∏
i=1

φ(s̄i|t̄i)d(starti − endi−1 − 1)

|e|∏
i=1

Pr(ei|e1...ei−1) (2.10)

Nowadays, many SMT systems follow a phrase-based approach, in that their trans-

lation unit is the bilingual phrase, such as [Bertoldi et al., 2006; Hewavitharana et al.,

2005; Matusov et al., 2006] among many others. Most of these systems introduce a

log-linear combination of models.

Among the most popular modern approaches to SMT include, phrase-based models,

factored translation model [Koehn et al., 2007], hierarchical approach [Chiang, 2005,

2007; Wu, 1997], N-gram based approach [Casacuberta and Vidal, 2004; Casacuberta

et al., 2002] and syntax-based MT [Och et al., 2003; Yamada and Knight, 2001].
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2.4 The maximum entropy approach

The best estimated translation as given by equation 2.3 in the noisy channel approach

(section 2.1) is optimal if the true probability distributions Pr(s|t) and Pr(t) are used.

However, the available models and methods only provide poor approximations of the

true probability distributions. In such case, a different combination of language and

translation model might yield better results. Another limitation of the noisy channel

approach is the difficulty to extend the baseline model to include features other than

the language and translation model.

Source     
Language Text

Preprocessing

Global Search

argmax { λ m h m (t , s  )}
t

Post Processing

Target            
Language Text

λ 2 . h 2 (t , s  )

. . .

λ 1 . h 1 (t , s  )

å
=

Μ

1m

Figure 2.6: Architecture of the translation approach based on the Maximum Entropy
framework.

The maximum entropy framework proposed in [K. Papineni and Ward, 1998] for the

problem of natural language understanding has been successfully applied to the SMT

task as shown in Och and Ney [2002]. Using this approach, the posterior probability

Pr(t|s) is modeled as the log linear combination of the set of features and is considered
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a generalization of the noisy channel paradigm. In this framework, we have a set of

M feature functions hm, and for each feature function there exists a model parameter

(scaling factor) λm, with m = 1...M , Mathematically:

t̂ = arg max
t
Pr(t|s) (2.11)

= arg max
t

exp(
∑M

m=1 λmhm(t, s))∑
t′ exp(

∑M
m=1 λmhm(t′, s))

(2.12)

= arg max
t

M∑
m=1

λmhm(t, s)} (2.13)

The model coefficients are trained using the maximum class posterior criterion or

with respect to the translation quality measured as error criterion as in Och [2003].

Figure 2.6 shows the architecture of a SMT system in the maximum entropy framework.

Note that the noisy channel approach is a special case of this framework. Namely,

it is the case for which:

h1(s, t) = logPr(t) (2.14)

h2(s, t) = logPr(s|t) (2.15)

λ1 = λ2 = 1 (2.16)

Och and Ney [2002] showed that using these feature functions (i.e., the same models

as in source channel approach), but optimizing the feature weights λ1 and λ2, transla-

tion quality is significantly improved.

2.5 Language Modeling

Statistical language modeling has been used for a variety of natural language process-

ing (NLP) applications including speech recognition [Chen and Goodman, 1996; Roark

et al., 2007], part-of-speech tagging, syntactic parsing and Information retrieval [Song

and Croft, 1999] etc. Most of the research in language modeling was performed by the

large vocabulary speech recognition community, and the SMT community has mostly

borrowed the models that were popularized for speech recognition. The main focus of

SMT research has been on translation modeling [Lopez, 2008b], but it is well known

that improvements in the language model generally lead to improved translation per-
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formance [Brants et al., 2007].

Typically, so-called back-off n-gram models are used in SMT, however alternative

language models exist and have shown to improve SMT quality, some of these include

for instance continuos space LM based on neural networks [Schwenk, 2007; Schwenk

et al., 2006], syntax based models based on context free grammars [Charniak et al.,

2003; Marcu et al., 2006; Wu et al., 1998].

The language model tries to estimate the likelihood of the target language sentence,

the more common the sentence is, the more probable that it is a good translation in

terms of fluency since the source language is not taken into account. N-gram language

modeling consists of dividing the sentences into fragments that are small enough to be

frequent but large enough to contain some language information. Probability estimates

of each fragment are calculated based on occurrence counts.

Formally the language model Pr(t) for a sentence with n words is, defined as the

joint probability of the sequence of all the words in that sentence:

Pr(t) = Pr(w1, w2, ..., wn) (2.17)

Chain rule is then applied to decompose the joint probability into a set of conditional

probabilities:

Pr(t) = Pr(w1) Pr(w2|w1) Pr(w3|w1w2) Pr(w4|w1w2w3)...Pr(wn|w1...wn−1) (2.18)

This is simplified by applying the Markov assumption that one can approximate

the probability of a given word given its entire history by computing the probability of

a word given the last n− 1 words. Thus having n = 2 we get a bigram model, whereas

n = 3 gives a trigram model and so on. For example, a trigram model would consider

two previous words:

Pr(t) = Pr(w1) Pr(w2|w1)

n∏
i=3

Pr(wi|wi−1wi−2) (2.19)

Generally, the larger n, the more information we get about the context of a specific

sequence (larger discrimination). The smaller the n, the more cases will be seen in the

training data, therefore better statistical estimates will be obtained (more reliability).

In practice n varies between 3 and 5. The Pr(t) computation, that is, the probability of

a word w given n−1 previous words is estimated using Maximum Likelihood Estimation
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(MLE), for example for a bigram as:

Pr(w3|w1w2) =
count(w1w2w3)

count(w1w2)
(2.20)

Even with very large training corpora, it will always happen that one request a

probability for an unseen sequence of n words. N-grams that do not occur would be

assigned zero probability and will void an entire sentence probability. To avoid zero

counts (and Pr(t) = 0) probability estimates are usually smoothed using a smoothing

algorithm. The simplest one is to add one to all the counts of n-grams, this is known

as add-one smoothing, for example for bigrams:

Pr(wj |wi) =
count(wiwj) + 1

count(wi) + V
(2.21)

where V is the vocabulary or number of types (all different words seen in the corpus)

The smoothing strategies include interpolation and back-off models. The common

idea among all smoothing techniques is to take some of the probability ”mass” from

the known n-grams and redistribute it to the unseen ones. A good overview of n−gram

smoothing techniques is presented in Chen and Goodman [1996].

2.5.1 Perplexity

The quality of a language model can be judged by its impact on an application, but it

is very hard to measure and impossible to use for direct optimization. Thus, a common

alternative is to estimate the quality of the LM independent of the application. The

perplexity measure is related to the probability that the model assigns to the test data,

and is defined as:

PPp(T ) = 2Hp(T ) (2.22)

Here Hp(T ) is the cross-entropy of the language model on data T . Perplexity is a

function of both the model and the text [Rosenfeld, 1997]. It can be interpreted as the

branching factor of a language model, models with lower values of perplexity are better

models. Perplexity can be roughly interpreted as the geometric mean of the branch out

factor of the language: a language with perplexity X has roughly the same difficulty as

another language in which every word can be followed by X different words with equal

probabilities.
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2.5.2 Training and decoding tools

Manual annotation of word alignments is an expensive and frustrating task. Recent

popularity of statistical MT can be attributed to the availability of automatic training

and decoding tools. In 1999, a freely available tool GIZA was released as part of the

EGYPT toolkit. GIZA implemented IBM models to generate Viterbi algorithm [Al-

Onaizan et al., 1999]. An improved version of the toolkit appeared in 2001 and 2003

by the name of GIZA++ [Och and Ney, 2003].

Wang and Waibel [1997] presents a stack decoder from the IBM model 2 based on

the A∗ search algorithm. Tillmann and Ney [2000] and Tillmann and Ney [2003] present

Dynamic Programming based decoders for the IBM model 2 and model 4. Germann

et al. [2001] compares the speed and quality of a stack based, a greedy and an integer

programming decoder based on IBM model 4.

Dechelotte [2007] presents a translation system based on the IBM-4 decoder. Hoang

and Koehn [2008] present a description of the open source Moses decoder which is often

used in the SMT research community. The experiments reported in thesis have also

been conducted using the Moses decoder.

2.6 MT Evaluation

‘More has been written about MT evaluation over the past 50 years than about MT

itself”, a remark attributed to Yorick Wilks in [Hovy et al., 2002] summarizes the

importance of the subject. The goal of MT evaluation is to judge the correctness of

an SMT output. This judgement is made by ranking the adequacy of the translation

in conveying the source language meaning and the fluency of expression in the target

language [White, 1994]. The cost of human evaluation makes it infeasible for use in

iterative system development, where regular evaluation is required to determine system

performance. Also, human judgments by adequacy and fluency are not much reliable

due to the high inter-judge variations and are almost not used any more. Nowadays,

the focus is on doing system comparisons. This need has resulted in emergence of

various evaluation metrics, however, so far the MT community has not accepted a

unified evaluation criteria.

The automatic metrics make use of a set of test sentences for which we already have

human translations, called reference translations. The intuition behind these metrics is

that MT must be good if it resembles human translation of the same sentence [Papineni

et al., 2002]. The metrics perform partial string match between the SMT output and
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the reference translations. However, having a single reference translation may bias the

evaluation towards a particular translation style, so use of multiple reference transla-

tions is generally preferred to take into account the diversity of translation styles.

One of the earliest evaluation metric, borrowed from ASR evaluation is the word

error rate (WER) [Och et al., 1999a], also known as Levenshtein or edit distance. WER

scores the sentences based on the number of insertions, deletions and substitutions

required to transform the output sentence to the reference sentence. But since WER

does not recognize word orderings, this makes it less appropriate for MT evaluation

because a word that is translated correctly but is in the wrong location will be penalized

as a deletion (in the output location) and an insertion (in the correct location). This

problem motivated the use of position independent word error rate (PER), which is

similar to WER but does not penalize re orderings as it regards the output and the

reference sentence as unordered bags of words rather than totally ordered strings [Och

et al., 1999a].

Translation edit rate (TER) is also an often used evaluation metric which allows

block movements of words and thus takes into account the reordering of words and

phrases in translation [Snover et al., 2006]. It also measures the amount of editing

that would have to be performed to change a hypothesis so that it exactly matches the

reference. Specifically,

TER =
number of edits

average number of reference words
(2.23)

The edit operations employed by TER include the classical insertion, deletion and

substitution of single words as in WER, with an additional shift operation which permits

shifts of word sequences. All edits, including shifts of any number of words, by any

distance, have equal cost of 1.

Translation edit rate plus (TERp) is an extension of TER. It uses all the edit oper-

ations of TER, matches, insertions, deletions, substitutions and shifts as well as three

new edit operations: stem matches, synonym matches and phrase substitutions. Unlike

TER, the TERp implementation assigns a varying cost to substitution so that a lower

cost is used if the two words are synonyms, share the same stem, or are paraphrases of

each other. TERp identifies words in the hypothesis and reference that share the same

stem using the Porter stemming algorithm. Two words are determined to be synonyms

if they share the same synonym set according to Word Net. Sequences of words in the

reference are considered to be paraphrases of a sequence of words in the hypothesis
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if that phrase pair occurs in the TERp paraphrase phrase table. With the exception

of phrase substitutions, the edit operations have fixed cost regardless of the word in

question [Snover et al., 2009].

The most widely used MT evaluation metric is BLEU, short for bilingual evaluation

under study [Papineni et al., 2002]. The metric works by measuring the n-gram co-

occurrence between a given translation and the set of reference translations and then

taking the weighted geometric mean. BLEU is a precision oriented metric as it considers

the number of n-gram matches as a fraction of the total number of n-grams in the output

sentence.

The NIST evaluation metric Doddington [2002], is based on the BLEU metric but

with some alterations. BLEU simply calculates n-gram precision considering each n-

gram of equal importance, NIST however calculates how informative a particular n-

gram is, the rarer a correct n-gram, the more weight it is given. NIST score also differs

in its calculation of the brevity penalty. Small variations in translation length do not

impact the overall NIST score as much.

2.7 Information Retrieval

We used an IR toolkit for our research as described in the later chapters. We give here

just an overview of the IR process, it is not intended to explain the whole field.

The meaning of the term information retrieval can be very broad. Getting the

credit card out of the wallet to get the credit card number is also a form of information

retrieval. Formally, as defined by Manning et al. [2009]:

Information retrieval (IR) is finding material (usually documents) of an unstruc-

tured nature (usually text) that satisfies an information need from with in large collec-

tions (usually stored on computers).

Information retrieval is fast becoming the dominant form of information access,

rather in modern expression the word ”search” has tended to replace the term infor-

mation retrieval [Manning et al., 2009]. IR is normally termed the science of searching

for documents, for information within documents, and for metadata about documents,

as well as searching within the relational databases and the world wide web. Thus the

IR systems operate at various scales ranging from providing search capabilities over

billion of documents stored on millions of computers to personal information retrieval

systems.
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The IR systems give users the access to relevant information based on the informa-

tion need that the user expresses as a query to the system. Generally speaking, the

IR process begins when the system is asked some information, known as the query.

Queries are formal statements of information needs and often follow a language tem-

plate to define the information need. A query does not usually identify a single ob-

ject/information set in the collection to search in, but rather several objects may match

the query with varying degrees of relevance. The information/objects to search in are

usually represented in the form of database information systems. The information in

these databases, often called indexes, is stored in such a fashion such as to make query

search fast and efficient. Often documents are themselves not stored in the indexes

but are instead stored in the system by document surrogates or metadata. Most IR

systems compute a numeric score to define how well each object matches the query and

rank the objects according to this score, showing the top ranking results to the user.

Information about the terms in a collection of documents is indexed in such a way

that they can be quickly accessed later using a term or a document as a reference.

The documents are usually parsed into terms and added to the index (database) after

considerations like, whether the word is important enough to add (stop words), whether

to add the word as is or its stem form (so ”stem”, ”stemming”, and ”stems” would all

become the same term) and whether to recognize certain words as acronyms. English

stop words, i.e. frequently used words, such as “a” or “the”, are normally not indexed

because they are so common that they are not useful to query on. Retrieval algorithms

then use the collected information in the index for their scoring calculations and decide

which documents to return for a given query.1

2.8 Steps in the IR Process

An IR system prepares for retrieval by indexing the documents and formulating queries

resulting in document and query representations respectively. These representations

are then matched and scored by the system and the top scoring results are returned

(matching algorithm). The search process often goes through several iterations using

the phenomenon of relevance feedback [Salton, 1971], which is a technique where new

query keys are automatically extracted from relevant documents.

Retrieval models are roughly divided as exact match modes and best match models

[Belkin and Croft, 1987]. Exact models return only the documents that match exactly

some well-defined query, for e.g.. models based on booleans logic. Best match models

1http://sourceforge.net/apps/trac/lemur/wiki/TitleIndex
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on the other hand can return documents based on partial match to the query too, such

models include the vector space models and the probabilistic models.

2.8.1 Indexing: Creating Document Representations

Indexing (also called cataloging or metadata assignment) is the process of making

statements about a document in accordance with the conceptual schema. This means

preparing the raw document collection into an easily searchable representation of doc-

uments. This transformation of documents to indexed form involves the use of regular

expressions, parsers, stop word list and miscellaneous filters. This is normally done in

the following steps :

1. Document Linearization: is the process of reducing the document to a stream

of terms. This is done by removal of markup and format information followed by

tokenization.

2. Filtration : Involves deciding the most important terms for document represen-

tation. Frequently used terms or stop words are removed from text streams. A

cost-effective approach involves removing all terms that appear commonly in the

document collection and which will not improve relevant retrieval. This is often

accomplished using a generic stop-word list.

3. Stemming : Stemming refers to the process of reducing terms to their stems or

root variant. Thus, ”computer”, ”computing”, ”compute” is reduced to ”comput”

and ”walks”, ”walking” and ”walker” is reduced to ”walk”. As can be seen, the

root forms are not necessarily ‘real words‘. This fact is usually hidden from the

user, because stemming only affects the internal representation of documents and

queries [Talvensaari, 2008]. Not all systems use the same type of stemmer.

2.8.2 Query Formulation: Creating Query Representations

Retrieval is to predict the degree of relevance of a document with respect to a query

description. The query description is normally transformed into a formal query rep-

resentation that expresses the information need in terms of the system’s conceptual

schema. A query can be in the form of a ”bag of words” by simply giving the features

in an unstructured list or it can be a ”structured query” combining various features

using boolean operators.

For the research presented in this dissertation, we used the query language provided

by the toolkit, which is modeled on the InQuery IR system. The InQuery IR system
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is based on the network inference model of IR [Turtle and Croft, 1991]. In this model

relevance is seen as the probability that a document satisfies an information need. It

allows the use of various document and query representations to determine the existence

of a belief. Consequently, this framework allows the use of a variety of IR models, e.g.

the vector space model or boolean query system. The InQuery query language is very

flexible and can be used for a wide range of query forms, from free-text querying to

strictly structured queries with boolean and word proximity operators and anything in

between.

2.8.3 IR Evaluation

For the purpose of evaluation, the chosen IR algorithm is applied to either document

or query preprocessing, document-query matching or all of these, depending on the

algorithm. It then returns an ordered list of responses called the retrieved set or ranked

list. Various performance metrics which are based on recall and precision are used in

evaluation.

Let R define the set of relevant documents for a test topic, and A the set of the

documents retrieved for the topic by the selected IR algorithm, then recall is the set of

relevant documents that have been retrieved, i.e.

Recall =
| R ∩A |
| R |

(2.24)

While precision is the set of retrieved documents that are relevant, that is,

Precision =
| R ∩A |
| A |

(2.25)

Retrieval performance varies widely from search to search along with the require-

ments for precision and recall which vary from query to query; thus making meaningful

evaluation difficult. Standard practice is to compute a single measure of goodness

that combines precision and recall. Some of these include van Rijsbergen’s F-measure,

averaging, mean average precision, reciprocal rank and error, etc.

Note that IR as used in this work is not equivalent to IR like google. Some available

tools for IR include DryadLINQ toolkit, Lemur toolkit, PolyIRTK toolkit, Ivory toolkit

and JAFER toolkit amongst many others. We have used the Lemur toolkit [Ogilvie

and Callan, 2001] in our research.
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2.9 Comparable corpora

Given the shortage of parallel corpora, research turned to explore various corpora which

led to emergence of several terms to describe these corpora. The research first turned to

noisy parallel corpus [Fung, 1995a; Fung and Mckeown, 1994], i.e., corpus composed of

documents which fail to meet all the constraints of parallel corpora, that is documents

having missing or misplaced translations. Subsequently, the research focused on non-

parallel corpus before defining and adopting comparable corpora as a case study.

The concept of a comparable corpus and its use depend largely on the point of

view of the experimenter and the subject of his research, it would be presumptuous to

propose a universal definition. Comparable corpora are of various natures, covering a

continuum between truly parallel and completely unrelated texts. Fung and Cheung

[2004], for example, while giving a classification of various corpora (parallel, noisy

parallel, comparable) classify their corpus as very-non-parallel since the documents in

their corpus are composed of very disparate topics.

Bowker and Pearson [2002] define comparable corpora as consisting of set of texts in

different languages that are not translations of each other. [McEnery and Xiao., 2007]

however gives a more concise definition by defining comparable corpus as a corpus

containing components that are collected using the same sampling frame and similar

balance and representatives, e.g., the same proportions of the texts of the same genres

in the same domains in a range of different languages. The sub corpora of a comparable

corpus are not translations of each other. Rather, their comparability lies in their same

sampling frame and similar balance.

comparability

Comparable
corpus

Noisy 
parallel 
corpus

Parallel
corpus

Unrelated
corpus

Figure 2.7: Comparability among multilingual corpora (taken from Prochasson [2009]).

This definition leads to the notion of the degree of comparability of document sub-

parts of a comparable corpus. This degree of comparability is relative to the amount
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of features (qualitative and quantitative) shared among the documents in the corpus.

Figure 2.7 schematizes the notion of comparability with respect to the definition of

corpus. This figure shows that parallel documents are fully comparable, they have,

by definition, everything in common except the writing language. In contrast, the

unrelated corpora are poorly comparable.

Thus, a comparable corpus is a collection of texts composed independently in the

respective languages and combined on the basis of similarity of content. These are

documents in one to many languages, that are comparable in content and form in

various degrees and dimensions. Whereas a parallel corpus, also called bitext, consists

in bilingual/multilingual texts aligned at the sentence level. An example of comparable

documents is shown in figure 2.8, these are documents from the AFP English and French

news reports. We see that the content of the two documents is slightly different but

overlapping. The lines show the sentences which could be potential parallel sentences,

the sentences which our approach aims to find.

Typically, comparable corpora don’t have any information regarding document pair

similarity. Generally, there exist many documents in one language which don’t have

any corresponding document in the other language. Also, when the correspondence

information among the documents is available, the documents in question are not literal

translations of each other. Thus, extracting parallel data from such corpora requires

special algorithms designed for the corpora in question.

Potential sources of comparable corpora are multilingual news reporting agencies

like AFP, Xinhua, Al-Jazeera, BBC etc, or multilingual encyclopedias like Wikipedia

[Bharadwaj and Varma, 2011; Otero and Lopez, 2010; Smith et al., 2010], Encarta , etc.

Some of these comparable corpora are widely available from LDC,1 in particular the

Gigaword corpora: or over the web for many languages and domains, e.g., Wikipedia.

Comparable texts can also be found in large quantities over the world wide web, which

is a continually growing resource [Fung et al., 2010; Hong et al., 2010; Ishisaka et al.,

2009; Kilgarriff and Grefenstette, 2003; Nie et al., 1999; Resnik and Smith, 2003; Zhang

et al., 2006].

This dissertation reports the results using the comparable news corpora. The ap-

proach presented in this thesis is independent of the type of comparable corpus and

is applicable to all types of comparable corpus, with modifications (in indexing and

querying scheme), with respect to the corpus at hand.

1http://www.ldc.upenn.edu/
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Agence France Presse, English

Foreign travelers returning from Pyongyang said Friday that about a 
dozen people had died in the North Korean capital in a cholera that 

first broke out on the country’s western coast.

“The authorities in Pyongyang saying that it’s only a diarrhea 
epidemic, but we heard that about a dozen people had already died 

in the city,” one said.

“People living in the Pyongyang advised us not to eat fish, and accuse 
the Chinese of having contaminated the northern part of the Yellow 

Sea by throwing cholera-tainted corpses in the water,” the visitor 
said.

The first cases of cholera apparently were recorded in the port of 
Nampo, southwest of Pyongyang, where residents were infected by 

eating sea fish, the sources said.

The Russian news agency ITAR-TASS reported late last month that 
Nampo had been closed without official explanation.

The report coincided with an announcement by the South Korean 
secret service that a major outbreak of cholera had occurred in 

Pyongyang and the western coast of North Korea.

Agence France Presse, French

PEKIN, 14 oct (AFP) – Une epidemie de cholera venue de la cote 
occidentale de la Coree du Nord a fait au cours des dernieres semaines 
une dizaine de morts a Pyongyang, ont rapprte vendreri des visiteurs 
etranger de la capitale nord coreenne.

Les premiers cas ont ete decouverts dans le port de Nampo (sudouest 
de Pyongyang), ou des habitants ont affirme avoir ete contamines par 
du poisson peche en mer, ont indique ces temoins.

L’agence russe Itartass avait rapporte fin septembre que ce port avait 
ete ferme sans explication officielle.

“A Pyongyang, les authorities ont affirme qu’il ne s’agissait que d’une 
epidemie de diarrhea, mais on a entendu dire qu’une dizaine de 
personnes  etaient déjà mortes du cholera dans la capitale,” ont-ils
declare.

“Les habitants de Pyongyang nous ont conseille de ne pas manager de 
poisson et accusent les Chinois d’avoir contamine le nord de la Mer 
Jaune en rejetant a la mer les cadavers atteints de cholera,” ont ajoute 
ces visiteurs.

A Pekin, un responsible de l’Organisation Mondiale de la Sante (OMS) a 
declare vendredi qu’a sa connaissance, aucun cas de cholera n’avait ete 
signale dans le nord de la Chine.

Toutefois, selon des rumeurs non confirmees officiellement, un pecheur 
serait mort du cholera au mois d’aout dans la region de Beidaihe, une 
station balneaire suite a 250 km a l’est de Pekin, sur les rives du golfe 
de Bohai.

Selon l’equipage du bateau de peche sur lequel il travaillait, le pecheur 
aurait succombe après avoir mange du poisson cru.

A Seoul, les services secrets sud-coreens avaient announce fin 
Septembre qu’une grave epidemie de se repandait dans le nord de la 
peninsula, touchant de vastes zones autour de Pyongyang et sur la cote 
orientale.

Figure 2.8: Example of two comparable documents from the AFP English and French
corpora having many matching sentences. Note that this is not always the case. (Figure
taken from Munteanu [2006]).
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2.9.1 Classification of Comparable News Corpora

The work presented in this thesis uses comparable corpora in the news domain, so we

present a brief classification of such corpora. Different comparable news corpora exhibit

different levels of parallelism. At the parallel end of the scale are the corpora for which

documents in one language are fully translated in the other language. An example of

such corpora are the news reports produced by the ”Le Monde Diplomatique”, which

reports in 17 languages, and some of these articles are translated in several languages,

while others are region specific and only exist in the language of that region [Munteanu,

2006]. Getting parallel data from such corpora is easy. All that needs to be done is

identification of parallel document pairs and then sentence alignment algorithms would

suffice to give the parallel sentences.

Then there are corpora which have some documents translated, some not fully

translated but still related and thus sharing many parallel sentences, and others not

translated at all. Example of such corpora are the news feeds produced by agencies like

Xinhua News and Agence France Presse. Such corpora contain parallel sentences at

sentence level in the documents and need special treatment for their extraction: these

are the sentences that our approach extracts.

Then there are news corpora which exhibit little parallelism, both at document and

sentence level. Munteanu [2006] report news articles produced by the BBC to be an

example of such corpora. Normally this is the case for the news agencies where rather

than translating an article from one language to the other, independent reporting is

done in each language, thus the chances of finding full sentences translations of each

other decreases. However, since there are often news articles reporting the same event

in different languages, such corpora are the ideal candidates for extracting parallel

parts of sentences or sub-sentential segments as has been done by [Cettolo et al., 2010;

Munteanu and Marcu, 2006; Quirk et al., 2007; Shinyama and Sekine, 2003; Wang and

Callison-Burch, 2011].

2.9.2 Research using Comparable Corpora

The ease of availability of these comparable corpora and the potential for parallel corpus

as well as dictionary creation has sparked an interest in trying to make maximum use of

these comparable resources. Categorizing broadly, these include learning lexicons and

new word translations, finding parallel sentence fragments and full parallel sentences.

The approaches to learn translations of unknown words are generally based on the

assumption that translationally equivalent words appear in similar contexts. Thus the
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general approach mainly followed is: compute the source word context (from monolin-

gual source corpus) and transfer it in the space of the target language. Then compare

with the context of all the words in target language (computed from target language

monolingual corpus) and choose the closest matching target word based on context

proximity. The various research efforts differ mainly on the methods for computing

contexts and their similarities. Some of these research efforts in dictionary learning

and identifying word translations include [Andrade et al., 2011; Chiao and Zweigen-

baum, 2002; Diab and Finch, 2000; Fung, 1995b; Fung and Yee, 1998; Gaussier et al.,

2004; Koehn and Knight, 2002; Morin and Prochasson, 2011; Pekar et al., 2006; Peter

and Lynne, 2000; Rapp, 1995; Sadat et al., 2003; Shao and Ng, 2004; Sharoff et al.,

2006; Xabier et al., 2008].

The temporal structure of comparable corpora has been used to find translation

/transliteration of named entities (i.e., names of people and locations). The intuition

being that the named entities that co-occur often in documents from same time periods

are more likely to be mutual translations. Some these works include [Alegria et al.,

2006; Huang et al., 2005; Ji, 2009; Klementiev and Roth, 2006; Sproat Richard and

Zhai, 2006; Udupa et al., 2009].

Some of the other works include extracting phrasal alignments [Kumano et al.,

2007], word sense disambiguation [Kaji, 2003], acquiring synonyms [Shimohata and

Sumita, 2005], parallel fragment extraction [Cettolo et al., 2010; Munteanu and Marcu,

2006; Quirk et al., 2007; Shinyama and Sekine, 2003; Wang and Callison-Burch, 2011],

extracting lay paraphrases of specialized expressions [Deléger and Zweigenbaum, 2009],

language and translation model adaptation [Snover et al., 2008], improving SMT per-

formance using extracted parallel sentences [Abdul-Rauf and Schwenk, 2009a,b; B.Lu

et al., 2010; Do et al., 2010; Gahbiche-Braham et al., 2011; Munteanu and Marcu, 2005].

2.9.3 Finding parallel sentences

The research most relevant to the work presented in this thesis is that focused on finding

parallel sentences from comparable corpora. This problem has been approached in two

ways: (1) by extending the sentence alignment algorithms (finding parallel documents

and then sentence align them) [Utiyama and Isahara, 2003; Zhao and Vogel, 2002] and

(2) by designing approaches specific to comparable corpora which identify similar doc-

ument pairs and find all the possible sentence pairs [Abdul-Rauf and Schwenk, 2009b;

Do et al., 2009; Fung and Cheung, 2004; Gahbiche-Braham et al., 2011; Munteanu and

Marcu, 2005; Wu and Fung, 2005]. Our approach falls in the later category, i.e., we
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devise a method to find parallel sentence pairs based on the peculiarities of comparable

data.

We report here the previous works which use the web as a source of semi parallel

sentences or using other sources of comparable corpora. We present the two sources

of data separately since web data has features like URL addresses and HTML struc-

tures which help in analyzing the document pairs, whereas our approach focuses on

comparable data without the need for additional structure information.

2.9.3.1 Finding parallel sentences from the web corpora

Nie et al. [1999] report PTMiner to mine parallel corpora from the web using URL

pattern matching and several other criteria like HTML structure, file length etc. They

report promising results from a collection of English-Chinese texts.

Resnik and Smith [2003] use their STRAND based structural filtering system which

filters candidate parallel pairs by determining a set of pair-specific structural values

from the underlying HTML page. They report a precision of 98% and a recall of 61%

on their developed English-Chinese parallel corpus.

Zhang et al. [2006] use a multiple feature parallel text identifier via a k-nearest

neighbor classifier to identify Chinese-English parallel pairs from the internet. They

report 95% precision and 97% recall rate.

Ishisaka et al. [2009] report developing a Japanese-English parallel corpus by col-

lecting open source software manuals from the web. They report usefulness of the

corpus by conducting SMT experiments.

Fung et al. [2010] focus on the web as a resource for extracting potential parallel

sentences by crawling comparable and parallel web sites. They propose a sentence ex-

traction architecture inspired by various earlier works. Interesting results are reported

using French and English Wikipedia articles.

Hong et al. [2010] present a method to directly search sentence pairs from the web.

They propose a method which discovers document pairs from the web by using ranked

query formulation using cue words from the source document. Document filtering is

then done using the IBM model 1 alignment.

2.9.3.2 Finding parallel sentences from comparable corpora

Some of the works aimed at discovering parallel sentences from comparable corpora

include [Masuichi et al., 2000] in which they report a method to extract bilingual text

pairs from pseudo comparable corpora that they create. They apply a bootstrapping
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approach to an existing cross-language information retrieval method based on the In-

formation Mapping approach.

Zhao and Vogel [2002] use a generative method to find parallel sentences from

the Xinhua comparable news corpus. They use sentence and lexicon-based methods

combined under a maximum likelihood criterion. They report improvements in word

alignments using their found parallel sentences.

Utiyama and Isahara [2003] use cross-language information retrieval techniques and

dynamic programming to extract sentences from an English-Japanese comparable news

corpus. They identify similar article pairs, and then, treating these pairs as parallel

texts, align their sentences on a sentence pair similarity score and use dynamic pro-

gramming (DP) to find the least-cost alignment over the document pair. Yang and Li

[2003] use an approach based on DP to identify potential parallel sentences in title pairs

in an English-Chinese comparable corpus. Longest common sub sequence, edit opera-

tions and match-based score functions are subsequently used to determine confidence

scores.

Fung and Cheung [2004] approach the problem by using a cosine similarity measure

to match Chinese and English documents. They work on “very non-parallel corpora”.

They generate all possible sentence pairs and select the best ones based on a threshold

on cosine similarity scores. Using the extracted sentences they learn a dictionary and

iterate over with more sentence pairs, improving performance with bootstrapping. In

a different approach to this problem, Wu and Fung [2005] use inversion transduction

grammars (ITG) along with cross language information retrieval techniques to find

parallel sentences from ’very nonparallel quasi-comparable’ corpora. They work on

Chinese and English Topic Detection and Tracking (TDT) data reporting an average

precision of 65%.

Munteanu and Marcu [2005] use a bilingual lexicon to translate each of the words

of the source sentence. These translations are then used to query the database to find

matching translations using information retrieval (IR) techniques. Candidate sentences

are determined based on word overlap and the decision whether a sentence pair is par-

allel or not is performed by a maximum entropy (ME) classifier trained on parallel

sentences. Bootstrapping is used and the size of the learned bilingual dictionary is

increased over iterations to get better results. Following the same ideology, an un-

supervised learning approach to the problem is proposed by Do et al. [2010]. They

use a comparable/noisy parallel corpus to train an initial SMT system and then use

this system to translate another comparable corpus to get parallel sentence pairs. The

process is iterated by adding the extracted pairs to the training data and the quality
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of the SMT system is improved. They experiment with TER, NIST, BLEU and PER

for scoring their sentences, the PER filter was found best suited for their approach.

They term their approach as unsupervised learning. They applied this unsupervised

approach successfully to an under resourced language pair, French-Vietnamese.

Uszkoreit et al. [2010] mine parallel sentences from web pages and digitized books.

They first translate the documents into one single language and then approach the

problem as cross language near duplicate detection using only textual content of the

documents (using n-gram information). Their parallel corpora improved the quality of

SMT systems.

Gahbiche-Braham et al. [2011] following similar methods as our work report SMT

improvements with their parallel sentences extracted from noisy parallel corpus. They

use the hunalign sentence alignment tool to align the sentences of the matching doc-

ument pairs. They use the extracted and translated sentences for translation model

adaptation achieving significant improvements.

Some ongoing works in progress focusing on parallel corpora production to improve

SMT systems include [Eisele and Xu, 2010] who work in the framework of ACCURAT

project, for which the objective is to analyze and evaluate novel methods of exploiting

comparable corpora, including evaluation of some already proposed methods. The

intention is to provide researchers with re-implemented versions of various baseline

methods. They focus their research on eighteen under-resourced European language

pairs.
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Chapter 3

Scheme for Parallel Sentence

Generation from Comparable

Corpora

3.1 Overview

This chapter presents our research work aimed at developing an efficient solution to

parallel sentence mining from comparable corpora. Preparing human translated par-

allel corpora is not an easy task, thus research turned towards exploring the amply

available comparable corpora (section 2.9.3). The work reported in this chapter is a

contribution in this regard. The research question under observation was:

Improving SMT performance by efficient selection of parallel sentences in compa-

rable corpora.

Our approach is inspired by the work of Munteanu and Marcu [2005]. They de-

vised an algorithm to find parallel sentences from comparable corpora. They use a

probabilistic bilingual lexicon to translate the words of the foreign document and use

them as query to search similar documents from the English corpus. IR is used for

selecting similar documents pairs. All possible sentence pairs are then generated from

these document pairs and the candidate sentence pairs are selected using word overlap

filter. They devise a maximum entropy classifier which judges the candidate sentences

to be parallel or not and assigns a similarity score. They were able to extract good

quality parallel sentences, which when used as additional bitexts by the SMT systems
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resulted in nice improvements in SMT scores.

Our approach is similar to [Munteanu and Marcu, 2005] in that we also use IR, but

our IR framework returns the set of potential parallel sentences which we simply score

for similarity using mostly TER or TERp. We shift some effort to the query building

stage, where we use proper SMT translations to emphasize both precision and recall in

query creation.

In this chapter we present a detailed description of our proposed approach. We have

worked on Arabic to English and French to English systems. However, please note that

our approach is independent of the source-target language. Since for this research,

the target language was English for both the systems, so we present the approach by

referring to source language corpus as foreign language corpus and target language

corpus as English corpus.

We start by describing the evaluation methodology (section 3.2) and the experi-

mental resources used during our study (section 3.3). In section 3.4, we describe our

parallel sentence extraction approach in detail. Section 3.5 presents the results for de-

cision of the best filter suited to the task. Sections 3.6 and 3.8 give the theory and

experimental evidence for our sentence tail removal and dictionary creation methods.

In section 3.11, we present an alternative sentence selection experiment and the impact

of SMT quality on our method in section 3.12. We conclude the chapter by presenting a

theoretical and empirical comparison of our method with [Munteanu and Marcu, 2005].

3.2 Evaluation Methodology

We evaluate the data extracted by our approach by measuring its impact on the per-

formance of SMT systems. Essentially, we use the extracted data as additional training

material, and verify whether this leads to better performance.

The baseline systems for our evaluation are built using the already available hu-

man translated parallel corpus. After extracting additional data from the comparable

corpus, we then train a comparative MT system on both the initial (baseline) and ex-

tracted corpora. The quality of the extracted data is measured by its impact on MT

performance, i.e. by the difference in the performances of the baseline and comparative

MT systems.
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3.3 Experimental Resources

3.3.1 Comparable corpora

The Linguistic Data Consortium (LDC) provides large collections of monolingual data,

namely the LDC Gigaword corpora. Those collections include texts from multilingual

news reporting agencies. We identified agencies that provided news feeds for the lan-

guages of our interest. There are two text sources that do exist in Arabic1 and English:

the AFP and XIN collection. We chose Agence France Press (AFP) for our study

on French-English.2 Table 3.1 summarizes the characteristics of these corpora. The

number of words are given after tokenization.

Source Arabic French English

AFP 212M 333M 527M
XIN 80M - 140M

Table 3.1: Characteristics of the Gigaword corpora used for the task (number of words).

Note that the English parts are much larger than the Arabic and French parts. Since

these are also news resources, the likelihood of finding sentences that are translations of

each other is high, and we aim to find those. From these collections, for each language,

we create a comparable corpus by putting together articles coming from the same

agency and the same time period.

3.3.2 Resources used for SMT Systems

3.3.2.1 Arabic to English

For this research we consider the translation from Arabic into English, under the same

conditions as the official NIST 2008 evaluation. The used bitexts include various news

wire translations3 as well as some texts from the Gale project.4 We also added the

2002 to 2005 test data to the parallel training data (using all reference translations).

This corresponds to a total of about 5.8M Arabic words. Our baseline system is trained

on these bitexts only.

1LDC corpus LDC2007T40 (Arabic)
2LDC corpora LDC2007T07 (English) and LDC2006T17 (French).
3LDC2003T07, 2004E72, T17, T18, 2005E46 and 2006E25.
4LDC2005E83, 2006E24, E34, E85 and E92.
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We use the 2006 NIST eval data as development data and the official NIST 2008

eval data as internal test set. All case sensitive BLEU scores are calculated with the

NIST scoring tool with respect to four reference translations. Both data sets include

texts from news wires as well as newsgroups.

3.3.2.2 French to English

The translation model was trained using the news-commentary corpus (1.56M words),1

and a bilingual dictionary of about 500k entries.2 This system uses only a limited

amount of human-translated parallel texts, in comparison to the bitexts that are avail-

able in NIST evaluations. In a different version of this system (section 3.12), the

Europarl (40M words) and the Canadian Hansard corpus (72M words) were added.

In the framework of the EuroMatrix project, a test set of general news data was

provided for the shared translation task of the third workshop on SMT [Callison-Burch

et al., 2008], called newstest2008 in the following. The size of this corpus amounts to

2051 lines and about 44 thousand words. This data was randomly split into two parts for

development and testing. Note that only one reference translation is available. We also

noticed several spelling errors in the French source texts, mainly missing accents. Those

were mostly automatically corrected using the Linux spell checker. This increased the

BLEU score by about 1 BLEU point in comparison to the results reported in the official

evaluation [Callison-Burch et al., 2008]. The system tuned on this development data is

used to translate large amounts of text of the French Gigaword corpus.

3.4 Proposed Approach

3.4.1 Introduction

The comparable corpora that we work on are loosely independent monoligual collections

of documents (section 3.3.1). The parallel sentences that we seek to find could be

located anywhere in these collections, in any document and in any two sentences from

them. The framework that is taken up in this research is designed to restrict this

potentially huge space and seek reasonably sized search space which is likely to contain

good data [Munteanu and Marcu, 2005].

The high level architecture of our proposed approach is shown in figure 3.1. We

start by translating the source language part of the comparable corpus to the target

1Available at http://www.statmt.org/wmt08/shared-task.html
2The different conjugations of a verb and the singular and plural form of adjectives and nouns are

counted as multiple entries.
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Figure 3.1: High level Architecture of the parallel sentence extraction system.

language using a SMT system (section 3.4.2). These translated texts are then used to

perform information retrieval from the target language side of the comparable corpus

(section 3.4.3), thus obtaining candidate sentence pairs. Parallel sentences are then

filtered out by comparison with the automatic translations. This is done using simple

filters like WER, TER and TERp (section 3.4.4).

We have evidence that the quality of the SMT system does not seem to affect

the information retrieval process (section 3.12). Thus, a fairly simple SMT system

built on small amounts of bitexts can be used to extract good parallel sentences from

a comparable corpus. The resources required by our system are minimal : bitexts

and monolingual data in the target language to train a standard SMT system. In

the following sections we will explain each component of our system as depicted in

figure 3.1.

3.4.2 Translating the foreign language corpus

This is the first step of our approach, i.e. devising precise queries of the foreign (source)

language corpus. These are then used to find the potential matching sentences in the

target language (English). The SMT systems used in our experiments are based on

the Moses SMT toolkit [Koehn et al., 2007]. The corpora used for Arabic-English

and French-English systems are detailed in section 3.3.2. To build these systems, first

Giza++ is used to perform word alignments in both directions. Second, phrases and

lexical re-orderings are extracted using the default settings of the Moses SMT toolkit.

The 4-gram back-off target LM is trained on the English part of the bitexts and the
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Figure 3.2: Detailed framework of the SMT system used for translations.

Gigaword corpus of about 3.2 billion words. Therefore, it is likely that the target

language model includes at least some of the translations of the foreign language corpus.

This can help to obtain good quality translations. Figure 3.2 shows the graphical

representation of this process and its integration in the complete system.

A strong feature of our approach is use of proper SMT translations as queries

to perform IR in the English side of the comparable corpus. Doing so we are able

to emphasize both precision and recall while formulating queries for IR. Though the

IR process treats the queries as bag of words, use of proper sentences has the same

advantage as the phrase based systems have over word based systems (i.e. translation

for each query word is with respect to the context of the sentence).

3.4.3 Finding the best matching sentence

Once we have the English translations of the foreign language corpus, we have the two

text collections in the same language. Now, if for most of these translations, we are able

to find the matching sentences from the English corpus, we have a potential parallel

corpus. However, given the huge size of the corpora at hand, we need to design this

search framework in a fashion that it is accurate as well as efficient. We use information

retrieval for this and model our search space using the temporal information of these

corpora to achieve best results.

We presented a rather detailed general overview of information retrieval in sec-

tion 2.7. Here, we give a brief overview of the process for the sake of clarity. Information

retrieval as defined by Manning et al. [2009] is finding material (usually documents) of

an unstructured nature (usually text) that satisfies an information need from with in

large collections (usually stored on computers). IR is normally termed the science of
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searching for documents, for information within documents, and for metadata about

documents, as well as searching within the relational databases and the world wide web.

Likewise, for us the aim of the IR process is to be able to find the matching sentence

from the English side of the comparable corpus, if it exists, or in the other case, the

nearest matching sentence. The subsequent filters of our system are robust enough to

score the sentences based on similarity and filter out good sentences.

3.4.3.1 Proposed IR scheme

We used the Lemur IR toolkit [Ogilvie and Callan, 2001] for our sentence extraction

procedure. The toolkit has special defined formats for the data to be indexed (it

accepts html, trecweb, trectext, trecalt, doc, ppt, pdf and txt formats) and also a well

defined query language. The usual format is to use parameter files to define the various

parameters used while indexing and querying. It allows two types of indexing formats,

the Key File Index and the Indri Index. These two types differ in the form they store

and retrieve data from the disk. We chose the Indri indexing scheme as it provides

some extra capabilities like storing field and annotation data that can be searched on.

This feature enabled us to index our documents in such a way that using the specialized

Indri Query Language we can ask the index to tell us the best matching document as

well as to return the best matching sentence from that document,1 thus getting the

results as a ranked list of sentences. By these means we can retrieve the best matching

sentences from the English side of the comparable corpus.

With our scheme (figure 3.3), we are able to emphasize both precision and recall

in the sentence selection process by IR contrary to Munteanu and Marcu [2005] where

they emphasize only recall in their article selection step. According to them their

document matching procedure is imprecise due to noise in dictionary (the query will

contain many wrong words). Whereas our use of proper SMT translations lets us

create precise queries. Using an isolated translation of each word as query compromises

precision, whereas full sentence queries provide better precision as obviously phrase-

based is better than word-based translation. To emphasize recall, for each sentence,

we focus not just to retrieve the best matching sentence but rather a set of the best

matching sentences from each closest matching document. We limit the IR results to

5 results per sentence, based on our experience of getting the best sentences in the top

of the list i.e. if good matches exist. The information retrieval framework is on its own

recall oriented as it always returns a sentence. Thus for each of our query sentence we

1http://www.lemurproject.org/lemur/indexing.php
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Figure 3.3: Detailed architecture of the parallel sentence extraction system. The source
language side of the comparable corpus is translated into the target language (English
in our case).

always get 5 sentences, as judged best matches by the IR framework. Our subsequent

filters do the job of filtering out the good parallel sentences from the bad ones.

Our sentence extraction process is based on a simple heuristic that, considering the

corpus at hand i.e. news corpus, we can safely assume that a news item reported on

day X in the foreign language corpus will be most probably found in the day X-5 and

X+5 time period in the English corpus. We experimented with various time periods for

the extraction process and found a window size of ±5 days to be the most efficient in

terms of both time and the quality of the retrieved sentences. This is also inline with

the windowing scheme used by Munteanu and Marcu [2005]. We cleaned the corpora

by removing the tables, stock results and sports results etc. These were mostly very

long sentences comprising too many numbers. These are of no use as SMT training

data.

We first collect all sentences from the SMT translations corresponding to the same

day (we call them query sentences) and then the corresponding articles from the English

Gigaword corpus in a ±5 day window (search space for IR). These are made using the

date and ID information for each sentence of both corpora. These day-specific files are

then used for information retrieval using an IR toolkit. The top 5 scoring sentences are

returned by this IR process. At the end of this step, we have 5 potentially matching

sentences for each of our query sentence.
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SMT Query:

20060623: Even in Moscow where the situation is incomparably better the
children of infected mothers are pariahs.

IR Results:

1) 20060628: Even in Moscow, where the situation is incomparably better,
children of infected mothers are often treated as pariahs

2) 20060626: For the 2002 climax in Yokohama, it was an easy decision to make,
but with the incomparable Pierluigi Collina now retired, FIFA have a problem

3) 20060619: Ties between the two powerhouses have expanded after apartheid
South Africa shunned diplomatic relations with China, allying instead with Taiwan,
another international pariah during that epoch

4) 20060623: He may be viewed in the West as a pariah figure, but Iran’s
hardline President Mahmoud Ahmadinejad continues to enjoy a strong stature at
home, analysts say

5) 20060621: Syed Hamid said the action demonstrated that Myanmar – which
has become an international pariah for its reluctance to abandon military rule and
improve its human rights record – does not want ASEAN to play a bridging role

Table 3.2: IR results for a query sentence dated 20060623 from French AFP. The first
match found by the IR process is the best match, even though it is located at a distance
of 5 days. Note that the 4rth result found by IR is from the same day as the query
sentence, but it is not relevant.

The information retrieval step is the most time consuming task in the whole system.

The time taken depends upon various factors like size of the index to search in (search

space), length of the query sentence etc. To have a time estimate, using a ±5 day

window typically required 9 seconds per query vs 15 seconds per query when a ±7 day

window was used. The number of results retrieved per sentence also had an impact

on retrieval time with 20 results taking 19 seconds per query, whereas 5 results taking

9 seconds per query. Query length also affected the speed of the sentence extraction

process. In the scenario at hand, each word (nouns, verbs and even dates and numbers)

other than the stop words, could be a potential keyword, so no explicit efforts were made

to reduce query length.

We show some samples of the results obtained in this step in tables 3.2, 3.3 and 3.4.

Table 3.2 shows the case where the IR returns a correct match as the first sentence.
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SMT Query:

20071115: The cable channel also plans to expand its coverage and its production
units in the United Arab Emirates.

IR Results:

1) 20071116: While most Americans would not have watched the debate on
cable channel CNN , its impact could be important in dictating wider coverage ,
in local media markets in key states , of the accelarating Democratic race

2) 20071115: President Pervez Musharraf ’s government took the channels off
cable as part of strict curbs on the media , leaving millions of Pakistanis starved
of news about the political crisis gripping their country

3) 20071120: The final award of the night went to Gore , honoring both his
more recent work as an environmental campaigner and his role in launching cable
and satellite channel Current TV , which relies mainly on user-generated content

4) 20071117: She said it was necessary to explain to the two channels the policy
of the United Arab Emirates , of which Dubai is part , and guidelines applying to
media operating out of the free zone

5) 20071117: She said it was necessary to explain to the two channels the policy
of the United Arab Emirates , of which Dubai is part , and guidelines applying to
media operating out of the free zone , but she declined to go into details of the
criteria they would have to abide byo in order to resume broadcasting

Table 3.3: An example of non-relevant IR results obtained for a query sentence. Query
sentence dated 20071115 taken from Arabic AFP.

Note that this was the only matching sentence available in the search space as the

other four sentences do not match. Had their existed other matching sentences, the

IR process would have returned them in the ranked list as in the case for the sentence

shown in table 3.4. Here, since the exact same sentence has been reported on multiple

days, the IR process returns the top 5 occurrences. Table 3.3 shows a typical sentence

for which the best match found has some matching words only and is clearly not a

matching sentence. Sentences like this, which occur pretty often, would be assigned a

very low score in the following step and will eventually be discarded by the process.

We experimented with two schemes to use these sentences returned by the IR frame-

work. One was to simply take the first sentence as the best sentence (it is already the

best sentence according to IR score) and use it as a potential matching sentence. The
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SMT Query:

20060701: According to Palestinian statistics 126 women and 300 minors aged
under 18 years are held in Israeli prisons among some 9 400 Palestinian prisoners.

IR Results:

1) 20060626: According to Palestinian statistics, 126 women and 300 minors
under the age of 18 are being detained in Israel out of a total of some 9,400 Pales-
tinians in Israeli prisons

2) 20060626: According to Palestinian statistics, 126 women and 300 minors
under the age of 18 are being detained in Israel out of a total of some 9,400 Pales-
tinians in Israeli prisons

3) 20060628: According to Palestinian statistics, 126 women and 300 minors
under the age of 18 are being detained in Israel out of a total of some 9,400 Pales-
tinians in Israeli prisons

4) 20060630: According to Palestinian statistics, 126 women and 300 minors
under the age of 18 are being detained in Israel out of a total of some 9,400 Pales-
tinians in Israeli prisons

5) 20060627: According to Palestinian statistics, 126 women and 300 minors un-
der the age of 18 are being detained in Israel out of a total of some 9,400 Palestinians

Table 3.4: IR results for a query sentence dated 20060701 from French AFP. The best
match is the first sentence (5 days apart from the query sentence), however, in this case
this sentence was reported exactly as it is, on multiple dates, so the toolkit found the
best match in all top 5 results.

other scheme was to compute TER between the query sentence and all 5 result sen-

tences and then use the sentence having the lowest TER score as a potential matching

sentence. A comparison of the two schemes is presented in section 3.11. Since there

was no apparent advantage of one scheme over the other, for the experiments presented

in this dissertation, we used the first sentence as per IR score to be the best sentence.

Using more than one sentence per query could be a potential option too (though this

amounts to duplicating the source sentence, but parallel corpora often contain multi-

ple translations). We did not do much experimentation with this option so it can be

considered a potential future work.
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3. SCHEME FOR PARALLEL SENTENCE GENERATION FROM
COMPARABLE CORPORA

SMT Query : “Democracy cannot be imposed from above. That is a contradiction in
terms,” she said.
IR Result : “Democracy cannot be imposed from above. That is a contradiction in
terms,” she said.

WER TER TERp

0 0 0

SMT Query : ” They are 14 over seven hospitals in the region , ” said Christian Lahccen
, head of Air France Canada , at a press conference .
IR Result : ” There are 14 spread over seven hospitals in the region , ” Christian
Lahccen , head of Air France Canada , said in a news conference .

WER TER TERp

22.22 17.86 10.80

SMT Query : The Organization of Petroleum Exporting Countries ( Opep ) held on
April 24 in Vienna an extraordinary ministerial meeting during which it will consider a
possible reduction of its production of crude , said Tuesday , a source close to the Opep .
IR Result : The Organisation of Petroleum Exporting Countries ( OPEC ) is to hold
an extraordinary ministerial meeting here on April 24 to consider a possible reduction of
its oil production , a source close to OPEC said here on Tuesday .

WER TER TERp

61.54 47.50 43.80

Table 3.5: Some example sentences with their respective WER, TER and TERp scores.

3.4.4 Parallel Sentence Generation (Filters)

Once information retrieval is done, the sentence pairs are passed through simple filters

to measure the degree of similarity between the SMT translation and the retrieved

sentences. Based on the similarity scores, the pairs are classified as parallel or non

parallel.

Gale and Church [1993] based their alignment program on the fact that longer

sentences in one language tend to be translated into longer sentences in the other

language, and that shorter sentences tend to be translated into shorter sentences. We

initially used the same logic in our selection of the candidate sentence pairs. However

our observation was that the filters that we use implicitly place a penalty when the

length difference between two sentences is too large. Thus, using this inherent property,

we did not apply any explicit sentence length filtering.

64



We chose three filters for our study, WER (Levenshtein distance), Translation Edit

Rate (TER)[Snover et al., 2006] and the relatively new Translation Edit Rate plus

(TERp) [Snover et al., 2009]. A brief explanation of these filters is given in MT eval-

uation metrics section (chapter2, section 3.2). The choice of the filters was done in

accordance to the task in consideration. WER measures the number of operations

required to transform one sentence into the other (insertions, deletions and substitu-

tions). A zero WER would mean the two sentences are identical, subsequently lower

WER sentence pairs would be sharing most of the common words. However there are

many correct translations for any given foreign sentence. These correct translations

could differ not only in word choice but also in the order in which these words ap-

pear, something that WER is incapable of taking into account. This shortcoming is

addressed by TER which allows block movements of words and thus takes into account

the reordering of words and phrases in translation. TERp is an extension of Transla-

tion Edit Rate and was one of the top performing metrics at the NIST Metric MATR

workshop.1

The TER filter allows shifts if the two strings (the word sequence in the translated

and the IR retrieved sentence) match exactly, however TERp allows shifts if the words

being shifted are exactly the same, are synonyms, stems or paraphrases of each other,

or any such combination. This allows better sentence comparison by incorporation of

a kind of linguistic information about words. Table 3.5 shows some example sentences

and their corresponding WER, TER and TERp filter scores. The first sentence pair,

being identical, gets a score of zero from all the filters. For the second and third

sentence TERp score is less than TER and WER score, as expected based on their

calculation methods. In the case of the second sentence, TERp employed one phrase

substitution: ( in a news conference → at a press conference ). In the third sentence 2

phrase substitutions were done : ( organisation→ organization ) and ( its oil production

→ its production ). We report these phrase substitutions as per output of the TERp

algorithm. Theoretically, we can expect TERp to select the better matching sentences

than the other two filters. We used these 3 filters in our sentence selection algorithm

and compared their performance, in the following section we present our results.

3.5 Experimental results: Choice of filters

As detailed in the previous section, we chose WER, TER and TERp filters to decide

whether the sentences are parallel or not. For this matter we compute the WER, TER

1http://www.itl.nist.gov/iad/mig/tests/metricsmatr/2008/
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3. SCHEME FOR PARALLEL SENTENCE GENERATION FROM
COMPARABLE CORPORA

and TERp scores between the automatic translation and the extracted IR sentences.

Since these filters have different scoring schemes we get different sets of sentences for

the same filter threshold for the three filters, except for the identical sentences, where

all three filters assign a zero score (see table 3.5 on page 64). We aim to determine

the filter best suited for this task. In the following sections we show the results of our

experiment on the two pairs of languages that we worked on.
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Figure 3.4: BLEU scores on the NIST06 (development) and NIST08 (test) data respec-
tively using WER, TER and TERp filters as a function of the total Arabic words.
Sentences were extracted from the XIN comparable corpus.
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3.5.1 Arabic to English

In this section we report the results when translating from Arabic into English. For

the Arabic-English task we had two comparable corpora, AFP and XIN. For our ex-

periments for filter comparison we report the results using the XIN corpus. Figure 3.4

shows the results obtained in function of the total number of words added from the

XIN comparable corpus. These experiments were performed by adding our extracted

sentences to only 5.8M words of human-provided translations. We find that on the

development set (NIST06) TER and TERp filters are almost close by. WER filter per-

forms bad on development data but is close to TER on test data. Whereas, on the test

set (NIST08) sentences selected by the TERp filter outperform the other filters.
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Figure 3.5: Comparison of TER, TERp and WER in terms of number of words selected
for the same filter threshold.

Interestingly, for the same filter threshold TERp selected more sentences, followed

by TER and then WER, for example for the filter threshold of 60, WER and TER

select 28.9M and 30.2M words respectively, whereas TERp selects 32.5M words. This

is also evident from figure 3.5 which presents a comparison of the three filters in terms

of number of words selected for the same filter threshold. This holds particularly for

thresholds greater than 30.

Based on these results, we consider TER and TERp filters to be best suited for

experiments on Arabic-English.
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Figure 3.6: BLEU scores on the development and test data using an WER,TER or
TERp filter as a function of total French words.

3.5.2 French to English

For our experiments with the French-English language pair, like in the previous case,

we built various SMT systems by adding sentences with different filter thresholds to

the already available 1.56M of human translated news commentary corpus (baseline

corpus). Figure 3.6 shows the results of our experiments on the development and the

test data respectively.

As evident from the figures, TER selected sentences score slightly better than those

selected by WER and TERp. Also, as can be seen in the two figures, irrespective of the
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Table 3.6: Some examples of an Arabic source sentence, the SMT translation used as
query and the potential parallel sentence as determined by information retrieval. Bold
parts are the extra tails at the end of the sentences which we automatically removed.

filter, the addition of our extracted sentences results in considerable improvements in

BLEU score as compared to the baseline score (the crosses on the two figures represent

the score with 1.56M baseline corpus). Based on the performance, we chose TER filter

as standard for our experiments with the French-English language pair.

3.6 Sentence tail removal

In this section we report a feature that we implemented in order to correct a category

of error that we came across in our extracted sentence pairs. Two main classes of errors

are known when extracting parallel sentences from comparable corpora: firstly, cases

where the two sentences share many similar words and same word order but actually

convey different meanings, and secondly, cases where the two sentences are (exactly)

parallel except at sentence ends where one sentence has more information than the

other. The first case is not easy to detect or correct, linguistically it comes much under

the semantic error category, when the two sentences share most of the content words
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3. SCHEME FOR PARALLEL SENTENCE GENERATION FROM
COMPARABLE CORPORA

1
French: Au total, 1,634 million d’électeurs doivent désigner les 90 députés de la prochaine
législature parmi 1.390 candidats présentés par 17 partis, dont huit sont représenté s au
parliament.
Query: In total, 1,634 million voters will designate the 90 members of the next parli
ament among 1.390 candidates presented by 17 parties, eight of which are represented in
parliament.
Result: Some 1.6 million voters were registered to elect the 90 members of the legisl
ature from 1,390 candidates from 17 parties, eight of which are represented in parliament,
several civilian organisations and independent lists.

2
French: De son coté, Mme Nicola Duckworth, directrice d’Amnesty International pour

l’Europe et l’Asie centrale, a déclaré que les ONG demanderaient à M.Poutine de mettre
fin aux violations des droits de l’Homme dans le Caucase du nord.
Query: For its part, Mrs Nicole Duckworth, director of Amnesty International for Eur ope
and Central Asia, said that NGOs were asking Mr Putin to put an end to human rights
violations i n the northern Caucasus.
Result: Nicola Duckworth, head of Amnesty International’s Europe and Central Asia de
partment, said the non-governmental organisations (NGOs) would call on Putin to put an
end to human rights abuses in the North Caucasus , including the war-torn province
of Chechnya.

3
French: “IIl a été capturé à Tikrit dans une zone résidentielle”, a dit ce responsable.
Query: “He was captured in Tikrit in a residential area,” said the official. Result: “He
was captured in Tikrit in a residential area,” the official said.

4
French: Je comprends leur préoccupation, mais je me sens blessée”, a-t- elle dit au Straits
Times.
Query: I understand their concern, but I feel hurt,” she told the straits times.
Result: I understand their worries, but I feel hurt,” she told the straits times newspaper.

5
French: Plus de 40 pays ont adopté des programmes Vision 2020.

Query: More than 40 countries have adopted the vision 2020.
Result: More than 40 countries have adopted the Vision 2020, programmes.

Table 3.7: Some examples of a French source sentence, the SMT translation used as
query and the potential parallel sentence as determined by information retrieval. Bold
parts are the extra tails at the end of the sentences which we automatically removed.

yet express different meanings. However, for the second case of errors, our use of proper

SMT translations gave us the advantage of trying to detect and correct such sentences.

For two sentences differing at sentence end, it is possible to detect the“extra tail”
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by identifying exclusive insertions at the end of one sentence. Using WER, we detected

the extra insertions at the end of the IR result sentence and removed them. Some

examples of such sentences along with tails detected and removed are shown in tables 3.6

and 3.7 for Arabic-English and French-English respectively. The bold parts are the

extra insertions at the end of the IR returned sentence that we automatically detected

and removed. This scheme is easily applied to the IR returned sentence. In the opposite

case, this could be done by using the word alignments between the foreign sentence and

the SMT translation (which the SMT translation framework gives us). However, we

applied this scheme to the IR sentence only.

By detecting insertions at the end, it is not always the correct portions that get

chopped off, table 3.7 sentence 3 is an example of one of such cases. In sentence 4, the

sentence was a better translation with the word “newspaper”, but it got removed being

the extra tail. In sentence 5 in the same table, the SMT translation (query) erroneously

does not contain the word “programmes”, whereas the retrieved IR sentence does (and

is an exact translation of the French sentence) but it gets removed because it does

not match the query. These examples also show that the problem of finding only true

translation pairs is a hard one. However, our task of getting useful MT training data

does not require a perfect solution; as we will see and have seen in section 3.5, even

such noisy training pairs can help improve translation systems’ performance.

3.7 Experimental results: Sentence tail removal

3.7.1 Arabic to English

To investigate the effect of sentence tail removal on the Arabic-English systems, we

proceed as before by building SMT systems using our extracted sentences with and

without tail removal and comparing their performance. Figure 3.7 shows these results

on the development and test data for the three filters. From the figure, despite the

fact that tail removal works better for WER filter, WER filter is actually never better

than TER and TERp, this was also the case for WER in the previous results (sec-

tion 3.5). Table 3.8 gives an idea of the percentage of sentences on which tail removal

was applicable (based on the TER score).
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3. SCHEME FOR PARALLEL SENTENCE GENERATION FROM
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Figure 3.7: Effect of sentence tail removal using sentences selected by WER, TER and
TERp filters (Arabic-English).
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Tail removal if applied to smaller data sets (better scoring sentences), improves

the results with some exceptions. With larger data sets, there are forcibly too many

errors, so it doesn’t help much. This is evident from figure 3.7, for sentences filtered

using the TER filter. Our data sets are sorted by the filter score, thus the smaller data

sets mostly contain short and almost parallel sentences (having very low filter scores),

sentences having tails of the sort as shown in lines 4-6 in table 3.6 and sentences 3, 4

and 5 in table 3.7. Removing such tails resulted in an improvement in BLEU score.

The bigger data sets had sentences with lower filter scores, i.e. not parallel sentences

rather sentences which had some matching words, extra ends detected in such cases by

WER were not true tails, but just different texts at the end ( since the sentences were

not parallel but just sharing some common words).

TER threshold 10 20 30 40 50 60

Tail removal(%) 1.45 5.52 8.76 11.1 12.5 13.1

Table 3.8: Percentage of sentences based on the TER filtered XIN sentences showing
how often tail removal is applied.

3.7.2 French to English

To determine the effect of sentence tail removal on the French-English systems, we built

SMT systems using the automatically extracted sentences with extra parts removed.

We were able to get slight improvements in development and test data scores for some

data sets but not for all as shown in figure 3.8. These improvements were spread over

all filter thresholds i.e. we got slight improvements but also slight deteriorations in the

BLEU scores irrespective of the filter threshold. Thus, for the French-English language

pair there is no clear tendency whether tail removal is beneficial or not.

Our observation is that no method, either tail removal or choice of filter is best over

all sizes of extracted data.

3.8 Dictionary Creation

Using proper SMT translations as queries gives us another benefit of being able to

build a dictionary, often with proper nouns not usually found in the dictionaries. In

our translations for Arabic-English, we keep the unknown words as they are, i.e. in

Arabic. This enables us to extract word translations from the comparable corpora.

73



3. SCHEME FOR PARALLEL SENTENCE GENERATION FROM
COMPARABLE CORPORA

 19.5

 20

 20.5

 21

 21.5

 0  2  4  6  8  10  12  14

B
LE

U
 s

co
re

 

French words for training [M]

Tail removal results(TER filter) on development data

tail removal
no tail ramoval

 19.5

 20

 20.5

 21

 21.5

 0  2  4  6  8  10  12  14

B
LE

U
 s

co
re

 

French words for training [M]

Tail removal results(TER filter) on test data

tail removal
no tail removal

Figure 3.8: Effects of tail removal on sentences selected using TER filter (French-
English).

Consider the case of a translation with one unknown word in Arabic, if all the other

words around align well with the English sentence that we found with IR, we could

conclude the translation of the unknown Arabic words.

Let Q and S denote the query and the sentence retrieved by IR respectively:

Q = (q1, q2, ...qi−1,qi, qi+1, ..., qm) (3.1)
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Table 3.9: Sample sentence pairs for the dictionary building technique. The bold parts
are the word/translation pair detected by our technique and the italic parts are the
preceding and following matching words of the sentences.

S = (s1, s2, ...sj−1, sj, sj+1, ..., sn) (3.2)

The query and the IR result are both in English, with an Arabic word in the query (qi

in equation 3.1). Now, if qi in Q aligns with sj in S and the two or three preceding and

following English words of Q and S match (qi−1, qi−2 = sj−1, sj−2 and qi+1, qi+2, qi+3

= sj+1, sj+2, sj+3), we can safely conclude that sj is the translation/transliteration

of the Arabic word qi. Table 3.9 shows some sample sentences. The word and its

expected translation is shown in bold, the preceding and following matching parts of

the two sentences are shown in italic. Table 3.6 on page 69, lines 5 and 6 is another

example of such a sentence, from where the proper noun “Wickrelesinghe” could be

extracted along with its translation, which in this case is a transliteration of the word.

With this idea of dictionary creation, we were able to make an Arabic-English

dictionary. Our observation is that most of the words found this way are the names of

persons, places and new terms which are normally not found in the traditional Arabic-

English dictionaries. We were able to find about 64K and 0.2M such words using XIN

and AFP corpora respectively. Table 3.10 shows a sample of the extracted word pairs.

Some of these words are transliterations of the Arabic words.

Table 3.11 shows the results obtained when we added our dictionaries to 5.8M

of baseline corpus. The dictionary extracted from AFP provided a gain of 0.27 and

75
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Table 3.10: Examples of some words found by our dictionary building technique.

Total BLEU score
words

Bitexts (Arabic) Dev Test

Baseline 5.8M 42.87 41.20

+dicXIN 5.9M 42.68 41.14
+dicAFP 6.02M 43.14 41.53
+dicXIN+dicAFP 6.08M 42.88 41.31

Table 3.11: Results of adding our extracted dictionary words to the baseline corpus.

0.33 BLEU points on development and test data respectively. Strangely the dictionary

extracted from XIN did not prove to be much helpful. A combination of the two

dictionaries also helped improve score but not as much as dicAFP alone.

3.9 Machine Translation Improvements

Our main goal was to be able to create an additional parallel corpus to improve machine

translation quality. Thus, we evaluate our extracted corpora by showing that adding

them to the training data of a baseline MT system improves its performance.
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Figure 3.9: BLEU scores when using 5.8M human translated bitexts and our extracted
bitexts from AFP and XIN comparable corpora.

3.9.1 Arabic to English

In this section we report the results of our experiments conducted by using sentences

extracted from the AFP and XIN comparable corpora. The results are summarized in

figure 3.9, which shows the trend obtained in function of the total number of Arabic

words. These experiments were performed by adding our extracted sentences to only

5.8M words of human-provided translations. This figure shows results of the best

operating points, selected on the Dev data, using the TER and TERp filters (with and

without sentence tail removal) for our extracted sentences.
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Total BLEU score
words

Bitexts (Arabic) Eval06 Eval08

Baseline 5.8M 42.87 41.20

+AFP-T-40-tr 6.88M 43.27 42.05
+XIN-T-55-wt 27.3M 43.86 42.58
+AFP-T-40-tr+XIN-T-55-tr 28.3M 43.79 42.60

Table 3.12: Summary of BLEU scores for the best systems built on sentences extracted
from the XIN and AFP corpora. The name of the bitext indicates the filter threshold
used, XIN-T-55-wt means sentences selected from the XIN corpus based on TER filter
threshold of 55, -wt indicates with tails and -tr indicates tail removal.

It is evident from figure 3.9 that sentences extracted from XIN were much better

than those from AFP. Even though the AFP corpus is almost 3 times bigger than the

XIN corpus (see tables 3.1 (page 55) and 3.15 (page 81)), the number of good sentences

found are much smaller than for XIN. Also, in the parallel data from Munteanu and

Marcu [2005], provided by the LDC, 60% of the sentences are from XIN and the rest

from AFP (see section 3.13 on SMT results using their data).

The best operating point on the development data for XIN was achieved by adding

21.5M sentences selected by the TER filter without sentence tail removal to the baseline

corpus (27.3M in total). This gives a gain of 0.99 BLEU points on NIST06 (dev data)

and 1.38 BLEU points on NIST08 (test data). These results are presented tabularly in

table 3.12. The name of the bitext indicates the filter threshold used, for example, XIN-

T-55-wt means sentences selected from the XIN corpus based on TER filter threshold

of 55, -wt indicates with tails and -tr indicates tail removal. Using 1.08M (6.88M

total) of AFP corpus (the best score on dev data), improvements of 0.40 and 0.85

BLEU points were achieved on the development and test data respectively. Using a

combination AFP and XIN, we were able to achieve an improvement of 0.92 and 1.40

BLEU points on dev and test data respectively, which is slightly more on the test data

than with XIN alone. Our observation was that generally sentences extracted from the

XIN comparable corpus helped to improve SMT translation better than the sentences

from AFP alone or the combination of AFP and XIN.
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Total BLEU score

Bitexts words Dev Test

News 1.56M 19.36 19.44
News+AFP-T-60-wt 9.5M 21.42 20.97

News+dict 2.4M 20.62 20.31
News+dict+AFP-T-55-wt 8.6M 21.63 21.51

News+Eparl 41.7M 22.17 22.23
News+Eparl+AFP-T-70-wt 52.4M 22.19 22.13

Table 3.13: Summary of BLEU scores for the best systems on the development data
with the news-commentary corpus, the bilingual dictionary and the Europarl corpus.
The naming convention used is CorpusName-FilterName-FilterThreshold. All corpora
are without tail removal, thus having the suffix -wt (with tails).

3.9.2 French to English

As our goal was to improve SMT performance by creating’ parallel texts for domains

which do not have enough parallel corpora. Therefore, only the news-commentary

bitexts and the bilingual dictionary were used to train an SMT system that produced

the queries for information retrieval. Experiments by adding our extracted bitexts to

the baseline corpus showed significant improvements in BLEU score.

The baseline BLEU score is 19.36 (news-commentary texts only). The best BLEU

score of 21.42 on the development data is obtained when adding 7.9M words of our

automatically aligned bitexts to the baseline corpus (9.5M in total). This corresponds to

an increase of 2.06 points BLEU on the development set (19.36→ 21.42) and an increase

of 1.53 BLEU points on the test set (19.44 → 20.97), as shown in table 3.13, first two

lines. Our experiments showed that adding the dictionary improves the baseline system

(third line in Table 3.13), but we get much better improvement with the extracted

data only. We then added our extracted corpus to the collection of News-commentary

(1.56M) and Europarl(40.1M) bitexts but we did not get any gain here.

Using our extracted corpus with larger baselines, we got promising improvements

for WMT 2010 [Lambert et al., 2010] and WMT 2011 [Schwenk et al., 2011] evalua-

tions. Some of these results from [Lambert et al., 2010] are shown in table 3.14. We

present them here to demonstrate the significance of our extracted sentences even for
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Total BLEU score

Bitexts words (Fr) Dev Test

Eparl+NC 52M 22.80 (0.03) 25.31 (0.2)

Eparl+NC+Extracted 68M 22.97 (0.03) 26.20 (0.1)

Eparl+NC+UN 275M 23.38 (0.1) 26.30 (0.2)

Eparl+NC+News 111M 23.46 (0.1) 26.95 (0.2)

Eparl+NC+News+Extracted 127M 23.62 (0.01) 27.04 (0.06)

Eparl+NC+109
1+News 242M 23.77 (0.04) 27.11 (0.04)

Eparl+NC+109
1+News+Extracted 258M 23.75 (0.05) 27.24 (0.05)

Table 3.14: Summary of BLEU scores when adding our extracted sentences to larger
SMT systems. The values are the average over 3 MERT runs performed with different
seeds. The numbers in parentheses are the standard deviation of these three values
[Lambert et al., 2010].

improving bigger systems. The resources used for the results reported in table 3.14 are

the latest versions of News Commentary (NC) and Europarl (Eparl) corpora (version

5). News denotes the corpus produced by using automatic translations of French News

corpus [Schwenk, 2008]. 109
1 denotes a subset of French-English Gigaword (109) cor-

pus.1 Extracted denotes the bitexts produced using our scheme. This Extracted corpus

contains the parallel sentences extracted from the French AFP and APW news texts

from the French and English LDC Gigaword corpora. For development and test sets

news-test2008 and newstest2009 were used respectively.

When 16M of our extracted bitexts are added to Eparl+NC, we obtain a system

of similar performance as the system trained on Eparl+NC+UN (2nd and 3rd lines in

table 3.14), while our extracted bitext are 10 times smaller than the UN corpus. The

extracted bitexts prove beneficial in improving SMT performance, even when added

to larger corpora, (111M of Eparl+NC+News) where an improvement 0.16 and 0.09

BLEU points is gained on development and test sets respectively. Finally when added

1Two filters were applied to select this subset. One is an IBM model 1 [Brown et al., 1993] based
lexical filter trained on a corpus composed of Eparl, NC, and UN data. The other filter is an n-gram
language model (LM) cost of the target sentence normalised with respect to its length. This filter
was trained with all monolingual resources available except the 109 data. Subset, 109

1 are the selected
sentence pairs with a lexical cost inferior to 4 and an LM cost inferior to 2.3.
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to Eparl+NC+109
1+News, the extracted bitexts provide a gain of 0.13 points.

3.10 Characteristics of the comparable corpus

In approaches based on comparable corpora, it is very typical to retrieve only small

fraction of parallel sentences of the overall corpus since many sentences actually don’t

have a translation. Nevertheless, these small amounts have proved to be very ben-

eficial when used as additional bitexts [Abdul-Rauf and Schwenk, 2009b; Do et al.,

2009; Fung and Cheung, 2004; Gahbiche-Braham et al., 2011; Munteanu and Marcu,

2005; Wu and Fung, 2005]. However, the amount of good sentences found depends

upon the comparable corpus at hand. In the study of Munteanu and Marcu [2006]

two different comparable corpora were used, the BBC comparable corpora which was

truly non-parallel and the EZZ corpus which was comparatively more parallel in degree.

They report better SMT improvements using the parallel sentences from the EZZ cor-

pus, whereas the BBC corpus produced improvements by using the extracted sentence

fragments rather than full sentences. Clearly, the EZZ corpus yielded more parallel

sentences. From our own experiments with two different Arabic comparable corpora,

XIN and AFP, we found the XIN comparable corpus to be far more productive than

the AFP comparable corpus. Table 3.15 shows the amount of sentences extracted from

each corpus:

Source Comparable Extracted
Corpus Words

Arabic

AFP 212M 16.8M
XIN 80M 35.1M

French

AFP 333M 12.3M

Table 3.15: Amount of words (Arabic/French) extracted from the XIN and AFP com-
parable corpora (number of words). We are considering the extracted sentences to be
“good” till the TER threshold of 70.

The XIN corpus seems to be more comparable than AFP. Independent reporting in

the two language versus human translation could be one of the factors. Also, as reported

in section 3.9.1, the sentences extracted from the XIN corpus improve SMT performance

to a much greater extent than those extracted from the AFP corpus (figure 3.9).
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An interesting observation is that the French AFP corpus, despite being more in

quantity than Arabic AFP corpus, yields less words. Information retrieval using the

AFP corpus was a much lengthy task. Though the English corpus (140M) for XIN

was also almost double the Arabic corpus (80M), information retrieval generally took

much less time as compared to AFP. There were some corpus specific factors that

we think contributed to this. For example, for each day AFP had twice the number

of articles than XIN, also the sentences were much longer in AFP. According to our

general observation AFP covered a general range of news, having many stock details

and sports results along with the everyday news, whereas XIN comprised of specific

regional news data.

3.11 An alternative sentence selection experiment

In our scheme we compute the TER, WER and TERp between the SMT translation

and the IR returned sentence. By default, we choose the first sentence from the 5 IR

returned sentences, as it is the one with the highest score according to the IR toolkit.

We experimented with an alternative way of selecting the IR returned sentences. We

computed the TER between the SMT query sentence and the 5 IR returned sentences,

and chose the pair with the lowest TER score.

Using the XIN comparable corpus, we found that the first sentence (the one with

highest IR score) got selected 24% of the time, followed by the 2nd, 3rd, 4rth and 5th

sentence with very close percentages of 19.3%, 18.7%, 18.6% and 19.2% respectively.

We conducted SMT experiments using the corpus made from these parallel sentences.

In figure 3.10 we show the BLEU scores obtained on the dev and test data using our

default settings (1-best IR: choosing the first sentence returned by IR) and (5-best IR:

choosing the IR sentence based on lowest TER between SMT output and the 5 IR

returned sentences). As the figure shows, there is no clear advantage for one approach.

An other alternative approach to selecting sentences could have been the use of

K-best SMT translations. However, the expected benefit of this method is rather small

since the sentences in the k-best list typically vary only by some words. Note also that

the differences in word order, choice of articles, singular vs plural and tense etc. have

no affect on the IR process. Therefore, we anticipate that using the k-best output of

the SMT system would not change significantly the sentences retrieved by IR (though,

the post IR selection of the sentences would change for various filter thresholds). Also,

note that computing the TER between the retrieved sentence and k-best translations

to choose the best sentence pair is not useful as even though this will give us the best
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Figure 3.10: BLEU scores on the NIST06 (development) and NIST08 (test) data as a
function of total Arabic words. 1-best IR: choosing the first sentence returned by IR
and 5-best IR: choosing the IR sentence based on lowest TER between SMT output
and the 5 IR returned sentences.

translation with respect to the retrieved sentence, but in the end, in the bilingual corpus

we would be using the Foreign language side of the sentence, which would always be

the same.
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3.12 Effect of SMT Quality

It is a well known fact that the amount of parallel corpus used to train an SMT system

directly determines the quality of the translations. In general, the more the parallel

corpora used to train the system, the better the translation quality. Our scheme is easy

to implement using available open source tools. Thus for our scheme, the question to be

answered is whether we need a state-of-the-art SMT system built from large amounts

of parallel corpora or an SMT system built from minimal amounts of parallel corpora

would suffice to obtain good queries?
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Figure 3.11: BLEU scores on test data when using queries produced by the small and
big SMT systems.

To investigate the effect of translation quality on the overall result of the scheme,

we built two SMT systems using the French-English language pair trained on already

available human translated corpora: One big system trained on 116M words and a

small system trained on only 2.4M words, as detailed in section 3.3.2.2 (page 56).

Parallel sentence extraction was done using the translations performed by these two

SMT systems as IR queries. Our experiments showed no apparent gain when using

the best SMT system, in fact our approach works well with an SMT system trained on

small amount of bitexts as depicted in figure 3.11.

Figure 3.12 depicts the number of words selected for each TER threshold by the

two systems. Interestingly, using the big SMT system the number of words selected

for each threshold (TER ≥ 30) is always greater than those selected by the small SMT

system. A better SMT system makes less errors and produces better sentences, thus
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Figure 3.12: Number of words selected for each TER threshold for both the big and
small SMT systems.

more sentences are selected for same threshold. Nonetheless, the point to be noted is

that the difference in performance of the SMT system by the addition of the parallel

corpora created by the two systems (big and small) is very little.

We found no experimental evidence that the improved automatic translations yielded

better alignments of the comparable corpus. Thus strengthening our claim of usability

of our approach for language pairs with limited amount of parallel corpora to start

with. Our scheme still works good with a worse SMT system.

3.13 Comparison with previous work

We conducted a comparison of our approach with the technique proposed in [Munteanu

and Marcu, 2005] using the same data as they use for their experiments. In this section

we report our comparison on a theoretical as well as empirical basis.

3.13.1 Theoretical Comparison

Munteanu and Marcu [2005] use a bilingual probabilistic lexicon to get the translations

of the source documents. For each word of the document they choose the word with the

highest probability from their dictionary. Using these translations, they do information

retrieval against the English comparable corpora using the Lemur IR toolkit [Ogilvie

and Callan, 2001] (we use the same IR toolkit). For each document and the set of
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Their approach Our approach

Query Probabilistic dictionary SMT
creation -precision +precision

Information Matching document retrieval Matching sentence retrieval
retrieval

1. Sentence pair creation 1. TER/TERp/WER
Post (word overlap filter) filter
processing

2. Maximum Entropy classifier 2. Sentence tail removal

Needed resources 1. Parallel sentences
2. ME classifier Average SMT system
3. bilingual dictionary

Table 3.16: Theoretical comparison of our scheme with that of Munteanu and Marcu
[2005]

associated documents, they take all possible sentence pairs and pass them through a

word overlap filter. The word overlap filter selects the candidate sentence pairs based

on the ratio of lengths of the two sentences, and the fact that half the words in each

sentence have the translation in the other sentence according to the dictionary. These

candidate sentence pairs are then classified as parallel or not by a maximum entropy

(ME) classifier, based on task specific feature functions and trained on already available

human translated parallel sentences. They use the technique of bootstrapping and learn

a dictionary over several iterations, the size of which increases iteratively to get better

results.

Our approach is easier to implement than that of Munteanu and Marcu [2005] as

we only use open source tools. The theoretical comparison of the two approaches is

shown in table 3.16 . We shift our effort to the pre-IR stage, i.e. query creation, where

we use a proper SMT system built from small amounts of parallel texts.

We are able to emphasize both precision and recall in this step, contrary to Munteanu

and Marcu [2005] who only emphasize recall in their article selection step. For them,

using isolated word translations as queries compromises precision, whereas for us, full

sentence queries provide better precision as obviously phrase-based translation is better

than word-based translation.

Our post-IR processing is much simpler than their ME classifier. Our IR framework

retrieves best matching sentences for each query sentence (section 3.4.3.1, page 59),
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rather than best matching document, as in their case, so we don’t need to do any explicit

candidate sentence pair creation which they do as they retrieve matching documents.

Our retrieved sentences are already in the form of sentence pairs. The filters that we

use inherently penalize when the sentence length ratio between the two sentences is too

high. Thus, after the IR step, all we need to do is pass our sentence pairs through the

TER or TERp filter and select the best scoring sentences. As detailed in section 3.6

having the full SMT translation in English along with the IR retrieved sentence, we get

a chance to remove additional sentence tails, a common case of errors in such tasks.

3.13.2 Experimental Comparison

The Linguistic Data Consortium (LDC) provides the parallel texts extracted with the

algorithm published by Munteanu and Marcu [2005] by the name LDC2007T08.1 We

will call this data the ISI corpus. This corpus contains 1.1M sentence pairs (about 35M

words) which were automatically extracted and aligned from the monolingual Arabic

and English Gigaword corpora (we used the same), a confidence score being provided

for each sentence pair. Since we cannot reproduce their ME classifier, we conduct a

comparison based on the SMT scores produced by using the two corpora in identical

experimental conditions. To be able to compare our approach with theirs, we filtered

our data according to the time interval of their data (date information was provided for

each sentence pair). Since their corpus comprised of a combination of AFP and XIN,

we conducted separate experiments using the extracted sentences found from AFP and

XIN.

We conducted SMT experiments by adding our extracted sentences (using the same

time frame as Munteanu and Marcu [2005]) to the already available 5.8M of human-

translated sentences (as done in previous experiments). Similarly, SMT experiments

were performed by adding the ISI parallel data to the 5.8M baseline parallel corpus.

These results are shown graphically in figure 3.13. This figure shows results of the best

operating points, selected on the Dev data, using the TER and TERp filters (with and

without sentence tail removal) for our extracted sentences. As the figure shows, we

perform better on both XIN and AFP with few exceptions on larger data sets with

ISI performing better. The best scores obtained are shown in table 3.17, these are

selected based on development data score. The name of the bitext indicates the filter

threshold used: ISIXIN-0.99 means sentences selected from ISI XIN corpus using a

threshold of 0.99 according to their provided score, similarly WeXIN-T20-wt denotes

1http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2007T08
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Figure 3.13: BLEU scores on the NIST06 and NIST08 data using the ISI parallel
corpus and our comparative extracted bitexts in function of total number of Arabic
words. Crosses at 5.8M words represent baseline dev and test scores.

our sentences extracted from XIN corpus using TER filter threshold of 20 and without

any tail removal (-wt : with tails).

Using the sentences extracted from XIN corpus, we were able to achieve an im-

provement of 0.85 and 1.11 BLEU points, whereas using ISI’s XIN part resulted in an

improvement of 0.37 and 0.94 BLEU points on development and test data respectively.

Generally, adding our sentences extracted from XIN helped to improve SMT perfor-

mance better than those from the ISI corpus and this using much less words (8.2M
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Total BLEU score
words

Bitexts (Arabic) Dev Test

Baseline 5.8M 42.87 41.20

XIN

+ISIXIN-0.96 22.7M 43.24 42.14

+WeXIN-T20-wt 8.2M 43.72 42.31

AFP
+ISIAFP-0.99 8.2M 42.96 41.83

+WeAFP-P30-wt 6.15M 43.17 41.74

Table 3.17: Summary of BLEU scores for the best systems built on sentences selected
from ISI’s and our XIN and AFP corpora (-wt indicates sentences used with tails, i.e.
without tail removal).

vs 22.7M total words). For the AFP part, their sentences performed a little better

than ours for larger data sets on the test set. Using our data being able to achieve an

improvement of 0.30 and 0.54 BLEU points and theirs achieving 0.09 and 0.63 BLEU

point improvement on development and test sets respectively (selected on the best score

achieved on the dev set).

The trend in the BLEU score in figure 3.13 shows that our sentence selection scheme

is comparable (and often better) in terms of results with that of ISI. In ISI’s framework,

the confidence scores provided are based on the IR and maximum entropy classifier

scoring scheme, whereas our filters score the sentences based on linguistic sentence

similarity. Moreover our scheme does not require any complex operations, just simple

filters.

3.14 Future Perspectives

The IR framework has a number of possible formulations for indexing and retrieval.

We think that a comparison of some of them would be a potential future work.

An interesting extension would be to use more than one sentence per query as

returned by IR. Though this amounts to duplicating the source sentence, but parallel

corpora often contain multiple translations. Several methods can be used to choose

the potential sentences, e.g. computing a similarity score (TER, TERp, PER, WER
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or even cross-entropy, BLEU and NIST etc.) between the query and each retrieved

sentence, and using all the sentences above a certain threshold. Another way of doing

this implicitly using the IR framework would be to implement the index such that one

sentence constitutes a document and then retrieve n-best results. We have used this

scheme in the framework of our work on monolingual corpora (chapter 4), however

applying this design for comparable corpora needs to be investigated.
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Chapter 4

Exploiting the Monolingual

corpora

4.1 Overview

In this chapter we apply our approach to make use of available target language texts

to improve SMT performance. We use information retrieval techniques to find the sen-

tences most related to the task. Our work is inspired by the ideas of lightly-supervised

training [Schwenk, 2008] and self-enhancing [Ueffing, 2006]. In the next section we

present a brief introduction to our work followed by a brief presentation of previous

works (section 4.3). We then describe our research in detail in section 4.4 followed by

the presentation of experimental results in section 4.5 and show that we are able to

improve competitive SMT systems. We conclude the chapter by a discussion on future

perspectives.

4.2 Introduction

The theme of this dissertation is to devise methods to exploit the available corpora

(other than parallel corpora), to be able to create training material for SMT systems

and eventually improve SMT quality. In the previous chapter we showed improvements

by exploiting comparable corpora. In this chapter we focus on monolingual corpora to

achieve the same goal, i.e. increase the pool of SMT training data to get improvements

in quality.

For our research with comparable corpora as presented in the previous chapter, we

used the source language translations as queries for IR. Interestingly, the source corpus
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and its translations are themselves bitexts, though not of good quality as they have been

produced by an SMT system, but still the best translations can be used as additional

parallel texts. Schwenk [2008] adopt this approach by translating large amounts of

monolingual texts and using these translations as additional training material. They

filter the translations using the SMT confidence score and use the most reliable ones.

They call this approach lightly-supervised training. Recently, [Lambert et al., 2011]

while reporting improvements using such automatic translations, showed that it is

more beneficial to use translated texts which were translated from the target to the

source language as this avoids the use of bad translations and translation errors are not

propagated. But these approaches do no selection of appropriate data which results in

a high complexity as large amounts of sentences are translated.

We propose an extension to these approaches by using IR to find the sentences

most related to the in-domain development and test data. Translations of these found

sentences are then used as additional bitexts. This considerably reduces the computa-

tional cost since only small amounts of data must be translated automatically. We use

the available in-domain monolingual data in the target language. This data is usually

available in large amounts since it is needed to train the target language model. We use

IR techniques to select a small subset of relevant sentences in this LM data collection.

The queries for IR are either the reference translations of the development data or the

automatic translations of the test data as produced by a baseline system. This gives

us the sentences which are related to the development and test data. We then trans-

late these sentences and add them as additional bitexts. By these means we perform

unsupervised training similar to Schwenk [2008], but we make an active selection of

the sentences most related to the task, instead of translating blindly millions of words.

Following this scheme, we were able to get appreciable improvements in SMT scores

for English-French state-of-the-art SMT systems.

In figure 4.2 we show a high level architecture our two methods for comparison. Use

of SMT and IR are the two main features for both the methods. When using compa-

rable corpora to find parallel sentences, we use the translations of the source language

comparable corpus and find matching sentences from the target language comparable

corpus using IR. We then use the best sentence pairs based on the filter scores as addi-

tional bitexts. While, for monolingual corpus, instead, we translate the test corpus and

do IR on the target language LM data using the test data translations and the target

language development data as queries. Doing so, we find the sentences most related to

the task. We then translate these sentences and use them as bitexts.
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Figure 4.2: High level architecture of our approach when applied to monolingual cor-
pora.

A direction of research very much related to our work is by [Ueffing, 2006] who

translate the source side of test data and use the most reliable translations (using the

SMT confidence scores) to train an additional phrase table that is used jointly with

the generic phrase table. They term this approach self-training, and it adapts the

translation model close to the test data. This could be also seen as a mixture model

with the in-domain component being built on-the-fly for each test set. In follow up work,

this approach was refined [Ueffing, 2007]. In contrast, while we use the development

and test data to find the related sentences from target language texts, we do not strictly

adapt the system to testing data, rather we add new sentences to the training data that
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are most related to testing domain and a completely new model is built.

A variation of terms have been used in the literature for the use of automatic

translations as bitexts, the choice of the term relates to the task and the point of

view of the experimenter. [Ueffing et al., 2007] use the term semi-supervised learning,

while [Schwenk, 2008; Schwenk and Senellart, 2009] call their method lightly-supervised

training, [Bojar and Tamchyna, 2011] say reverse self-training, whereas [Lambert et al.,

2011] call it unsupervised training. We shall be using the term unsupervised training

to refer to this phenomenon.

In phrase-based machine translations systems, the translation model is represented

by a large list of all known source phrases and their corresponding target language

phrases. These entries are weighted using several probabilities, e.g. phrase translation

probabilities in the forward and backward direction, as well as lexical probabilities

in both directions. The phrases of the phrase-table are automatically extracted from

sentence aligned parallel data. Adaptation of the translation model could be performed

by modifying the probability distribution of the existing phrases without necessarily

modifying the entries. The idea is to increase the probabilities of translations that are

appropriate to the task and to decrease the probabilities of the other ones. By adding

more domain specific data this is achieved by increasing the probability of the domain

related phrases as compared to unrelated ones.

Unsupervised training as proposed previously [Bojar and Tamchyna, 2011; Lam-

bert et al., 2011; Nicola Bertoldi, 2009; Schwenk, 2008] consists in translating all the

monolingual data in the source or target language, to filter it according to some confi-

dence measure, and to add this data to the existing human translations. We propose

an efficient extension to unsupervised training by presenting an active data selection

mechanism which helps to considerably reduce the computational cost, since only small

amounts of data will need to be translated automatically. Also, note that this approach

can also be used for domain adaptation by finding sentences most related to the training

or testing domains.

4.3 Related Works

In this section we give a brief overview of research that has been done in the fields of

unsupervised training and translation model adaptation. Ueffing [2007] presents exten-

sive research based on the previous work in [Ueffing, 2006]. They show improvements

in SMT using unsupervised training. They use an iterative approach by translating the

source language test data in each iteration and re training the translation model. They
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investigated several scoring criteria. Extending the work in [Schwenk, 2008], Schwenk

and Senellart [2009] report using automatic translations of in-domain monolingual texts

to adapt the translation model of an SMT system trained on out-of-domain corpus. By

learning new task-specific phrase-pairs, they report an improvement of 3.5 points BLEU

on the test set for the Arabic-French language pair.

Nicola Bertoldi [2009] also use automatic translations to adapt the translation model

of an SMT system to work properly on another domain. They further use these trans-

lations to adapt the language model and reordering model. They trained a Spanish-

English system using the UN corpus and used the Europarl data for adaptation, doing

so they report a 5.5% improvement on the BLEU score on test set. Domain adapta-

tion was also performed simultaneously for the translation, language and reordering

model in [Chen et al., 2008]. [Bojar and Tamchyna, 2011] work on several European

languages and use the automatic translations of target-side monolingual data to extend

the vocabulary of the translation model. They use the term reverse self-training for

their method.

Domain adaptation has more frequently been used using parallel corpora in ap-

proaches which try to make maximum use of the available training material. This is

commonly done by modifying the statistical model and using a mixture model to opti-

mize the coefficients to the adaptation domain. This was investigated in the framework

of SMT by several authors, for instance for word alignment [Civera and Juan, 2007],

for language modeling [Koehn and Schroeder, 2007; Zhao et al., 2004] and to a lesser

extent for the translation model [Chen et al., 2008; Foster and Kuhn, 2007]. This mix-

ture approach has the advantage that only few parameters need to be modified, the

mixture coefficients.

Information retrieval has been previously used in the context of translation model

adaptation by [Hildebrand et al., 2005], who use IR to find sentences similar to the

test set from the parallel training data. They use the source side of the test data

to find related sentences from the parallel corpora. [Lu et al., 2008] use a similar

technique of using IR to select and weigh portions of existing training data to improve

translation performance. While adaptation using existing parallel texts has shown this

to be beneficial for translation quality, it does not create any new translation rules

but only distributes the probability mass associated with the existing translation rules.

Whereas, with our approach new translation rules can be learned since we ‘create‘ new

adapted training data.
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Figure 4.3: Architecture of the proposed approach.

4.4 Architecture of the approach

Figure 4.3 provides a general representation of our approach. We want to build an

SMT system to translate from source to target language. For this purpose we have

parallel corpora to train the translation model and monolingual data in the target

language to train the language model. This data is used to build a baseline system

and an additional inverse system to translate from the target to the source language.

Additional source language monolingual data is used to train the LM for the inverse

system. The baseline system is used to translate the test data into the target language.

These translations and the reference translations of the development data are then used

to retrieve relevant sentences in the large collection of language model training data.

These n-best sentences are then translated back to the source language by the inverse

system. Finally the obtained automatic translations together with the corresponding

retrieved sentences are used as additional parallel training data and a new improved
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system is built (to translate from source to target). In the research reported in thesis,

we have applied this approach to translate from English to French. We present the

improvements that we achieve in section 4.5.

As in the previous chapter, we used the Lemur IR toolkit for finding the matching

sentences. The language model data, which was in French for our experiments was used

as index. The queries for IR are the reference translations of the development data and

the automatic translations of the test data as produced by the baseline system. For this

task we indexed each sentence as a document, thus for each query sentence we retrieved

a set of matching documents, where each document was in fact one sentence. Our

indexing scheme here is different from our indexing scheme presented in the previous

chapter (chapter 3, section 3.4.3.1). In that approach we indexed documents as they

were in the original corpus i.e. one news article as a document composed of sentences

and used the passage retrieval feature of the toolkit to retrieve sentences rather than

documents. Here, our LM data has no explicit document specification, so we change

our indexing scheme to fully conform to our need. We then retrieved n sentences per

query. We experimented with various values of n. Note, that we can increase the size

of the additional bitexts by increasing the size of n, we found the ideal value to be

different for several baseline data as is presented later in section 4.5.

4.4.1 Choice of translation direction

In approaches using automatic translations as additional bitexts [Bojar and Tamchyna,

2011; Lambert et al., 2011; Nicola Bertoldi, 2009; Schwenk, 2008], the question of

whether to use source language or target language adaptation data is an important one.

Nicola Bertoldi [2009] raised this question and reported a better gain when adaptation

data is available in the target language as compared to the source language. However

for them when data is in source language they adapt only the translation model, while

they adapt both the TM and LM when target language data is available. The presence

of an adapted LM, doesn’t solely conclude target language data to be better than source

language data.

Recently, Lambert et al. [2011] showed that it is better to translate from the target

to the source language instead of the inverse direction. Automatic translations can of

course contain wrong translations. If we translate from source to target, these wrong

translations are added to the phrase table and may be reused in future translations

performed by the adapted system. However, if the automatic translations done in the

target-source direction are added, the translation errors will appear in the source side
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baseline translated bitexts Dev Test

BLEU BLEU TER

Eparl + nc - 26.20 (0.06) 28.06 (0.22) 56.85 (0.09)

news fe 45M 27.18 (0.09) 29.03 (0.07) 55.97 (0.07)

news ef 45M 26.15 (0.04) 28.44 (0.09) 56.56 (0.11)

Eparl + nc + subset109 - 26.95 (0.04) 29.29 (0.03) 55.77 (0.19)

news fe 45M 27.42 (0.02) 29.77 (0.06) 55.27 (0.03)

news ef 45M 26.75 (0.04) 28.88 (0.10) 56.06 (0.05)

Table 4.1: Translation results of the English–French systems augmented with a bitext
obtained by translating news data from English to French (ef) and French to English
(fe). 45M refers to the number of English running words. The values are the average
over 3 MERT runs performed with different seeds. The numbers in parentheses are the
standard deviation of these three values.

of the adapted phrase table. They argued that this will have less impact since it is

less likely that wrong phrases will be matched when translating grammatically correct

(source) sentences.

In table 4.1 we re-present results from WMT11 evaluation [Lambert et al., 2011].

The subset109 is a subset of the so called 109 French-English parallel corpus containing

data crawled from Canadian and European Internet pages. This data was filtered

using IBM-1 probabilities and language model scores to keep only the most reliable

translations [Lambert et al., 2010]. Two subsets were built with 115M and 232M

English words respectively (using two different settings of the filter thresholds).

These are the results for English-French systems adapted with news data translated

from English to French (ef) and French to English (fe) direction. The experiment was

repeated with two baseline corpora, the smaller baseline comprising the europarl and

the news commentary bitexts and a larger baseline including the subset109. The results

show clearly that target to source translated data are more useful than source to target

translated data. The improvement in terms of BLEU score due to the use of target-to-

source translated data instead of source-to-target translated data ranges from 0.5 to 0.9

points. For instance, the baseline system “eparl+nc” achieves a BLEU score of 28.06 on

the test set. This could be improved to 29.03 using automatic translations in the reverse

direction (French to English), while we only achieve a BLEU score of 28.44 when using

automatic translation performed in the same direction as the system to be adapted.
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The effect is even clearer when we try to adapt the large system “eparl+nc+subset109”.

Adding automatic translations translated from English-to-French did actually lead to

a lower BLEU score (29.29 → 28.88) while we observe an improvement of nearly 0.5

BLEU in the other case. The values are the average over 3 MERT runs performed with

different seeds. The numbers in parentheses are the standard deviation of these three

values.

Working on English-French translation, following these lines, we chose to do IR on

the French (target) monolingual data. We then translated these sentences to English

using the inverse SMT system that we built.

4.4.2 Reuse of word alignments

In the previous works, for example, [Lambert et al., 2011; Schwenk, 2008; Schwenk and

Senellart, 2009; Ueffing, 2006], the filtered automatic translations were added to the

parallel training data and the full pipeline to build an SMT system was performed again,

including word alignment with GIZA++. Word alignment of bitexts having several

hundred millions of words is a very time consuming task. Table 4.2 shows the word

alignment times for several baseline corpora that we worked on during this research.

These have been computed using the multi-threaded version of the GIZA++ tool [Gao

and Vogel, 2008]. We can see that even the smallest of these corpora, i:e eparl+nc takes

9 hours and 40 minutes in the alignment process. Building a new system by adding

additional corpora would traditionally require the whole GIZA process to be repeated

for each such experiment.

Corpus M words GIZA++ time

eparl+nc 58.1M 9h 40m

eparl+nc+abs+dico 60.7M 10h

eparl+nc+abs+dico+subset109 333.6M 43h

Table 4.2: Word alignment times taken by various corpora using mGiza with two jobs
of 4 threads.

The Moses decoder provides an option to output word-to-word alignment for each

sentence-translation pair, provided these word-to-word alignments are available in the

phrase table. Having this additional word alignment information in the phrase table
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introduces a disk usage overhead but no overhead at decoding time. So for our experi-

ments, the word alignments from the automatic translations are added to the previously

calculated alignments of the baselines texts (along with the bitexts) and a new phrase

table is built. This resulted in an appreciable speed-up of the procedure.

Reusing these alignment does not just speed up the overall processing, but there

have also been investigations that the alignments obtained by decoding are more suit-

able to extract phrases than the symmetrized word alignments produced by GIZA++.

Wuebker et al. [2010] presents an approach using forced alignments and a leave-one-out

technique, and to use the induced alignments to extract phrases. They report improve-

ments with respect to word alignments produced by GIZA++. While, on the other

hand, Nicola Bertoldi [2009] adapted an SMT system with automatic translations and

trained the translation and reordering models on the alignments produced by Moses.

They report a small drop in performance with respect to training word alignments with

GIZA++. They also report a gain of almost 50% in training time. Similar ideas were

also used in pivot translation [Bertoldi et al., 2008].

Dev Test

alignment BLEU BLEU TER

giza 27.34 (0.01) 29.80 (0.06) 55.34 (0.06)

reused giza 27.40 (0.05) 29.82 (0.10) 55.30 (0.02)

reused moses 27.42 (0.02) 29.77 (0.06) 55.27 (0.03)

Table 4.3: Results for systems trained via different word alignment configurations.
The values are the average over 3 MERT runs performed with different seeds. The
numbers in parentheses are the standard deviation of these three values. Translation
was performed from English to French, adding 45M words of automatic translations
(translated from French to English) to the baseline system “eparl+nc+subset109”.

In WMT11 evaluation [Lambert et al., 2011], an analysis of systems built by running

GIZA++ on all the data and the system trained using Moses alignments was presented.

When word alignments of the baseline corpus (not adapted) are trained together with

the translated data, they could be affected by the phrase pairs coming from incorrect

translations. To measure this effect, we trained an additional system, for which the

alignments of the baseline corpus are those trained without the translated data. For the

translated data (reused moses), we re-use the GIZA++ alignments trained on all the
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data. Whereas, for reused giza we do a complete training of the baseline + automatic

translations, and then substitute the baseline alignments by those trained without the

automatic translations, in order to check if Moses alignments did not degrade the

baseline alignments.

Table 4.3 reports the results of these three alignment configurations. For these

experiments 45M words of French sources and English translations were added to the

eparl+nc+subset109 baseline corpus (286M words). According to the BLEU and TER

scores, reusing the Moses alignments to build the adapted phrase table has no signif-

icant impact on the system performance. Given the large size of the baseline corpus

(especially subset109), we can attribute this to the fact that the unsupervised data

was small compared to the baseline. We then repeated the experiment replacing the

subset109 with a smaller selection of 109 and arrived at the same conclusion. However,

the re-use of Moses alignments saves time and resources. On the larger baseline corpus,

the mGiza process lasted 46 hours with two jobs of 4 threads running and a machine

with two Intel X5650 quad-core processors.

In the results reported in this chapter, we have made use of the word alignments

obtained implicitly during the translation of the monolingual data with the Moses

toolkit. In doing so for each experiment we gain considerable time.

4.4.3 Multi-pass approach

There are cases where we want to adapt our system to domains for which we only have

data in the source language. A typical example is an international evaluation where we

would like to adapt our system to the evaluation data. This could be done by performing

cross-lingual IR which is usually implemented with a dictionary to translate some of the

key words. Alternatively, we can use the unadapted system to translate the evaluation

data and then use the hypothesis to retrieve relevant sentences. These sentences would

be translated back to the source language and then added to the parallel training data

and an adapted system would be built. This system is finally used to translate again

the evaluation data. In summary we have a two pass system.

We don’t expect a big difference in the sentences retrieved by IR using automatic

translations as queries or the reference translations since IR techniques are usually

invariant to typical errors of SMT systems like morphology or word order. Also, in

the previous chapter (chapter 3, section 3.12) we show that the quality of the retrieved

sentences does not depend upon the quality of translations used for IR.

This two pass approach is an interesting extension of self-learning [Ueffing, 2006].
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4. EXPLOITING THE MONOLINGUAL CORPORA

Instead of using directly the automatic translations, we use them to perform IR and re-

trieve similar sentences in larger amounts of data, which are then themselves translated

back to the source language. By these means we get more adaptation data and our

adaptation technique suffers less from translation errors since their appear on the source

side. We also create a completely new systems instead of building a small additional

phrase-table as in self-learning of [Ueffing, 2006].

Finally, there are nice similarities with language model adaptation techniques used

in speech recognition. Chen et al. [2001] for instance, use the hypothesis of the speech

recognizer to retrieve related sentences by IR which are then used to build an additional

LM. This LM is used in the second pass of the speech recognizer.

4.5 Experimental Evidence

In this section we provide experimental evidence by presenting the results using our

approach. We first describe the experimental resources used in our experiments, fol-

lowed by a brief description of baseline SMT systems (section 4.5.2). We then present

in detail the results of our experiments in sections 4.5.3 and 4.5.4.

4.5.1 Experimental Resources

We consider the translation of scientific documents from English into French. This

task is part of a larger project that aims in providing interactive machine translation of

research papers between these two languages COSMAT.1 We work on scientific papers

in the area “Computer Science” only. We extracted in-domain monolingual and parallel

data from the HAL data archive of the COSMAT project. This process is explained

below, before describing the out-of-domain resources used in our research.

We first converted the pdf files of computer science data to plain text (via the

TEI format) using the Grobid2 open-source converter. These documents are nearly

exclusively monolingual, but the thesis from French universities must include both an

abstract in French and in English. Although in some cases the two abstracts may not

be strictly parallel translations or may contain translation errors, our experiments show

that these abstracts turned out to be useful parallel data.

The abstracts were first aligned at the sentence level. Then training, development

and test data were selected. To avoid including incorrectly aligned sentence pairs in

the development and test data, the selection was performed based on the cost of the

1http://www.cosmat.fr
2http://grobid.no-ip.org
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IBM Model 1 [Brown et al., 1993] for each sentence pair. The development and test

data sets were chosen at random within the subset of sentence pairs whose IBM 1 score

satisfied a certain criterion. About 50k running words were selected. The rest of the

data was used as training set. We also had available various bilingual dictionaries that

partly contain domain specific vocabulary. Table 4.4 gives an overview of the available

data.

Corpus English French

Bitexts:

Out-domain:

Europarl (eparl) 50.5M 54.4M

News Commentary (nc) 2.9M 3.3M

Crawled (subset109) 667M 794M

In-domain:

Thesis abstracts (abs) 1.4M 1.6M

Various dictionaries (dico) 0.9M 1M

Development set 25.8K 28.7K

Test set 26.1K 29.2K

Monolingual data:

LDC Gigaword 4.1G 920M

Crawled news 2.6G 612M

Scientific articles 54M 19M

Table 4.4: Data available for the English/French COSMAT task. Only the thesis
abstracts and to some extent the dictionaries may be considered as in-domain data.

The parallel out-of-domain data used were the Europarl corpus (European Parlia-

ment proceedings), the News-commentary corpus (quality commentary articles about

the news) and a selection1 of the French–English 109 corpus (mostly crawled from

bilingual Internet sites).

The monolingual data used to train our language model were the monolingual ver-

1We applied the same two filters as [Lambert et al., 2011] to select this subset. The first one is
a lexical filter based on the IBM model 1 cost of each side of a sentence pair given the other side,
normalized with respect to both sentence lengths. This filter was trained on a corpus composed of
Europarl, News-commentary, and United Nations bitexts. The other filter is an n-gram language
model cost of the target sentence, normalized with respect to its length. This filter was trained with
all monolingual resources available except the 109 data.
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Human bitexts M words Dev Test
(French)

eparl+nc 58.1M 33.52 32.80

eparl+nc+abs 59.7M 38.66 38.19

eparl+nc+abs+dico 60.7M 38.96 38.31

eparl+nc+abs+dico+subset109 333.6M 39.35 38.13

Table 4.5: The baseline systems used in our experiments.

sion of the bitexts, the news corpus provided at WMT 2011 (crawled from the web)

and the LDC Gigaword collection.

4.5.2 Baseline SMT systems

We built standard phrase-based SMT systems using the default settings of the Moses

toolkit [Koehn et al., 2007]. The multi-threaded version of the GIZA++ tool was used

to compute word alignments. The parameters of Moses are tuned on the development

data using the MERT tool.

A 4-gram back-off language model was trained on all the available monolingual

data. This data was split into several parts, individual LMs were trained using modified

Kneser-Ney smoothing as implemented in the SRILM toolkit [Stolcke, 2002] and then

interpolated to get one huge LM. The corresponding interpolation coefficients were

calculated to optimize the perplexity on the development data using the usual EM

procedure. In addition, we have observed small improvements by keeping all observed

n-grams, i.e. using a cut-off value of 1.

The BLEU scores are calculated with the tool multi-bleu.perl as provided in the

Moses toolkit. Scoring is case sensitive and includes punctuation. Table 4.5 shows

a summary of various baseline system scores. The starting point is a system trained

on the Europarl and News Commentary bitexts (58.1M words) with a BLEU score of

32.80 on the test data. Adding a very small amount of in-domain data from bilingual

abstracts of French PhD thesis (corpus “abs”) substantially improves the BLEU score

to 38.19. The use of the dictionaries has only a small impact (BLEU score of 38.31

on the test data), as a huge subset of the 109 bitexts (BLEU score of 38.13). Note,

that though the huge subset has a relatively better score on the development data, it

doesn’t perform well on the test data. This clearly indicates that in-domain parallel

training data can’t be easily substituted by large amounts of generic parallel data.
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4.5.3 Adding n-best automatic translations

In this section we report the results of our methods to use monolingual data in target

language to adapt the translation model. We had around 19M words of scientific texts

in French. We performed IR on these texts and retrieved n-best sentences matching the

development and test data. We performed SMT experiments with different settings,

i.e. varying the number of sentences returned by IR that will be translated back to the

source language.

Bitexts M words Dev Test
(French)

eparl+nc 58.1M 33.52 32.80

eparl+nc+50-best IR 62.1M 38.72 38.04

eparl+nc+abs 59.7M 38.66 38.19

eparl+nc+abs+30-best IR 62.1M 39.89 38.50

eparl+nc+abs+dico 60.7M 38.96 38.31

eparl+nc+abs+dico+70-best IR 65.8M 39.86 38.95

eparl+nc+abs+dico+subset109 333.6M 39.35 38.13

eparl+nc+abs+dico+subset109+30-best IR 335.8M 39.80 38.76

Table 4.6: Adding the n-best unsupervised sentences to baseline corpora.

In figure 4.4 we show the general trend obtained when adding our unsupervised

bitexts to the already available human translated corpora. The number of added words

are increased by changing the n-best sentences selected. We see that for the initial base-

line, eparl+nc, adding the n-best sentences is almost a continuous gain in performance

until around 63.5M words when the performance starts to decline. Whereas, in the case

of the other two baselines eparl+nc+abs and eparl+nc+abs+dico, which already have

some in-domain data, the curves have some points where performance drops and then

rises back again. Also, for these two baselines, we get a better gain on development

set as compared to the test set, especially for the case of eparl+nc+abs+dico, where

adding 0.8M of automatic translations we practically get no gain on the test set. In

table 4.6 we report the results for each configuration which showed best performance
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on the development data.

The first appealing result is that we seem to be able to achieve basically the same

result by adding 4M words of our automatic translations than adding 1.4M words

of real in-domain parallel data. This is the case for the eparl+nc corpus plus 4M

words corresponding to the translations of the 50-best sentences retrieved for each

query. Adding our automatic translations we get an improvement of 5.24 BLEU points,

whereas adding real in-domain parallel data gives an improvement of 5.39 BLEU points.

Even, when this in-domain parallel data is available, we can still achieve improve-

ments by unsupervised training, this is evident from 3rd and 4rth row in table 4.6,

where we get an increase of 1.23 and 0.31 BLEU points on dev and test data re-

spectively. Having nice results, we try to improve the system trained on the bitexts

eparl+nc+abs+dico (60.7M words). Here we have used all the available in-domain bi-

texts, i.e. PhD thesis abstracts and various dictionaries. Adding about 5.5M words

of selected automatic translations, we achieve an improvement in the BLEU score of

about 0.5 points on the test set (38.31 → 38.95).

Finally, we add our unsupervised sentences to the big data set, eparl+nc+abs+dico+subset109.

Interestingly, adding just 2.2M words corresponding to the translations of 30-best sen-

tences, we get a gain of 0.63 BLEU points on test data. We did not do experiments

with different n-best sizes for this big data set.

4.5.4 Adding automatic translations based on relative difference

We experimented with an IR score based sentence selection method. The idea is based

on the observation that not all the results returned by the IR process are always related

to the query sentence. Since the results are sorted by their similarity score, thus it is

often at the end that the most unrelated sentences exist. We try to exclude these not so

related sentences by comparing their similarity score with the first sentence (the best

match). Thus, if the relative difference is greater than a certain threshold, we discard

the sentence. So, instead of using the n-best hypothesis returned by IR, we select the

sentences returned by each query based on a threshold on the relative difference with

respect to the best answer. Therefore, the number of sentences translated back to

English (source language) varies for each IR query.

Figure 4.5 shows the results of our two proposed sentence selection techniques, i.e.

n-best selection and selection by relative difference. These are obtained by adding the

automatic translations using the two techniques to the baseline eparl+nc+abs+dico.

The crosses show the baseline scores. From these figures, generally the new selection
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Figure 4.5: Comparison of our two adaptation techniques. Trend on BLEU score
obtained by adding the automatic translations using the two techniques to the baseline
eparl+nc+abs+dico

scheme based on relative difference seems better. Theoretically, selecting based on

relative goodness of the sentences, we get the power to fine tune the process of sentence

selection.

Figure 4.6 shows the number of words selected by each scheme. As can be seen,

with selection by relative difference around 14% most of the sentences are selected.
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Since we performed IR on in-domain French texts so the relative difference among the

good and bad sentences is not very large. In case of finding related sentences from out

of domain texts, the relative difference amongst the sentences would be large and a

greater relative percentage might be needed to select all the sentences.
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Figure 4.6: Comparison of our two adaptation techniques in terms of number of French
words selected for each threshold.

Generally in the IR framework, when we retrieve n-best sentences, the relative

number of reliable or related sentences vary for each query sentence. It is often the

case that for one query only the top few sentence are good (e.g.. top 15%), whereas

for some other query most of the sentences are related (e.g.. top 65%). Rather than

taking the n-best retrieved sentences for each query, we select the number of sentences

to take from each result based on its relative difference with respect to the best answer.

By selecting more of the good sentences and less of the non-related sentences, we are

able to do a refined selection, even from the sentences returned by IR.

4.5.5 A crude comparison of unsupervised selection schemes

In table 4.7, we present a crude comparison of the three unsupervised data selection

schemes, i,e. unsupervised training as in [Schwenk, 2008], and our two schemes pre-

sented above. We call this a crude comparison because we did not perform systematic

experiments to find the optimal threshold of the sentence normalized log-score of the
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Bitexts M words Dev Test
(French)

eparl+nc+abs 59.7M 38.66 38.19

+ SMT threshold 0.75 64.8M 38.83 37.75

+ 30-best IR 62.1M 39.89 38.50

+ IR rel. diff 10 66.8M 39.72 38.67

eparl+nc+abs+dico 60.7M 38.96 38.31

+ SMT threshold 0.75 65.8M 39.02 38.90

+ 70-best IR 66.2M 39.86 38.95

+ IR rel. diff 1.5 62.2M 39.79 38.89

+IR rel. diff 2.5 64.2M 39.66 39.17

eparl+nc+abs+dico+subset109 333.6M 39.35 38.13

+ SMT threshold 0.75 338.4M 39.34 38.87

+ 30-best IR 335.8M 39.80 38.76

+ IR rel. diff 1.5 334.8M 39.62 39.08

Table 4.7: Comparison of different adaptation techniques when translating English
scientific texts into French.

decoder for unsupervised training as proposed by [Schwenk, 2008], but simply used a

value which seems to be a good compromise of quality and quantity of the translations,

i.e. 0.75. Further, for our scheme of relative difference, we found 1.5% to be the best

threshold for the baseline eparl+nc+abs+dico so we used only this data for the larger

baseline, i.e. eparl+nc+abs+dico+subset109.

We see that the three methods are very close by, with the two new extensions pro-

posed in this research to have a slight edge. The best BLEU score of our experiments

(39.17) on the test data is obtained by choosing the sentences based on relative differ-

ence. The new methods proposed in this research always achieves results on the test

data at least as good than the original method presented in previous works [Lambert

et al., 2011; Schwenk, 2008]. However, our proposed approach has a much smaller

complexity since we actively select the monolingual data to translate instead of blindly

processing large amounts, followed by some filtering.
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4.6 Conclusion and Perspectives

In this chapter we have presented an extension to unsupervised learning [Schwenk,

2008] by proposing a framework to actively select the sentences most relevant to the

task. We attain the same performance as unsupervised training but with an evident

reduction in complexity of the task.

We have proposed the use of IR to select the sentences most relevant to the testing

domain. We use these sentences filtered by the IR score. Recently, techniques were

proposed to select the most appropriate parallel data, e.g. Axelrod et al. [2011] who

use the cross-entropy measure. It would be certainly interesting to try that approach

in our setup.

When re-use the translations (target to source) as additional bitexts, we do not use

any explicit filtering, partly due to the fact that we add the translations in target-to-

source direction and the errors in translations are not propagated since they occur on

the source side. However, it would be still be good to add only the translations which

have a good sentence normalized log-score of the decoder.

Another, interesting perspective of this work would be to replace the automatic

translations with human translations. By these means we try to select to most inter-

esting data to be translated by humans in order to improve an existing system. This

is usually called active learning.
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Chapter 5

Conclusions

In this dissertation we have reported efficient methods to produce parallel data from

amply available data resources, i.e. the comparable and monolingual corpora. We take

advantage of information retrieval techniques to build a robust and efficient framework

for constructing parallel data from these resources. The presented framework is capable

of processing large amounts of corpora. We show that the parallel data produced

with our methods helps considerably to improve the performance of statistical machine

translation systems.

This research is a valuable addition to the field of comparable corpus processing.

The approach described in this research makes several important contributions. Our

method is to translate the source language side of the comparable corpus and use the

translations to find the corresponding parallel sentences from the target language side

of the comparable corpus. Thus, starting with small amounts of sentence aligned bilin-

gual data to build an SMT system, large amounts of monolingual data are translated.

These translations are then employed to find the corresponding matching sentences in

the target language side of the comparable corpus, using information retrieval meth-

ods. Finally, simple filters are used to determine whether the retrieved sentences are

parallel or not. By adding these retrieved parallel sentences to already available human

translated parallel corpora we were able to improve Arabic-English and French-English

SMT systems.

Contrary to the previous approaches as in [Munteanu and Marcu, 2005] which used

small amounts of in-domain parallel corpus as an initial resource, our system exploits

the target language side of the comparable corpus to attain the same goal. We add

the target language comparable corpus to the LM data, thus the comparable corpus

itself helps to better extract possible parallel sentences. The detailed comparison of

our approach with their approach shows our approach comparable in terms of results
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and also efficient because of its simple design.

We provide a scheme where for each query sentence we retrieve a probable matching

sentence rather than matching documents. This feature simplifies further processing

where simple sentence comparison measures are enough to determine the quality of

sentence pair in terms of being potentially parallel or not. Cettolo et al. [2010] also

report using the same scoring method, i.e. filtering the sentences based on TER score

to select sentences for their parallel fragment extraction.

We have also presented an extension to the work of [Schwenk, 2008] by presenting a

framework capable of actively selecting appropriate sentences to be used as bitexts. The

main idea of our approach is to use information retrieval techniques to extract a small

subset of sentences from the LM data that are mostly related to the task (by using the

sentences of the development and test data as IR queries). These retrieved sentences

are then translated back to the target language and the automatic translations are used

as additional parallel training data to build a new improved SMT system. In contrast

to previous work, we actively select the monolingual data which seems to be most

appropriate for the task. By these means we considerably reduce the computational

cost of unsupervised training of the translation model since only small amounts of data

must be translated automatically.

Our research contributes a method by employing an SMT system itself and IR

techniques to produce additional parallel corpora from easily available corpora. The

idea of using proper SMT translations has also been used in [Do et al., 2010; Gahbiche-

Braham et al., 2011; Uszkoreit et al., 2010].

The lack of parallel corpora is a major bottleneck in the development of SMT sys-

tems for most language pairs. The methods presented in this paper are a step towards

the important goal of automatic acquisition of such corpora. We propose schemes for

exploiting comparable and monolingual corpora which are generally available in huge

amounts for many languages and domains. Our schemes use only open source tools,

thus making them easy to implement for anyone. In this research, we have shown how

they can be used to efficiently mine for parallel sentences.

5.1 Perspectives and possible extensions

The research presented in this thesis has a number of obvious extensions. We have

shown that using simple filters like WER, TER and TERp, we can effectively determine

good parallel sentence pairs given the SMT translation and the sentences retrieved by
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IR. Employing other sentence comparison metrics could help to find a different (might

be better) set of sentences, like Do et al. [2010] used TER, NIST, BLEU and PER for

scoring their sentences and found PER to be best suited for their approach.

A limitation of our work is that we did not experiment with various IR evaluation

schemes to find the related sentences from the corpora. It would be an interesting

study to try multiple evaluation methods, like okapi, cosine measure, word confidence

scores, etc. Furthermore, the IR toolkit that we used provides two indexing schemes,

with different retrieval algorithms. Finding related sentences using different indexing

schemes and experimenting with a variety of sentence similarity metrics is an obvious

extension to this work.

A possible extension to the scheme presented in chapter 3 could be to use more

than one sentence per query as returned by IR. Though this amounts to duplicating

the source sentence, but parallel corpora often contain multiple translations. Several

methods can be used to choose the potential sentences, e.g. computing a similarity

score (TER, TERp, PER, WER or even cross-entropy, BLEU and NIST etc.) between

the query and each retrieved sentence, and using all the sentences above a certain

threshold. Another way of doing this implicitly using the IR framework would be to

implement the index such that one sentence constitutes a document and then retrieve

n-best results (as done for monolingual corpora (chapter 4)).

Our approach can also be extended to extract parallel sentences from huge amounts

of corpora available on the web by identifying comparable articles using techniques such

as [Fung et al., 2010; Hong et al., 2010; Nie et al., 1999; Resnik and Smith, 2003; Yang

and Li, 2003].

In chapter 4, we have proposed the use of IR to select the sentences most relevant

to the testing domain. We use these sentences filtered by the IR score. Recently,

techniques were proposed to select the most appropriate parallel data, e.g. Axelrod

et al. [2011] who use the cross-entropy measure. It would be certainly interesting to

try that approach in our setup.

Another interesting perspective of the work in unsupervised learning would be to

replace the automatic translations with human translations. By these means we try

to select to most interesting data to be translated by humans in order to improve an

existing system. This is usually called active learning.
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Publications

• Sadaf Abdul-Rauf and Holger Schwenk, Parallel sentence generation from com-

parable corpora for improved SMT, Machine Translation, pages 1-35, 2011.

• Holger Schwenk and Sadaf Abdul-Rauf, LIUM’s Statistical Machine Translation

System for the NTCIR Chinese/English Patent Translation Task, NTCIR9 Pro-

ceedings, to appear 2011.

• Patrik Lambert, Holger Schwenk, Christophe Servan and Sadaf Abdul-Rauf, In-

vestigations on Translation Model Adaptation Using Monolingual Data, Empiri-

cal Methods in Natural Language Processing, Workshop on statistical Machine

Translation (EMNLP/WMT), Edinburgh, 2011.

• Holger Schwenk, Patrik Lambert, Loic Barrault, Christophe Servan, Sadaf Abdul-

Rauf, Haithem Afli, Kashif Shah, LIUM SMT Machine Translation Systems for

WMT 2011, Proceedings of the Sixth Workshop on Statistical Machine Transla-

tion, 2011.

• Patrik Lambert, Sadaf Abdul-Rauf, and Holger Schwenk. LIUM SMT machine

translation system for WMT 2010, In Proceedings of the Fifth Workshop on

Statistical Machine Translation, pages 121-126. Association for Computational

Linguistics, 2010.

• Sadaf Abdul-Rauf and Holger Schwenk, On the use of Comparable Corpora to

improve SMT performance, EACL 2009, pages 16-23.
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• Sadaf Abdul-Rauf and Holger Schwenk. 2009. Exploiting Comparable Corpora

with TER and TERp, 2nd Workshop on Building and Using Comparable Corpora

2009, pages 46-54.

• Holger Schwenk, Sadaf Abdul-Rauf, Loic Barrault and Jean Senellart, SPE and

AMT machine Translation systems for WMT’09, Proceedings of the Fourth Work-

shop on Statistical Machine Translation, March 2009, pages 130-134.

• Holger Schwenk, Yannick Esteve and Sadaf Abdul-Rauf, The LIUM Arabic/English

statistical machine translation system for IWSLT 2008, Proceedings of IWSLT

2008, pages 63-68.
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