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Introduction and Outline of the Thesis

Context and general introduction of the thesis

This thesis is the fruit of a three years work (2009-2012) spent in "Laboratoire d’Automatique,

Génie Informatique et Signal" (LAGIS) in Ecole Centrale de Lille, and in the team "Equipe

des Systèmes Non-linéaires et à Retard" (SyNeR). Under the supervision of Prof. Jean-

Pierre Richard and Asst. Prof. Alexandre Kruszewski, I worked on robust control of

typical industrial teleoperation robots, which allows for handling very flexible tasks in

collaboration with the human operator. Many international researches are devoted to the

collaborative control, but few of them include the "network-in-the-loop" challenges.

More precisely on the thesis topic, we will consider a real experimental teleoperation

test-bench as a type of closed-loop time delay control system, in which the time delays

will be handled as in the most real cases, asymmetric and time-varying. The signals

exchanged among the system’s components are in the form of forward and backward

information packets through an unreliable network, e.g. Internet or WiFi connections.

Based on the mathematical modeling of the real teleoperation test-bench, our work

is devoted to the controller design for the whole system, which introduces some com-

plexity since that firstly it reconstructs not only the past (delayed) state variables of the

system, but also the present (predicted) state variables, secondly it needs to deal with

several types of systems, minimize the modeling imperfections and uncertainties, elimi-

nate the perturbations of the human operators and environment. Indeed, our challenge

consists in guaranteing several performances (the stability, the position/force tracking,

the robustness) despite a variable Quality of Service of the communication link.

Challenging points and motivations

Over the past 50 years, a plethora of research has been devoted to understand and over-

come pertinent problems in teleoperation, in particular the bilateral teleoperation under

15



Introduction and Outline of the Thesis

time delays [Hokayem 2006]. The prefix "tele" from Greek origin means at a distance and

teleoperation naturally indicates operating at a distance. Thus, bilateral teleoperation is

the extension of a person’s sensing and manipulative capability to a remote environment.

Recently with the development of the control science, computer network and commu-

nication technologies (Internet, wireless network), the teleoperation becomes more and

more popular and sophisticated, the design of which demands much higher performance.

Real-time control over network delays becomes possible and has caught many research

attentions (see e.g. [Jiang 2009], [Kruszewski 2011] and the references herein).

A great problem in the analysis of teleoperation systems is coming from the network

constraints, caused by long-distance or wireless links [Tipsuwan 2003, Zampieri 2008].

More precisely, the bandwidth limitation, packet dropouts, sampling and delays belong

to this problem. Several approaches have been developed to study these problems and

have led to important results which have been applied successfully to handle challeng-

ing engineering teleoperation systems notably in the medical field1. Most of the network

constraints, as it will be recalled, are related to time delay effects, that make the dynam-

ical teleoperation system become a retarded one. In this area, stability analysis is still

more complex than for Ordinary Differential Equations, and Lyapunov method has been

developed from more simple cases through two celebrated tools, Lyapunov-Razumikhin

Functions and Lyapunov-Krasovskii Functionals.

Another crucial problem is the robust stability analysis of the teleoperation feed-

back loops, since several constraints and requirements should be taken into consideration,

e.g. the modeling uncertainties and the environment disturbances. The robust control

algorithms and the recognition of environment are referred in the research working on

teleoperation systems.

In this complex framework of delayed and perturbed systems, several performances

are aimed at. Concerning teleoperation systems, the task performance is linked to the

trajectory tracking and force feedback transparency. Many strategies have been studied

to ensure these performances, but under the condition of time delays, guaranteing these

1A famous example was the "Lindbergh operation", an intercontinental (New York - Strasbourg)
surgical procedure directed by Prof. J. Marescaux in 2001. This operation used ATM network nodes
through a high-speed terrestrial fiber-optics network. "This type of connection is very high quality with
low transport delay and low packet loss ratio and is 99, 9% reliable in terms of network outage, but come
at a significant price that makes its everyday clinical use impracticable". Prof. J. Marescaux declared
on 6th January, 2010 (Le Monde, http://www.planete-plus-intelligente.lemonde.fr/sante/la-chirurgie-de-
demain-c-est-la-chirurgie-assistee-par-un-robot_a-11-131.html): "Le seul frein au développement de la
télé chirurgie à grande distance demeure, aujourd’hui encore, son prix. Pour opérer à distance, il faut
utiliser une ligne ATM en transcontinental, qu’il faut réserver pour six mois, et qui coûte environ 1 million
de dollars." [Rosen 2010].
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performances becomes much harder. Note that improving system performance and main-

taining stability of the closed-loop system are usually conflicting: the compromise should

be made in order to satisfy the requirements of real teleoperation.

Due to the particular system structure, the problems and challenging points, some

modeling and control approaches have been generalized. In the point view of system mod-

eling, the teleoperation system under time delays can be modeled as typical LTI/LPV/LTV

systems, neutral/distributed delay systems, n-DOF nonlinear systems. Nonlinear system

is closer to the real teleoperation, but note that, for the simplicity reasons, most of the

research focused on linear systems based on the linearization of real teleoperation system.

Furthermore, LPV/LTV systems can also be used to approximate nonlinear systems and

hence the systematic and generic LPV/LTV systems can be applied to derive linear control

laws for nonlinear systems.

As for control approaches (e.g. passivity-based control, Lyapunov method, robust con-

trol, predictive control, adaptive control, frequencial method, sliding mode control), they

should be combined with the whole structure of the system, that is to say, different control

methods for different system architectures meet different system performance objectives.

Passivity-based control is more suitable for the teleoperation system with velocity/force

information exchanged and without the trajectory tracking requirement [Nuño 2011]. In

our thesis, our industrial teleoperation robots require that the control method adopted

can handle time-varying delays, ensure robust stability under different working condi-

tions, achieve the trajectory tracking and force feedback, at last be easily developed and

implemented. Because each control strategy has its advantages, it is necessary for us to

compare several control strategies and merge some of them in order to achieve the control

objectives mentioned above.

Outline of the thesis

Chapter 1 is a literature survey, which provides an overview of problems and challenges,

control objectives and structures, models of the various network effects, recent researches

in the field of teleoperation, especially the delayed teleoperation. More precisely: the

cooperative robotic control systems and delayed teleoperation are analyzed; based on dif-

ferent types of teleoperation systems and delays, a general control architecture meeting

various control objectives is proposed; recent control methods are recalled in order to

facilitate the choice of methods that we will use; an mathematical insight of time delay

systems and Lyapunov method is given.
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Chapter 2 proposes three novel control architectures based on the general system ar-

chitecture and the information exchanged between the master and the slave, which can

be the positions, the velocities, and/or the forces (or their estimations). By applying the

theories of Lyapunov-Krasovskii functionals and H∞ control to the novel architectures,

the stability conditions under asymmetric time-varying delays and perturbations of the

human operator/environment are obtained, and then, the controllers ensuring stability

and high-level performance are computed in terms of Linear Matrix Inequality (LMI)

optimization. The simulations and comparisons with other results in different working

conditions illustrate the merits of our methods. Note that, for simplicity reasons, linear

time delay systems are considered in this chapter.

Chapter 3 develops the results in Chapter 2 by handling various robustness aspects

of the control scheme defined in 2. Firstly, considering the requirements of digital im-

plementation on the experimental test-bench, the discrete-time approach of our stabiliz-

ing continuous-time bilateral teleoperation controllers is presented, based on a discrete

Lyapunov-Krasovskii functional combined with H∞ theory. Secondly, because LTI (lin-

ear, time-invariant) models may be quite unrealistic in concrete situations, we extend the

results of Chapter 2 to systems with the time-varying polytopic-type and norm-bounded

uncertainties. With this objective in mind, our design approaches can be summarized: the

same control architecture can be used; the local controllers of subsystems are designed

by Lyapunov functions and LMI; finally, the controllers reducing the impact of delays

are obtained by Lyapunov-Krasovskii functional, H∞ control and LMI. For each method

mentioned above, the analyzed results are illustrated by various simulations.

Chapter 4 achieves the system implementation on the experimental test-bench, based

on the results of Chapter 2 and Chapter 3. Thanks to several proposed control schemes, a

high degree of performance (the stability, the synchronization, the transparency) is guar-

anteed. In order to apply our theoretical results to the concrete test-bench, we introduce

local linearizing controllers at the master and slave sides. Experimental results under

different working conditions, e.g. abrupt tracking and wall contact motion, are performed

to verify the correctness and effectiveness of the proposed methods.

Main contributions

The main contributions in this thesis are as follows:

• Based on a large number of journal and conference papers, a general teleoperation
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control architecture will be generalized, which can be tailored to fit many control strate-

gies. The modeling of time delays and delayed teleoperation systems will be achieved,

this is the basis of further works.

• Three novel teleoperation control schemes will be proposed to ensure the system

stability and obtain a better system performance under asymmetric time-varying delays

and the perturbations of the human operator and the environment, this will be illustrated

by various simulations.

• The idea of merging Lyapunov method and H∞ control theory is not new, but our

works effectively combine the two methods with the teleoperation control architecture,

and further apply them to design the controllers which make the teleoperation system

meet the performance requirements. Several LMIs resolving the LKF and H∞ control

conditions will be derived in order to easily calculate the gains of the controllers.

• In addition to the ideal LTI time delay systems, some real cases in the control design

of teleoperation system will also be considered. Discrete-time method will be proposed

to facilitate the digital implementation on the experimental test-bench while ensuring the

robustness with regard to input disturbances. H∞ control will be applied to handle the

time-varying polytopic-type and norm-bounded uncertainties. Generally, our proposed

novel system architectures are suitable for a variety of real situations of teleoperation.

• Finally, note that most of the theoretical works dealing with control over networks

limit their examples to simulation cases. From the beginning of this work, we had in

mind to illustrate the feasibility of our results by proposing a validation on a experimental

device. So, according to the obtained theoretical results, real experimental test-bench will

be installed, and some analysis will be made.

Therefore, we can conclude a complete control design, which involves the establishment

of control objectives, the modeling of control systems and subsystems, the design of control

architecture, the calculation of controllers, the simulations and experimental tests with

consideration of various real situations.
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Chapter 1

Preliminaries

1.1 Background and Challenges

Multi-robot cooperation turns to be more and more significant for complex tasks in indus-

try, the demands of which can not be achieved by a single robot. Cooperative robotics,

as a rising cross-subject, integrates many theories, e.g. intelligent control, distributed

artificial intelligence, sociology, management science, biology. It discusses many topics

systematically, e.g. system architecture, integrated modeling and optimization, cooper-

ative behaviors and evolution of robotic systems [Chong 2000]. However, cooperative

robotics refers to many problems and challenges.

1. Wireless or long-distance, a key feature of remote cooperative control, requires stable

communication channels, which introduce such problems as bandwidth limitation,

packet dropouts, sampling and delays (in this case, cooperative robotics can be

considered as Network Control Systems [Tipsuwan 2003,Zampieri 2008]). All these

problems can be defined as the network constraints, which can deteriorate the system

performance, even drive the global system unstable. Therefore, they should be

considered in the design of cooperative robotic systems.

2. Besides, the design step has to take the complex environment changes into con-

sideration: the robotic control algorithms should be considered as a typical hybrid

control structure, and in the case of man-machine system, the operator should feel

the visual or sensitive information that is interacted between the robot and the

environment [Anderson 1989,Chopra 2006]. In [Park 2006,Cortesao 2006], the en-

vironmental contact force is handled by a position-force teleoperation structure and

reproduced at the master side, but the time delays are supposed to be constant.
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3. In many practical cases, there exist modeling uncertainties in multi-robot sys-

tems, and models are completed with some limit constraints such as energy limit,

time requirement and communication range, which also have to be taken into ac-

count [Wei 2007].

4. Collaborative sensing (e.g. Wireless Sensor Network (WSN), Wireless Sensor/Actuator

Network (WSAN)) is envisioned useful in a wide range of multi-robot cooperation

for monitoring physical parameters and detecting objects or substances in an area.

Some research considered the use of either fixedly deployed stationary sensors or sen-

sors on mobile platforms traversing controlled paths [Clouqueur 2002, Santi 2003],

and recently, the mobile sensing model utilizing mobile sensors arises, so as to handle

the target detection, the field estimation and edge detection [Wang 2005].

5. In cooperating applications, the path planning and trajectory tracking is an impor-

tant aspect. With this objective, in the intelligent multi-vehicle cooperative control

system, a distributed approach called consensus tracking has been designed [Cao 2010].

[Defoort 2007] focused on the path planning, which is separated from the control

algorithm and designed by an online optimization strategy.

In the consensus manipulative robots, the main requirement of haptic interface

cooperative systems is the position/velocity/force tracking based on the system

stability [Chopra 2008b, Nuño 2009]. In Fig. 1.1, a slave robot (the right part

of Fig. 1.1) should perfectly follow the motion of a master robot (the left part of

Fig. 1.1), which is maneuvered by a human operator. Accordingly, the environmental

force acting on the slave, when it contacts the external environment, should be

accurately and real-time transmitted to the master robot [Nuño 2008]. Fig. 1.1

corresponds to the real experimental test-bench of our laboratory LAGIS, on which

the main theoretical results of this thesis have been illustrated.

This work focuses on bilateral teleoperation systems with unreliable communication

links, and will consider most of these problems and challenges in this particular frame-

work. Indeed, it will consider some particular aspects of item 1 (wireless or long-distance

communication links); item 2 (human operator’s force on the master robot and environ-

ment’s force on the slave robot just as [Park 2006,Cortesao 2006]); item 3 (parametric

uncertainties and exogenous disturbances); item 4 (will be limited to some force sensors);

item 5 (the position/force tracking).

Note that two papers [Park 2006,Cortesao 2006] present a good overview of the robotic

challenges for bilateral teleoperation: the control architecture design; the position/force
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Figure 1.1: Haptic interface cooperative system, LAGIS

tracking; the robustness of the global system. These papers take into consideration con-

stant communication delays. In our work, we consider similar challenges, while we extend

the control techniques to asymmetric time-varying delays.

But before presenting our contribution in the next chapter, we will firstly introduce

the delayed teleoperation and various types of delays, secondly the recent research in this

area. At last, some theoretical methods of time delay systems, which are useful in our

design approach, will be given.

1.2 Overview of Teleoperation with Delays

As an important aspect of cooperative robotics, the teleoperation systems extend the

human manipulative capabilities to the remote environment. The first application of

teleoperation system dated back in 1950’s, when the force reflecting robotic manipula-

tors were used in the nuclear industry [Kress 1997]. In the teleoperation development

process, there are some keystone stages from understanding the interaction between the

human and robots to a mostly theoretic control area [Hokayem 2006]. During 1960’s,

delay effects were introduced in [Ferrell 1965], and then supervisory control and a series

of software languages were developed to address this problem for constant delays [Fer-

rell 1967, Fong 1986, Sato 1987]. Beginning in 1980’s, more advanced control theoretic

strategies started to appear e.g. Lyapunov-based and passivity-based stability analysis

were presented [Miyazaki 1986,Anderson 1989], which are still prevalent research meth-

ods now in the design of teleoperation system under time-varying delays [Nuño 2011].

Besides, the impedance and hybrid representations to the virtual models appeared in

the late 1980’s and early 1990’s, focusing at this stage on the teleoperation systems
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without delays or with constant time delays [Hannaford 1988, Raju 1989]. During the

1990’s, as the internet began to be used for communication, the variability of delays was

considered [Yokokohji 1999]. At the same time, apart from the basic system stability,

the transparency/synchronization became an important objective of teleoperation sys-

tems [Lawrence 1993]. With the change of objectives, earlier delay related results were

adapted e.g. H∞ control theory was utilized in teleoperation design [Leung 1994]. Note

that in all these control methods, Lyapunov approach and H∞ control are the main design

strategies. In this thesis, we also consider these techniques, and complete them with the

Lyapunov-Krasovskii approach.

As the technological evolution of teleoperation system design, teleoperation has been

introduced in various application domains, e.g. hazardous research area, telemedicine,

aerial/space/underwater application, industrial mining, real time gaming and nuclear

industry [Hokayem 2006]. According to the different application areas, the next parts will

present different types of delayed teleoperation, and their performance objectives, and

then, control strategies to handle delayed teleoperation will be presented.

1.2.1 Types of Teleoperation

In typical application of teleoperation, a so-called master/slave teleoperation system

(wired or wireless, dedicated or shared, short-distance or long-distance) is composed of

five entities: the human operator, the haptic interface (master), the remote robot (slave),

the environment and the communication network [Triden 2006]. Through the commu-

nication medium, various types of information can be transferred e.g. position/angular

position, velocity/angular velocity, force/torque, video, voice and time [Hua 2010]. Based

on the typical master/slave teleoperation, two different teleoperation systems as depicted

in Fig. 1.2 have been considered. This classification depends on the exchange of informa-

tion between the master side and the slave side.

In general, the teleoperation systems shown in Fig. 1.2 are classified as unilateral

teleoperation (the upper part) and bilateral teleoperation (the lower part). Firstly, in

unilateral teleoperation, the human operator drives the slave robot without the feed-

back information from slave to master, that is to say, the human operator is decoupled

from the global system, and the operator impedance can not affect the system perfor-

mance [Khan 2010]. The unilateral teleoperation is more reliable and much easier to

implement than the bilateral one. The key technique is to make the slave track the

human movements. Typical applications include digital control system and haptic tele-
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1.2. Overview of Teleoperation with Delays

Figure 1.2: Two typical master/slave teleoperation schemes (upper: unilateral; lower:
bilateral)

operation, the force and position information are only transferred from the operator to

the remote side. [Rodriguez-Angeles 2010] implemented interfaces providing acceleration

and turning rates of human operators, and then send these real-time information to the

3D display system.

In most cases of unilateral teleoperation, the slave system has a local closed-loop con-

trol system, which guarantees the system runs well. Supervisory control strategy can be

used in the design, and in this case, the human operator acts as a supervisor, and the

distant slave robot is given more ’intelligence’ to complete the tasks autonomously [Hop-

per 1996]. However, like other approaches, the supervisory control in unilateral case can

only provide rough system performance (the position/velocity tracking) without the in-

formation transferred from the slave to the master, which constrains the application of

unilateral teleoperation.

Bilateral teleoperation involves an additional feedback from the slave side: if the

communication delays are small, real-time feedback can be obtained [Anderson 1989].

Supervisory control strategy can also be applied in bilateral teleoperation, the supervisor

receives the force or video feedback occasionally, and then adjusts control instructions

to the slave robot. If there exist long delays in the system, "move and wait" policy

can be adopted [Sheridan 1993]. Besides, collaborative control can make use of bilateral

teleoperation, the human operator and the slave robot collaborate to perform tasks and

achieve common goals. Instead of occasional supervisory instructions, the human operator

and the robot engage in a frequent dialogue to exchange the information [Fong 2001].

More generally, there are different types in bilateral teleoperation defined with respect

to the forward-backward information pair between the master and the slave.

• In velocity-force teleoperation, the velocity is the forward information from the
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master to the slave, and the force is the backward information. The passivity-based tele-

operation belongs to this structure [Anderson 1989,Niemeyer 1991,Ryu 2005b,Nuño 2009,

Ye 2009c,Lee 2010a].

• The position-force e.g. an impedance-shaping term has been utilized to the general-

ized teleoperation control architecture, which guarantees the macro-micro effect [Son 2011].

[Park 2006] introduced a novel haptic teleoperation approach that integrates the contact

force control with stiffness adaptation and a virtual spring to connect the master and

the slave systems, many technique details e.g. Kalman active observers, online stiffness

estimation can be found in this paper.

• The position-position: the impedance-shaping term can also be used in the position-

position control architecture [Son 2011]. In fact, all the impedance-shaping based archi-

tectures in [Son 2011] derive from a four-channel control architecture [Lawrence 1993].

• It is possible that the mixed information are utilized e.g. the position/velocity/force-

force [Zhang 2011b] or the position/velocity-position/velocity [Zhang 2011a] teleoperation,

which will be presented in this thesis.

Although bilateral teleoperation has broader practical application, it asks more sophis-

ticated design algorithms to ensure the global system stability and high level performance

in presence of variable delays. This thesis will focus on these problems.

1.2.2 Modeling of Time Delays

1.2.2.1 Network Induced Delays

In order to facilitate the presentation of control performance objectives and control strate-

gies, here we introduce the time delays.

Long-range or flexible communication links such as the Internet or Wireless 802.11 net-

works are extremely interesting in teleoperation. However, their unreliability [Chopra 2008a]

hinders their use in bilateral teleoperation. More particularly, variations in the Quality

of Service (QoS) introduce additional, complex dynamics [Zampieri 2008] represented by

time-varying delays [Kruszewski 2011]. And because delays have a strong influence on

the system performance [Richard 2003], they must be considered at the very stage of tele-

operation control design. Their variability could be reduced by using buffers and waiting

strategies [Khan 2010], however it is obvious that maximizing the delay up to its largest

value is detrimental to the speed performance of the remote system.

In practical scenarios, the networked communication and wireless links do not offer

zero delays and infinite bandwidth that can be neglected safely. Because of the very nature
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of the communication networks, there exist many negative impacts, e.g. communication

delays, data loss, asynchronous sampling, data quantization error [Zampieri 2008], which

are shown in Fig. 1.3-1.5.

Figure 1.3: Network delays composition

Figure 1.4: Asynchronous sampling delay

In Fig. 1.3, we can conclude various impacts (communication delays, data loss, sam-

pling delays) as the total time delay. In the sequel, the superscript c denotes the com-

munication delays e.g. τ c(t), superscript s denotes the sampling delays e.g. τ s(t). Here,

we consider the case of constant sampling period, so the data loss delay is noted as

NT , N is a positive integer, but more realistically, the data sampling interval is also

variable [Fiter 2012]: this synchronization can be considered in the same input delay
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Figure 1.5: Data quantization error (borrowed from Wikipedia)

framework [Fridman 2004a], as well as hybrid switched models [Floquet 2009]. Here, we

will only consider the first solution, this case is depicted on Fig. 1.4.

Overall, following [Seuret 2008, Jiang 2009,Khan 2010,Kruszewski 2011], this allows

for making all various delays lump together (the addition of the three delays in Fig. 1.3)

as one type of variable delay denoted as τ(t):

τ(t) = τ c(t) + τ s(t) + NT. (1.1)

Thus, in reality, communication delays are fast time-varying, and constant communi-

cation delays are rather theoretical approximation of practical situations. These various

sources of delays are being detailed in the following.

1. Communication delays can be bounded or unbounded, which depend upon the types

of network and should be treated in different ways at the control design stage.

For instance, the token ring local area network introduces bounded communication

delays, but the internet brings unbounded communication delays when packets are

dropped out.

2. Another source of variable time delays comes from the sampling effect. Recently,

modeling of continuous-time systems with digital control in the form of continuous-

time systems with delayed control input was introduced by [Fridman 2004a], mainly

for asymptotic approximations of small enough sampling intervals. Note that in [Frid-

man 2004a], the system input u(t) is given by:

u(t) = Kx(tk) = Kx(t − τ(t)). (1.2)

28



1.2. Overview of Teleoperation with Delays

Here, x(t) is the system state, tk are the sampling instants, and we represent a

piecewise constant control law as a continuous time control with a time-varying

piecewise continuous delay:

τ(t) = t − tk, tk 6 t < tk+1. (1.3)

In the constant sampling, one has tk+1 − tk = h, so τ(t) < h. Some other sam-

pling models have been raised by [Lee 2006, Flavia 2008] with periodic sampling

and [Nešić 2004,Fridman 2005b] with variable sampling for hybrid or switched sys-

tems.

3. The information data may be lost while being transferred through the network

(also called the packet dropouts or the packet loss) [Hespanha 2007], to evaluate

this problem, the packet loss rate is introduced to indicate the number of packets

that do not reach the destination in relation to all sent packets. It has mainly two

causes, the transmission errors in physical network links and the buffer overflows

resulting from the network congestions. Note that, in the application of wireless

networks, the phenomenon of data loss is more frequent.

4. Bilateral communication relies on two communication channels, each of them intro-

duces some delay. Asymmetry of the channel delays means that the delays of the

forward and backward channels are not equal. For simplicity reasons, some authors

consider the symmetric delays in two channels, but this does not hold in Internet or

wireless networks, because the routers and the paths are not necessarily the same

in the two ways.

5. An asynchronism of the master’s and slave’s clocks also constitutes a source of delay.

However here, we do not detail this effect and prefer to assume the synchronism.

Such clock synchronization of the master and the slave is achieved thanks to time-

stamped data packet exchanges between them, using a network time protocol

[Kruszewski 2011] or a GPS strategy [Jiang 2008]. When a packet arrives the master

side or the slave side, its communication time delay can be calculated with that the

time clock of the network is unique.

6. TCP vs. UDP (Time Control Protocol vs. User Data Protocol). Since we are in

a control situation, our packets will contain the sampled values of the measured

position/velocity/force. If a packet is lost we can choose to re-send it until it is

29



Chapter 1. Preliminaries

received, which corresponds to TCP. However, a more convenient solution to send

the next sampled value without trying to re-send the discarded or lost one. This

solution is supported by UDP with a re-ordering of the received packets with regard

to their time of reception.

1.2.2.2 Notations and Constraints for Delay Variations

The above modeling of time delays is based on the digital communication properties, and

the following will focus on the different modeling types of delays based on the math-

ematical properties of time delays [Seuret 2006], and the delay τ(t) has the following

form:

τ(t) = h + η(t), (1.4)

where h > 0 is a nominal constant value and η(t) is a time-varying fluctuation.

• The constant delay: η(t) = 0, h 6= 0. The constant delays, which can be known

or unknown, and can be solved by many methods e.g. Linear Matrix Inequalities [Frid-

man 2002,Kharitonov 2003], frequency criterion stability analysis [Verriest 1993].

• The non-small time-varying delay: | η(t) |6 µ < h, so τ(t) ∈ [h − µ, h + µ]. This is

a practical delay condition in the internet-based teleoperation, because there are always

delays in internet medium in any case. In [Jiang 2005], the time delay is assumed to

be non-small time-varying, and a delay-dependent stability theorem without using model

transformation is established based on H∞ control.

• The interval time-varying delay: 0 6 η(t) 6 µ, so τ(t) ∈ [h, h + µ]. As h = 0,

the communication transfer is supposed as an instantaneous medium [Wu 2004], since the

delay can be zero, this is different from the non-small time-varying delay mentioned above.

Some additional delay conditions e.g. the delay with the constraint on the derivative can

be utilized with this condition.

• The time delay with the constraint on the derivative: τ̇(t) 6 d < 1, d > 0, or

τ̇(t) 6 1 [Lien 2005a]. The former constraint means the delayed information arrive in the

chronological order e.g. the time delayed function is defined as t − τ(t), the constraint

on the derivative can ensure the time delayed function strictly increasing. The latter

constraint has the similar meaning, but the derivative of delays can be 1, this is useful to

model the sampling phenomena.

Generally, the real delays in the application can be modeled as a combination of the

time delays mentioned above [Wu 2004,Lien 2005a], and as the real implementation, the
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delays above will be discretized [Hetel 2008].

1.2.3 General Teleoperation Structure and Performance Objec-

tives

1.2.3.1 Performance Objective 1: Stability

The same as any other control systems, the stability of global system independently of

the behavior of the human operator and the environment is the basic requirement of

teleoperation systems under delays.

1.2.3.2 Performance Objective 2: Synchronization

The synchronization of the master and the slave is being investigated in many lin-

ear/nonlinear teleoperation systems, where the slave robot should follow the motion of

the master robot maneuvered by a human operator [Razi 2007], otherwise the two master

and slave positions will have a drift. Specially because of excessive delays in bilateral

teleoperation, the perfect synchronization is hard to maintain.

1.2.3.3 Performance Objective 3: Transparency

The transparency (also called the telepresence) provides the human operator with a

sense of real experience or impression of being present at the slave side (or makes the

slave robot feels the human force). Implementation of transparency is usually performed

through sound (auditive), video (visual) and touch (force) teleoperation [Lawrence 1993,

Chopra 2006].

1.2.3.4 General Teleoperation Structure

A general system structure is given in Fig. 1.6 to achieve these performance objectives [Ar-

cara 2002].

• The general control scheme can be considered as a N-channel structure, in which N-

channel represents various forward or backward information channels, e.g. the forward po-

sition channel, the backward velocity channel, the backward auditive channel [Lawrence 1993].

Many teleoperation control strategies involve the N-channel structure, we will introduce

some of these methods in the following.
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Figure 1.6: General control scheme

• Master controller and slave controller are the global controllers we should design so

to ensure both the stability of the whole system and the synchronization/transparency

between the master and the slave.

• Fm(t) and Fs(t) are the actuated inputs of the master and of the slave, outputs of

master and slave controllers.

• Fh(t) and Fe(t) are the forces of the human operator and of the environment.

• xm(t) and xs(t) are the states of the master and slave.

• τ1(t) (from the master to the slave) and τ2(t), τ3(t) (from the slave to the master)

are the delays that can be modeled as mentioned in previous section.

• The information transferred between the master and the slave can be divided into

two categories: the auditive/visual signals; the mechanical properties of the system e.g.

the position, the velocity or the estimated/measured forces of the human operator and

the environment. This last category is more closely related with the system stability and

synchronization. Both two categories contribute to the transparency, however in this work

we only focus on "mechanical transparency".

This control structure is generic enough to represent most of the control schemes

for master/slave bilateral teleoperation, and it is the basic structure of all novel control

schemes proposed in this thesis. The control part (master/slave controllers) is designed

so to reduce the consequences of the delays and ensure the system stability/performance.

Based on this scheme, in the next chapter, three choices will be proposed according to

the allowed complexity and performance requirements.
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1.2.4 Control Strategies in Teleoperation

Generally, the high level stability and the synchronization/transparency are conflicting.

As the communication medium (wired or wireless) introduces large delays, this conflict

becomes more intense, and many control strategies have been involved to resolve this prob-

lem. At the beginning stage of teleoperation, a waiting strategy was used, whereby the

human command is sent and the operator waits for the execution of the slave robot [Fer-

rell 1965, Khan 2010]. With the development in the communication and control tech-

nologies, real-time strategies arose: some recent approaches used in the control design of

delayed teleoperation are presented in Table 1.1. The reader can refer to the following

references for more details, while the following subsections will only recall their main

characteristics, except for Lyapunov methods that will be more detailed in the context of

delay systems.

• Passivity-based control (Passivity) [Anderson 1989, Niemeyer 1991, Kim 1992, Ko-

suge 1996,Yokokohji 2000,Zhu 2000,Hannaford 2001,Munir 2001,Lozano 2002,Ryu 2003,

Lee 2003,Chopra 2004,Tanner 2004,Ryu 2004a,Ryu 2004b,Ryu 2005a,Ryu 2005b,Mati-

akis 2005,Iqbal 2006,Chopra 2006,Polushin 2006,Ryu 2007,Chopra 2008a,Chopra 2008b,

Nuño 2008, Alise 2009, Kawashima 2009, Nuño 2009, Satler 2009, Ye 2009a, Ye 2009b,

Ye 2009c,Lee 2010a,Natori 2010,Nuño 2011]. Within these references, the survey [Nuño 2011]

is a recent and comprehensive presentation of this field.

• Robust control (Robust), e.g. H∞ design, µ-synthesis [Leung 1994, Lee 1994, Le-

ung 1995,Yan 1996,Sano 1998,Tadmor 2000,Boukhnifer 2004,Sirouspour 2005,Zhang 2011a,

Zhang 2011b].

• Frequencial methods (Freq.) [Verriest 1993, Taoutaou 2003, Niculescu 2003b, Del-

gado 2009,Tian 2011].

• Predictive control (Predict.) [Smith 1957,Smith 1959,Sheng 2004,Smith 2005,Casavola 2006,

Witrant 2007,Natori 2010].

• Sliding Mode Control (SMC) [Park 2000,Cho 2001,Garcia-Valdovinos 2007, Shah-

bazi 2010,Daly 2010].

• Adaptive control (Adapt.) [Hsu 2000,Leeraphan 2002,Nuño 2011].

• Lyapunov method and extensions (Lyapunov) [Miyazaki 1986,Niculescu 1999,Han 2001,

Fridman 2001a, Rehm 2002, Han 2002, Fridman 2002, Gao 2003, Kharitonov 2003, Frid-

man 2004b,Fridman 2005a,Lien 2005b,Fridman 2006b,Xu 2006,Xu 2007,He 2007,Park 2007,

Hetel 2008,Hou 2010,Hua 2011].

In Table 1.1, three main performance capabilities are given as the columns, the con-
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Table 1.1: Main capabilities of the recent control strategies

Control Strategy
Time Delays

Constant Time-Varying
Position Tracking Force Tracking

Passivity
√ √ √

Robust
√ √ √ √

Freq.
√ √

Predict.
√ √ √

SMC
√ √ √

Adapt.
√ √

Lyapunov
√ √ √

trol strategies are introduced as the rows. Since the auditive or visual tracking are not

considered in our experimental test-bench, they are omitted here.

Note that the main capabilities presented in Table 1.1 refer to the performance that

each control strategy can achieve by itself, whereas in some cases, several control strategies

are combined with each other, e.g. Lyapunov method and robust control, passivity-based

control and adaptive control [Nuño 2011], or some control approaches are applied to

some novel control structures: [Delgado 2009] synthesized the frequencial method and

Lyapunov-Krasovskii functionals, and then applied them to a novel teleoperation scheme;

frequencial method, passivity-based control and Lyapunov method have been applied to

the generalized four-channel control architecture initially proposed by [Lawrence 1993].

By this way, the combined approaches can obtain a higher level of performance they can

not achieve independently.

1.2.4.1 Passivity-Based Control

Nonlinear control architectures are a prevalent research direction at the design stage of

teleoperation, in which the passivity-based architectures play an important role. Gen-

erally, the passivity is more like a concept, in which one system that is passive is also

stable. From the energy point of view, a system is passive, if it obeys the following

properties [Niemeyer 1991,Niemeyer 1996,Matiakis 2005]:

• The system absorbs more energy than it produces.

• Considering Pin(t) = d
dt

Estore(t) +Pdiss(t), where Pin(t) is the input energy, Estore(t)

is the energy stored in the system, and Pdiss(t) > 0 is the dissipated energy, then at each

time t > 0:
∫ t

0
Pin(τ)dτ = Estore(t) − Estore(0) +

∫ t

0
Pdiss(τ)dτ > −Estore(0).

As a major research direction of teleoperation, many control strategies have been pre-
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sented based on the passivity concept, which include scattering-based, damping injection

(which can achieve the position tracking), wave transformation and energy/power time

domain passivity control, some of which are detailed in Appendix .1 [Nuño 2011]. These

strategies also invoke various other control areas, e.g. frequencial method, adaptive con-

trol, Lyapunov method. Furthermore, most of the passivity strategies are independent

of the delays (constant or time-varying) and of the system types, this is an important

advantage of the passivity approach. However, in this thesis we support an alternative

point of view: we will take into account the additional information on the delay values

that are accessible to master and slave sides, distinctly. By this way, one can improve the

system performance compared on independent-of-delay approaches.

Note that the simulation results of the passivity approaches [Ye 2009b,Ye 2009c] will

be presented later in the thesis, and compared to our results under the same working

conditions.

1.2.4.2 Robust Control

Robust control is designed to minimize the effects of the modeling imperfections, uncer-

tainties and input or measurement disturbances, in which H∞ and µ-synthesis control are

the prevalent approaches, which are utilized to derive compensation algorithms for delay-

free or delayed teleoperation. Taking the H∞ control as an example firstly, the criterion

is:

supw
‖ z(t) ‖2

‖ w(t) ‖2

< γ, (1.5)

where w(t) is defined as the exogenous disturbance signal, and z(t) is seen as the objective

control output. The H∞ control design objective is to minimize the norm of the closed-

loop mapping w(t) → z(t). More precisely, we look for a minimum characterization of

level γ by designing the appropriate controller.

Referring to µ-synthesis control, the robust performance problem is also formulated

based on the closed-loop mapping w(t) → z(t):

z(t) = Υ(∗,K)w(t), (1.6)

where Υ(∗, K) contains the controller K, which is the solution to the following µ-synthesis

optimization where µ△ is the structured singular value:

min
Kstabilizing

‖ µ△(Υ(∗,K)) ‖
∞

< 1. (1.7)

35



Chapter 1. Preliminaries

The main advantage of robust control is that the whole system remains stable despite

variations and uncertainties in the dynamics of operator, master robot, communication

channels, slave robot, and the environment. H∞ control is utilized with Lyapunov methods

as in [Shaked 1998, Tadmor 2000, Fridman 2001b, Fridman 2002, Gao 2003], and with

frequencial method as [Leung 1995], in which H∞ and µ-synthesis are combined to design

a controller for the free motion case (using H∞) and delayed constrained motion case

(using µ-synthesis).

Note that many design structures have been presented, in which by robust control, the

system stability/performance can be ensured. In [Sirouspour 2005], without delays, the

force and position tracking are ensured by an µ-synthesis control approach. [Sano 1998]

introduced gain-scheduled compensation in the H∞ controller design, that is to say, it de-

signed and applied several controllers for the different values of constant delays, thus, the

varied controllers are more suitable for delay variations on some values. In [Boukhnifer 2004],

the force/position scaling and haptic feedback have been proposed based on the stability

guarantee, a similar design procedure with [Leung 1995] was performed in the controller

design. Besides, [Yan 1996] combined H∞ control theory and 4-channel structure to han-

dle time delays, disturbances, uncertainties and measurement noises. Smith predictor can

also be applied with H∞ control, the preliminary analysis can be found in [Lee 1994]

under constant delays.

In this thesis, H∞ control theory is an important approach, which will be applied with

novel control schemes and Lyapunov-Krasovskii functionals.

1.2.4.3 Frequencial Methods

Frequencial approach is valuable for delay-dependent and delay-independent asymptotic

stability analysis of linear teleoperation system. However, mostly of the available results

only consider constant delays: in [Tian 2011], the wave variable method is analyzed in

frequency domain to handle constant delays; [Delgado 2009] shows that the frequencial

approach can deal with time-varying delays integrated with Lyapunov method or H∞

control, but actually, it requires to extend the time-varying delays to their upper bound,

and at last, the time-varying delays are treated as the constant delays. Besides, the 4-

channel formulation was utilized usually with frequencial approach, in order to realize

system transparency, this essential objective of teleoperation can be represented by Zt =

Ze, here, Zt is the input impedance of the human operator, Ze is the impedance of the

remote environment [Lawrence 1993].

However, the approach in [Niculescu 2003b,Taoutaou 2003] proposed closed-loop sta-
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bility analysis of velocity-force delayed teleoperation under possible time-varying delays.

By deriving system parameters that guarantee stability of the transfer function from the

input force of human operator Fh(t) and the velocity of slave θ̇s(t), the delay-dependent

and delay-independent asymptotic stability region can be obtained.

1.2.4.4 Predictive Control

Since Smith’s predictor in the late 1950’s [Smith 1957,Smith 1959], the predictive control

has been widely considered in the delay systems, especially under constant delays but

also for variable, known delays [Witrant 2007]. The simple and basic predictive control

strategy is given in Fig. 1.7 (note that this predictive scheme is a special case of the

general structure in Fig. 1.6, and with constant delays τ1(t) = τ2(t) = τ) [Casavola 2006,

Iqbal 2006].

Figure 1.7: Predictive structure

The predictive controller is the design objective, which essentially contains a model of

the slave robot and realizes so-called time desynchronization between the master and the

slave in which the master works τ time instants ahead of slave side (at each time instant

t, a prediction x̂s(t) represents the remote slave state xs(t)).

Recently, a modified model predictive control technique was proposed, which adds

restrictions on control inputs [Sheng 2004], and was based on both the current measure-

ment information and a correction signal reflecting the difference between the measured

information and its prediction. Here again, the delays were supposed to be equal and

constant.

1.2.4.5 Sliding Mode Control

Sliding mode control has been used extensively in teleoperation to cope with parametric

uncertainties and hard nonlinearities. Based on Fig. 1.6, a typical system structure of

37



Chapter 1. Preliminaries

Figure 1.8: Sliding mode control structure

sliding mode control is shown in Fig. 1.8. In order to guarantee the stability and per-

formance of the system, we select firstly the sliding surface s(t) comprised of the error

between the positions and the velocities of the master and the slave:

s(t) = ˙̃x(t) + λx̃(t), (1.8)

where x̃(t) = θs(t) − kθθm(t), kθ is a position scaling factor [Park 2000,Cho 2001], λ is a

positive scalar. After that, one or two sliding mode controllers in Fig. 1.8 are designed to

drive the system trajectories to the sliding surface in finite time and stay on it, e.g. for the

sliding surface in (1.8), the sliding mode controllers are obtained by using ṡ(t) = s(t) = 0.

First order sliding mode controller is applied to teleoperation in presence of asymmetric

variable communication delays [Shahbazi 2010], but can not handle the situation where

the slave is in contact with a rigid environment. Thus, higher order sliding mode controller

is proposed to guarantee the robust tracking [Garcia-Valdovinos 2007].

1.2.4.6 Adaptive Control

Adaptive control design usually requires a reference model and identifies it during op-

eration [Leeraphan 2002], and only focuses on the constant delays. This feature gets an

advantage: the master and the slave are subject to the independent adaptive motion/force

controllers at each side, thus, it can be applied in free as well as contact working con-

ditions [Zhu 2000]. Recalling the general control architecture in Fig. 1.6 and taking the

slave side as an example, we detail the slave controller in Fig. 1.9. Thus, we need to

design the adjustment mechanism and the slave controller (we can consider these two

modules as the slave controller of Fig. 1.6) so to reduce the impact of delays and improve

the performance of system.

Lyapunov-based or passivity-based adaptive controllers are applicable to systems with

dynamic environmental parameter variations [Niemeyer 1991,Hsu 2000,Nuño 2011]. Spe-
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Figure 1.9: Adaptive slave-side system structure

cially in [Nuño 2011] and references therein, nonlinear teleoperation has been handled with

a general Lyapunov-like function under passive environment, compared to other adaptive

controllers, they can provide the stability and position tracking independent of delays.

1.2.4.7 Conclusions

From the stability, system performance or real implementation view points, each control

method mentioned above has some advantages and shortcomings. For instance, the ro-

bust control (H∞ design) in teleoperation has better control performance compared to

passivity-based control, but passivity-based control can ensure the stability of various

types of system (linear, nonlinear, continuous-time, discrete-time, distributed, noncasual)

even with large delays [Ye 2009c, Zhang 2011b]. Adaptive controllers can provide the

position tracking independent of delays, but just the constant delays [Nuño 2011].

Therefore, the choice of control methods depends upon many factors e.g. the ap-

plication objectives, software/hardware conditions, the delays (with or without delays,

constant or variable delays), especially the performance of each control approach.

1.3 Outline of Time Delay Systems

Time delay systems are also called systems with aftereffect or dead-time, hereditary sys-

tems, equations with deviating argument or differential difference equations [Richard 2003].

Generally, various problems even for simple systems are caused by time delays. This sec-

tion will briefly show the modeling and stability of time delay systems, and further in-

troduce Lyapunov methods that allow for analyzing the stability of systems with variable

delays.
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1.3.1 Modeling of Time Delay Systems

There are various formalisms to represent time delay systems in the time domain, the

frequency domain or the abstract space, some of which can deal with the constant delays,

and some can be extended to handle time-varying delays [Dambrine 1998,Gu 2003]. Three

different representations are commonly used: differential equation with coefficients in a

ring of operators, differential equation on an infinite dimensional abstract linear space,

functional differential equation for systems with variable delays, the last one is the most

spread representation. We will detail it in the following, the other two representations are

recalled in Appendix .2.

A Functional differential equation details an evolution over a finite Euclidian space or

a functional space. A general system with time delays is given by:





ẋ(t) = f(x(t), xt, u(t), ut),

xt(θ) = x(t + θ), x(t0) = x0,

ut(θ) = u(t + θ), u(t0) = u0,

xt0 = φ(θ), θ ∈ [−h, 0].

(1.9)

Based on (1.9), let us consider the system with piecewise time-varying delays act-

ing on the state x(t) or input u(t) (more types of time delay systems are presented in

Appendix .3 [Kolmanovskii 1999a,Seuret 2006]):





ẋ(t) = f(x(t), x(t − τ1(t)), u(t), u(t − τ2(t))),

x(t0 + θ) = φ(θ), ẋ(t0 + θ) = φ̇(θ),

u(t0 + θ) = ζ(θ),

θ ∈ [−h, 0],

(1.10)

where φ(θ) and ζ(θ) are the initial conditions, τ1(t), τ2(t) ∈ [0, h], h > 0 are the time

delays.

Recently, many authors consider linear system with several piecewise delays acting on

the state x(t) or input u(t):

{
ẋ(t) = A0x(t) +

∑n
i=1 Aix(t − τ1i(t)) + B0u(t) +

∑m
j=1 Bju(t − τ2j(t)),

x(t0 + θ) = φ(θ), ẋ(t0 + θ) = φ̇(θ), θ ∈ [−h, 0],
(1.11)

where A0, Ai, i = 1, 2, ..., n, B0 and Bj, j = 1, 2, ..., m are constant matrices. In this

thesis, we study a particular class of such models (1.11), e.g. the case of two piecewise

time-varying delays on state x(t):
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{
ẋ(t) = A0x(t) + A1x(t − τ1(t)) + A2x(t − τ2(t)) + B0u(t),

x(t0 + θ) = φ(θ), ẋ(t0 + θ) = φ̇(θ), θ ∈ [−h, 0].
(1.12)

This corresponds to our application: for fully actuated manipulative robots with a

known Lagrangian model and measured state, it is possible to design a local linearizing

controller so to obtain a linearized process. In the sequel, we also include possible pa-

rameter uncertainties as well as exogenous disturbances so to take more complex systems

into consideration.

1.3.2 Stability of Time Delay Systems

Stability analysis is an open problem, which refers to two main direction: the frequency

domain and the time domain analysis. The first one deals with the generalization of

characteristic polynomial; the second one considers the state-space domain and matri-

ces. Normally, the frequency domain approaches only consider the systems with constant

delays, whereas the time domain approaches have a wide applicability to any type of sys-

tems. Taking the practical application into account, this thesis will focus on time domain

approaches. Classical notions of stability in the sense of Lyapunov method can be found

in [Kolmanovskii 1999a], that will not be recalled here. Some additional stability concepts

are introduced as follows [Niculescu 2001,Briat 2008]:

Definition 1.1 (Delay-Independent Stability) If a time-delay system is asymptoti-

cally stable for any delay values belonging to R+, the system is said to be delay-independent

asymptotically stable.

Definition 1.2 (Delay-Dependent Stability) If a time-delay system is asymptotically

stable for all delay values belonging to a compact subset D of R+, the system is said to be

delay-dependent asymptotically stable.

Definition 1.3 (Rate-Independent Stability) For a delay-dependent asymptotically

stable time delay system, if the stability does not depend on the variation rate of delays or

on the time derivative of delays, the system is said to be rate-independent asymptotically

stable.

Definition 1.4 (Rate-Dependent Stability) For a delay-dependent asymptotically sta-

ble time delay system, if the stability depends on the variation rate of delays or on the

time derivative of delays, the system is said to be rate-dependent asymptotically stable.
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Of course, rate-independent/dependent stability focuses on the case of time-varying

delays.

1.3.3 Lyapunov Second Method and Extensions

In the time domain, Lyapunov theory and its extensions are a prevalent approach to check

the stability of time delay systems. This section is devoted to explain the principle and

extensions of Lyapunov method.

In the absence of delay, Lyapunov second method is an efficient approach (the system

stability is assured by the construction of Lyapunov function V (x(t)) positive definite and

its derivative V̇ (x(t)) negative definite along the trajectories of (1.9)), but this method

is only feasible to a very restricted class of delay systems: because the expression of

V̇ (x(t)) depends on both the present and past values of x(t), checking its sign becomes

impossible in general. We should extend Lyapunov second method, with a novel definition

of Lyapunov function V (xt). Novel V (xt) should depend on the delayed state xt and

similarly, the derivative V̇ (xt)) depends on ẋt along the trajectories of (1.10).

Two extensions have been proposed corresponding to the candidate functionals V (xt)

and V (x(t)), respectively Lyapunov-Krasovskii functionals (LKF) and Lyapunov-Razumikhin

functions (LRF), which are the most famous results concerning the stability of time delay

systems in the time domain. Briefly, the process of stability analysis can be summarized

as follows:

• The search of suitable V (xt) (LKF) or V (x(t)) (LRF).

• The asymptotical stability condition, depending of the derivative of V (xt) or V (x(t))

along the system trajectories, writes:

LKF : V (xt) > 0, V̇ (xt) < 0, for any xt 6= 0, and V (x0) = 0, V̇ (x0) = 0.

LRF : V (x(t)) > 0, V̇ (x(t)) < 0, for any x(t) 6= 0, whenever V (x(t + θ)) < ρV (x(t)),

ρ > 1, θ ∈ [−h, 0], and V (x(0)) = 0, V̇ (x(0)) = 0.

In fact, the form of LRF is simpler than LKF, but it generally leads to nonlinear

conditions and more conservative results. In the thesis, we focus on Lyapunov-Krasovskii

functional stability with H∞ performance. More details about Lyapunov-Razumikhin

functions can be found in [Boyd 1994,Kolmanovskii 1999a,Kim 2001,Gu 2003,Seuret 2006,

Briat 2008].

Theorem 1.5 (Lyapunov-Krasovskii Stability Theorem) Suppose that x(0) = 0

is an equilibrium of (1.9), f : R × C([−h, 0], Rn) → R
n maps R× (bounded sets of
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C([−h, 0], Rn)) into bounded sets of R
n, and u, v, w: R̄+ → R̄+ are continuous non-

decreasing functions, u(s) and v(s) are positive for s > 0, with u(0) = v(0) = 0. If there

exists a continuous differentiable functional V : R × C → R such that:

u(‖φ(0)‖) 6 V (t, φ) 6 v(‖φ(0)‖), (1.13)

and:

V̇ (t, φ) 6 −w(‖φ(0)‖), (1.14)

then the zero solution of (1.9) is uniformly stable. If w(s) > 0 for s > 0, then it is

uniformly asymptotically stable.

According to the stability types (Definition 1.1-1.4) and the delay system types

(linear/nonlinear system, piecewise/distributed delay system, neutral delay system), many

different forms of LKF have been proposed, the readers can refer to Appendix .4 for more

design details of Lyapunov-Krasovskii functionals. Taking a simple example for delay-

independent and rate-independent stability of linear delay system ẋ(t) = Ax(t)+A1x(t−
h), h is the arbitrary constant delay, a possible Lyapunov-Krasovskii functional is given

by:

V (xt) = xT (t)Px(t) +

∫ t

t−h
xT (θ)Qx(θ)dθ, (1.15)

where symmetric matrices P > 0, Q > 0. Computing the derivative of V (xt):

V̇ (xt) = ẋT (t)Px(t) + xT (t)Pẋ(t) + xT (t)Qx(t) − xT (t − h)Qx(t − h)

=
(

x(t)
x(t−h)

)T (
AT P+PA+Q PA1

> −Q

)(
x(t)

x(t−h)

)
= ζ(t)T Πζ(t).

(1.16)

So ζ(t) =

(
x(t)

x(t − h)

)
, Π is a symmetric matrice. From now on, we shall simplify the

notation by using > to represent the symmetric terms in the matrice, e.g. Π. We then

obtain the following result.

Theorem 1.6 (Delay-Independent Stability Theorem) Suppose there exist symmet-

ric matrices P > 0, Q > 0, such that LMI condition (1.17) is feasible, then the system

ẋ(t) = Ax(t) + A1x(t − h) with delay h is delay-independent asymptotically stable:

(
AT P+PA+Q PA1

> −Q

)
< 0. (1.17)
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Further, the delay-dependent stability of the same system is proposed by another

Lyapunov-Krasovskii functional:

V (xt) = xT (t)Px(t) +

∫ t

t−h
xT (θ)Qx(θ)dθ +

∫ 0

−h

∫ t

t+θ
ẋT (s)Zẋ(s)dsdθ, (1.18)

where symmetric matrices P > 0, Q > 0, Z > 0. Then, V̇ (xt) along the system trajecto-

ries writes:

V̇ (xt) = xT (t)[AT P + PA + Q]x(t) + xT (t)AT
1 Px(t) − xT (t − h)Qx(t − h)

+ ẋT (t)hZẋ(t) −
∫ t

t−h
ẋT (s)Zẋ(s)ds.

(1.19)

We should use Jensen’s inequality [Gu 2003] to remove the integral part and get the

upper bound of V̇ (xt):

−
∫ t

t−h
ẋT (s)Zẋ(s)ds 6 −1

h

∫ t

t−h
ẋT (s)dsZ

∫ t

t−h
ẋ(s)ds. (1.20)

Thus, the rate-independent stability theorem (the rate-independent stability implies

the delay-dependent stability) is obtained.

Theorem 1.7 (Rate-Independent Stability Theorem) Suppose there exist symmetric

matrices P > 0, Q > 0, Z > 0, such that LMI condition (1.21) is feasible, then the system

ẋ(t) = Ax(t) + A1x(t − h) with delay h is rate-independent asymptotically stable:

(
AT P+PA+Q−

1
h

Z PA1+ 1
h

Z

> −Q−
1
h

Z

)
< 0. (1.21)

In fact, various model transformations of time delay systems are often utilized to get

better stability conditions based on Lyapunov method, we detail these model transfor-

mations in Appendix .5. More details about Lyapunov-Krasovskii functionals of neu-

tral/distributed delay systems or different types of stability can be found in [Park 1999,

Han 2001,Fridman 2001a,Fridman 2002,Han 2002,Richard 2003,Fridman 2003,Xu 2003,

Wu 2004,Fridman 2004a,Fridman 2004b,Jing 2004,Lien 2005a,Lien 2005b,Fridman 2006a,

Xu 2007,Park 2007,He 2007,Gomes da Silva Jr 2011].

1.4 Conclusions

This chapter has given an overview of problems and challenges, control objectives and

structures, recent researches in the field of teleoperation system, especially, the delayed
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teleoperation system. The general teleoperation control scheme in Fig. 1.6 arises at meet-

ing the main objectives e.g. the stability, the synchronization and the transparency. Sev-

eral recent methods have been introduced in Table 1.1, in which passivity-based method

will be compared with our approach, and H∞ theory will be applied in this thesis. At last,

time delay systems have been concisely presented, and the principles of the LKF-based

stability approach have been introduced.

Generally speaking, some theories of this thesis are detailed as follows:

• Teleoperation system will be designed based on the proposed general control scheme

in Fig. 1.6 to meet the control objectives mentioned above.

• The representation of our teleoperation system will use functional differential equa-

tion with different time-varying delays coming from the asymmetry of the communication

channels.

• The master/slave controller design will be given by combining the theories of LKF

and H∞ performance so to be computable in terms of LMI optimization.
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Chapter 2

Several Novel Control Schemes

This chapter is devoted to the controller design problem for bilateral teleoperation sys-

tem under asymmetric and time-varying delays (in this area, many solutions have been

presented, most of which have been introduced in previous chapter). With this motiva-

tion, some preliminary description and assumptions should be introduced before further

works, which will constitute the first section. Then, this chapter will present the sta-

bility condition and three novel control schemes based on LKF, H∞ control theory and

LMI optimization. At last, the results of simulation and comparisons with other meth-

ods (e.g. passivity-based method [Ye 2009c], another Lyapunov-Krasovskii functional

approach [Hua 2010]) will be presented.

2.1 System Description and Assumptions

Firstly, let us recall the general scheme as Fig. 1.6 in previous chapter. Here, according

to our research focus, we do not consider the auditive/visual signals.

Figure 2.1: General control scheme without auditive/visual signal

Our following novel control schemes will be proposed with the design of different
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master/slave controllers for bilateral teleoperation. Besides, in this thesis, the position,

the velocity or the estimated/measured force will be transferred between the master and

the slave. Note that we intend to reproduce or track, as much as possible, the present

position/velocity/force, despite the transmission delays. This represents a "predictive"

effect that will characterize our control schemes.

Several performance objectives should be achieved, above all it is the basic asymptotic

stability of teleoperation systems under time-varying delays. And then, the synchroniza-

tion/transparency should also be enhanced:

• Firstly, position tracking (or position coordination): the slave robot should follow

the motion of the master robot driven by human operator [Razi 2007]. Especially when

there are the time-varying delays in the communication lines, to achieve position tracking

becomes more difficult.

• Secondly, force tracking (or force coordination): the environmental force acting on

the slave (when it contacts the external environment) should be accurately and real-time

reproduced to the master [Chopra 2006]. This can be achieved by the force-reflecting (the

force feedback reproducing the environmental force at the side of human operator), in

which the human operator feels haptic sensations as if he or she is actually present at the

remote site [Lee 2010b].

Thus, our objective is to achieve these performance objectives by designing the mas-

ter/slave controllers. The asymptotic stability of the closed-loop system is to be proved by

Lyapunov approaches, especially Lyapunov-Krasovskii functionals that can be designed by

LMI optimization (see [Fridman 2006a] and the references therein). For the performance

consideration, the H∞ control theory is used to make the position error (master/slave

synchronization) converge to a small region [Fridman 2001b,Xu 2006,Zhang 2008], which

can be defined as H∞ region. And then, the force tracking is realized by the direct

force-reflecting.

Besides, according to the general scheme and our experimental test-bench, the follow-

ing assumptions are made.

Assumption 1 In our experimental test-bench, we will realize independently the control

for each axis of master/slave robots (3-axis robots, one degree-of-freedom for each axis),

and the nonlinear terms (e.g. the frictions) of master/slave robots can be linearized by

internal feedback or controlled by H∞ theory, thus the master and slave robots can be

considered as linear dynamical systems (more details can be found in Chapter 4).

Thus, the master and the slave are reducible to the following models:
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2.1. System Description and Assumptions

ẋm(t) = (Am − BmKm
0 )xm(t) + Bm(Fm(t) + Fh(t)), (2.1)

ẋs(t) = (As − BsK
s
0)xs(t) + Bs(Fs(t) + Fe(t)), (2.2)

where xm(t) = θ̇m(t) ∈ R
n, xs(t) = θ̇s(t) ∈ R

n are the velocities of the master and the

slave, Ks
0 and Km

0 are local partial state feedbacks. They will be supposed to be known

according to the following Assumption 4. Am, Bm and As, Bs are constant matrices.

Fm(t) and Fs(t) are the actuated force inputs of the master and of the slave. Fh(t) and

Fe(t) are the uncontrolled forces of the human operator and of the environment on the

master and on the slave respectively.

As mentioned above, each axis of master/slave robots will be designed respectively, so

in this thesis, θ̇m(t) ∈ R
1, θ̇s(t) ∈ R

1. In the following, the systems will also be considered

as 1-DOF systems.

Assumption 2 The used long-range or flexible communication links (e.g. the Internet,

Wireless 802.11 networks) introduce additional, complex dynamics that can be represented

by delays [Zhang 2011b, Kruszewski 2011]. Furthermore, there exists a maximum delay

value between two network terminations.

Thus, in this thesis, the communication delays are time-varying, asymmetric and

bounded, as τ1(t), τ2(t) ∈ [h1, h2], h1 ≥ 0. Here, the delays result from the communi-

cation, access time, and packet loss effects [Kruszewski 2011].

Note that this assumption is not very restrictive for some cases of real networks, we

already explained in previous chapter that a finite number of successive lost packets under

UDP protocol creates a bounded sampling delay. Besides, if the delay reaches the values

that overpass the assumed maximum limit, then the bilateral control must be switched to

another kind of controllers [Kruszewski 2011].

Assumption 3 Each data packet transferred between the master and the slave includes

an added time-stamp. By this way, the master or slave side can calculate the delays

affecting the received packets, as soon as it receives the packet.

Besides, thanks to the time-stamped data packets, the master and slave clocks are

synchronized by a network time protocol [Kruszewski 2011], or an alternative GPS strat-

egy [Jiang 2008].

Assumption 4 The master and the slave systems have the local controllers ensuring the

speed stability, respectively Km
0 and Ks

0.
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Note that Assumption 1 and Assumption 4 will be relaxed in the next chapter, where

the robustness w.r.t. parameter variations and exogenous disturbances will be taken into

account.

Thanks to these assumptions, we are now ready to present our control schemes.

2.2 Robust Stability Conditions

This section provides the theoretical results that will be useful in our stability and perfor-

mance analysis. For simplicity reasons, the systems described in this section are modeled

as linear time-invariant systems as Assumption 1 but, for a use in more realistic situations,

we will also consider additive perturbations.

The first theorem focuses on the asymptotical stability of time-varying delay systems,

the second one considers the stability with the H∞ performance index for perturbed

systems without delay. The third one, in the final subsection, synthesizes these two

subsections and gives a general stability condition with the H∞ performance index for

perturbed systems with time-varying delays.

2.2.1 Linear System with Time-Varying Delays

Consider the general time-varying delay system described by:

{
ẋ(t) = A0x(t) +

∑q
i=1 Aix(t − τi(t)),

x(t0 + θ) = φ(θ), ẋ(t0 + θ) = φ̇(θ), θ ∈ [−h2, 0].
(2.3)

Here, x(t) ∈ R
n is the present system state, φ(θ) is the initial state function, which

is supposed to be piecewise continuous with a finite number of bounded jumps, and

continuously differentiable on each subinterval. Delays τi(t) ∈ [h1, h2], h1 ≥ 0, i =

1, 2, ..., q, are time-varying. There is no particular assumption on τ̇i(t), that is to say, the

delays can be fast-varying: our following results handle the rate-independent stability.

A0 and Ai, i = 1, 2, ..., q, are constant matrices. We consider the following Lyapunov-

Krasovskii functional [Fridman 2006a]:
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V (x(t), ẋ(t)) = x(t)T Px(t)︸ ︷︷ ︸
a

+

∫ t

t−h2

x(s)T Sax(s)ds +

∫ t

t−h1

x(s)T Sx(s)ds

︸ ︷︷ ︸
b

+ h1

∫ 0

−h1

∫ t

t+θ
ẋ(s)T Rẋ(s)dsdθ +

q∑

i=1

(h2 − h1)

∫
−h1

−h2

∫ t

t+θ
ẋ(s)T Raiẋ(s)dsdθ

︸ ︷︷ ︸
c

.

(2.4)

Roughly speaking, the part a in (2.4) represents Lyapunov function without consider-

ing the delays, b is the part for constant delays, and c is the one that handles time-varying

delays.

Theorem 2.1 Suppose there exist n × n symmetric matrices P > 0, R > 0, S > 0,

Sa > 0, Rai > 0, and some matrices P2, P3, Y1, Y2, i = 1, 2, ..., q, such that LMI

condition (2.5) with notations (2.6) is feasible. Then, the system (2.3) is rate-independent

asymptotically stable for time-varying delays τi(t) ∈ [h1, h2], i = 1, 2, ..., q.

Γ1 =




Γ1
11 Γ1

12 R+
∑q

i=1 P T
2 Ai−qY T

1 qY T
1 −P T

2 A1+Y T
1 ... −P T

2 Aq+Y T
1 Y T

1 ... Y T
1

> Γ1
22

∑q
i=1 P T

3 Ai−qY T
2 qY T

2 −P T
3 A1+Y T

2 ... −P T
3 Aq+Y T

2 Y T
2 ... Y T

2
> > −S−R 0 0 0 0 0 0 0
> > > −Sa 0 0 0 0 0 0
> > > > −Ra1 0 0 0 0 0
> > > > > ... 0 0 0 0
> > > > > > −Raq 0 0 0
> > > > > > > −Ra1 0 0
> > > > > > > > ... 0
> > > > > > > > > −Raq




< 0, (2.5)

Γ1
11 = S + Sa − R + AT

0 P2 + P T
2 A0, Γ1

12 = P − P T
2 + AT

0 P3,

Γ1
22 = −P3 − P T

3 + h2
1R + (h2 − h1)

2
q∑

i=1

Rai.
(2.6)

Proof: Differentiating V (x(t), ẋ(t)), one finds:

V̇ (x(t), ẋ(t)) = x(t)T (S + Sa)x(t) + ẋ(t)T Px(t) + x(t)T Pẋ(t)

− x(t − h1)
T Sx(t − h1) − x(t − h2)

T Sax(t − h2)

+ ẋ(t)T [h2
1R + (h2 − h1)

2
q∑

i=1

Rai]ẋ(t)

− h1

∫ t

t−h1

ẋ(s)T Rẋ(s)ds − (h2 − h1)

∫ t−h1

t−h2

ẋ(s)T
q∑

i=1

Raiẋ(s)ds.

(2.7)
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We decompose the last term into:

−(h2 − h1)

∫ t−h1

t−h2

ẋ(s)T
q∑

i=1

Raiẋ(s)ds = −(h2 − h1)

q∑

i=1

∫ t−τi(t)

t−h2

ẋ(s)T Raiẋ(s)ds

− (h2 − h1)

q∑

i=1

∫ t−h1

t−τi(t)
ẋ(s)T Raiẋ(s)ds.

(2.8)

Applying the Jensen’s inequality [Gu 2003]:

− h1

∫ t

t−h1

ẋ(s)T Rẋ(s)ds 6 −
∫ t

t−h1

ẋ(s)T dsR

∫ t

t−h1

ẋ(s)ds,

− (h2 − h1)

q∑

i=1

∫ t−τi(t)

t−h2

ẋ(s)T Raiẋ(s)ds 6 −
q∑

i=1

∫ t−τi(t)

t−h2

ẋ(s)T dsRai

∫ t−τi(t)

t−h2

ẋ(s)ds,

− (h2 − h1)

q∑

i=1

∫ t−h1

t−τi(t)
ẋ(s)T Raiẋ(s)ds 6 −

q∑

i=1

∫ t−h1

t−τi(t)
ẋ(s)T dsRai

∫ t−h1

t−τi(t)
ẋ(s)ds,

(2.9)

so we obtain:

V̇ (x(t), ẋ(t)) ≤ x(t)T (S + Sa)x(t) + ẋ(t)T Px(t) + x(t)T Pẋ(t)

− x(t − h1)
T Sx(t − h1) − x(t − h2)

T Sax(t − h2)

+ ẋ(t)T [h2
1R + (h2 − h1)

2
q∑

i=1

Rai]ẋ(t)

− [x(t)T − x(t − h1)
T ]R[x(t) − x(t − h1)]

−
q∑

i=1

vT
1iRaiv1i −

q∑

i=1

vT
2iRaiv2i,

(2.10)

where:

v1i =

∫ t−h1

t−τi(t)
ẋ(s)ds, v2i =

∫ t−τi(t)

t−h2

ẋ(s)ds, i = 1, 2, ..., q. (2.11)

Introducing free weighting matrices P2, P3, Y1, Y2, the following expressions are added

into V̇ (x(t), ẋ(t)) [He 2004,Fridman 2006a]:

0 = 2[x(t)T P T
2 + ẋ(t)T P T

3 ][A0x(t) + Bw(t) +

q∑

i=1

Aix(t − h1) −
q∑

i=1

Aiv1i − ẋ(t)],

0 = 2[x(t)T Y T
1 + ẋ(t)T Y T

2 ][qx(t − h2) +

q∑

i=1

v1i +

q∑

i=1

v2i − qx(t − h1)].

(2.12)
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Setting (the symbol col{} represents the column vector, which will also be used in the

following):

η(t) =col{x(t), ẋ(t), x(t − h1), x(t − h2), v11, v12, ..., v1q, v21, v22, ..., v2q, w(t)}. (2.13)

Finally, if the LMI in (2.5) is feasible, we obtain:

V̇ (x(t), ẋ(t)) ≤ η(t)T Γ1η(t) < 0. (2.14)

2.2.2 H∞ Performance

H∞ control theory is introduced so to enhance the robustness performance. For the

moment, we consider the delay-free linear system with perturbation:

{
ẋ(t) = Ax(t) + Bw(t),

z(t) = Cx(t).
(2.15)

Here, w(t) ∈ R
l is some exogenous disturbance signal, while z(t) ∈ R

m is the objective

control output. A, B and C are constant matrices. According to H∞ control theory, the

performance will be studied by checking the criterion J(w) < 0 for some H∞ performance

index γ:

J(w) =

∫
∞

0
(z(t)T z(t) − γ2w(t)T w(t))dt. (2.16)

Theorem 2.2 Suppose there exist a n × n symmetric matrice P > 0, some matrices P2,

P3, and a positive scalar γ, such that LMI condition (2.17) is feasible. Then, the system

(2.15) is asymptotically stable with H∞ performance J(w) < 0 (2.16).

Γ2 =

(
AT P2+P T

2 A+CT C P−P T
2 +AT P3 P T

2 B

> −P3−P T
3 P T

3 B

> > −γ2I

)
< 0. (2.17)

Proof: Considering the quadratic Lyapunov function, V (x(t)) = x(t)T Px(t) and the

condition:

V̇ (x(t)) + z(t)T z(t) − γ2w(t)T w(t) < 0. (2.18)

Integrating the resulting inequality w.r.t. in t from 0 to ∞, the condition yields:
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∫
∞

0
(V̇ (x(t)) + z(t)T z(t) − γ2w(t)T w(t))dt

= V (x(∞)) − V (x(0)) +

∫
∞

0
(z(t)T z(t) − γ2w(t)T w(t))dt

< 0.

(2.19)

Because V (x(0)) = 0 and V (x(∞)) ≥ 0, J(w) < 0 can be assured if (2.18) is negative.

Now, substituting for z(t) leads to:

V̇ (x(t)) + z(t)T z(t) − γ2w(t)T w(t) = x(t)T CT Cx(t) + x(t)T Pẋ(t) + ẋ(t)T Px(t)

− γ2w(t)T w(t).
(2.20)

Using the descriptor method and adding the free weighting matrices P2, P3 into

V̇ (x(t)) + z(t)T z(t) − γ2w(t)T w(t), one obtains:

0 = 2[x(t)T P T
2 + ẋ(t)T P T

3 ][Ax(t) + Bw(t) − ẋ(t)]. (2.21)

Setting η(t) = col{x(t), ẋ(t), w(t)}, then the LMI in (2.17) is equivalent to:

V̇ (x(t)) + z(t)T z(t) − γ2w(t)T w(t) ≤ η(t)T Γ2η(t) < 0. (2.22)

2.2.3 General Theorem on Rate-Independent Stability with H∞

Performance Index

So far, we have a Lyapunov-Krasovskii functional stability condition with several time-

varying delays Theorem 2.1, and the H∞ performance improvement condition without

time-varying delays Theorem 2.2. An integrated theorem will be given for the more

general system:





ẋ(t) = A0x(t) +
∑q

i=1 Aix(t − τi(t)) + Bw(t),

z(t) = Cx(t),

x(t0 + θ) = φ(θ), ẋ(t0 + θ) = φ̇(θ), θ ∈ [−h2, 0].

(2.23)

We consider the condition V̇ (x(t), ẋ(t)) + z(t)T z(t) − γ2w(t)T w(t) < 0 (V (x(t), ẋ(t))

has been defined in (2.4), and this inequality implies J(w) < 0 defined in (2.16)), and

substitute for z(t). The similar proof with Theorem 2.1 is utilized, at last, setting:

η(t) = col{x(t), ẋ(t), x(t − h1), x(t − h2), v11, v12, ..., v1q, v21, v22, ..., v2q, w(t)}. (2.24)
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The following LMI is obtained:

V̇ (x(t), ẋ(t)) + z(t)T z(t) − γ2w(t)T w(t) ≤ η(t)T Γ3η(t) < 0. (2.25)

where:

Γ3 =




Γ3
11 Γ3

12 R+
∑q

i=1 P T
2 Ai−qY T

1 qY T
1 −P T

2 A1+Y T
1 ... −P T

2 Aq+Y T
1 Y T

1 ... Y T
1 P T

2 B

> Γ3
22

∑q
i=1 P T

3 Ai−qY T
2 qY T

2 −P T
3 A1+Y T

2 ... −P T
3 Aq+Y T

2 Y T
2 ... Y T

2 P T
3 B

> > −S−R 0 0 0 0 0 0 0 0
> > > −Sa 0 0 0 0 0 0 0
> > > > −Ra1 0 0 0 0 0 0
> > > > > ... 0 0 0 0 0
> > > > > > −Raq 0 0 0 0
> > > > > > > −Ra1 0 0 0
> > > > > > > > ... 0 0
> > > > > > > > > −Raq 0

> > > > > > > > > > −γ2I




< 0, (2.26)

Γ3
11 = S + Sa − R + AT

0 P2 + P T
2 A0 + CT C, Γ3

12 = P − P T
2 + AT

0 P3,

Γ3
22 = −P3 − P T

3 + h2
1R + (h2 − h1)

2
q∑

i=1

Rai.
(2.27)

Theorem 2.3 Suppose there exist n × n symmetric matrices P > 0, R > 0, S > 0,

Sa > 0, Rai > 0, some matrices P2, P3, Y1, Y2, i = 1, 2, ..., q, and a positive scalar

γ, such that LMI condition (2.26) with notations (2.27) is feasible. Then, the system

(2.23) is rate-independent asymptotically stable with H∞ performance J(w) < 0 (2.16)

for time-varying delays τi(t) ∈ [h1, h2], i = 1, 2, ..., q.

Our novel control architectures of bilateral teleoperation will be designed based on

these theorems, under the assumptions presented in Section 2.1.

2.3 Bilateral State Feedback Control Scheme

Bilateral state feedback control scheme given in Fig. 2.2 ensures bilateral position tracking

by state feedback, the master controller and the slave controller will be designed with

details [Zhang 2011a]. In Fig. 2.2, the information transferred between the master and

the slave are the velocities/positions of the master and the slave, θ̇m(t), θm(t) and θ̇s(t),

θs(t). C1 and C2 are the global controllers that we should design.

Note that τ̂1(t) and τ̂2(t) are estimated network delays between the master and the

slave. From Assumption 3, τ1(t) is available at slave’s side and τ2(t) is available at master’s

side: τ̂1(t) = τ1(t), τ̂2(t) = τ2(t). Thanks to this additional knowledge, C1 and C2 will be

linear state feedbacks of the delayed type.
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Figure 2.2: Bilateral state feedback control scheme

2.3.1 Controller Description

The expressions of the controllers C1 and C2 are given by:

C1 : Fs(t) = −K1
1 θ̇s(t − τ̂1(t)) − K2

1 θ̇m(t − τ1(t)) − K3
1 (θs(t − τ̂1(t) − θm(t − τ1(t))),

C2 : Fm(t) = −K1
2 θ̇s(t − τ2(t)) − K2

2 θ̇m(t − τ̂2(t)) − K3
2 (θs(t − τ2(t) − θm(t − τ̂2(t))).

(2.28)

The controller gains Kj
i , i = 1, 2, j = 1, 2, 3, are the ones to be designed for bilateral

teleoperation. Then, the teleoperation problem can be described as the stabilization of

the following linear system:

{
ẋms(t) = (Ams − BmsK0)xms(t) + Bmsums(t) + Bmswms(t),

ums(t) = −K1
msxms(t − τ1(t)) − K2

msxms(t − τ2(t)),
(2.29)

where xms(t), ums(t) are respectively the state and input of the whole system, which

involves master and slave. The detailed description of the system is:

xms(t) =

(
θ̇s(t)

θ̇m(t)
θs(t)−θm(t)

)
, ums(t) =

(
Fs(t)
Fm(t)

)
, wms(t) =

(
Fe(t)
Fh(t)

)
, (2.30)

where:

Ams =

(
As 0 0
0 Am 0
1 −1 0

)
, Bms =

(
Bs 0
0 Bm
0 0

)
=

(
B1

ms B2
ms

)
,

K0 =
(

Ks
0 0 0

0 Km
0 0

)
, K1

ms =
(

K1
1 K2

1 K3
1

0 0 0

)
, K2

ms =
(

0 0 0
K1

2 K2
2 K3

2

)
.

(2.31)

2.3.2 Controller Design

Now in (2.31), K1
ms and K2

ms should be designed by using Theorem 2.3. The closed-loop

system (2.29) can be rewritten:
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{
ẋms(t) = A0

msxms(t) + A1
msxms(t − τ1(t)) + A2

msxms(t − τ2(t)) + Bmswms(t),

zms(t) = Cmsxms(t),
(2.32)

where the controlled output is zms(t) =
(
θs(t) − θm(t)

)
. The definition of A0

ms, A1
ms, A2

ms,

C is:

A0
ms = Ams − BmsK0, A1

ms = −BmsK
1
ms, A2

ms = −BmsK
2
ms, Cms =

(
0 0 1

)
. (2.33)

Due to the particular form of Bms (2.31), one has:

A1
ms = −BmsK

1
ms = −B1

msK1, A2
ms = −BmsK

2
ms = −B2

msK2, (2.34)

where i = 1, 2:

Ki =
(

K1
i K2

i K3
i

)
. (2.35)

Our objective is to minimize the impact of disturbances on zms(t) by using H∞ control

theory, that is to minimize the position deviation θs(t) − θm(t) between the master and

the slave. Based on Theorem 2.3, the following result is proposed in form of LMI.

Theorem 2.4 Suppose there exist symmetric matrices P > 0, R > 0, S > 0, Sa > 0,

Ra1 > 0, Ra2 > 0, some matrices P2, W1, W2, Y1, Y2, and positive scalars γ and ξ, such

that LMI condition (2.37) with notations (2.38) is feasible. Then, the system (2.32) is

rate-independent asymptotically stable with H∞ performance J(w) < 0 (2.16) for time-

varying delays τ1(t), τ2(t) ∈ [h1, h2], and the control gains:

K1 = W1P
−1
2 , K2 = W2P

−1
2 . (2.36)

Γ4 =




Γ4
11 Γ4

12 Γ4
13 2Y T

1 Y T
1 +B1

msW1 Y T
1 +B2

msW2 Y T
1 Y T

1 Bms P T
2 CT

ms

> Γ4
22 Γ4

23 2Y T
2 Y T

2 +ξB1
msW1 Y T

2 +ξB2
msW2 Y T

2 Y T
2 ξBms 0

> > −S−R 0 0 0 0 0 0 0
> > > −Sa 0 0 0 0 0 0
> > > > −Ra1 0 0 0 0 0
> > > > > −Ra2 0 0 0 0
> > > > > > −Ra1 0 0 0
> > > > > > > −Ra2 0 0
> > > > > > > > −γ2I 0
> > > > > > > > > −I




< 0, (2.37)

Γ4
11 = S + Sa − R + P T

2 AT
ms − P T

2 KT
0 BT

ms + AmsP2 − BmsK0P2,

Γ4
12 = P − P2 + ξP T

2 AT
ms − ξP T

2 KT
0 BT

ms, Γ4
13 = R − B1

msW1 − B2
msW2 − 2Y T

1 ,

Γ4
22 = −ξP2 − ξP T

2 + h2
1R + (h2 − h1)

2(Ra1 + Ra2), Γ4
23 = −ξB1

msW1 − ξB2
msW2 − 2Y T

2 .

(2.38)
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Proof: We use Theorem 2.3 on system (2.32). Inspired from [Fridman 2001b], a

series of steps is made to deal with the nonlinear matrix terms P T
2 BK1, P T

2 BK2, P T
3 BK1,

P T
3 BK2:

• multiplying Γ3 in (2.26) by diag{P−T
2 , ..., P−T

2 } at the left side, by diag{P−1
2 , ..., P−1

2 }
at the right side;

• choosing P3 = ξP2;

• defining W1 = K1P2 and W2 = K2P2;

• applying the Schur formula [Briat 2008], and then, the theorem is obtained.

Remark 2.5 K1 and K2 are fixed by W1 and W2 under the minimum value of γ that pro-

vides a feasible LMI (denoted as γmin). From [Tadmor 2000], supw(‖ zms(t) ‖2/‖ wms(t) ‖2) <

γmin is achievable in the closed-loop system. Thus, the position deviation zms(t) can be

minimized under exogenous disturbance input wms(t). Besides, the performance of syn-

chronization is proportional to the magnitude of γmin: the smaller γmin, the better H∞

performance.

Remark 2.6 In practical applications, the position scaling is also important [Son 2011].

Based on the position tracking, we redefine the system in (2.30):

xms(t) =

(
θ̇s(t)

θ̇m(t)
αsθs(t)−αmθm(t)

)
, zms(t) =

(
αsθs(t)−αmθm(t)

)
, (2.39)

where αs, αm are the scaling gains. Therefore, the position scaling can be achieved by

Theorem 2.4, and the scaling relation of the master and the slave is:

θs(t)

θm(t)
=

αm

αs
. (2.40)

2.4 Force-Reflecting Proxy Control Scheme

In order to improve the performance of system and achieve the force tracking between the

master and the slave, the force feedback should be utilized based on the estimated/measured

force of the human operator and environment. We firstly propose a force-reflecting control

scheme Fig. 2.3 to illustrate the idea of the control and the theorem to be used later. And

then, the slave controller will be redesigned by adding a proxy in the control scheme.

Note that the master controller has been discarded and, at slave side, the slave con-

troller is designed. From master to slave, the information transferred are the veloc-

ity/position of the master. However, from slave to master, only the estimated/measured
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Figure 2.3: Force-reflecting control scheme

force F̂e(t) is transferred (the velocity/position of the slave is used to design the controller

C), so to realize the force tracking Fm(t) = F̂e(t−τ2(t)), which is based on the stability of

the whole system. Technically, F̂e(t) can be either measured or estimated. In our experi-

mental implementation, we prefer to introduce the additional sensors (to be presented in

Chapter 4).

As mentioned above, τ1(t) is available at slave’s side τ̂1(t) = τ1(t).

Again, C with controller gain Ki, i = 1, 2, 3 is given by:

C : Fs(t) = −K1θ̇s(t − τ̂1(t)) − K2θ̇m(t − τ1(t)) − K3(θs(t − τ̂1(t) − θm(t − τ1(t))). (2.41)

The closed-loop system is described by:

{
ẋms(t) = (Ams − BmsK0)xms(t) + Bmsums(t) + Bmswms(t),

ums(t) = −Kmsxms(t − τ1(t)),
(2.42)

where the description of xms(t), ums(t), wms(t) and Ams, Bms, K0 is the same as (2.30)

and (2.31) of the bilateral state feedback control scheme, but:

Kms =
(

K1 K2 K3

0 0 0

)
. (2.43)

Thus, the τ2(t)-delayed coming from the master controller is now suppressed. Applying

the method for the controller design, we rewrite the system as:

{
ẋms(t) = A0

msxms(t) + A1
msxms(t − τ1(t)) + Bmswms(t),

zms(t) = Cmsxms(t).
(2.44)

Here again, zms(t) =
(
θs(t) − θm(t)

)
. Contrarily to the previous scheme, here only

one delay τ1(t) is induced. A0
ms, Cms can be found in previous subsection and, with
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K =
(
K1 K2 K3

)
, A1

ms is:

A1
ms = −BmsKms = −B1

msK. (2.45)

An LMI condition under one delay can now be obtained.

Theorem 2.7 Suppose there exist symmetric matrices P > 0, R > 0, S > 0, Sa > 0,

Ra1 > 0, some matrices P2, W , Y1, Y2, and positive scalars γ and ξ, such that LMI condi-

tion (2.47) with notations (2.48) is feasible. Then, the system (2.42) is rate-independent

asymptotically stable with H∞ performance J(w) < 0 (2.16) for the time-varying delay

τ1(t) ∈ [h1, h2], and the control gain:

K = WP−1
2 . (2.46)

Γ5 =




Γ5
11 Γ5

12 Γ5
13 Y T

1 Y T
1 +B1

msW Y T
1 Bms P T

2 CT
ms

> Γ5
22 Γ5

23 Y T
2 Y T

2 +ξB1
msW Y T

2 ξBms 0
> > −S−R 0 0 0 0 0
> > > −Sa 0 0 0 0
> > > > −Ra1 0 0 0
> > > > > −Ra1 0 0
> > > > > > −γ2I 0
> > > > > > > −I




< 0, (2.47)

Γ5
11 = S + Sa − R + P T

2 AT
ms − P T

2 KT
0 BT

ms + AmsP2 − BmsK0P2,

Γ5
12 = P − P2 + ξP T

2 AT
ms − ξP T

2 KT
0 BT

ms, Γ5
13 = R − B1

msW − Y T
1

Γ5
22 = −ξP2 − ξP T

2 + h2
1R + (h2 − h1)

2Ra1, Γ5
23 = −ξB1

msW − Y T
2 .

(2.48)

Proof: The proof is similar to Theorem 2.4 and is omitted here.

This is a simpler control structure with the estimation of force, as mentioned above,

only Fe(t) has been estimated/measured, next with the estimation of Fh(t) and a novel

proxy scheme, a better system performance can be obtained.

A novel force-reflecting proxy control scheme is proposed in Fig. 2.4, which realized

bilateral position and force tracking by adding a proxy of master into the slave controller

(the term "proxy" is inspired by [Cheong 2008, Li 2009], and the "proxy of master"

means the avatar of the master at the slave side). Here, the proxy of master provides an

estimation of the master’s present position and velocity despite the delay τ1(t).

• From master to slave, the information transferred are the velocity/position of the

master and the estimated/measured force F̂h(t), these are used to achieve the position

tracking.

• From slave to master, only the estimated/measured force F̂e(t) is transferred, so

the force tracking Fm(t) = F̂e(t − τ2(t)) is realized, if the stability of the whole system is

verified.
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Figure 2.4: Force-reflecting proxy control scheme

Note that again, the proxy of master is like a remote and predictive observer of the

master, which is used at the slave side to reduce the impact of the communication delays.

2.4.1 Slave Controller Description

Figure 2.5: Proxy of master

Fig. 2.5 shows the scheme of the proxy of master. The block diagram "P" represents a

model generating θ̇p(t)/θp(t) (the velocity/position of the proxy), which is designed so to

reproduce the velocity/position of the master, θ̇m(t)/θm(t). L is the gain to be designed.

The model "P" is as follow:

ẋp(t) = (Am − BmKm
0 )xp(t) − BmFp(t) + Bm(F̂e(t − τ̂1(t)) + F̂h(t − τ1(t))). (2.49)

Because the proxy acts as a remote observer of the master, the proxy parameters Am,

Bm and Km
0 are the same as that of the master. xp(t) = θ̇p(t) ∈ R

n, as mentioned above,
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θ̇p(t) ∈ R
1 is considered in this thesis. The gain L =

(
L1 L2 L3

)
is used to synchronize

asymptotically the position between the master and the proxy of master:

Fp(t) = L

(
θ̇p(t−τ̂1(t))

θ̇m(t−τ1(t))
θp(t−τ̂1(t))−θm(t−τ1(t))

)
. (2.50)

Next, K =
(
K1 K2 K3

)
is the gain of the controller C̄:

Fs(t) = −K

(
θ̇s(t)

θ̇p(t)
θs(t)−θp(t)

)
. (2.51)

The main difference with a Luenberger observer is that the correction term Fp(t) acts

as an input of the proxy. While, the proxy model still respects the dynamics of the master.

2.4.2 Controller Design

Our objective is to provide a controller design algorithm for the controller C̄ and the

proxy, so to achieve the stability of the whole system with the position/force tracking

under asymmetric time-varying delays.

2.4.2.1 Master-Proxy Synchronization

We design the proxy of master by Lyapunov-Krasovskii functionals, H∞ control and LMI.

we regroup the models of the master and proxy into the following linear system:

{
ẋmp(t) = A0

mpxmp(t) + A1
mpxmp(t − τ1(t)) + Bmpwmp(t),

zmp(t) = Cmpxmp(t),
(2.52)

where only one delay τ1(t) must be handled, and:

xmp(t) =

(
θ̇p(t)

θ̇m(t)
θp(t)−θm(t)

)
, wmp(t) =

(
F̂e(t−τ̂1(t))+F̂h(t−τ1(t))

Fm(t)+Fh(t)

)
, zmp(t) =

(
θp(t)−θm(t)

)
.

(2.53)

Then:

A0
mp =

(
Am−BmKm

0 0 0
0 Am−BmKm

0 0
1 −1 0

)
, A1

mp =
(

−BmL1 −BmL2 −BmL3
0 0 0
0 0 0

)
,

Bmp =
(

Bm 0
0 Bm
0 0

)
=

(
B1

mp B2
mp

)
, Cmp =

(
0 0 1

)
.

(2.54)

From (2.54) and L =
(
L1 L2 L3

)
, one has:
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A1
mp = −B1

mpL. (2.55)

Then, the following theorem is obtained.

Theorem 2.8 Suppose there exist symmetric matrices P > 0, R > 0, S > 0, Sa > 0,

Ra1 > 0, some matrices P2, Y1, Y2, M , and positive scalars γ and ξ, such that LMI condi-

tion (2.57) with notations (2.58) is feasible. Then, the system (2.52) is rate-independent

asymptotically stable with H∞ performance J(w) < 0 (2.16) for time-varying delay τ1(t) ∈
[h1, h2], and the proxy control gain:

L = MP−1
2 . (2.56)

Γ6 =




Γ6
11 Γ6

12 R−B1
mpM−Y T

1 Y T
1 Y T

1 +B1
mpM Y T

1 Bmp P T
2 CT

mp

> Γ6
22 −ξB1

mpM−Y T
2 Y T

2 Y T
2 +ξB1

mpM Y T
2 ξBmp 0

> > −S−R 0 0 0 0 0
> > > −Sa 0 0 0 0
> > > > −Ra1 0 0 0
> > > > > −Ra1 0 0
> > > > > > −γ2I 0
> > > > > > > −I




< 0, (2.57)

Γ6
11 = S + Sa − R + P T

2 A0
mp

T
+ A0

mpP2, Γ6
12 = P − P2 + ξP T

2 A0
mp

T
,

Γ6
22 = −ξP2 − ξP T

2 + h2
1R + (h2 − h1)

2Ra1.
(2.58)

Proof: The proof is similar to Theorem 2.4 and is omitted here.

2.4.2.2 Proxy-Slave Synchronization

The position tracking between the master and the proxy has been achieved. Then, the

controller C̄ has to be designed so to assure the position tracking between the proxy and

the slave. The system gathering the proxy, the controller C̄ and the slave, is given by:

{
ẋps(t) = Apsxps(t) + Bpswps(t),

zps(t) = Cpsxps(t),
(2.59)

xps(t) =

(
θ̇s(t)

θ̇p(t)
θs(t)−θp(t)

)
, zps(t) =

(
θs(t)−θp(t)

)
. (2.60)

Particularly, the input of the proxy, Fp(t), is considered as the exogenous disturbance

signal:

wps(t) =

(
Fe(t)

F̂e(t − τ̂1(t)) + F̂h(t − τ1(t)) − Fp(t)

)
. (2.61)

So:
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Aps =

(
As−BsKs

0−BsK1 −BsK2 −BsK3

0 Am−BmKm
0 0

1 −1 0

)
, Bps =

(
Bs 0
0 Bm
0 0

)
=

(
B1

ps B2
ps

)
, Cps =

(
0 0 1

)
.

(2.62)

The following transformation is made:

Aps =

(
As−BsKs

0 0 0
0 Am−BmKm

0 0
1 −1 0

)
+

(
−BsK1 −BsK2 −BsK3

0 0 0
0 0 0

)

= (A0
ps − B1

psK).

(2.63)

Then, we obtain the following theorem.

Theorem 2.9 Suppose there exist a symmetric matrice P > 0, some matrices P2, W ,

and positive scalars γ and ξ, such that LMI condition (2.65) with notations (2.66) is

feasible. Then, the system (2.59) is asymptotically stable with H∞ performance J(w) < 0

(2.16), and the control gain of the controller C̄:

K = WP−1
2 . (2.64)

Γ7 =




Γ7
11 Γ7

12 Bps P T
2 CT

ps

> −ξP2−ξP T
2 ξBps 0

> > −γ2I 0
> > > −I


 < 0, (2.65)

Γ7
11 = P T

2 A0
ps

T
+ A0

psP2 − W T B1
ps

T − B1
psW, Γ7

12 = P − P2 + ξP T
2 A0

ps
T − ξW T B1

ps
T
.

(2.66)

Proof: Theorem 2.9 is an extension of Theorem 2.2, similar with Theorem 2.7, mul-

tiplying Γ2 in (2.17) by diag{P−T
2 , ..., P−T

2 } at the left side, by diag{P−1
2 , ..., P−1

2 } at the

right side. Choosing P3 = ξP2, defining W = KP2, and applying the Schur formula,

conclude the proof.

2.4.2.3 Global Performance Analysis

By Theorem 2.8 and Theorem 2.9, the position tracking between the master, the proxy

and the slave is ensured. The next and final step is to ensure the stability of the global

system. Note that a main advantage of our control scheme is that the position tracking

combined with the global asymptotic stability will ensure the force tracking from the slave

to the master as a consequence. The global system is described by:

{
ẋmps(t) = A0

mpsxmps(t) + A1
mpsxmps(t − τ1(t)) + Bmpswmps(t),

zmps(t) = Cmpsxmps(t),
(2.67)
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where:

xmps(t) =




θ̇s(t)

θ̇p(t)

θ̇m(t)
θs(t)−θp(t)
θp(t)−θm(t)


 , wmps(t) =

(
Fe(t)

F̂e(t−τ̂1(t))+F̂h(t−τ1(t))
Fm(t)+Fh(t)

)
, zmps(t) =

(
θs(t)−θp(t)
θp(t)−θm(t)

)
.

(2.68)

So we can get:

A0
mps =




As−BsKs
0−BsK1 −BsK2 0 −BsK3 0

0 Am−BmKm
0 0 0 0

0 0 Am−BmKm
0 0 0

1 −1 0 0 0
0 1 −1 0 0


 ,

A1
mps =

(
0 0 0 0 0
0 −BmL1 −BmL2 0 −BmL3
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

)
, Bmps =

( Bs 0 0
0 Bm 0
0 0 Bm
0 0 0
0 0 0

)
, Cmps =

(
0 0 0 1 0
0 0 0 0 1

)
.

(2.69)

By Theorem 2.3, we can verify the global stability of the system. That is to say,

with the force tracking Fm(t) = F̂e(t− τ2(t)), the system is globally stable under the H∞

constraint.

Remark 2.10 The global design of L and K from the terms A0
mps and A1

mps is impossible,

because the L and K in (2.69) can not be calculated in the form of LMI, which normally

requires the transformation as (2.45), (2.55), (2.63) (similarly to (2.34) in the previous

bilateral state feedback control scheme).

Remark 2.11 Comparing three architectures in Fig. 2.2, Fig. 2.3 and Fig. 2.4, all of

them guaranty stability and position tracking thanks to the position/velocity information.

Fig. 2.3 and Fig. 2.4, in addition, ensure the force tracking. Fig. 2.4 gets a better per-

formance, however, it also introduces additional computation load and needs the human

and environment force (Fh(t), Fe(t)) to be estimated/measured. For these reasons (com-

puting load, the implementation of the unknown input observers or external force sensors

of Fh(t), Fe(t)), one may prefer the simpler structure of Fig. 2.2 instead of the more per-

forming one Fig. 2.4. This will be illustrated in next section (Simulations) or in the last

chapter (Experiments).

Remark 2.12 As in Remark 2.6, the position scaling can also be achieved here. This

is realized not in the design of proxy of master, but in the design of controller C̄. We

redefine:
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xps(t) =

(
θ̇s(t)

θ̇p(t)
αsθs(t)−αpθp(t)

)
, zps(t) =

(
αsθs(t)−αpθp(t)

)
. (2.70)

where αs, αp are the scaling gains. Because the proxy follows the motion of the master,

the scaling relation is achieved as:

θs(t)

θp(t)
=

θs(t)

θm(t)
=

αp

αs
. (2.71)

Besides, the force scaling can be achieved by adding the force scaling gain (e.g. β) in

the force-reflecting channel, as Fm(t) = βF̂e(t − τ2(t)).

2.5 Results and Analysis

In this subsection, simulations are performed in different working conditions so to evaluate

the performance of the proposed approaches and compare it with other results from the

literatures [Ye 2009c,Hua 2010]. The maximum amplitude of time-varying delays is taken

as h2 = 0.2s (greater allowable maximum delays can also be handled), which satisfies many

network-based applications of teleoperation such as internet-based teleoperation. For the

simulation of time-varying delays, we use a band-limited white noise, as in Fig. 2.6. Note

that the time-varying delays in the two channels are asymmetric.

Figure 2.6: An example of time-varying delays

The master, the proxy and the slave models are described as simple integrators, mm/s,

mp/s and ms/s. And for verifying the position tracking, the effective endpoint mass

is chosen differently, mm = mp = 1kg and ms = 2kg (more complex systems will be
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introduced in Chapter 4). Besides, the poles of the master, the proxy and the slave are

given as [−100.0], then: Km
0 = 100, Ks

0 = 50.

For the bilateral state feedback control scheme, the following global controllers are

obtained under γ
C1/C2

min = 0.0123 (we choose ξ = 1 in Theorem 2.4):

K1 =
(

−0.1870 −0.0368 65.0846

)
, K2 =

(
0.4419 0.0813 −153.8704

)
. (2.72)

With the same models of master, proxy and slave, for the force-reflecting proxy control

scheme, the gains L of the proxy and K of the controller C̄, and the corresponding γmin,

are as follows (we choose ξ = 1 in Theorem 2.8 and Theorem 2.9):

L =
(

−1.4566 0.1420 282.482

)
, γL

min = 0.0081,

K =
(

−29.9635 −3.6393 618.536

)
, γC̄

min = 0.0075.
(2.73)

From Theorem 2.3, the global rate-independent stability of the system is verified with

γg
min = 0.0062.

2.5.1 Abrupt Tracking Motion

With the same simulation condition, our objective is to show the system stability and

compare the position tracking and convergence performance between our bilateral state

feedback control scheme, our force-reflecting proxy control scheme and the methods

in [Ye 2009c,Hua 2010].

In Fig. 2.7, the passivity-based position tracking of [Ye 2009c] is shown in the lower left

part, and the lower right part shows the result of [Hua 2010], which also used Lyapunov-

Krasovskii functionals to design the controllers and analyze the stability. In [Hua 2010],

the controller gains should be determined before, and then, the stability analysis and

allowable maximum time delays will be checked by LKF theorems in form of LMI. We

have resolved this problem in this paper, our controllers can be obtained directly by LKF

theorems.

It is clear that our methods achieve the stability and the position tracking. Concern-

ing [Ye 2009c,Hua 2010], the position convergence is ensured, but there is still a position

deviation between master and slave. Besides, our force-reflecting proxy control scheme

can get better position convergence than our bilateral state feedback control scheme. This

can be seen on γmin: the former’s (γg
min = 0.0062) is about 2 times smaller than the the

latter’s (γC1/C2

min = 0.0123).
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Figure 2.7: Position response in abrupt tracking motion (upper left: bilateral state
feedback control scheme; upper right: force-reflecting proxy control scheme; lower left:
from [Ye 2009c]; lower right: from [Hua 2010])

Furthermore, in order to show the effectiveness of the proxy in Fig. 2.8, we also compare

the results of simulation between the force-reflecting control scheme (Fig. 2.3) and force-

reflecting proxy control scheme (Fig. 2.4). We can see that the proxy of master can greatly

improve the system performance.

Besides, as described in Remark 2.6, in Fig. 2.9 the position scaling is achieved for both

the bilateral state feedback and force-reflecting proxy control schemes. Here, αm = 1,

αs = 2. Specially for the force-reflecting proxy control scheme, we make the position

scaling at the design stage of the controller C̄, thus αp = 1, αs = 2.

2.5.2 Wall Contact Motion

In this case, the slave robot is driven to the hard wall with a stiffness of Ke = 30kN/m

located at x = 1.0m. Our aim is to show that, by our methods:

1. When the slave robot reaches the wall, the master robot can stop as quickly as

possible.
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Figure 2.8: Position response in abrupt tracking motion (left: force-reflecting control
scheme; right: force-reflecting proxy control scheme)

Figure 2.9: Position scaling in abrupt tracking motion (left: bilateral state feedback
control scheme; right: force-reflecting proxy control scheme)

2. When the slave robot returns after hitting the wall (Fe(t) = 0), the system can

restore the position tracking between the master and the slave.

3. When the slave contacts the wall, the force tracking from the slave to the master

can be assured.

Fig. 2.10 illustrates that our two schemes can ensure points 1) and 2). Moreover,

our force-reflecting proxy control scheme can get a better position performance. By the

approach in [Ye 2009c], the position deviation between the master and the slave is larger,

and when the slave robot returns from the wall, the teleoperation system can not restore

the position tracking. [Hua 2010] can also ensures points 1) and 2), but because we have

introduced H∞ control theory, our architectures can get better position tracking and faster

position convergence than the one in [Hua 2010].
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Figure 2.10: Position response in wall contact motion (upper left: bilateral state feed-
back control scheme; upper right: force-reflecting proxy control scheme; lower left:
from [Ye 2009c]; lower right: from [Hua 2010])

Similarly, Fig. 2.11 compares the force-reflecting control scheme without the proxy

and that with the proxy.

Fig. 2.12 shows the force tracking between the master and the slave, Fm(t) and F̂e(t),

which satisfies 3). We added a simple perturbation observer in SIMULINK (in real im-

plementation of Chapter 4, the perturbation observer in SIMULINK will be replaced by

the external force sensors) in the force-reflecting proxy control scheme so to estimate the

unmeasured F̂e(t).

Similarly with the abrupt tracking motion, the position scaling is achieved on Fig. 2.13.

Besides, in the force-reflecting proxy control scheme, the force scaling is easy to realize

by adding a scaling gain in the force feedback channel.

2.5.3 Wall Contact Motion under Large Delays

In the case of "large" delays, we suppose the allowable maximum time-varying delay, h2 =

1.0s, by the theorems in the thesis, the controllers can be recalculated. The simulation

results are presented in Fig. 2.14, we can see that, our methods (especially the force-
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Figure 2.11: Position response in wall contact motion (left: force-reflecting control scheme;
right: force-reflecting proxy control scheme)

Figure 2.12: Force response in wall contact motion (Fm(t); F̂e(t))

reflecting proxy control scheme) can support "large" delays, while ensuring stability and

performance.

In order to present the influence of the time-varying delays, in Fig. 2.15 we zoom in

the right part of Fig. 2.11 (h2 = 0.2s) and the middle part of Fig. 2.14 (h2 = 1.0s), which

are both the results of the force-reflecting proxy control scheme. We can see that by our

approach, the larger delay only enlarges the position gap between the master and the

slave (this is inevitable), but dose not introduce other dynamics and perturbations on the

system performance.
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Figure 2.13: Position scaling in wall contact motion (left: bilateral state feedback control
scheme; right: force-reflecting proxy control scheme)

Figure 2.14: Position response with "large" delays in wall contact motion (left: bilat-
eral state feedback control scheme; middle: force-reflecting proxy control scheme; right:
from [Hua 2010])

2.6 Conclusions

Combining the theories of LKF and H∞ allows us to propose a series of control schemes

with asymptotic stability and guarantee performance under time-varying, asymmetric

network delays. The controllers are computed in terms of LMI. The architectures are a

comprehensive summary of the position-position and position-force schemes, especially

the force-reflecting proxy control scheme, which pioneers the use of the proxy of master in

the design of teleoperation. We think they present a quite flexible tool for the controller

design in bilateral teleoperation.

The simulations, achieved under YALMIP and SIMULINK, demonstrate that the

teleoperation system designed by our theory can run in different working conditions, even

72



2.6. Conclusions

Figure 2.15: Position response of force-reflecting proxy control scheme in wall contact
motion (left: h2 = 0.2s; right: h2 = 1.0s)

under "large" delays. Besides, the comparison with other recent approaches has been

achieved.

From now, some possible works are still open:

• The discrete-time approach of the teleoperation control scheme for digital imple-

mentation should be designed.

• This chapter supposed that the systems are modeled as linear time delay systems

with perturbations, but in next chapter, the theory to be developed to cover a more

general system with time-varying parametric uncertainties.

• Our results should be implemented in an experimental test-bench, and the real

experimental results will prove the effectiveness of our approaches.
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Robustness Aspects

Till now, the stability, the synchronization and the transparency have been ensured by

three bilateral teleoperation control schemes, especially by the force-reflecting proxy con-

trol scheme proposed in the previous chapter. Based on this, some extended research

should be considered in order to resolve some particular aspects of robustness. It will be

successively considered in the discrete-time domain, then in the continuous-time domain.

In the discrete case, we only consider exogenous perturbations, while in the continuous-

time domain, we also consider parametric uncertainties.

• Discrete-time approach: we will use a discrete-time approach to analyze the force-

reflecting proxy control scheme and try to obtain a better system performance than the

approach in continuous-time domain [Zhang 2012a]. Specifically, we present a rigorous de-

velopment of the controllers in the form of LMI for discrete teleoperation by using discrete

LKF and H∞ control (the readers could refer to [Rehm 2002,Fridman 2005a,Hetel 2008,

Meng 2010] for more details about the stability analysis of discrete-time delay systems by

Lyapunov methods). The research in this subsection is valuable to the digital implemen-

tation on the experimental test-bench and switch controller design [Kruszewski 2011].

• Continuous-time: we should extend it to more general systems with time-varying

uncertainties. There are two uncertainty cases proposed in this subsection: the teleop-

eration system with polytopic-type uncertainties [Zhang 2012b] and with norm-bounded

model uncertainties [Zhang 2012c]. For these two cases, we use the same design steps: the

force-reflecting proxy control scheme is utilized, but the models of master, proxy of master

and slave are combined with time-varying uncertainties; local controllers of master, proxy

and slave are designed by Lyapunov functions and LMI; the slave controller is obtained

by LKF, H∞ control and LMI. However, note that in each design step, design strategies

are different from one case to another. At last, these two approaches will be compared
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under the same working conditions.

In the following, a more detailed presentation of these research will be provided, and

then in each subsection, some results and comparisons will be illustrated by simulations.

3.1 Discrete-Time Approach

3.1.1 Stability Analysis of Discrete-Time Delay System

Firstly, let us introduce a discrete-time stability theorem with H∞ control performance

index. The system can be modeled as follows:

{
x(k + 1) =

∑q
i=0 Aix(k − τi(k)) + Bw(k),

z(k) = Cx(k),
(3.1)

where x(k) ∈ R
n, w(k) ∈ R

l is defined as the exogenous disturbance signal, z(k) ∈ R
m

is seen as the objective control output, Ai, i = 1, 2, ..., q, B and C are constant matrices.

τ0(k) ≡ 0, the time-varying delays τi(k) are positive integers which can be modeled as

τi(k) ∈ [h1, h2]
⋂

N, i = 1, 2, ..., q, h1, h2 are positive integers, h2 ≥ h1 ≥ 0. Consider the

following discrete Lyapunov function2 with the notation of y(k) = x(k + 1) − x(k):

V (x(k)) = x(k)T Px(k) +

k−1∑

i=k−h2

x(i)T Sax(i) +

k−1∑

i=k−h1

x(i)T Sx(i)

+ h1

−1∑

i=−h1

k−1∑

j=k+i

y(j)T Ry(j) +

q∑

i=1

(h2 − h1)

−h1−1∑

j=−h2

k−1∑

l=k+j

y(l)T Raiy(l).

(3.2)

In order to guarantee the improvement of the overall performance, we define the fol-

lowing H∞ control performance criterion with a positive scalar γ:

J(w) =

∞∑

i=0

[z(k)T z(k) − γ2w(k)T w(k)] < 0. (3.3)

Then, we obtain the following theorem.

Theorem 3.1 Suppose there exist n × n symmetric matrices P > 0, R > 0, S > 0,

Sa > 0, Rai > 0, some matrices P2, P3, Y1, Y2, i = 1, 2, ..., q, and a positive scalar γ, such

2We do not call it Lyapunov-Krasovskii functional since in discrete-time domain, the delay system
with a upper bound of the delays h2 has the finite dimension (h2 +1). Indeed, it can be transformed into
the switch model X(k + 1) = Ā(k)X(k) + B̄w(k), where X(k) = col{x(k), x(k − 1), ..., x(k − h2)} and
Ā(k) takes a finite set of values, i.e. Ā(k) = Ā(τi(k)), i = 1, 2, ..., q [Hetel 2008].
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that LMI condition (3.4) with notations (3.5) is feasible, then the system (3.1) is rate-

independent asymptotically stable and H∞ performance J(w) < 0 (3.3) for time-varying

delays τi(k) ∈ [h1, h2], h2 ≥ h1 ≥ 0, i = 1, 2, ..., q.

Γ1 =




Γ1
11 Γ1

12 R+
∑q

i=1 P T
2 Ai−qY T

1 qY T
1 −P T

2 A1+Y T
1 ... −P T

2 Aq+Y T
1 Y T

1 ... Y T
1 P T

2 B

> Γ1
22

∑q
i=1 P T

3 Ai−qY T
2 qY T

2 −P T
3 A1+Y T

2 ... −P T
3 Aq+Y T

2 Y T
2 ... Y T

2 P T
3 B

> > −S−R 0 0 0 0 0 0 0 0
> > > −Sa 0 0 0 0 0 0 0
> > > > −Ra1 0 0 0 0 0 0
> > > > > ... 0 0 0 0 0
> > > > > > −Raq 0 0 0 0
> > > > > > > −Ra1 0 0 0
> > > > > > > > ... 0 0
> > > > > > > > > −Raq 0

> > > > > > > > > > −γ2I




< 0, (3.4)

Γ1
11 = S + Sa − R + AT

0 P2 + P T
2 A0 − P2 − P T

2 + CT C, Γ1
12 = P − P T

2 − P T
3 + AT

0 P3,

Γ1
22 = P − P3 − P T

3 + h2
1R + (h2 − h1)

2
q∑

i=1

Rai.
(3.5)

Proof: According to H∞ control theory [Kapila 1998], we consider the condition:

△V (x(k)) + z(k)T z(k) − γ2w(k)T w(k) < 0, (3.6)

where △V (x(k)) = V (x(k + 1)) − V (x(k)). Similarly to Theorem 2.3 in Chapiter 2, we

can see that J(w) < 0 can be assured if inequality (3.6) holds. One obtains:

△ V (x(k)) + z(k)T z(k) − γ2w(k)T w(k)

= x(k)T (S + Sa)x(k) + x(k + 1)T Px(k + 1) − x(k)T Px(k)

− x(k − h1)
T Sx(k − h1) − x(k − h2)

T Sax(k − h2)

+ y(k)T [h2
1R + (h2 − h1)

2
q∑

i=1

Rai]y(k)

− h1

k−1∑

i=k−h1

y(i)T Ry(i) − (h2 − h1)

k−h1−1∑

j=k−h2

y(j)T
q∑

i=1

Raiy(j)

+ z(k)T z(k) − γ2w(k)T w(k).

(3.7)

Substituting for z(k) and applying the Jensen’s inequality [Gu 2003] yield:
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△ V (x(k)) + z(k)T z(k) − γ2w(k)T w(k)

≤ x(k)T (S + Sa)x(k) + x(k + 1)T Px(k + 1) − x(k)T Px(k)

− x(k − h1)
T Sx(k − h1) − x(k − h2)

T Sax(k − h2)

+ y(k)T [h2
1R + (h2 − h1)

2
q∑

i=1

Rai]y(k)

− [x(k)T − x(k − h1)
T ]R[x(k) − x(k − h1)]

−
q∑

i=1

vT
1iRaiv1i −

q∑

i=1

vT
2iRaiv2i

+ z(k)T z(k) − γ2w(k)T w(k),

(3.8)

where:

v1i =

k−h1−1∑

i=k−τi(k)

y(i), v2i =

k−τi(k)−1∑

i=k−h2

y(i), i = 1, 2, ..., q. (3.9)

In △V (x(k)), x(k+1)T Px(k+1)−x(k)T Px(k) is replaced by y(k)T Py(k)+x(k)T Py(k)+

y(k)T Px(k). We introduce free weighting matrices P2, P3, Y1, Y2 as follows:

0 = 2[x(k)T P T
2 + y(k)T P T

3 ][A0x(k) + Bw(k) +

q∑

i=1

Aix(k − h1) −
q∑

i=1

Aiv1i − y(k) − x(k)],

0 = 2[x(k)T Y T
1 + ẋ(k)T Y T

2 ][qx(k − h2) +

q∑

i=1

v1i +

q∑

i=1

v2i − qx(k − h1)],

(3.10)

as well as the notation:

η(k) = col{x(k), y(k), x(k − h1), x(k − h2), v11, v12, ..., v1q, v21, v22, ..., v2q, w(k)}, (3.11)

finally, if the LMI (3.4) is feasible, we obtain:

△ V (x(k)) + z(k)T z(k) − γ2w(k)T w(k) ≤ η(k)T Γ1η(k) < 0. (3.12)

Specially in (3.1), when the system is delay-free (q = 0) as follows:

{
x(k + 1) = A0x(k) + Bw(k),

z(k) = Cx(k),
(3.13)

we can get the following corollary of Theorem 3.1.
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Corollary 3.2 Suppose there exist a n× n symmetric matrice P > 0, some matrices P2,

P3 and a positive scalar γ, such that LMI condition (3.14) with the notation (3.15) is

feasible, then the delay-free system (3.13) is asymptotically stable and H∞ performance

J(w) < 0 (3.3).

Γ2 =

(
Γ2

11 P−P T
2 −P T

3 +AT
0 P3 P T

2 B

> −P3−P T
3 P T

3 B

> > −γ2I

)
< 0, (3.14)

Γ2
11 = AT

0 P2 + P T
2 A0 − P2 − P T

2 + CT C. (3.15)

Remark 3.3 By H∞ control in the discrete-time domain, we just guarantee the perfor-

mance of the system at the sampling instances, but during the two sampling instances, we

can hardly guarantee the performance of the system. However, in the real applications,

we consider the sampling time is much smaller than the movements and the reactions

of the robots, that is to say, if the sampling time is small enough, we can guarantee the

performance of the robots in the continuous-time domain by guaranteeing H∞ control at

the sampling instances in the discrete-time domain.

3.1.2 System Description and Problem Formulation

Figure 3.1: Discrete force-reflecting proxy control scheme

The discrete force-reflecting proxy control scheme is presented in Fig. 3.1, which is

the discretization of the continuous force-reflecting proxy control scheme proposed in

Chapiter 2. Let us give a short recall of the system description: Fm(k) and Fs(k) are the

actuated inputs of the master and of the slave at the kth time sample; Fh(k) and Fe(k)

are the forces of the human operator and of the environment on the system; F̂h(k) and
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F̂e(k) are the estimations of these two forces, which can be concretely obtained by adding

perturbation observers in SIMULINK or external force sensors in real implementation.

τ1(k) (from master to slave) and τ2(k) (from slave to master) are the time-varying

delays, which are modeled as in the previous section: τ1(k), τ2(k) ∈ [h1, h2]
⋂

N. Master

and slave clocks are synchronized thanks to time-stamped data packet exchanges be-

tween them, by using a GPS strategy as in [Jiang 2008] or a network time protocol as

in [Kruszewski 2011]. Therefore, the estimated network delay from the master to the

slave, τ̂1(k), is available at slave’s side: τ̂1(k) = τ1(k).

From master to slave, the information transferred are the velocity/position of the

master and the estimated/measured force F̂h(k). However, from slave to master, only

the estimated/measured force F̂e(k) is transferred so that the force tracking Fm(k) =

F̂e(k − τ2(k)) is realized, provided that the stability of the whole system is verified.

θ̇m(k)/θm(k) and θ̇s(k)/θs(k) are the velocities/positions of the master and the slave,

and their models are described as follows:

(Σd
m) xm(k + 1) = (Amd − BmdK

0
md)xm(k) + Bmd(Fm(k) + Fh(k)), (3.16)

(Σd
s) xs(k + 1) = (Asd − BsdK

0
sd)xs(k) + Bsd(Fs(k) + Fe(k)), (3.17)

where xm(k) = θ̇m(k) ∈ R
1, xs(k) = θ̇s(k) ∈ R

1. K0
md, K0

sd are the local controllers

ensuring the speed stability.

Here again, the proxy of master and the controller C̄ will be designed in sequential

steps in the following. We consider the discrete-time model of proxy, where θ̇p(k), θp(k)

is the velocity/position of the proxy:

(Σd
p) xp(k + 1) = (Amd − BmdK

0
md)xp(k) − BmdFp(k) + Bmd(F̂e(k − τ̂1(k)) + F̂h(k − τ1(k))).

(3.18)

Because the proxy acts as a remote observer of the master, the proxy model is the

same as that of the master, xp(k) = θ̇p(k) ∈ R
1. Ld =

(
Ld1 Ld2 Ld3

)
is the gain of

proxy that will be designed so to synchronize the master and proxy positions:

Fp(k) = Ld

(
θ̇p(k−τ̂1(k))

θ̇m(k−τ1(k))
θp(k−τ̂1(k))−θm(k−τ1(k))

)
. (3.19)

Kd =
(
Kd1 Kd2 Kd3

)
is the gain of the controller C̄:
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Fs(k) = −Kd

(
θ̇s(k)

θ̇p(k)
θs(k)−θp(k)

)
. (3.20)

3.1.3 Slave Controller Design

We design the proxy of master and consider the whole system of master and proxy as

follows:

(Σd
mp)

{
xmp(k + 1) = A0

mpdxmp(k) + A1
mpdxmp(k − τ1(k)) + Bmpdwmp(k),

zmp(k) = Cmpdxmp(k),
(3.21)

where:

xmp(k) =

(
θ̇p(k)

θ̇m(k)
θp(k)−θm(k)

)
, wmp(k) =

(
F̂e(k−τ̂1(k))+F̂h(k−τ1(k))

Fm(k)+Fh(k)

)
, zmp(k) =

(
θp(k)−θm(k)

)
.

(3.22)

A0
mpd, Bmpd are discretized from A0

mp, Bmp in Chapiter 2, Cmpd =
(
0 0 1

)
and:

A1
mpd =

(
−BmdLd1 −BmdLd2 −BmdLd3

0 0 0
0 0 0

)
= −BLLd, (3.23)

where BL =
(
BT

md 0 0
)T

. Then, we design Ld by the following stability theorem.

Theorem 3.4 Suppose there exist symmetric matrices P > 0, R > 0, S > 0, Sa > 0,

Ra1 > 0, some matrices P2, Y1, Y2, M , and positive scalars γ and ξ, such that LMI con-

dition (3.25) with notations (3.26) is feasible, then the system (3.21) is rate-independent

asymptotically stable and H∞ performance J(w) < 0 (3.3) for time-varying delay τ1(k) ∈
[h1, h2]. The control gain of the proxy is given by:

Ld = MP−1
2 . (3.24)

Γ3 =




Γ3
11 Γ3

12 R−BLM−Y T
1 Y T

1 Y T
1 +BLM Y T

1 Bmpd P T
2 CT

mpd

> Γ3
22 −ξBLM−Y T

2 Y T
2 Y T

2 +ξBLM Y T
2 ξBmpd 0

> > −S−R 0 0 0 0 0
> > > −Sa 0 0 0 0
> > > > −Ra1 0 0 0
> > > > > −Ra1 0 0
> > > > > > −γ2I 0
> > > > > > > −I




< 0, (3.25)

Γ3
11 = S + Sa − R + P T

2 A0
mpd

T
+ A0

mpdP2 − P2 − P T
2 , Γ3

12 = P − P2 − ξP2 + ξP T
2 A0

mpd
T
,

Γ3
22 = P − ξP2 − ξP T

2 + h2
1R + (h2 − h1)

2Ra1.

(3.26)
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Proof: We use Theorem 3.1 on system (3.21). Inspired from [Fridman 2001b], a

series of steps as follows is made to deal with nonlinear matrix terms, P T
2 BLLd, P T

3 BLLd:

multiplying Γ1 by diag{P−T
2 , ..., P−T

2 , I} at the left side, by diag{P−1
2 , ..., P−1

2 , I} at the

right side; choosing P3 = ξP2; defining M = LdP2; applying the Schur formula. This

leads to LMI (3.25).

The position tracking between the master and the proxy has been achieved. Now, the

position tracking between the proxy and the slave is to be achieved by the controller C̄.

The discrete-time model of the proxy, the controller C̄ and the slave is:

(Σd
ps)

{
xps(k + 1) = Apsdxps(k) + BKFs(k) + Bpsdwps(k),

zps(k) = Cpsdxps(k),
(3.27)

where Apsd, Bpsd are transformed from A0
ps, Bps in Chapiter 2, BK =

(
BT

sd 0 0
)T

,

Cpsd =
(
0 0 1

)
, and:

xps(k) =

(
θ̇s(k)

θ̇p(k)
θs(k)−θp(k)

)
, zps(k) =

(
θs(k)−θp(k)

)
, wps(k) =

(
Fe(k)

F̂e(k−τ̂1(k))+F̂h(k−τ1(k))−Fp(k)

)
.

(3.28)

Thus, the system transformation is made so to apply LMI (3.14):

(Σ̄d
ps)

{
xps(k + 1) = (Apsd − BKKd)xps(k) + Bpsdwps(k),

zps(k) = Cpsdxps(k).
(3.29)

Theorem 3.5 Suppose there exist a symmetric matrice P > 0, some matrices P2, W ,

and positive scalars γ and ξ, such that LMI condition (3.31) with notations (3.32) is

feasible, then the system (3.27) is asymptotically stable and H∞ performance J(w) < 0

(3.3). The control gain of the controller C̄ is given by:

Kd = WP−1
2 . (3.30)

Γ4 =




Γ4
11 Γ4

12 Bpsd P T
2 CT

psd

> Γ4
22 ξBpsd 0

> > −γ2I 0
> > > −I


 < 0, (3.31)

Γ4
11 = P T

2 AT
psd + AT

psdP2 − BKW − W T BT
K − P2 − P T

2 ,

Γ4
12 = P − P2 − ξP2 + ξP T

2 AT
psd − ξW T BT

K , Γ4
22 = P − ξP2 − ξP T

2 .
(3.32)

Proof: Corollary 3.2 is applied to (3.29), and Kd is obtained by the same process of

Theorem 3.4.
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The global system stability should be verified based on the position tracking between

the master and the proxy, the proxy and the slave. The discrete-time whole system is:

(Σd
mps)

{
x(k + 1) = Ampsdx(k) + BK

mpsdFs(k) − BL
mpsdFp(k) + Bmpsdw(k),

z(k) = Cmpsdx(k).
(3.33)

Here, x(k), w(k), z(k) and Ampsd, Bmpsd are the discretization of the continuous system

(x(t), w(t), z(t), A0, B). We redefine:

Fs(k) = −K̄dx(k) = −
(

Kd1 Kd2 0 Kd3 0

)
x(k),

Fp(k) = L̄dx(k − τ1(k)) =
(

0 Ld1 Ld2 0 Ld3

)
x(k − τ1(k)),

BK
mpsd =

(
Bsd
0
0
0
0

)
, BL

mpsd =

(
0

Bmd
0
0
0

)
.

(3.34)

Thus, we suppose Ad
0 = Ampsd−BK

mpsdK̄d, Ad
1 = −BL

mpsdL̄d, the whole system in (3.33)

is transformed as follows:

(Σ̄d
mps)

{
x(k + 1) = Ad

0x(k) + Ad
1x(k − τ1(k)) + Bmpsdw(k),

z(k) = Cmpsdx(k).
(3.35)

By Theorem 3.1, the global system stability is verified, and the force tracking Fm(k) =

F̂e(k − τ2(k)) is achieved on the basis of our control scheme.

3.1.4 Results and Analysis

The simulations are performed in different working conditions so to evaluate the per-

formance of the proposed approach. Borrowing from the illustration of Chapiter 2, the

master, the proxy and the slave models are integrators, 1/s, 1/s and 2/s. Besides, the

poles of the master, the proxy and the slave are given as [−100.0] in continuous-time

domain.

The constant sampling time is T = 0.001s, and h1 = 1, h2 = 100 (i.e. in continuous-

time domain, h1 = 0.001s and h2 = 0.1s). Ld, Kd with γLd

min, γKd

min and the global system

stability with γg
min are obtained:

Ld =
(

4.6815 −5.1390 540.7828

)
, γ

Ld

min = 0.0051,

Kd =
(

273 −127 10961

)
, γ

Kd

min = 2.9568 × 10−4,

γ
g
min = 0.0327.

(3.36)
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Note that the ξ in the theorems mentioned above is an important tuning parameter,

here we choose ξ = 1 in Theorem 3.4 and Theorem 3.5.

In abrupt tracking motion, the human operator (Fh(k)) is modeled as a pulse genera-

tor. Fig. 3.2 compares the position tracking between the master and the slave, respectively

for the continuous-time force-reflecting proxy control scheme of Chapter 2 and our result

in this section.

Figure 3.2: Position response in abrupt tracking motion (left: our continuous-time force-
reflecting proxy control scheme; right: our discrete-time result)

Fig. 3.2 have zoomed in the changing point of the position, we can see that our discrete-

time approach also ensures the system stability, and moreover achieves a better position

tracking, which can be illustrated by γmin, in (3.36), γLd

min, γKd

min are smaller. Recall that

the γmin of continuous-time approach were:

γL
min = 0.0067, γK

min = 0.0075, (3.37)

where we have now γLd

min = 0.0051 and γKd

min = 0.0003.

Actually, γ2 in H∞ control (3.3) is a real-time performance scalar, which is denoted

as γ2(k) here (in continuous-time domain, γ2 in (2.16) of Chapiter 2 is denoted as γ2(t)).

We compare γ2(k) and γ2(t) as on Fig. 3.3.

Remark 3.6 The discrete-time approach obtains a better performance than the continuous-

time one under the force-reflecting proxy control scheme. However, in discrete-time

domain, when the upper bound of the delay h2 > 300 (the constant sampling time is

T = 0.001s), we hardly obtain the controllers by LMI conditions in Theorem 3.4 and

Theorem 3.5, while in continuous-time domain, even h2 = 1.0s as in Section 2.5.3 of

Chapiter 2, the controllers can be obtained.
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3.1. Discrete-Time Approach

Figure 3.3: Performance in abrupt tracking motion (left: our continuous-time approach
γ2(t); right: our discrete-time result γ2(k))

Now, the position tracking of wall contact motion in discrete-time domain is presented

in Figure 3.4. Here the slave is driven to the hard wall with a stiffness of Ke = 30kN/m

located at the position x = 1.0m. Based on the characteristics of force-reflecting proxy

control scheme, the force tracking Fm(k) = F̂e(k − τ2(k)) can be seen in Figure 3.5.

Figure 3.4: Position response in wall contact motion (left: our continuous-time force-
reflecting proxy control scheme; right: our discrete-time result)

A comparison of γ2(t) and γ2(k) in the wall contact motion is also presented in Fig. 3.6.

We can see that the discrete real-time performance index is about hundred times smaller

than the continuous-time one.
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Figure 3.5: Force response in wall contact motion (Fm(k); F̂e(k))

Figure 3.6: Performance in wall contact motion (left: our continuous-time approach γ2(t);
right: our discrete-time result γ2(k))

3.2 H∞ Robust Teleoperation under Time-Varying Model

Uncertainties

This section considers the robustness with regard to parametric uncertainties of our time

delay model. The first part concerns polytopic-type uncertainties, while the second part

concerns norm-bounded ones. Note that both uncertainties are expressed under the form

of time-varying parameters, but could also correspond to nonlinear effects. Thus, the

methods we propose here can also handle nonlinear teleoperation control design.
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3.2.1 H∞ Robust Control under Polytopic-Type Uncertainties

3.2.1.1 Polytopic-Type H∞ Robust Stability

To start with, we propose a general stability analysis with the H∞ performance index

for uncertain time delay systems with time-varying polytopic-type uncertainties. It is

considered by the following time-varying system:





ẋ(t) = A0(t)x(t) +
∑q

i=1 Ai(t)x(t − τi(t)) + B(t)w(t),

z(t) = Cx(t),

x(t0 + θ) = φ(θ), ẋ(t0 + θ) = φ̇(θ), θ ∈ [−h2, 0],

(3.38)

where x(t) ∈ R
n, w(t) ∈ R

l is some exogenous disturbance signal, C ∈ R
m×n is a constant

matrice and z(t) ∈ R
m is the objective control output (here, C is defined by the users).

φ(θ) is the initial state function, and τi(t) ∈ [h1, h2], h1 ≥ 0, i = 1, 2, ..., q, are time-varying

delays. There is no particular assumption on τ̇i(t). A0(t), Ai(t), i = 1, 2, ..., q, B(t) are

subject to the time variation ρ(t) and satisfy the real convex polytopic model:

[A0(t), Ai(t), B(t)] ∈ Ω, i = 1, 2, ..., q,

Ω , [A0(ρ(t)), Ai(ρ(t)), B(ρ(t)) =
N∑

j=1

ρj(t)[A0j , Aij , Bj ],
N∑

j=1

ρj(t) = 1, ρj(t) > 0],
(3.39)

where A0j, Aij, Bj, i = 1, 2, ..., q, j = 1, 2, ..., N , are constant matrices of appropriate

dimension and ρj(t), j = 1, 2, ..., N , are time-varying uncertainties.

Note that, in the following of this subsection, all systems mentioned satisfy the

polytopic-type condition (3.39).

We recall Lyapunov-Krasovskii functional V (x(t), ẋ(t)) and H∞ performance J(w) <

0, (2.4) and (2.16) in Chapiter 2:

V (x(t), ẋ(t)) = x(t)T Px(t) +

∫ t

t−h2

x(s)T Sax(s)ds +

∫ t

t−h1

x(s)T Sx(s)ds

+ h1

∫ 0

−h1

∫ t

t+θ
ẋ(s)T Rẋ(s)dsdθ +

q∑

i=1

(h2 − h1)

∫
−h1

−h2

∫ t

t+θ
ẋ(s)T Raiẋ(s)dsdθ,

(3.40)

J(w) =

∫
∞

0
(z(t)T z(t) − γ2w(t)T w(t))dt < 0, (3.41)

and then, J(w) < 0 holds if:

V̇ (x(t), ẋ(t)) + z(t)T z(t) − γ2w(t)T w(t) < 0. (3.42)
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According to the polytopic method [He 2004, Fridman 2006a] and the same proof of

Theorem 2.3 in Chapiter 2, the following theorem can be obtained.

Theorem 3.7 Suppose there exist symmetric matrices P > 0, R > 0, S > 0, Sa > 0,

Rai > 0, some matrices P2, P3, Y1, Y2, i = 1, 2, ..., q, and a positive scalar γ, such that

LMI condition (3.43) with notations (3.44), j = 1, 2, ..., N , is feasible. Then the system

(3.38) is rate-independent asymptotically stable with H∞ performance J(w) < 0 (3.41)

for time-varying delays τi(t) ∈ [h1, h2], i = 1, 2, ..., q.

Γ5j =




Γ5j
11 Γ5j

12 R+
∑q

i=1 P T
2 Aij−qY T

1 qY T
1 −P T

2 A1j+Y T
1 ... −P T

2 Aqj+Y T
1 Y T

1 ... Y T
1 P T

2 Bj

> Γ5j
22

∑q
i=1 P T

3 Aij−qY T
2 qY T

2 −P T
3 A1j+Y T

2 ... −P T
3 Aqj+Y T

2 Y T
2 ... Y T

2 P T
3 Bj

> > −S−R 0 0 0 0 0 0 0 0
> > > −Sa 0 0 0 0 0 0 0
> > > > −Ra1 0 0 0 0 0 0
> > > > > ... 0 0 0 0 0
> > > > > > −Raq 0 0 0 0
> > > > > > > −Ra1 0 0 0
> > > > > > > > ... 0 0
> > > > > > > > > −Raq 0

> > > > > > > > > > −γ2I




< 0, (3.43)

Γ5j
11 = S + Sa − R + AT

0jP2 + P T
2 A0j + CT C, Γ5j

12 = P − P T
2 + AT

0jP3,

Γ5j
22 = −P3 − P T

3 + h2
1R + (h2 − h1)

2
q∑

i=1

Rai.
(3.44)

Similarly, a corollary can also be derived in the delay-free case (without
∑q

i=1 Aix(t−
τi(t))) as follows:

{
ẋ(t) = A0x(t) + Bw(t),

z(t) = Cx(t).
(3.45)

Corollary 3.8 Suppose there exist symmetric matrices P > 0, some matrices P2, P3, and

a positive scalar γ, such that LMI condition (3.46) with the notation (3.47), j = 1, 2, ..., N ,

is feasible. Then the system (3.45) is asymptotically stable with H∞ performance J(w) < 0

(3.41).

Γ6j =

(
Γ6j

11 P−P T
2 +AT

0jP3 P T
2 Bj

> −P3−P T
3 P T

3 Bj

> > −γ2I

)
< 0, (3.46)

Γ6j
11 = AT

0jP2 + P T
2 A0j + CT C. (3.47)
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3.2.1.2 Control Problem Formulation

Our stability and performance analysis is based on the force-reflecting proxy control

scheme [Zhang 2012b], and the difference is the model of each subsystem (the master,

the proxy and the slave), which is combined with polytopic-type uncertainties. Consider-

ing the models of master and slave as follows:

(Σm) ẋm(t) = (Am(ρm(t)) − Bm(ρm(t))K0
m)xm(t) + Bm(ρm(t))(Fm(t) + Fh(t)),

(Σs) ẋs(t) = (As(ρs(t)) − Bs(ρs(t))K
0
s )xs(t) + Bs(ρs(t))(Fs(t) + Fe(t)),

(3.48)

where xm(t) = θ̇m(t) ∈ R
1, xs(t) = θ̇s(t) ∈ R

1 are the state vectors of the master and

slave and Am(ρm(t)), Bm(ρm(t)), As(ρs(t)), Bs(ρs(t)) matrices are of polytopic-type:

[Am(ρm(t)), Bm(ρm(t))] =
N∑

j=1

ρmj(t)[Amj , Bmj ],

[As(ρs(t)), Bs(ρs(t))] =
N∑

j=1

ρsj(t)[Asj , Bsj ].

(3.49)

As mentioned above, all uncertainties are assumed to satisfy the polytopic-type con-

dition (3.39). K0
m, K0

s are local controllers of the master and the slave ensuring the speed

stability, which will be designed in the following.

Because the proxy acts as a remote observer of the master, the proxy model is the

same as for the master, but under different polytopic-type uncertainties:

(Σp) ẋp(t) = (Ap(ρp(t)) − Bp(ρp(t))K
0
m)xp(t)

+ Bp(ρp(t))(F̂e(t − τ̂1(t)) + F̂h(t − τ1(t)) − Fp(t)),
(3.50)

[Ap(ρp(t)), Bp(ρp(t))] =

N∑

j=1

ρpj(t)[Amj , Bmj ], (3.51)

where xp(t) = θ̇p(t) ∈ R
1 corresponds to the proxy, θ̇p(t)/θp(t) is the velocity/position.

Let us recall the description of the proxy of master and the controller C̄:

Fp(t) = L

(
θ̇p(t−τ̂1(t))

θ̇m(t−τ1(t))
θp(t−τ̂1(t))−θm(t−τ1(t))

)
, L =

(
L1 L2 L3

)
,

Fs(t) = −K

(
θ̇s(t)

θ̇p(t)
θs(t)−θp(t)

)
, K =

(
K1 K2 K3

)
.

(3.52)

Now, the following works are being solved:
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Problem 1: Design the local controllers of master, proxy and slave, K0
m and K0

s , so

to make the master, proxy and slave robustly stable with respect to the polytopic-type

uncertainties.

Problem 2: Design the slave controller L, K so to provide the stability and perfor-

mance guarantee for teleoperation system under time-varying delays and polytopic-type

uncertainties.

3.2.1.3 Problem 1: Local Controller Design

Here again, the local controllers are designed from a Lyapunov function under LMI op-

timization. Consider the master for instance, and the Lyapunov function V (xm(t)) =

xm(t)T Pxm(t), P = P T > 0. In order to apply LMI condition, V̇ (xm(t)) < 0 should be

verified. We introduce free weighting matrices P2, P3 into V̇ (xm(t)), j = 1, 2, ..., N [He 2004]:

2[xm(t)T P T
2 + ẋm(t)T P T

3 ][(Amj − BmjK
0
m)︸ ︷︷ ︸

Āmj

xm(t) − ẋm(t)] = 0.
(3.53)

We set η(t) = col{xm(t), ẋm(t)} and get, j = 1, 2, ..., N :

(
ĀT

mjP2+P T
2 Āmj P−P T

2 +ĀT
mjP3

> −P3−P T
3

)
< 0. (3.54)

Multiplying (3.54) by diag{P−T
2 , P−T

2 } at the left side, by diag{P−1
2 , P−1

2 } at the right

side, then K0
m can be obtained by defining P3 = εP2 and Nm = K0

mP2. The result

K0
m = NmP−1

2 follows, j = 1, 2, ..., N :

(
AmjP2−BmjNm+P T

2 AT
mj−NT

mBT
mj P−P2+εP T

2 AT
mj−εNT

mBT
mj

> −εP2−εP T
2

)
< 0. (3.55)

Remark 3.9 The proxy has the same local controller as the master (K0
m), and the local

controller of slave (K0
s ) can be obtained by the same procedure.

3.2.1.4 Problem 2: Slave Controller Design

Secondly, we consider the design of the proxy of master by LKF and H∞ control under

LMI optimization. Consider the models of the master and the proxy:

{
ẋmp(t) = A0

mp(ρmp(t))xmp(t) + A1
mp(ρmp(t))xmp(t − τ1(t)) + Bmp(ρmp(t))wmp(t),

zmp(t) = Cmpxmp(t),
(3.56)

where:
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xmp(t) =

(
θ̇p(t)

θ̇m(t)
θp(t)−θm(t)

)
, wmp(t) =

(
F̂e(t−τ̂1(t))+F̂h(t−τ1(t))

Fm(t)+Fh(t)

)
, zmp(t) =

(
θp(t)−θm(t)

)
,

(3.57)

A0
mp(ρmp(t)) =

(
Ap(ρp(t))−Bp(ρp(t))K0

m 0 0

0 Am(ρm(t))−Bm(ρm(t))K0
m 0

1 −1 0

)
,

A1
mp(ρmp(t)) =

(
−Bp(ρp(t))L1 −Bp(ρp(t))L2 −Bp(ρp(t))L3

0 0 0
0 0 0

)
,

Bmp(ρmp(t)) =

(
Bp(ρp(t)) 0

0 Bm(ρm(t))
0 0

)
=

(
B1

mp(ρmp(t)) B2
mp(ρmp(t))

)
, Cmp =

(
0 0 1

)
.

(3.58)

According to the force-reflecting proxy control scheme, considering any two subsystems

in the master, proxy and slave, or the whole system, a polytopic-type model can be found.

Thus, we get the parameter matrices satisfy the real convex polytopic models:

A0
mp(ρmp(t)) =

N∑

j=1

ρmpj(t)A
0
mpj ,

Bmp(ρmp(t)) =
N∑

j=1

ρmpj(t)Bmpj =
N∑

j=1

ρmpj(t)
(

B1
mpj B2

mpj

)
.

(3.59)

Theorem 3.10 Suppose there exist symmetric matrices P > 0, R > 0, S > 0, Sa > 0,

Ra1 > 0, some matrices P2, Y1, Y2, M , and positive scalars γ and ξ, such that LMI

condition (3.61) with notations (3.62), j = 1, 2, ..., N , is feasible. Then the system (3.56)

is rate-independent asymptotically stable with H∞ performance J(w) < 0 (3.41) for time-

varying delay τ1(t) ∈ [h1, h2], and with the following proxy control gain:

L = MP−1
2 . (3.60)

Γ7j =




Γ7j
11 Γ7j

12 R−B1
mpjM−Y T

1 Y T
1 Y T

1 +B1
mpjM Y T

1 Bmpj P T
2 CT

mp

> Γ7j
22 −ξB1

mpjM−Y T
2 Y T

2 Y T
2 +ξB1

mpjM Y T
2 ξBmpj 0

> > −S−R 0 0 0 0 0
> > > −Sa 0 0 0 0
> > > > −Ra1 0 0 0
> > > > > −Ra1 0 0
> > > > > > −γ2I 0
> > > > > > > −I




< 0, (3.61)

Γ7j
11 = S + Sa − R + P T

2 A0
mpj

T
+ A0

mpjP2, Γ7j
12 = P − P2 + ξP T

2 A0
mpj

T
,

Γ7j
22 = −ξP2 − ξP T

2 + h2
1R + (h2 − h1)

2Ra1.
(3.62)

Proof: Using Theorem 3.7 on system (3.56), a series of steps is made to obtain the LMI

condition [Fridman 2001b]. We define P3 = ξP2; multiply Γ5j, by diag{P−T
2 , ..., P−T

2 , I}
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at the left side, by diag{P−1
2 , ..., P−1

2 , I} at the right side; then make the transformation

A1
mp(ρmp(t)) = −B1

mp(ρmp(t))L, choose M = LP2, apply Schur formula, finally the result

follows.

The position tracking between the master and the proxy has been achieved. Then,

the position tracking between the proxy and the slave is assured by the controller C̄.

The model of the system containing the proxy, the controller C̄ and the slave, is given as

follows:

{
ẋps(t) = Aps(ρps(t))xps(t) + Bps(ρps(t))wps(t),

zps(t) = Cpsxps(t),
(3.63)

where:

xps(t) =

(
θ̇s(t)

θ̇p(t)
θs(t)−θp(t)

)
, wps(t) =

(
Fe(t)

F̂e(t−τ̂1(t))+F̂h(t−τ1(t))−Fp(t)

)
, zps(t) =

(
θs(t)−θp(t)

)
,

(3.64)

Aps(ρps(t)) =

(
As(ρs(t))−Bs(ρs(t))K0

s−Bs(ρs(t))K1 −Bs(ρs(t))K2 −Bs(ρs(t))K3

0 Ap(ρp(t))−Bp(ρp(t))K0
m 0

1 −1 0

)
,

Bps(ρps(t)) =

(
Bs(ρs(t)) 0

0 Bp(ρp(t))
0 0

)
=

(
B1

ps(ρps(t)) B2
ps(ρps(t))

)
, Cps =

(
0 0 1

)
.

(3.65)

Thus, we get:

Aps(ρps(t)) = A0
ps(ρps(t)) + A1

ps(ρps(t)) =
N∑

j=1

ρpsj(t)(A
0
psj + A1

psj),

A0
psj =

(
Asj−BsjK0

s 0 0

0 Amj−BmjK0
m 0

1 −1 0

)
, A1

psj =
(

−BsjK1 −BsjK2 −BsjK3

0 0 0
0 0 0

)
,

Bps(ρps(t)) =

N∑

j=1

ρpsj(t)Bpsj =

N∑

j=1

ρpsj(t)
(

B1
psj B2

psj

)
.

(3.66)

With the transformation A1
psj = −B1

psjK, j = 1, 2, ..., N , we get the following theorem.

Theorem 3.11 Suppose there exist symmetric matrices P > 0, some matrices P2, W ,

and positive scalars γ and ξ, such that LMI condition (3.68) with notations (3.69),

j = 1, 2, ..., N , is feasible. Then the system (3.63) is asymptotically stable with H∞

performance J(w) < 0 (3.41), and with the control gain of the controller C̄:

K = WP−1
2 . (3.67)
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Γ8j =




Γ8j
11 Γ8j

12 Bpsj P T
2 CT

ps

> Γ8j
22 ξBpsj 0

> > −γ2I 0
> > > −I


 < 0, (3.68)

Γ8j
11 = P T

2 A0
psj

T
+ A0

psjP2 − W T B1
psj

T − B1
psjW, Γ8j

12 = P − P2 + ξP T
2 A0

psj
T − ξW T B1

psj
T
,

Γ8j
22 = −ξP2 − ξP T

2 .

(3.69)

Proof: We apply the system (3.63) in Corollary 3.8, and from the proof of Theo-

rem 3.10, the result is straightforward.

Till now, the position tracking between the master, the proxy and the slave is ensured.

Finally, the objective is to ensure the global stability of the whole system described by:

{
ẋmps(t) = A0

mps(ρmps(t))xmps(t) + A1
mps(ρmps(t))xmps(t − τ1(t)) + Bmps(ρmps(t))wmps(t),

zmps(t) = Cmpsxmps(t),

(3.70)

where:

xmps(t) =




θ̇s(t)

θ̇p(t)

θ̇m(t)
θs(t)−θp(t)
θp(t)−θm(t)


 , wmps(t) =

(
Fe(t)

F̂e(t−τ̂1(t))+F̂h(t−τ1(t))
Fm(t)+Fh(t)

)
, zmps(t) =

(
θs(t)−θp(t)
θp(t)−θm(t)

)
.

(3.71)

Thus, we get, j = 1, 2, ..., N :

A0
mps(ρmps(t)) =

N∑

j=1

ρmpsj(t)A
0
mpsj ,

A0
mpsj =




Asj−BsjK0
s−BsjK1 −BsjK2 0 −BsjK3 0

0 Amj−BmjK0
m 0 0 0

0 0 Amj−BmjK0
m 0 0

1 −1 0 0 0
0 1 −1 0 0


 ,

A1
mps(ρmps(t)) =

N∑

j=1

ρmpsj(t)A
1
mpsj =

N∑

j=1

ρmpsj(t)

( 0 0 0 0 0
0 −BmjL1 −BmjL2 0 −BmjL3

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

)
,

Bmps(ρmps(t)) =

N∑

j=1

ρmpsj(t)Bmpsj =

N∑

j=1

ρmpsj(t)




Bsj 0 0
0 Bmj 0
0 0 Bmj

0 0 0
0 0 0


 , Cmps =

(
0 0 0 1 0
0 0 0 0 1

)
.

(3.72)

Using Theorem 3.7, we can check the global stability of the system, which achieves

the force tracking Fm(t) = F̂e(t − τ2(t)).
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To evaluate the performance of the proposed approach, different working conditions

will be simulated, and the results will be presented and compared to another approach in

Section 3.2.2.

3.2.1.5 Application to Euler-Lagrange Model

This approach can be easily adopted so to handle nonlinear system. Using the same

control scheme, we consider that the master, the proxy and the slave are described with

the Euler-Lagrange equations for n-link systems:

(Σm) Mm(θm)θ̈m(t) + Cm(θm, θ̇m)θ̇m(t) + gm(θm) = Fh(t) + Fm(t),

(Σp) Mm(θp)θ̈p(t) + Cm(θp, θ̇p)θ̇p(t) + gm(θp) = F̂e(t − τ̂1(t)) + F̂h(t − τ1(t)) − Fp(t),

(Σs) Ms(θs)θ̈s(t) + Cs(θs, θ̇s)θ̇s(t) + gs(θs) = Fe(t) + Fs(t),

(3.73)

where Mm(θm), Mm(θp), Ms(θs) are the positive definite inertia matrices, Cm(θm, θ̇m),

Cm(θp, θ̇p), Cs(θs, θ̇s) are the matrices of Centripetal and Coriolis torques, and gm(θm),

gm(θp), gs(θs) are the gravitational torques. The above equations exhibit certain funda-

mental properties due to their Lagrangian dynamic structure [Chopra 2008b].

Property 1: The inertia matrix Mi(θj), i = {m, s}, j = {m, p, s}, are symmetric

positive definite and there exist the positive constants µ(i1), µ(i2) such that µ(i1)I 6

Mi(θj) 6 µ(i2)I.

Property 2: Under an approximate definition of the matrix Ci(θj, θ̇j), the matrix

Mi(θj) − 2Ci(θj, θ̇j) is a skew-symmetric.

Property 3: There exist positive scalars kci such that the Coriolis forces verify ‖
Ci(θj, θ̇j) ‖6 kci ‖ θ̇j ‖.

Then the model transformation is made and the following linear parameter-varying

systems are obtained from (3.73):

(Σ̄m) θ̈m(t) = Am(θm, θ̇m)θ̇m(t) + Bm(θm)(Fh(t) + Fm(t) − gm(θm)),

(Σ̄p) θ̈p(t) = Am(θp, θ̇p)θ̇p(t) + Bm(θp)(F̂e(t − τ̂1(t)) + F̂h(t − τ1(t)) − Fp(t) − gm(θp)),

(Σ̄s) θ̈s(t) = As(θs, θ̇s)θ̇s(t) + Bs(θs)(Fe(t) + Fs(t) − gs(θs)),

(3.74)

where:
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Am(θm, θ̇m) = −M−1
m (θm)Cm(θm, θ̇m), Bm(θm) = M−1

m (θm),

Am(θp, θ̇p) = −M−1
m (θp)Cm(θp, θ̇p), Bm(θp) = M−1

m (θp),

As(θs, θ̇s) = −M−1
s (θs)Cs(θs, θ̇s), Bs(θs) = M−1

s (θs).

(3.75)

Because normally there are restrictions on the positions/velocites of the robots, these

LPV systems are under the forms (3.48), (3.50), and can be resolved by the approach

proposed in this section.

3.2.2 H∞ Robust Control under Norm-Bounded Model Uncer-

tainties

Complementary to the polytopic-type approach, another model transformation with norm-

bounded model uncertainties can also be utilized to solve the same problem.

3.2.2.1 Control Problem Formulation

Noting that in master and slave, there exist norm-bounded and time-varying model un-

certainties (∆Am(t), ∆Bm(t), ∆As(t), ∆Bs(t)), the model transformation is described as

follows:

(Σm) ẋm(t) = ((Am + ∆Am(t)) − (Bm + ∆Bm(t))K0
m)xm(t) + (Bm + ∆Bm(t))(Fm(t) + Fh(t)),

(Σs) ẋs(t) = ((As + ∆As(t)) − (Bs + ∆Bs(t))K
0
s )xs(t) + (Bs + ∆Bs(t))(Fs(t) + Fe(t)),

(3.76)

where xm(t) = θ̇m(t) ∈ R
1, xs(t) = θ̇s(t) ∈ R

1. K0
m, K0

s are the local controllers of the

master and the slave ensuring the speed stability, which are to be designed later on. The

model uncertainties satisfy, i = {m, s}:

∆Ai(t) = Gi∆(t)Di, ∆Bi(t) = Hi∆(t)Ei, (3.77)

where Gi, Di, Hi, Ei are constant matrices of appropriate dimension and ∆(t) is a time-

varying matrice, ∆(t)T ∆(t) 6 I.

Again, the model of proxy, including the local controller, is the same as for the master,

except for the model uncertainties:

(Σp) ẋp(t) = ((Am + ∆Ap(t)) − (Bm + ∆Bp(t))K
0
m)xp(t) − (Bm + ∆Bp(t))Fp(t)

+ (Bm + ∆Bp(t))(F̂e(t − τ̂1(t)) + F̂h(t − τ1(t))),
(3.78)
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where xp(t) = θ̇p(t) ∈ R
1, ∆Ap(t) = Gp∆(t)Dp, ∆Bp(t) = Hp∆(t)Ep. Gp, Dp, Hp, Ep are

constant matrices.

Here, we have to solve two problems as in the previous subsection:

Problem 1: Design the local controllers of master, proxy and slave, K0
m and K0

s .

Problem 2: Design the proxy of master and the controller C̄ so to make the whole

system stable and achieve the position/force tracking.

3.2.2.2 Problem 1: Local Controller Design

Here we consider the design of the local controller of master K0
m, while at the slave’s

side, K0
s can be calculated by the same procedure. Considering the Lyapunov function

V (xm(t)) = xm(t)T Pxm(t), P = P T > 0, we verify V̇ (xm(t)) < 0 by using Lemma

1 in [Xu 2003]. Introducing scalar parameters ρA > 0, ρB > 0, then applying Schur

formula, lead to:




Λ ρ−1
A

PGm ρ−1
B

PHm K0
m

T
ET

m DT
m

> −I 0 0 0
> > −I 0 0
> > > −ρ−1

B
I 0

> > > > −ρ−1
A

I


 < 0,

Λ = AT
mP + PAm − K0

m
T
BT

mP − PBmK0
m.

(3.79)

Multiplying (3.79) by diag{P−T , ..., P−T , I} at the left side, by diag{P−1, ..., P−1, I}
at the right side, defining Nm = K0

mP , then the result K0
m = NmP−1 follows with:




Λ̄ ρ−1
A

GmP ρ−1
B

HmP NT
mET

m PDT
m

> −I 0 0 0
> > −I 0 0
> > > −ρ−1

B
I 0

> > > > −ρ−1
A

I


 < 0,

Λ̄ = AmP + PAT
m − NT

mBT
m − BmNm.

(3.80)

3.2.2.3 Problem 2: Slave Controller Design

In order to provide the stability and performance analysis by designing the proxy of master

and the controller C̄ under time-varying delays and uncertainties, our method is to firstly

transform the time delay and norm-bounded uncertain system to the time delay system,

and then apply the theorems proposed in Chapiter 2. Firstly, we design the proxy of

master, L, so to synchronize the position between the master and the proxy. The model

of the master and proxy is:
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



ẋmp(t) = (A0
mp + ∆A0

mp(t))xmp(t) + (A1
mp + ∆A1

mp(t))xmp(t − τ1(t))

+(Bmp + ∆Bmp(t))wmp(t),

zmp(t) = Cmpxmp(t),

(3.81)

xmp(t) =

(
θ̇p(t)

θ̇m(t)
θp(t)−θm(t)

)
, wmp(t) =

(
F̂e(t−τ̂1(t))+F̂h(t−τ1(t))

Fm(t)+Fh(t)

)
, zmp(t) =

(
θp(t)−θm(t)

)
,

(3.82)

A0
mp =

(
Am−BmK0

m 0 0

0 Am−BmK0
m 0

1 −1 0

)
, ∆A0

mp(t) =

(
∆Ap(t)−∆Bp(t)K0

m 0 0

0 ∆Am(t)−∆Bm(t)K0
m 0

0 0 0

)
,

A1
mp =

(
−BmL1 −BmL2 −BmL3

0 0 0
0 0 0

)
, ∆A1

mp(t) =
(

−∆Bp(t)L1 −∆Bp(t)L2 −∆Bp(t)L3

0 0 0
0 0 0

)
,

Bmp =
(

Bm 0
0 Bm
0 0

)
=

(
B1

mp B2
mp

)
, ∆Bmp(t) =

(
∆Bp(t) 0

0 ∆Bm(t)
0 0

)
, Cmp =

(
0 0 1

)
.

(3.83)

Because H∞ control theory aims at minimizing the modeling imperfections as well as

uncertainties and expected disturbances, we consider the time-varying uncertainties in

master and proxy as perturbations ϕp(t) and ϕm(t) defined by:

ϕp(t) = (∆Ap(t) − ∆Bp(t)K
0
m)θ̇p(t) + ∆Bp(t)(F̂e(t − τ̂1(t)) + F̂h(t − τ1(t))),

ϕm(t) = (∆Am(t) − ∆Bm(t)K0
m)θ̇m(t) + ∆Bm(t)(Fm(t) + Fh(t)),

(3.84)

and, at the proxy side:

µp(t) = −∆Bp(t)Lxmp(t − τ1(t)). (3.85)

We add uncertainties (3.84) and (3.85) into wmp(t). Thus, the system (3.81) is rewrit-

ten as:

{
ẋmp(t) = A0

mpxmp(t) + A1
mpxmp(t − τ1(t)) + B̃mpw̃mp(t),

zmp(t) = Cmpxmp(t),
(3.86)

where:

w̃(t) =
(

BmF̂e(t−τ̂1(t))+BmF̂h(t−τ1(t))+ϕp(t)+µp(t)
BmFm(t)+BmFh(t)+ϕm(t)

)
, B̃mp =

(
1 0
0 1
0 0

)
. (3.87)

By this way, the system (3.87) takes the form (2.52) in Chapiter 2. Theorem 2.8 in

Chapiter 2 can be utilized to compute L.
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In order to design the controller C̄, the model gathering the proxy, the controller C̄

and the slave, is given as follows:

{
ẋps(t) = (Aps + ∆Aps(t))xps(t) + (Bps + ∆Bps(t))wps(t),

zps(t) = Cpsxps(t).
(3.88)

Note that the input of the proxy, Fp(t), is also considered as a perturbation:

xps(t) =

(
θ̇s(t)

θ̇p(t)
θs(t)−θp(t)

)
, wps(t) =

(
Fe(t)

F̂e(t−τ̂1(t))+F̂h(t−τ1(t))−Fp(t)

)
, zps(t) =

(
θs(t)−θp(t)

)
,

(3.89)

Aps =

(
As−BsK0

s−BsK1 −BsK2 −BsK3

0 Am−BmK0
m 0

1 −1 0

)
,

∆Aps(t) =

(
∆As(t)−∆Bs(t)K0

s−∆Bs(t)K1 −∆Bs(t)K2 −∆Bs(t)K3

0 ∆Ap(t)−∆Bp(t)K0
m 0

0 0 0

)
,

Bps =
(

Bs 0
0 Bm
0 0

)
=

(
B1

ps B2
ps

)
, ∆Bps(t) =

(
∆Bs(t) 0

0 ∆Bp(t)
0 0

)
, Cps =

(
0 0 1

)
.

(3.90)

Defining the perturbations at the slave side:

ϕs(t) = (∆As(t) − ∆Bs(t)K
0
s )θ̇s(t) + ∆Bs(t)Fe(t),

µs(t) = −∆B1
ps(t)Kxps(t).

(3.91)

One gets:

w̃ps(t) =
(

BsFe(t)+ϕs(t)+µs(t)

BmF̂e(t−τ̂1(t))+BmF̂h(t−τ1(t))−BmFp(t)+ϕp(t)+µp(t)

)
, B̃ps =

(
1 0
0 1
0 0

)
, (3.92)

and system (3.88) becomes:

{
ẋps(t) = Apsxps(t) + B̃psw̃ps(t),

zps(t) = Cpsxps(t).
(3.93)

The controller gain K can be obtained from Theorem 2.9 in Chapiter 2 that handles

H∞ controller design for the perturbed system without delays. Now, the position tracking

between the master, the proxy and the slave is ensured. Finally, the objective is to ensure

the global stability of the whole system described by:





ẋmps(t) = (A0
mps + ∆A0

mps(t))xmps(t) + (A1
mps + ∆A1

mps(t))xmps(t − τ1(t))

+(Bmps + ∆Bmps(t))wmps(t),

zmps(t) = Cmpsxmps(t),

(3.94)
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where:

xmps(t) =




θ̇s(t)

θ̇p(t)

θ̇m(t)
θs(t)−θp(t)
θp(t)−θm(t)


 , wmps(t) =

(
Fe(t)

F̂e(t−τ̂1(t))+F̂h(t−τ1(t))
Fm(t)+Fh(t)

)
, zmps(t) =

(
θs(t)−θp(t)
θp(t)−θm(t)

)
.

(3.95)

So we get:

A0
mps =




As−BsK0
s−BsK1 −BsK2 0 −BsK3 0

0 Am−BmK0
m 0 0 0

0 0 Am−BmK0
m 0 0

1 −1 0 0 0
0 1 −1 0 0


 ,

∆A0
mps(t) =




∆As(t)−∆Bs(t)K0
s−∆Bs(t)K1 −∆Bs(t)K2 0 −∆Bs(t)K3 0

0 ∆Ap(t)−∆Bp(t)K0
m 0 0 0

0 0 ∆Am(t)−∆Bm(t)K0
m 0 0

0 0 0 0 0
0 0 0 0 0


 ,

A1
mps =

(
0 0 0 0 0
0 −BmL1 −BmL2 0 −BmL3
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

)
, ∆A1

mps(t) =

( 0 0 0 0 0
0 −∆Bp(t)L1 −∆Bp(t)L2 0 −∆Bp(t)L3

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

)
,

Bmps =

( Bs 0 0
0 Bm 0
0 0 Bm
0 0 0
0 0 0

)
, ∆Bmps(t) =




∆Bs(t) 0 0
0 ∆Bp(t) 0
0 0 ∆Bm(t)
0 0 0
0 0 0


 , Cmps =

(
0 0 0 1 0
0 0 0 0 1

)
.

(3.96)

Considering the model uncertainties as perturbations, the whole system is described

in the following form, involving a novel perturbation w̃mps(t):

{
ẋmps(t) = A0

mpsxmps(t) + A1
mpsxmps(t − τ1(t)) + B̃mpsw̃mps(t),

zmps(t) = Cmpsxmps(t),
(3.97)

w̃mps(t) =

(
BsFe(t)+ϕs(t)

BmF̂e(t−τ̂1(t))+BmF̂h(t−τ1(t))+ϕp(t)
BmFm(t)+BmFh(t)+ϕm(t)

)
, B̃mps =

(
1 0 0
0 1 0
0 0 1
0 0 0
0 0 0

)
. (3.98)

Using Theorem 2.3 of Chapiter 2, we can check the global stability of the system. This

allows for achieving the force tracking Fm(t) = F̂e(t − τ2(t)).

Remark 3.12 An alternative LKF control theorem can also be derived so to obtain the

slave controller, the details of which are introduced Appendix .6.

3.2.3 Results and Analysis

In this subsection, we propose simulations that illustrate the two approaches proposed

above (polytopic-type approach and norm-bounded model transformation). This will be
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made under different working conditions, and then the performance will be analyzed and

compared.

The maximum amplitude of time-varying delays is 0.2s (greater amplitude of delays

can also be handled). Note that the delays in the two channels are asymmetric. For

simulation purpose, we sample by 1kHz.

For simplicity reasons, the master, proxy and slave models are described by the fol-

lowing two forms (representing the same system):

polytopic − type : Am(ρm(t)) = As(ρs(t)) = 0,

Bm(ρm(t)) = Bs(ρs(t)) =
1

ρ(t)
, ρ(t) ∈ [0.5, 1],

norm − bounded − type : Am = As = 0, Gi = Di = 0,

Bm = Bs = 1.5, Hi = 0.5, Ei = 1, i = {m, p, s}.

(3.99)

Then, by the design procedure of local controllers, we get:

polytopic − type : K0
m = 2.6585 (ε = 100 (3.55)),

K0
s = 2.6585 (ε = 100 (3.55)),

norm − bounded − type : K0
m = 9.5117 (ρA = 0.1, ρB = 0.1 (3.80)),

K0
s = 3.3812 (ρA = 0.2, ρB = 0.2 (3.80)).

(3.100)

The obtained gains of the proxy and of the controller C̄, the corresponding H∞ perfor-

mance index γL
min, γK

min, and the global stability with γg
min are presented as follows (note

that in the two cases, ξ = 1):

polytopic − type : L =
(

1.3218 −1.3219 6.3602

)
, γL

min = 0.4436,

K =
(

20.4799 −21.2537 575.2051

)
, γK

min = 0.0164,

γ
g
min = 0.4595,

norm − bounded − type : L =
(

1.6218 −1.6264 29.5012

)
, γL

min = 0.05,

K =
(

16.4993 −12.0059 434.4988

)
, γK

min = 0.0072,

γ
g
min = 0.0376.

(3.101)

So in this example, the model with norm-bounded uncertainties is more efficient,

because the γmin is about 10 times smaller.

In the simulation, two working conditions are utilized:
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3.3. Conclusions

• Abrupt tracking motion: the human operator (Fh(t)) is modeled as a pulse generator.

Fig. 3.7 shows the position tracking between the master and the slave respectively for

polytopic-type and norm-bounded approach presented in this section.

Figure 3.7: Position response in abrupt tracking motion (left: polytopic-type; right: norm-
bounded-type)

Remark 3.13 The position range is different in two parts of Fig. 3.7, that is because the

design strategies and values of the local controllers are different for the two approaches.

On this figure, the two approaches achieve the position tracking: especially, at the

changing point, both of them realize a good position convergence between the master and

the slave.

• Wall contact motion: the slave is driven to the hard wall with a stiffness of Ke =

30kN/m located at the position x = 1.0m. The position tracking is presented in Fig. 3.8:

the norm-bounded-type approach produces a more smooth position tracking between the

master and the slave then the polytopic-type one; but the polytopic-type approach has

faster convergence rate than the norm-bounded-type one, the arrows in Fig. 3.8 have

marked the points where the slave’s position converges to the master’s.

Based on the characteristics of our force-reflecting proxy control scheme, the force

tracking Fm(t) = F̂e(k − τ2(t)) is straightforward.

3.3 Conclusions

Based on the force-reflecting proxy control scheme, two complementary studies have been

carried out: firstly, a discrete-time approach has addressed the stability and performance

problem of the delayed teleoperation, which is valuable to the digital implementations and
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Figure 3.8: Position response in wall contact motion (left: polytopic-type; right: norm-
bounded-type)

switch controller design; secondly, the controller design has been considered in the presence

of time-varying model uncertainties. Two cases of model uncertainties (polytopic-type and

norm-bounded-type) have been considered. In both two cases, the system stability and

high-quality performance are formally guaranteed.

The design of the controller, here again, is obtained from LMI optimization algorithm,

which is quite systematic. Besides, we also mentioned that such uncertainties allow for

dealing with realistic nonlinear models of the Lagrange type.

For now, it is time to apply the results of our theoretical research to the real experi-

mental test-bench. By the results of the experiments, the effectiveness of our approaches

will be confirmed. This is the focus of the next chapter.

102



Chapter 4

Implementation of Remote Haptic

Cooperative System

In this chapter, the experimental test-bench and the system implementation are de-

scribed. Our system is implemented based on the master/slave control schemes pro-

posed in Chapiter 2. Considering high-quality performance objectives (the stability, the

synchronization, the transparency), some techniques as follows will be used in the real

implementation [Seuret 2006,Jiang 2009,Kruszewski 2011].

• The transmission protocol UDP is applied to communicate the data between the

master and the slave.

• The time-stamps are added to each data packet, in order to know the instant of

data-sent, synchronize master and slave, and estimate the delays.

• The multi-thread technique is used in the programs to get concurrent calculations

within one CPU.

• In the case of the continuous-time implementation, the discretization period existing

in the real controller implementation has to be sufficiently small.

• The data structure of list served as buffers is introduced for the program to search

for the data of the right instance.

• The linearizing control of the slave model is utilized to eliminate the impact of the

friction in real implementation [Henson 1997].

• At the slave side, the force of the environment F̂e(t) can be obtained with the

force sensors; but at the master side, thanks to the precise system model of the master

robot, the force of the human operator F̂h(t) can be obtained by adding a perturbation

observer [Fu 2004, Chen 2006], which we will detail later (note that several alternative

solutions are possible [Mboup 2009,Daly 2010]).
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4.1 Experimental Test-Bench

Figure 4.1: Master/slave experimental system structure

Based on the Fig. 1.1 in Chapter 1, we propose our master/slave experimental system

structure in Fig. 4.1, which is composed of the Phantom Premium 1.0A (called Phantom

in the following and linked with a computer that can send/receive the information and

give the control law) at the master side, the network (Internet or Intranet), the slave robot

(linked with another computer and a CRIO card (http://en.wikipedia.org/wiki/CompactRIO)

that is used to send/receive the information and control the slave robot, the information

about the robotic arms can be found at http://www.mitsubishirobot.com/rv-m1.PDF)

at the slave side. Note that, through the network, the position/angular position, the

velocity/angular velocity, the force/torque/motor power and the time can be transferred

between the master and the slave, and this is followed by variable delays caused by the

network physical feature and long distance.

• The Phantom at the master side is a device, in which one can place and move the fin-

ger. It is composed of 3 axis, one vertical axis and two horizontal axis, and sends/receives

the real-time information with the high frequency (about 4× 103Hz) between the master

and the slave. Besides, as in Fig. 4.1, the Phantom is a haptic interface, so it can handle

not only the position/velocity data, but also the force/torque information.

• The slave robot is a manipulative device with 5 axis of rotation, which transcribe the

movements of the shoulder, the elbow and the wrist of the human arm. This is necessary

to connect the slave robot to the CRIO card firstly, and then to the computer, in order

to realize the control and information transmission.

Note that, because there exist 5 axis of rotation in the slave robot, but 3 axis in

104



4.2. Force Estimation

Phantom, we only consider the 3 axis of the slave robot corresponding to the Phantom.

Thus, there are two control design means: one-axis-by-one-axis design; 3 axis global

design. In this thesis, we focus on the former.

• As the network protocol, we have two choices, the TCP/IP or UDP. Here, UDP

is preferred to TCP/IP: although TCP/IP protocol provides more reliable transmissions

of data packets, it checks (and re-sends if necessary) all the packet transmissions, which

slows the transmission speed and degrades the communication capacity. In our control

strategy, the outdated packets are not necessary to be remitted for the control system,

moreover, the packet loss problem can be considered as communication delays, which is

introduced in Chapter 1.

4.1.1 System Modeling

We take one axis in Phantom and slave robot as an example. Firstly, the Phantom model

is a DAC motor supplied by the voltage, and the experiments show that the dry friction

can be neglected here. Thus, a second order system is considered as follow:

θ̈m(t) = − θ̇m(t)

τm
+

Km

τm
um(t), (4.1)

where θ̇m(t) is the Phantom velocity, um(t) is the control input, τm, Km are the system

parameters that have been identified, τm = 0.448s, Km = 0.0176s/kg.

Similarly for the slave robot, a second order system is considered, but with the friction

approximation sign(θ̇s(t)):

θ̈s(t) = − θ̇s(t)

τs
+

Ks

τs
us(t) − Fssign(θ̇s(t)), (4.2)

where θ̇s(t) is the slave robot velocity, us(t) is the control input, and the system param-

eters, τs = 0.32s, Ks = 1.85s/kg, Fs = 0.30m/s2. Then, with a novel control input,

vs(t) = us(t) − Fs
τs

Ks
sign(θ̇s(t)), we realize the linearization of the slave model as:

θ̈s(t) = − θ̇s(t)

τs
+

Ks

τs
vs(t). (4.3)

4.2 Force Estimation

To cope with the absence of torque sensor at the master side, we consider a Luenberger

observer to estimate the external forces of the human operator. Considering the force-
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reflecting control scheme in Chapter 2 and the estimation of Fh(t), we recall the corre-

sponding LTI model of the master:

ẋm(t) = (Am − BmK0
m)xm(t) + Bm(Fm(t) + Fh(t)). (4.4)

Now, limiting Fh(t) to a force with polynomial structure, one can make the assumption

F
(n+1)
h (t) = 0 for some n. Then, based on (4.4), we define:

ε̇h(t) = Ahεh(t) + BhFm(t), (4.5)

where:

εh(t) =




xm(t)
Fh(t)

Ḟh(t)

...
F

(n)
h

(t)


 , Ah =




Am−BmK0
m Bm 0 ··· 0

0 0 I ··· 0
...

...
...
. . .

...
0 0 0 ··· I
0 0 0 ··· 0


 , Bh =




Bm
0
...
0


 . (4.6)

Then, we choose the Luenberger observer ε̂h(t):

˙̂εh(t) = Ahε̂h(t) + BhFm(t) + Lh(yh(t) − ŷh(t)), (4.7)

where yh(t) = xm(t) = Chεh(t), Ch is a constant matrice. We define eh(t) = εh(t)− ε̂h(t):

ėh(t) = (Ah − LhCh)eh(t). (4.8)

By choosing n and the eigenvalues of the Luenberger observer, Lh can be obtained,

e.g. considering the system parameter in the illustrative example of Chapter 2, n = 1

and the eigenvalues of Luenberger observer as [−11,−10,−9], the estimation of Fh(t) is

depicted as Fig. 4.2. Note that the increase of n can improve the estimation of force.

Figure 4.2: Force estimation of Fh(t)
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4.3 Results and Analysis

The experiments are performed using three architectures designed in Chapter 2 (bilateral

state feedback control scheme, force-reflecting control scheme and force-reflecting proxy

control scheme), in order to evaluate the performance of the proposed approaches. The

maximum amplitude of time-varying delays is taken as h2 = 0.3s.

4.3.1 Abrupt Tracking Motion

Fig. 4.3 shows the experimental results for the three control schemes. we can see that, all

three control structures obtain a stable behavior and good position tracking performance.

However, the force-reflecting proxy control scheme provides the smallest position gap

between the master and slave robots.

4.3.2 Wall Contact Motion

The position tracking capabilities when interacting with the stiff wall environment are

presented in Fig. 4.4. A steel wall has been located at about x = −0.2rad of the slave

side, the human operator guides the remote manipulator to touch the steel wall. Because

there are not the force-reflecting in the bilateral state feedback control scheme, the position

gap between the master and the slave is much larger. Unluckily, the force feel (F̂e(t)) at

the master side in the force-reflecting control scheme with or without proxy can not be

presented in the thesis, but the smaller position gap in Fig. 4.4 can illustrate that the

force-reflecting is there.

For the three control schemes, when the slave robot returns after hitting the wall

(Fe(t) = 0), the system can restore the position tracking between the master and the

slave.

By the program of LabVIEW (http://www.ni.com/labview/), we exert the ’artificial’

forces Fh(t) = −20N ∗ cm and Fh(t) = −40N ∗ cm on the master robot, then the position

gap between the master and the slave can be compared in Fig. 4.5.

4.4 Conclusion

This chapter was devoted to a technical presentation of the principles and approaches used

for the implementation of our experimental test-bench based on our theoretical results in

Chapter 2 and Chapter 3.
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At last, the experiments, which are realized by LabVIEW, were performed based on

different control architectures to verify the correctness and effectiveness of the proposed

methods in the previous chapters.
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Figure 4.3: Position response in abrupt tracking motion (upper: bilateral state feedback
control scheme; middle: force-reflecting control scheme; lower: force-reflecting proxy con-
trol scheme;)
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Figure 4.4: Position response in wall contact motion (upper: bilateral state feedback con-
trol scheme; middle: force-reflecting control scheme; lower: force-reflecting proxy control
scheme;)
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Figure 4.5: Position response in wall contact motion (upper: bilateral state feedback con-
trol scheme; middle: force-reflecting control scheme; lower: force-reflecting proxy control
scheme;)
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Conclusions

This thesis has considered the robust control of delayed teleoperation systems by using

Lyapunov method together with H∞ control theory, which is resolved in terms of LMI.

The studied solution has focused on the controller design under asymmetric time-varying

delays, based on three novel control architectures proposed in this thesis. Even if the

problem remains open for several cases, the results presented in the thesis has brought

several useful results in the domain of teleoperation control. The work has been presented

as follows:

• The first chapter can be summarized in three parts: the first part has given an

overview of problems and challenges of the cooperative robotics; the second part has

firstly presented the delayed teleoperation and its control objectives (the stability, the

synchronization, the transparency), secondly introduced the modeling of time delays de-

pending upon two aspects (the digital communication properties and the mathematical

properties), and then analyzed recent researches and their features in the field of tele-

operation system; the third part has described time delay systems and the principles of

the LKF-based stability approach, which constitutes a grounding for our work. In par-

ticular, we have proposed a general control architecture of teleoperation as in Fig. 1.6,

which is generic enough to represent most of the control schemes for the master/slave

teleoperation.

• The second chapter has gathered most theoretical contributions of this work. Three

novel teleoperation control schemes ensuring the system stability and a high-level perfor-

mance under asymmetric time-varying delays and the perturbations of the human operator

and environment have been presented: the bilateral state feedback control scheme as in

Fig. 2.2 ensured bilateral position tracking by state feedback, the master controller and

the slave controller have been designed; the force-reflecting control scheme as in Fig. 2.3

used the estimated/measured force of the environment to achieve the position/force track-
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ing, in this control scheme, we have discarded the master controller, and only designed

the slave controller; with the estimated/measured force of the human operator, the force-

reflecting proxy control scheme as in Fig. 2.4 has been proposed, in order to obtain a

better system performance by adding a proxy of master into the slave controller. Com-

paring three architectures, all of them guarantied the stability and the position tracking

thanks to the position/velocity information. Fig. 2.3 and Fig. 2.4, in addition, ensured

the force tracking. Fig. 2.4 can get a better performance, however, it also introduced

additional computation load and needs the human and environment force to be estimated

or measured.

A less conservative Lyapunov-Krasovskii functional with H∞ control theory has been

applied to linear time delay systems, and then the LMI theorems have been obtained in

order to calculate the controllers in the control schemes. Finally, various simulations and

comparisons with other methods in different working conditions, e.g. abrupt tracking and

wall contact motion, have demonstrated the effectiveness and merits (the stability of the

system, the position/force tracking between the master and the slave even under large

delays) of our methods.

• The third chapter has extended the results obtained in Chapter 2. The force-

reflecting proxy control scheme continued to be applied to the teleoperation system, and

a discrete-time approach (a discrete LKF together with H∞ control in the form of LMI) has

been developed to analyze the control scheme and obtain a better system performance.

Note that the discrete-time approach is valuable to the digital implementation on the

experimental test-bench.

Based on the linear system handled in Chapiter 2, a more general system with time-

varying uncertainties has been considered in this chapter. According to the types of

time-varying uncertainties (the polytopic-type uncertainties and the norm-bounded model

uncertainties), different design strategies based on the the force-reflecting proxy control

scheme have been applied to design the local controllers and the slave controller: in the

case of the polytopic-type uncertainties, a polytopic-type LKF has been considered to

obtain the LMI theorem; in the case of the norm-bounded model uncertainties, the norm-

bounded uncertain system with the time delays has been transformed to the linear time

delay system, and then the LMI theorems proposed in Chapiter 2 have been applied to

design the slave controller.

At last, for these extended research, some results and comparisons have been illustrated

by simulations.

• The experimental test-bench and the real system implementation have been de-
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scribed in the last chapter, the identification and linearizing control of the subsystems

(the master/slave robots) have been introduced. At last, we have presented the analysis

based on the experimental results.

On the theoretical side, our research principally focused on: firstly the introduction of

the delayed teleoperation and the principal approaches in this domain; secondly the mod-

eling and control scheme design of the teleoperation system; after that, in the framework

of the control scheme, the controller design of linear time-varying delay systems with or

without the model uncertainties, in the continuous-time or the discrete-time domain. The

stability and performance problems (the position/force tracking) have been treated based

on Lyapunov-Krasovskii functionals and H∞ theory, all these control design theorems

have been resolved in the form of LMI.

On the practical side, the results and comparisons of different simulations can totally

present the merits of our theoretical approaches. Besides, based on the the theoretical

results, the implementation of the experimental test-bench further illustrated the effec-

tiveness of the approaches proposed in this thesis. This makes this PhD thesis more

complete and convincing.

Perspectives

As a perspective of the results developed in this thesis, we can mention:

• Nonlinear systems should be more completely studied, as the Euler-Lagrange equa-

tions of motion for n-link system:

M(θ)θ̈(t) + C(θ, θ̇)θ̇(t) + g(θ) = Fh(t) + Fm(t), (1)

where θ(t) is the vector of joint displacements, θ̇(t) is the vector of joint velocity, Fm(t) is

the vector of applied torque of master, Fh(t) is the vector of external input (the force of

the human operator). M(θ) is the positive definite inertia matrice, C(θ, θ̇) is the matrice

of Centripetal and Coriolis torques, and g(θ) is the gravitational torque.

Although this system can be transformed to LPV system and resolved as Section 3.2.1.5

of Chapter 3, this working axis-by-axis may induce some conservatism, that could be

avoided by designing the master/slave controllers directly without the system transfor-

mation.

• Delay-scheduled state-feedback controller design for time delay systems is a ex-

cellent approach in order to reduce the conservatism and improve the system perfor-

mance [Briat 2009a,Briat 2009b]. That is to say, we consider the following system and
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controller:

{
ẋ(t) = A0x(t) + Bu(t) + Bw(t),

u(t) = −K(τ(t))x(t − τ(t)),
(2)

where K(τ(t)) is dependent to the time-varying delay τ(t), τ(t) ∈ [h1, h2], e.g. one form

of K(τ(t)) can be written as follow:

K(τ(t)) = K0 + K1τ(t) + K2τ
2(t) + · · · + Khτh(t) =

h∑

i=0

Kiτ
i(t). (3)

Here, Ki, i = 1, ..., h, should be calculated. Note that one problem for this approach

is how to obtain the "real" correlation between the controller and the time-varying delay,

otherwise, we will get the parameter-scheduled controller as K(ρ(t)), ρ(t) ∈ [h1, h2] is the

time-varying parameter (not the time-varying delay).

Figure 1: One master/multiple slaves teleoperation system

• Till now, the switch controller to improve the performance of whole system has

been proposed in [Kruszewski 2011], but another switch control strategy can be applied

to our system, the switch control between the passivity-based approach and the approach

proposed in this thesis [Nuño 2011]. Taking the position tracking between the master and

the slave as the control objective, there exists a small positive scaler ς > 0, if the system

runs under the condition of θs(t) − θm(t) < ς, the passivity approach-based is applied

to design the controllers, but when the θs(t) − θm(t) > ς happens, our approach will

be utilized to minimize the position gap. That is to say, the controller design strategies

will switch according to the transient position gap, this leads to the different gains of

controllers and system performances.

• In our work, the system is based on the master/slave structure with only one slave.

The next step, we can consider several slave systems as Fig. 1.

The difficulty lies on: one should consider the share strategy of the bandwidth and

the computation power; the control laws should include not only the strategy between
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the master and the slaves, but also the strategy among multiple slaves.
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Résumé étendu en français

Introduction générale

Ce travail propose de nouvelles structures de contrôle pour la téléopération bilatérale à

travers des réseaux de communication non dédiés et présentant donc une qualité de service

non maîtrisée.

La téléopération bilatérale permet de manipuler des objets par l’intermédiaire d’une

interface haptique robotisée, qui renvoie à l’utilisateur la sensation des efforts subis par

ces objets. Il s’agit donc typiquement d’une chaîne de rétroaction : dans un sens de

la boucle, l’opérateur humain exerce un effort sur une inteface robotisée, qui transmet

ces efforts à un robot ’esclave’ qui fait varier la position et la vitesse de l’objet. Dans

l’autres sens de la boucle, l’environnement physique dans lequel se déplace l’objet manipulé

exerce toute une gamme d’efforts sur lui (par exemple, lorsqu’il rencontre un obstacle)

et ces efforts sont transmis en retour à l’opérateur humain, qui doit les ressentir le plus

immédiatement possible, et de la façon la plus réaliste possible. Ce type d’opération

existe depuis plusieurs décennies et fonctionne assez bien lorsque l’opérateur et l’objet

sont proches et reliée par un réseau de communication ayant une qualité de service élevé

(débit et rapidité suffisants) et garantie dans le temps (par exemple grâce à un réseau

filaire réservé à cette seule application). Cependant, il est aujourd’hui très tentant de

généraliser ces usages à des réseaux plus généralistes, comme par exemple l’Internet ou

les réseaux sans fils.

Au delà d’un gain de flexibilité évident, ce type de situation introduit plusieurs diffi-

cultés :

• Réseaux :Ces réseaux introduisent dans les boucles de contrôle des retards dis-

symétriques et fortement variables, susceptibles de réduire les performances et même

de déstabiliser le système global. Nous montrerons que, sous certaines hypothèses assez

peu restrictives, ces effets se ramènent à deux ’retards de réseau’.

• Performance :De plus, la téléopération bilatérale est soumise à des entrées issues
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des forces exercées par l’opérateur sur le robot maître et par l’environnement physique

du robot esclave télé-opéré (un mur, par exemple). Ces efforts et sensations doivent être

reproduits le plus fidèlement possible (transparence) et les variations de position doivent

être suivies aussi rapidement que possible (suivi).

• Robustesse :Enfin, les systèmes robotiques correspondent le plus souvent à des mod-

èles non linéaires ou non stationnaires (par exemple à cause de saturations d’énergie ou

de poids d’objets différents). Bien qu’il soit possible de réaliser une commande locale

linéarisante pour se ramener à des modès nominaux linéaires, il faut pouvoir tenir compte

des écarts par rapport à ce nominal en considérant des perturbations de modèles non

négligeables.

Dans ces conditions très contraintes, l’enjeu est de concevoir et calculer des structures

de commande garantissant à la fois la stabilisation et un bon degré de performance en

termes de synchronisation (suivi des position et vitesse) et de transparence (ressenti des

forces).

Concernant les objectifs de la synthèse des contrôleurs, on pourra selon le besoin

considérer qu’une valeur supérieure des deux retards de réseau est connue (il s’agira alors

d’optimiser la performance) ou que cette borne doit être calculée (pour garantir une

performance minimale désirée). Nous verrons que, grâce aux modèles et techniques que

nous introduirons, cette synthèse de contrôleur s’exprimera sous forme LMI (inégalités

matricielles linéaires), donc optimisable par des solveurs algorithmiques classiques.

Une implantation sur une plate-forme expérimentale permettra d’illustrer plus con-

crètement notre approche théorique.

Le plan du travail est le suivant :

• Au chapitre 1, nous faisons tout d’abord un tour d’horizon des recherches récentes

dans le domaine des systèmes de téléopération et de leurs caractéristiques. Puis, pour cor-

respondre aux besoins de l’application, nous considérons des modèles linéaires à plusieurs

retards variables pour lesquels nous proposons une approche d’analyse de stabilité par

fonctionnelles de Lyapunov-Krasovskii, qui permettra par la suite de réduire le conser-

vatisme des conditions de stabilisation, et qui est couplée avec une approche de contrôle

robuste H∞ pour tenir compte des aspects de performance. C’est cet ensemble qui per-

mettra une synthèse par LMI.

• Dans le chapitre 2, trois structures de téléopération seront proposées en temps

continu : un premier schéma de retour d’état bilatéral (positions/vitesses) ; un second

intégrant un retour de force additionnel ; enfin un troisième avec un retour de force et

un émulateur du maître placé du côté esclave, que nous nommons ici le ’Proxy’. La
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comparaison de ces architectures montre que, pour un retard de réseau maximum donné

ou calculé, toutes garantissent un suivi de position et vitesse. Les deux dernières, qui

utilisent les forces mesurées ou estimées de l’opérateur humain et de l’environnement,

garantissent de plus un suivi en force. Au final, la troisième structure (avec ’Proxy’)

présente la meilleure performance, même si elle demande un peu plus de calcul.

• Dans le chapitre 3, afin d’analyser et d’améliorer les performances de la troisième

structure pour des modèles encore plus réalistes, une étude est menée en temps dis-

cret (modèle échantillonné traité, ici encore, par une approche combinant techniques de

Lyapunov et contrôle H∞), mais aussi sur un modèle non linéaire ou non stationnaire

sous perturbations bornées en norme. Les perturbations de modèles sont considérées par

l’intermédiaire d’une approche polytopique et l’ensemble conduit aussi à une synthèse par

LMI.

• Dans le chapitre 4, l’implantation sur la plate-forme est décrite dans un quatrième et

dernier chapitre. Chacun des deux sous-systèmes (robots Phantom côté maître, Mitsubishi

côté esclave) est tout d’abord identifié puis linéarisé par retour d’état. Après avoir comparé

les solutions par capteur ou par estimateur de force, la première est retenue. L’ensemble

permet de valider les hypothèses de modélisation et de calculer les différentes structures.

L’analyse des résultats expérimentaux est alors menée.

Préliminaires

Le premier chapitre donne une vue générale des structures, des problèmes et recherches

récents dans les domaines de la téléopération et de la stabilité des systèmes à retard. Basé

sur les défis présentés avant, nous avons dans ce chapitre introduit ce qui suit :

• Un bref rappel sur l’histoire et les applications typiques de la téléopération depuis

les années 1950.

• La distinction entre les différentes téléopérations, classés en unilatérale et bilatérale :

en téléopération unilatérale, l’opérateur humain manœuvre le robot de l’esclave sans le

retour des informations de l’esclave au maître, c’est-à-dire que l’opérateur humain est

decouplé du système global, et l’impédance de l’opérateur ne peut pas affecter la per-

formance du système; la téléopération bilatérale implique un retour du côté d’esclave, si

les retards de la communication sont petites, le retour en temps réel peut être obtenu.

Pour ce qui concerne notre sujet, il existe différents types de téléopération bilatérale défi-

nis par rapport à la paire des informations de rétroaction entre maître et esclave, e.g.

la téléopération en vitesse-force, la téléopération en position-force, la téléopération en
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position-position, même la téléopération en informations mixtes.

• Afin de faciliter la présentation de la performance objective du contrôle et les straté-

gies du contrôle, nous avons présenté les diverses sources des retard variant en temps,

qui sont détaillés comme suit : les retards de communication peuvent être bornés ou non

bornés, ce qui dépend du type de réseau et doit être traitée par différentes manières lors

de la phase de conception du contrôle; une autre source de retards variant en temps vient

de l’échantillonnage; certaines données d’information peuvent être perdues lors de leur

transfert par l’intermédiaire du réseau; l’asymétrie des retards signifie que les retards en

sens aller (maître vers esclave) et en sens retour (esclave vers maître) ne sont pas égaux;

la synchronisation des horloges entre le maître et l’esclave est réalisée ici grâce au datage

sur horaire des paquets de données; enfin le type de protocole de communication (TCP

vs UDP) est discuté.

• Basé sur l’objectif de performance (la stabilité, la synchronisation, la transparence)

attendu de la téléopération, une structure générale du système est donnée dans la Fig. 1,

qui est suffisamment générique pour représenter la plupart des cas de téléopération bi-

latérale avec retard. Ce sera la structure de base de tous les schémas de contrôle proposés

dans cette thèse.

Figure 1: La structure générale du contrôle

• En général, les propriétés de stabilité et de synchronisation/transparence du système

sont conflictuelles. Avec le développement des technologies de la communication et du

contrôle, les stratégies en temps réel pour concevoir la téléopération bilatérale à retard

sont apparues. Dans le premier chapitre, nous avons raconté les principes de ces méthodes.

Mathématiquement parlant, la téléopération bilatérale à retard variable sera traitée

comme un système dynamique retardé, c’est pourquoi nous devons aussi présenter les

systèmes à retards, le traitement de la stabilité de ces systèmes par la méthode de Lya-

punov et ses extensions. En particulier, dans ce travail nous allons assurer la stabilité
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et améliorer la performance du système linéaire à retard variable comme ci-dessous en

utilisant les fonctionnelles de Lyapunov-Krasovskii et le contrôle de H∞ :

{
ẋ(t) = A0x(t) + A1x(t − τ1(t)) + A2x(t − τ2(t)) + B0u(t),

x(t0 + θ) = φ(θ), ẋ(t0 + θ) = φ̇(θ), θ ∈ [−h, 0].
(1)

Plusieurs schémas du contrôle de la téléopération

Basé sur la structure de la téléopération de la Fig. 1, nous proposons trois nouveaux

schémas, qui devront permettre à la fois d’assurer la stabilité du système et de garantir

la performance comme suit :

• Le suivi de position : le robot esclave doit suivre le mouvement du robot maître

entraîné par l’opérateur humain.

• Le suivi de force : la force de l’environnement agissant sur l’esclave (quand il entre

en contact avec un mûr rigide par exemple) devrait être reproduit sur maître précisément

et immédiatement (en temps réel), grâce au retour de la force de l’esclave vers maître.

Avant de concevoir les contrôleurs correspndant à ces architectures, quelques descrip-

tions préliminaires et hypothèses doivent été introduites. Elles visent l’utilisation des

fonctionnelles de Lyapunov-Krasovskii et de la théorie H∞, et permettront une synthèse

par optimisation LMI (inégalités matricielles linéaires). De plus, nous pouvons supposer

que les retards variables sont bornés par une borne constante et connue, mais aussi que

grâces aux marquages temporels de paquets, certains retards sont correctement estimés

(τ̂i(t) représentant l’estimé de τi(t)) par l’un des côtés, à savoir : le retard τ1(t) est connu

du côté de l’esclave : τ̂1(t) = τ1(t) ; et le retard τ2(t) est connu du côté du maître :

τ̂2(t) = τ2(t).

Figure 2: Le schéma du contrôle bilatérale avec le retour de l’état
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Les trois schémas de téléopération présentés Fig. 2-4 requièrent des informations dif-

férentes :

• Contrôle bilatérale avec le retour d’état (Fig. 2) : les informations transmises entre

le maître et l’esclave sont les vitesses et les positions du maître et de l’esclave, θ̇m(t), θm(t)

et θ̇s(t), θs(t). Ce schéma assure le suivi de position bilatérale et demande la synthèse des

contrôleurs C1 du maître et C2 de l’esclave.

Figure 3: Le schéma du contrôle avec le retour de la force

• Contrôle avec le retour de la force (Fig. 3) : du maître à l’esclave, les infor-

mations transmises sont la vitesse/position du maître; cependant, de l’esclave vers le

maître, seulement la force mesurée F̂e(t) est transférée. Ceci réalise le suivi de force

Fm(t) = F̂e(t− τ2(t)), qui est basée sur la stabilité du système global. Dans ce schéma, la

force de l’environnement (ou la force de l’opérateur humain, qui sera utilisé par le schéma

suivant) peut être estimée ou mesurée. De plus, le contrôleur du maître a été supprimé :

seulement le contrôleur du côté esclave C reste à concevoir.

Figure 4: Le schéma du contrôle avec le retour de la force et le ’Proxy’

• Contrôle avec le retour de la force et le ’Proxy’ (Fig. 4) : basé sur le schéma précédent
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du contrôle avec le retour de la force, nous ajoutons un ’Proxy du Maître’ (ou plus

simplement ’Proxy’) dans le contrôleur de l’esclave, qui émule le comportement du maître

à proximité de l’esclave. Il permet de synchroniser la position entre le maître et l’esclave.

Les informations transmises du maître vers l’esclave sont la vitesse/position du maître

et la force mesurée F̂h(t) ; de l’esclave vers maître, seulement la force mesurée F̂e(t) est

transmise pour réaliser le suivi de force Fm(t) = F̂e(t − τ2(t)).

Sur la Fig. 5, nous pouvons voir que le proxy du maître agit comme un observa-

teur/prédicteur du maître. Il est utilisé du côté esclave pour réduire l’impact des retards

de communication.

Figure 5: Le proxy du maître

Si l’on compare ces trois architectures,

• toutes garantissent la stabilité et le suivi de position grâce aux informations de

vitesse/position.

• Celles des deux drnières figures Fig. 3 et Fig. 4 assurent en outre le suivi de force

et nécessitent l’estimation ou la mesure des forces.

• Grâce à son proxy, la dernière, Fig. 4, donne une meilleure performance. Cependant,

elle introduit également une charge de calcul supplémentaire.

Des simulations, obtenues par YALMIP et Simulink, montrent que le système de

téléopération conçu par notre théorie peut fonctionner dans différentes conditions de

travail, même sous des retards ’importants’. En outre, la comparaison avec les autres

approches récentes a été réalisé et semble donner l’avantage à nos architectures et, en

particulier, la troisème (avec proxy) semble très performante. Dans le dernier chapitre,

nos résultats devront être mis en œuvre sur le dispositif expérimental, de façon à confirmer
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l’efficacité de nos approches (notamment en termes de ressenti haptique par l’opérateur,

qui est plus difficile à appréhender sur une simulation).

Recherche étendue : prise en compte des effets de dis-

crétisation temporelle et des perturbations variables

Le schéma de contrôle avec le retour de la force et le ’Proxy’ (Fig. 4) semble le plus

performant, nous avons choisi de l’approfondir et nous concentrons par la suite uniquement

sur lui. Quelques recherches étendues ont été considérées en vue de résoudre certains

points plus particuliers liés, notamment, à la robustesse.

Notre motivation est double : d’une part, la synthèse en temps discret est précieuse

pour l’implémentation directe sur les robots. D’autre part, nous verrons qu’il est possible

d’obtenir un meilleur résultat sur la performance, c’est en tous cas ce que les simulations

montreront.

• Une approche en temps discret a été utilisé pour analyser le système de contrôle

échnatilloné et essayer d’obtenir meilleure performance. Plus précisément, nous présen-

tons un développement rigoureux des contrôleurs pour la téléopération en utilisant des

fonctions de Lyapunov en temps discret ainsi que le contrôle H∞, conduisant ici encore à

une optimisation par LMI. Dans le cas discret, les fonctionnelles de Lyapunov-Krasovskii

(LKF) deviennent :

V (x(k)) = x(k)T Px(k) +

k−1∑

i=k−h2

x(i)T Sax(i) +

k−1∑

i=k−h1

x(i)T Sx(i)

+ h1

−1∑

i=−h1

k−1∑

j=k+i

y(j)T Ry(j) +

q∑

i=1

(h2 − h1)

−h1−1∑

j=−h2

k−1∑

l=k+j

y(l)T Raiy(l),

(2)

où y(k) = x(k + 1)− x(k). Le critère J(w) de performance H∞ est défini en lien avec un

scalaire positif γ :

J(w) =

∞∑

i=0

[z(k)T z(k) − γ2w(k)T w(k)] < 0. (3)

Pour assurer la stabilité du système sous la performance J(w) < 0, nous considérons

la condition :

△V (x(k)) + z(k)T z(k) − γ2w(k)T w(k) < 0, (4)
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où △V (x(k)) = V (x(k + 1)) − V (x(k)). À partir de cette condition, nous concevons le

proxy et le contrôleur C̄ en temps discret.

• Les systèmes linéaires stationnaires ont été traités précédemment, mais aucun sys-

tème réel ne satisfait pleinement cette hypothèse de modélisation. Nous allons donc

étendre notre approche à des modèles plus généraux, présentant des incertitudes variants

en temps. Il y a deux cas d’incertitudes proposées :

⋆ le système de téléopération avec incertitudes polytopiques;

⋆ et celui avec incertitudes bornées en norme.

Pour ces deux cas, nous utiliserons les mêmes étapes de conception du shéma de

contrôle avec le retour de la force et le ’Proxy’, mais :

⋆ les modèles du maître, du proxy et de l’esclave sont combinés avec des incertitudes

variant dans le temps ;

⋆ les contrôleurs locaux du maître, du proxy et de l’esclave sont conçus par fonctions

de Lyapunov et LMI ;

⋆ le contrôleur de l’esclave est obtenu par LKF, H∞ et LMI.

Toutefois, on notera que dans chaque étape de la conception, les stratégies de la

conception sont différentes entre ces deux cas.

Dans le cas des incertitudes polytopiques, le système est sous la forme générale :





ẋ(t) = A0(t)x(t) +
∑q

i=1 Ai(t)x(t − τi(t)) + B(t)w(t),

z(t) = Cx(t),

x(t0 + θ) = φ(θ), ẋ(t0 + θ) = φ̇(θ), θ ∈ [−h2, 0],

(5)

où A0(t), Ai(t), i = 1, 2, ..., q, B(t) sont soumises aux incertitudes variants en temps et

satisfont le modèle convexe polytopique:

[A0(t), Ai(t), B(t)] ∈ Ω, i = 1, 2, ..., q,

Ω , [A0(ρ(t)), Ai(ρ(t)), B(ρ(t)) =
N∑

j=1

ρj(t)[A0j , Aij , Bj ],
N∑

j=1

ρj(t) = 1, ρj(t) > 0].
(6)

Pour traiter ce système, nous considérons le LKF V (x(t), ẋ(t)) proposé dans Chapitre 2,

par conséquent, la condition de la stabilité, V̇ (x(t), ẋ(t)) + z(t)T z(t) − γ2w(t)T w(t) < 0,

peut être assouplie à un ensemble de N LMIs.

Dans le cas des incertitudes bornées en norme, nous considérons les incertitudes

comme des perturbations. La théorie H∞ permet alors de concevoir le contrôleur de

l’esclave pour le système linéaire sans incertitudes, mais de façon robuste vis-à-vis de ces
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perturbations. Dans ce cas, la clé est de faire la transformation entre le système linéaire

avec incertitudes des normes bornées et le système linéaire sans incertitudes.

Nous avons comparé les deux cas par les simulations, qui montrent que chaque cas a

ses avantages et ses inconvénients.

Applications

Il est maintenant temps de confronter les résultats de notre recherche théorique avec

l’expérimentation.

Ce chapitre réalise la mise en œuvre du système sur le banc d’essai expérimental,

en fonction des résultats des Chapitre 2 et Chapitre 3. Grâce à nos trois schémas

de contrôle, un degré élevé de performance (la stabilité, la synchronisation, la trans-

parence) a été garanti. La conception du contrôleur est construite sur la base des forces

mesurées/estimées par des capteurs/observateurs de couple. Les résultats expérimentaux

dans différentes conditions de travail sont effectués pour vérifier l’exactitude et l’efficacité

des méthodes proposées dans cette thèse.

Conclusions et perspectives

Cette thèse a été consacrée à la définition et à l’étude de contrôleurs permettant la stabili-

sation et l’amélioration des performances en téléopération bilatérale à travers des réseaux

non dédiés. La solution proposée est basée sur les fonctionnelles de Lyapunov-Krasovskii,

la théorie du contrôle robuste H∞, et l’optimisation par LMI. Les simulations et les ré-

sultats expérimentaux ont confirmé l’efficacité de nos approches.

Contributions

De notre point de vue, les contributions de ce travail sont les suivantes :

• Sur la base d’un grand nombre de références, une architecture générale de téléopéra-

tion a été générée. La représentation des effets de réseau par des modèles à retards

variables a été donnée.

• Trois nouveaux schémas de contrôle en téléopération ont été proposés pour assurer

la stabilité du système et obtenir une meilleure performance malgré des retards variants

dans le temps et des perturbations venant de l’opérateur humain et de l’environnement.

Ceci a tout d’abord été illustré par diverses simulations.
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• L’idée de l’utilisation de la méthode de Lyapunov et de la théorie H∞ n’est pas

nouvelle, mais nos travaux combinent efficacement ces deux méthodes avec l’architecture

de contrôle de la téléopération. Plusieurs conditions LMI ont été établiés afin de calculer

facilement les gains des contrôleurs par des algorithmes d’optimisation convexe.

• Des points de réalisme supplémentaires ont été pris en considération dans la concep-

tion du contrôle du système de téléopération. Ainsi la méthode a été proposée en temps

échantillonné pour faciliter la mise en œuvre numérique sur le vrai banc d’essai. Le con-

trôle H∞ a été appliqué pour traiter des incertitudes de modèles variablles dans le temps.

Ainsi en général, nos architectures sont adaptées à une bonne variété des situations réelles

de la téléopération.

• Enfin, selon les résultats théoriques obtenus, le vrai banc d’essai a été installé et une

analyse a été présentée.

Perspectives

On peut développer plusieurs points à la suite des résultats obtenus dans cette thèse :

• Les systèmes non linéaires devraient être étudiés plus profondément, comme les

équations du mouvement de Euler-Lagrange pour n link-système :

M(θ)θ̈(t) + C(θ, θ̇)θ̇(t) + g(θ) = Fh(t) + Fm(t), (7)

où θ(t) est le vecteur des déplacements communs, θ̇(t) est le vecteur des vitesses communes,

Fm(t) est le vecteur du couple appliqué par le maître, Fh(t) est le vecteur de l’entrée

externe, e.g. la force de l’opérateur humain, M(θ) est la matrice définie positive inertie,

C(θ, θ̇) est la matrice des couples centripètes et de Coriolis, et enfin g(θ) est le couple

gravitationnel.

• Le contrôleur dépendant du retard pour la téléopération à retard variable semble

une excellente approche pour réduire le conservatisme et améliorer la performance du

système. C’est-à-dire que nous pourrions considérer le système et le contrôleur suivants :

{
ẋ(t) = A0x(t) + Bu(t) + Bw(t),

u(t) = −K(τ(t))x(t − τ(t)),
(8)

où K(τ(t)) dépend du retard variant en temps τ(t), τ(t) ∈ [h1, h2], une forme de K(τ(t))

peut être décrite comme:

K(τ(t)) = K0 + K1τ(t) + K2τ
2(t) + · · · + Khτh(t) =

h∑

i=0

Kiτ
i(t). (9)
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Ici, Ki, i = 1, ..., h, doit être calculé. Notons que le problème de cette approche est

d’obtenir la corrélation réelle entre le contrôleur et le retard variant en temps. Autrement,

nous aurons le contrôleur dépendant du paramètre variable e.g. K(ρ(t)), ρ(t) ∈ [h1, h2]

est le paramètre variant en temps (et non pas le retard variant en temps).

Figure 6: Le système de la téléopération avec un maître/multiples esclaves

• Jusqu’à maintenant, l’amélioration de la performance de téléopération du système

a été proposée sur la base de contrôleurs à gains constants, mais une autre stratégie

de commutation de commande peut être appliquée à notre système. Il serait intéressant

d’envisager une commutation (switched systems) entre des contrôleurs issus des techniques

de passivité et ceux issus de l’approche de cette thèse. En prenant pour objectif le suivi

de position entre le maître et l’esclave, on peut imaginer un (petit) scalaire positif ς > 0,

tel que tant que le système fonctionne sous la condition θs(t) − θm(t) < ς, l’approche

de la passivité soit appliquée. Mais quand on atteint θs(t) − θm(t) > ς, notre approche

est utilisée pour réduire l’écart de position. Dans ce cas, il s’agit donc de concevoir une

stratégie de commutation en fonction de l’écart de position transitoire.

• Dans notre travail, le système est basé sur une structure avec un seul esclave. Dans

une prochaine étape, nous pouvons envisager l’utilisation de plusieurs sous-systèmes es-

claves, comme sur Fig. 6. La difficulté réside alors dans la stratégie de compromis entre la

bande passante et la puissance de calcul. La conception du contrôle devrait alors inclure

non seulement la stratégie entre le maître et les esclaves, mais aussi la stratégie entre les

esclaves eux-mêmes.
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Appendix

1 More Details about Passivity-Based Control

The first architecture proposed in [Anderson 1989] presented the conception of the scat-

tering transformation. Considering a two-port bilateral networked system in Fig. 1, the

relationship between the efforts F1(t), F2(t) (force, voltage) and the flows v1(t), v2(t)

(velocity, current) is specified by hybrid matrix H(s):

Figure 1: Two-port bilateral networked system

(
F1(s)
−v2(s)

)
=

(
H11(s) H21(s)
H12(s) H22(s)

)(
v1(s)
F2(s)

)
= H(s)

(
v1(s)
F2(s)

)
, (1)

where F1(s), F2(s), v1(s), v2(s) are the Laplace transforms of F1(t), F2(t), v1(t), v2(t),

and:

F (t) =
(

F1(t)
F2(t)

)
, v(t) =

(
v1(t)
−v2(t)

)
. (2)

Then, the time domain scattering operator can be defined.

Definition .1 (Time Domain Scattering Operator) S(t): Ln
2 (R+) → Ln

2 (R+) is de-

fined by:

F (t) − v(t) = S(t)(F (t) + v(t)). (3)

S(t) can be expressed in the frequency domain as a scattering matrix S(s):
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F (s) − v(s) = S(s)(F (s) + v(s)). (4)

The relationship between the hybrid matrix H(s) and S(s) is obtained by:

(
F1(s)−v1(s)
F2(s)+v2(s)

)
=

(
1 0
0 −1

)
[
(

F1(s)
−v2(s)

)
−

(
v1(s)
F2(s)

)
] =

(
1 0
0 −1

)
(H(s) − I)

(
v1(s)
F2(s)

)
,

(
F1(s)+v1(s)
F2(s)−v2(s)

)
=

(
F1(s)
−v2(s)

)
+

(
v1(s)
F2(s)

)
= (H(s) + I)

(
v1(s)
F2(s)

)
,

(5)

S(s) =
(

1 0
0 −1

)
(H(s) − I)(H(s) + I)−1. (6)

Based on the scattering transformation and operator, we get some theorems that

make the system passive (the proof details can be found in [Anderson 1989]). A system

is passive:

• If and only if the norm of its scattering operator is less than or equal to one:

‖S(s)‖ 6 1. (7)

• If and only if supwλ1/2(ST (jw)S(jw)) 6 1, λ is the maximum eigenvalue.

After that, two directions are being studied recently, which are the passivity with or

without the wave variable transformation. Let us consider the wave variable transfor-

mation firstly, the cornerstone paper is [Niemeyer 1991]. Fig. 2 shows the basic wave

transformation related to the force F (t) and the velocity ẋ(t) [Niemeyer 1996]. Note that

the force F (t) and the velocity ẋ(t) may be replaced by any other effort and flow pair.

Figure 2: Basic wave transformation

In Fig. 2, the wave variables (u, v) and the power variables (F, ẋ) have the relationships

as follows:

u =
bẋ + F√

2b
, v =

bẋ − F√
2b

, bẋ =

√
b

2
(u + v), F =

√
b

2
(u − v), (8)

where b is a positive constant or a symmetric positive definite matrice which represents

the characteristic wave impendence. The system input (F, ẋ) produces positive power

flow as presented before, the input energy:
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1. More Details about Passivity-Based Control

∫ t

0
Pin(τ)dτ =

∫ t

0
ẋT Fdτ =

∫ t

0

1

2
uT u − 1

2
vT vdτ

= Estore(t) − Estore(0) +

∫ t

0
Pdiss(τ)dτ.

(9)

Thus, we obtain the passivity condition in the power domain (the equality form and

the inequality form):

1

2
vT vdτ =

∫ t

0

1

2
uT u − Estore(t) + Estore(0) −

∫ t

0
Pdiss(τ)dτ,

1

2
vT vdτ 6

∫ t

0

1

2
uT u + Estore(0).

(10)

The wave transformation is like the damping adjustment, by which the system power

is controlled resulting in a stable operation. Fig. 3 shows basic wave-based teleoperation,

B represents the wave transformation.

Figure 3: Basic wave-based teleoperation

Through the communication channel, only the wave variables are transmitted, we

define the major direction from left to right, and vice versa:

us(t) = um(t − T ), vm(t) = vs(t − T ). (11)

Based on the wave transformation, we have already the relationship between the wave

variables and the power variables, now the overall input power in the communication:

Pin(t) = ẋT
m(t)Fm(t) − ẋT

s (t)Fs(t)

=
1

2
uT

m(t)um(t) − 1

2
vT
m(t)vm(t) − 1

2
uT

s (t)us(t) +
1

2
vT
s (t)vs(t)

=
1

2
uT

m(t)um(t) − 1

2
uT

m(t − T )um(t − T ) +
1

2
vT
s (t)vs(t) −

1

2
vT
s (t − T )vs(t − T ).

(12)

We can find that the initial energy Estore(0) = 0 and power dissipation Pdiss(t) = 0,

all input power is stored:

133



Appendix

∫ t

0
Pin(τ)dτ =

∫ t

t−T

1

2
uT

m(τ)um(τ) − 1

2
vT
s (τ)vs(τ)dτ = Estore(t) > 0. (13)

So the communication is not only passive, but also lossless. Based on the basic wave

variables, the transferred information are independent of the delays (even time-varying

delays [Nuño 2009]) and the system types (linear/nonlinear system, neutral system, un-

certain system, discrete system). However, there are also many problems still open till

now e.g. the position synchronization between the master and the slave, many authors

developed this topic [Kosuge 1996, Yokokohji 2000, Munir 2001, Lozano 2002, Lee 2003,

Tanner 2004, Chopra 2004, Polushin 2006, Satler 2009, Nuño 2009, Ye 2009a, Alise 2009,

Kawashima 2009,Nuño 2011].

In recent years, another above-mentioned study branch is passivity-based structures

without the transformation of wave variables [Kim 1992,Zhu 2000,Iqbal 2006,Natori 2010],

in which energy-based [Hannaford 2001, Ryu 2003, Ryu 2004a, Ryu 2004b, Ryu 2005a,

Ryu 2005b,Ryu 2007] and power-based [Ye 2009b,Ye 2009c] time domain passivity con-

trol are the impressive approaches. Time domain passivity control uses the passivity

observer and the passivity controller to make the global system passive, the passivity ob-

server can monitor the energy or power flow into the system, when the negative energy or

power is observed, the passivity controller is activated and dissipates the excessive energy

or power. Comparing the power-based and energy-based time domain passivity control,

power flow rather energy flow is checked in the passivity observer, so the passivity con-

troller is activated more often in power-based time domain passivity control, the sudden

activation of passive controller can be alleviated and the passive controller output may

be smoothed e.g. power-based time domain passivity control proposed in [Ye 2009c] is

shown in Fig. 4.

Figure 4: Power-based time domain passivity control scheme

The objective of power-based time domain passivity scheme is to design the mas-

ter/slave passive observers and passive controllers. Typically, we suppose Estore(0) = 0

as the initial condition, for a passive system, the system absorbs more energy than it

produces, Pdiss(t) should satisfy:
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2. Representations of Time Delay Systems

Pdiss(t) = Pin(t) − d

dt
Estore(t) = Fmc(t)Vm(t) − Fs(t)Vsc(t) −

d

dt
Estore(t) > 0. (14)

With the definitions in [Niemeyer 1991,Ye 2009c], Pin(t) is written into:

Pin(t) =
1

b
Fmc(t)

2 − 1

2b
(Fmc(t) − bVm(t))2 + bVsc(t) −

1

2b
(Fs(t) + bVsc(t))

2

+
d

dt

∫ t

t−T2

1

2b
Fs(τ)2dτ +

d

dt

∫ t

t−T1

b

2
Vm(τ)2dτ,

(15)

where b is an adjustable ratio, and the storage energy of the communication channel can

be regarded as:

Estore(t) =

∫ t

t−T2

1

2b
Fs(τ)2dτ +

∫ t

t−T1

b

2
Vm(τ)2dτ. (16)

Then, the power dissipation is derived as:

Pdiss(t) =
1

b
Fmc(t)

2 − 1

2b
(Fmc(t) − bVm(t))2 + bVsc(t) −

1

2b
(Fs(t) + bVsc(t))

2. (17)

The passive observers and controllers will be designed respectively, two passive ob-

servers (POm
obsv at the master side, POs

obsv at the slave side), which observe the excessive

power leading to non-passivity of the system, are constructed as follows:

POm
obsv =

1

b
Fmc(t)

2 − 1

2b
(Fmc(t) − bVm(t))2,

POs
obsv = bVsc(t) −

1

2b
(Fs(t) + bVsc(t))

2.

(18)

When POm
obsv or POs

obsv are less than zero, the corresponding passive controllers, PCm
ctr

at the master side and PCs
ctr at the slave side, are activated to dissipate the excessive

energy that the passive observers have observed:

PCm
ctr = −POm

obsv, PCs
ctr = −POs

ctr. (19)

This power-based time domain passivity control will be compared to our methods

proposed in the thesis.

2 Representations of Time Delay Systems

Two different representations of time delay systems are introduced here.

• Differential equation with coefficients in a ring of operators. This topic is an early

study about time delay systems, a linear time-delay system is governed by a following

linear differential equation with coefficient in a module [Picard 1996,Perdon 1999]:
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ẋ(t) = A(▽)x(t). (20)

Generally, ▽ = col(▽i), i = 1, 2, ..., is the vector of delay operators such that e.g.

x(t−hi) = ▽ix(t), the coefficient matrix of A is a multivariate polynomial in the variable

▽, since the inverse of ▽ (the predictive operator x(t + hi) = ▽−1
i x(t)) is undefined from

a causality point of view, the operators ▽i of the matrix A belong thus to a ring.

• Differential equation on an infinite dimensional abstract linear space. This type of

representation stems from the application of infinite dimensional system theory to the

case of time-delay systems. This type of system is completely characterized by the state:

x̃ =
(

x(t)
xt(s)

)
. (21)

For all s ∈ [−h, 0], xt(s) = x(t + s) in the Hilbert space. One can easily see that the

state of the system contains a point in an Euclidian space x(t) and a function of bounded

energy xt(s), which belongs to an infinite dimensional linear space [Meinsma 2000, If-

time 2005]. This motivates the denomination of infinite dimensional abstract linear space,

in which the system rewrites:

d

dx

(
y(t)
xt(·)

)
= Λ

(
y(t)
xt(·)

)
. (22)

y(t) is the system output, and the operator Λ is given by:

Λ
(

y(t)
xt(·)

)
=

(
Ay(t)+Ahxt(−h)

dxt(θ)
dθ

)
. (23)

The operator Λ is the infinite dimensional counterpart of the finite dimensional oper-

ator A in linear systems described by ẋ = Ax, and many tools involved in the theory of

finite dimensional systems have been extended to infinite dimensional systems e.g. the

exponential of matrix, eigenvalues and eigenfunctions, the fundamental matrix or also the

explicit solution [Bensoussan 2006].

3 Modeling of Time Delay Systems based on Functional

Differential Equation

Here, we will introduce several types of time delay systems widely considered in literatures

based on functional differential equation.
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• Based on the general system and a linear case with delays acting on the state x(t) or

input u(t), nonlinear parameter-varying systems are a generalization of the general class

of linear time-varying systems, with considering the delays, e.g. [Gu 2003]:

{
ẋ(t) = A(t, xt)x(t) + B(t, xt)u(t) + A1(t, xt)x(t − τ(t)) + B1(t, xt)u(t − τ(t)),

y(t) = C(t, xt)x(t),
(24)

where xt = x(t + θ), θ ∈ [−h, 0]. Three global formulations are commonly used to deal

with this type of system. Firstly, the polytopic-type formulation, which is really spread

in robust control, is governed by the following expressions [Oliveira 2007]:

{
ẋ(t) =

∑r
i=0 λi(t, xt)(Aix(t) + Biu(t) + Ai,1x(t − τ(t)) + Bi,1u(t − τ(t))),

y(t) =
∑r

i=0 λi(t, xt)Cix(t),
(25)

where:

r∑

i=0

λi(t, xt) = 1, ∀i = 1, ..., r, λi(t, xt) > 0. (26)

Secondly, the parameter dependant formulation, in which, the system is considered in

his primal form:





ẋ(t) = (A + △A(t, xt))x(t) + (B + △B(t, xt))u(t)

+(A1 + △A1(t, xt))x(t − τ(t)) + (B1 + △B1(t, xt))u(t − τ(t)),

y(t) = (C + △C(t, xt))x(t),

(27)

where A, B, A1, B1, C are appropriate dimensional constant matrices, and the perturba-

tion matrices are presented generally as follows:

△ A(t, xt) = G △ (t, xt)D, △A1(t, xt) = G1 △ (t, xt)D1,

△ B(t, xt) = H △ (t, xt)E, △B1(t, xt) = H1 △ (t, xt)E1,

△ C(t, xt) = J △ (t, xt)F, ∀t, △T (t, xt) △ (t, xt) 6 I.

(28)

The matrice pairs, (G,D), (G1, D1), (H, E), (H1, E1), (J, F ), indicate the variation

amplitude of perturbation [Dugard 1997].

The last formulation is called linear fractional transformation, the major idea of which

is to split the original system into two parts: the parameter-varying part and the constant

part, these two pats are connected closely [Scherer 2005]. Taking the following system as

an introductive example:

ẋ(t) = A(t)x(t), (29)
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which can be rewritten into an interconnection of two systems:





ẋ(t) = Ãx(t) + Bw(t, )

z(t) = Cx(t) + Dw(t),

w(t) = Θ(t)z(t).

(30)

As depicted in Fig. 5 (H(s) = C(sI − Ã)−1B +D), the matrices Ã, B, C, D in system

1 are constant, and all time-varying parts are located in the system 2.

Figure 5: Linear fractional transformation based on (29) and (30)

• Distributed delay systems where the delay acts on state x(t) or inputs u(t) in a

distributed fashion, e.g. in [Xie 2001], two models of linear systems with distributed time

delays are given (the ’convolution-type’ model in (31) and the ’summation-type’ model

in (32)):





ẋ(t) = A0x(t) + A1x(t − h) +
∫ 0
−d Ad(s)x(t + s)ds + Bw(t),

x(t) = 0, ∀t ∈ [−max{h, d}, 0],

z(t) = col{C0x(t), C1x(t − h)},
(31)





ẋ(t) = A0x(t) + A1x(t − h) +
∫ t
t−d Ad(s)x(s)ds + Bw(t),

x(t) = 0, ∀t ∈ [−max{h, d}, 0],

z(t) = col{C0x(t), C1x(t − h)},
(32)

where x(t) is the system state vector, w(t) is the exogenous disturbance signal and z(t)

is the objective function signal. h, d are constant delays, Ai, B, Ci, i = 0, 1, are con-

stant matrices of appropriate dimensions and Ad(t) is a continuous matrix on [−d, 0] (the

’convolution-type’ model) or [−d,∞] (the ’summation-type’ model). Other results on

systems with distributed delays can be found in [Münz 2007,Briat 2008,Münz 2008].

• Neutral delay systems where the delay acts on the higher-order state derivative,

e.g. [Seuret 2006]:
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



ẋ(t) = f(x(t), x(t − τ(t)), ẋ(t − τ(t)), u(t − τ(t))),

x(t0 + θ) = φ(θ), ẋ(t0 + θ) = φ̇(θ),

u(t0 + θ) = ζ(θ),

θ ∈ [−h, 0].

(33)

Compared to the systems with delays acting on the state x(t) or input u(t), neutral

delay systems have one more term ẋ(t − τ(t)), which makes the analysis of neutral delay

systems more complex. For the linear case, e.g. [Gomes da Silva Jr 2011]:

{
ẋ(t) − Fẋ(t − τ(t)) = Ax(t) + A1x(t − τ(t)) + Bu(t),

x(t0 + θ) = φ(θ), ẋ(t0 + θ) = φ̇(θ), θ ∈ [−h, 0].
(34)

For more details on neutral delay systems, the readers should refer to [Hale 1993,

Verriest 2007].

4 Design of Lyapunov-Krasovskii Functional

As mentioned in Chapter 1, the main idea of Lyapunov-Krasovskii stability theorem is

to determine a positive defined function V (xt), and the derivative of which along the

system trajectories is negative. The main problem in the application of this theorem

is the design of Lyapunov-Krasovskii functional V (xt). Taking a special case of linear

time-varying delay systems as an example [Kharitonov 2003,Fridman 2006b]:

{
ẋ(t) = A0x(t) + A1x(t − τ(t)),

xt0 = φ(θ), θ ∈ [−h − µ, 0],
(35)

where τ(t) = h+ η(t) is the bilateral time-varying delay |η(t)| 6 µ 6 h, so h−µ 6 τ(t) 6

h + µ, we rewrite (35) by:

ẋ(t) = A0x(t) + A1x(t − h) + A1[x(t − h − η(t)) − x(t − h)]. (36)

According this system, we choose LKF V (xt) = Vn(x(t))+Va(xt), Vn(x(t)) is a nominal

LKF that corresponds to the part A0x(t) + A1x(t − h) (called nominal system) in (36).

Va(xt) is a additional term corresponding to the time-varying delay part of system, in

(36), Va(xt) depends on µ. For nominal system, We focus on such a "complete" LKF

Vn(x(t)) = Vn0(x(t)) + Vn1(x(t)), that along the system trajectories it has a form as

follows:

V̇n0(x(t)) = −xT (t)W0x(t), V̇n1(x(t)) = −ẋT (t)W1ẋ(t). (37)
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W0, W1 are constant matrices, so Vn(x(t)) can be constructed as follow:

Vn(x(t)) = Vn0(x(t)) + Vn1(x(t))

=

∫
∞

0
xT (t)W0x(t)dt +

∫
∞

0
ẋT (t)W1ẋ(t)dt

= xT (t)U(0)x(t) + 2xT (t)

∫ 0

−h
U(−h − θ)A1x(t + θ)dθ

+

∫ 0

−h

∫ 0

−h
xT (t + θ2)A

T
1 U(θ2 − θ1)A1x(t + θ1)dθ1dθ2

+

∫ h

0
xT (t0 + t − h)AT

1 W1[A1x(t0 + t − h) + 2K̇(t)x(t)]dt

+

∫ h

0

∫ 0

−h
2xT (t0 + t − h)AT

1 W1K̇(t − h − θ)A1x(t + θ)dθdt.

(38)

More details about U(t), K(t) can be found in [Hale 1993, Fridman 2006b]. Many

forms of Va(xt) are proposed, one of which is based on the model transformation of (35)

as follow:

ẋ(t) = A0x(t) + A1x(t − h) − A1

∫ t−h

t−h−η(t)
ẋ(s)ds, (39)

and with Q(h + θ) in [Fridman 2006b], we have:

Va(xt) =

∫ µ

−µ

∫ t

t+θ−h
ẋT (s)AT

1 (R1 + Rs)A1ẋ(s)dsdθ

+ µ

∫ 0

−h

∫ t

t+θ
ẋT (s)AT

1 Q(h + θ)R2Q
T (h + θ)A1ẋ(s)dsdθ.

(40)

It is obvious that, the "complete" LKF is complex and its derivative is hard to handle,

so some more "simple" LKF can be utilized to deal with time delay systems based on the

"complete" one.

5 Model Transformation of Time Delay Systems

In LKF design, there are two points to which we should pay attention. Firstly, in order to

get less conservative LMI-based stability theorem, several model transformations should

be introduced to turn the system model into a more convenient form. Secondly, some inte-

gral parts or cross-terms (e.g. coupling x(t) and the integral part
∫ t

t−h
x(s)ds [Briat 2008])

introduce the conservatism into the LMI-based stability theorem, so some inequality tech-

niques should be utilized to get better upper bound of V̇ (xt). [Briat 2008] has introduced
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many useful inequality techniques to resolve the second one, so here we focus on the first

one, the model transformation.

Model transformation introduces a new system, which is referred as a comparison

system. In most cases, the comparison systems add additional dynamics into original

systems, this means that if the comparison system is stable, then the original system

is stable too, but the converse does not necessarily hold. This feature induces some

conservatism, we continue to consider the system ẋ(t) = Ax(t) + A1x(t − h).

• Newton-Leibniz formula [Kolmanovskii 1999b]:

x(t − h) = x(t) −
∫ t

t−h
ẋ(θ)dθ. (41)

It changes the original system into a novel form:

ẋ(t) = (A + A1)x(t) − A1

∫ t

t−h
Ax(θ) + A1x(θ − h)dθ. (42)

There are some developed forms based on basic Newton-Leibniz formula. Neutral type

appears as the following form:

d

dt
[x(t) + A1

∫ t

t−h
x(θ)dθ] = (A + A1)x(t). (43)

A Lyapunov-Krasovskii functional for this case can be found in [Niculescu 2003a].

Another developed form is the parameterized Newton-Leibniz formula [Niculescu 1999],

by introducing a free matrice parameter C:

Cx(t − h) = Cx(t) − C

∫ t

t−h
ẋ(θ)dθ, (44)

ẋ(t) = (A + C)x(t) + (A − C)x(t − h) − C

∫ t

t−h
Ax(θ) + A1x(θ − h)dθ. (45)

(45) is flexible, C = 0 recovers the original system, C = A1 obtains (42), further, an

appropriate C allows to turn the original system into the descriptor form as follows.

• Descriptor form [Fridman 2001a] e.g.:

ẋ(t) = y(t), y(t) = (A + A1)x(t) − A1

∫ t

t−h
y(θ)dθ. (46)

Note that (46) is equivalent with the original system, and it does not introduce any

additional dynamics. A Lyapunov-Krasovskii functional for this case has the form [Frid-

man 2003]:
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V (xt) =
(

x(t)
y(t)

)T
EP

(
x(t)

x(t−h)

)
+

∫ 0

−h

∫ t

t+θ
yT (s)Ry(s)dsdθ, (47)

where:

E =
(

I 0
0 0

)
, P =

(
P1 0
P2 P3

)
, P1 > 0, R > 0. (48)

• Free weighting matrice approach adds free matrice variables into V̇ (xt) in order to

increase the freedom of LMI-based stability condition [He 2004]. In fact, free weight-

ing matrice approach is not a typical model transformation, but it uses the following

equalities/inequalities that contain the model transformation:

2[xT (t)N1 + xT (t − h)N2 + ẋT (t)N3][x(t) − x(t − h) −
∫ t

t−h
ẋ(θ)dθ] = 0,

2[xT (t)T1 + xT (t − h)T2 + ẋT (t)T3][ẋ(t) − Ax(t) − A1x(t − h)] = 0,

hmax

(
x(t)

x(t−h)
ẋ(t)

)T

X

(
x(t)

x(t−h)
ẋ(t)

)
−

∫ t

t−h

(
x(θ)

x(θ−h)
ẋ(θ)

)T

X

(
x(θ)

x(θ−h)
ẋ(θ)

)
dθ > 0,

(49)

where the symmetric Ni > 0, Ti > 0, i = 1, 2, 3, X > 0, hmax is the upper bound of h. By

this approach, we can obtain our LMI-based condition without substituting ẋ(t).

• Reciprocally convex approach is proposed in [Park 2011]. We consider the time-

varying delay system, ẋ(t) = Ax(t) + A1x(t − τ(t)), 0 6 h1 6 τ(t) 6 h2, let us define:

ζ(t) =
(

xT (t) xT (t−τ(t)) xT (t−h1) xT (t−h2)

)T
,

e1 =
(

I 0 0 0

)T
, e2 =

(
0 I 0 0

)T
, e3 =

(
0 0 I 0

)T
, e4 =

(
0 0 0 I

)T
,

e5 = (AeT
1 + A1e

T
2 )T .

(50)

Then the original system can be written as:

ẋ(t) = eT
5 ζ(t). (51)

This transformation introduces less conservatism, finally, the time derivative of V (xt)

is only a function of ζ(t) e.g. V̇ (xt) = ζT (t)Πζ(t) < 0, Π contains ei, i = 1, 2, 3, 4, 5 and

positive matrice variables.

6 Controller Design based on Reciprocally Convex Ap-

proach of Lyapunov-Krasovskii Functional

In Chapiter 2 and Chapiter 3, we have proposed a Lyapunov-Krasovskii functional as:
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V (x(t), ẋ(t)) = x(t)T Px(t)

+

∫ t

t−h2

x(s)T Sax(s)ds +

∫ t

t−h1

x(s)T Sx(s)ds

+ h1

∫ 0

−h1

∫ t

t+θ
ẋ(s)T Rẋ(s)dsdθ +

q∑

i=1

(h2 − h1)

∫
−h1

−h2

∫ t

t+θ
ẋ(s)T Raiẋ(s)dsdθ.

(52)

For comparison reasons, here we will present a transformation of the time delay system

based on LKF in (52). For simplicity reasons, considering one delay in the system:





ẋ(t) = A0x(t) + A1x(t − τ(t)) + Bw(t),

z(t) = Cx(t),

x(t0 + θ) = φ(θ), ẋ(t0 + θ) = φ̇(θ), θ ∈ [−h2, 0],

(53)

where x(t) ∈ R
n, w(t) ∈ R

l is some exogenous disturbance signals, while z(t) ∈ R
m is

the objective control output. φ(θ) is the initial state function, and τ(t) ∈ [h1, h2], h1 ≥ 0

is the time-varying delay. A0, A1, B and C are constant matrices.

Let us define χ(t) , col{x(t), x(t − τ(t)), x(t − h1), x(t − h2)} and the corresponding

block entry matrices [Park 2011]:

e1 = col{I, 0, 0, 0}, e2 = col{0, I, 0, 0}, e3 = col{0, 0, I, 0}, e4 = col{0, 0, 0, I},
e = e1A

T
0 + e2A

T
1 .

(54)

Thus, the system in (53) can be rewritten as:

{
ẋ(t) = eT χ(t) + Bw(t), x(t) = eT

1 χ(t),

z(t) = Cx(t) = CeT
1 χ(t).

(55)

Considering the Lyapunov-Krasovskii functional in (52), according to H∞ control the-

ory, the performance will be studied by checking H∞ performance condition J(w) < 0 for

a positive scalar γ, and then we obtain the following theorem.

Theorem .2 Suppose there exist symmetric matrices of appropriate dimension P > 0,

Qi > 0, Ri > 0, some matrices S, P2, P3, i = 1, 2, and a positive scalar γ, such

that LMI condition (56) with notations (57) is feasible, then the system (53) is rate-

independent asymptotically stable and H∞ performance J(w) < 0 for time-varying delay

τ1(t) ∈ [h1, h2].
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Γ1 =

(
Γ1

11+e1CT CeT
1 +eP2+P T

2 eT e1P−P T
2 +eP3 P T

2 B

> Γ1
22−P T

3 −P3 P T
3 B

> > −γ2I

)
< 0,

(
R2 S
ST R2

)
> 0, (56)

Γ1
11 = e1Q1e

T
1 − e3Q1e

T
3 + e1Q2e

T
1 − e4Q2e

T
4 − (e1 − e3)R1(e1 − e3)

T

−
(

e3−e2 e2−e4

)(
R2 S
ST R2

)(
eT
3 −eT

2

eT
2 −eT

4

)
,

Γ1
22 = h2

1R1 + (h2 − h1)
2R2.

(57)

Proof: J(w) < 0 holds if:

V̇ (x(t), ẋ(t)) + z(t)T z(t) − γ2w(t)T w(t) < 0. (58)

By Theorem 2 in [Park 2011], and substituting for z(t), we get:

V̇ (x(t), ẋ(t)) + z(t)T z(t) − γ2w(t)T w(t)

≤ χ(t)T (Γ3
11 + e1C

T CeT
1 )χ(t) + χ(t)T (e1P + PeT

1 )ẋ(t) + ẋ(t)T Γ3
22ẋ(t) − γ2w(t)T w(t),

(59)

and then introduce free weighting matrices P2, P3:

0 = 2[χ(t)T P T
2 + ẋ(t)T P T

3 ][eT χ(t) + Bw(t) − ẋ(t)]. (60)

The expression above is now added into V̇ (x(t), ẋ(t)) + z(t)T z(t) − γ2w(t)T w(t), and

using notation:

η(t) = col{χ(t), ẋ(t), w(t)}, (61)

leads to:

V̇ (x(t), ẋ(t)) + z(t)T z(t) − γ2w(t)T w(t) ≤ η(t)T Γ3η(t) < 0, (62)

provides that the LMI (56) is feasible.

How to use this theorem to calculate the controller, we take the system in (53) as an

example, A1 = −BK, here K is the gain of the controller.

Theorem .3 Suppose there exist symmetric matrices of appropriate dimension P > 0,

Qi > 0, Ri > 0, some matrices S, P̄2, P3, i = 1, 2, and positive scalars γ, ξ, ξi, i = 1, 2, 3,

such that LMI condition (64) with notations (65) is feasible, then the system (53) is rate-

independent asymptotically stable and H∞ performance J(w) < 0 for time-varying delay

τ1(t) ∈ [h1, h2], and the following proxy control gain:

K = MP̄−1
2 . (63)

144



6. Controller Design based on Reciprocally Convex Approach of Lyapunov-Krasovskii Functional

Γ2 =




Γ1
11+Γ2

11+Γ2
11

T
Γ4

12 Γ2
13 e1P̄ T

2 CT

> Γ1
22−ξP̄2−ξP̄ T

2 ξB 0

> > −γ2I 0
> > > −I


 < 0,

(
R2 S
ST R2

)
> 0, (64)

Γ2
11 =

(
P̄ T

2 AT ξ1P̄ T
2 AT ξ2P̄ T

2 AT ξ3P̄ T
2 AT

−MT BT −ξ1MT BT −ξ2MT BT −ξ3MT BT

0 0 0 0
0 0 0 0

)
,

Γ2
12 = e1P + ξ

(
P̄ T

2 AT

−MT BT

0
0

)
−




P̄2

ξ1P̄2

ξ2P̄2

ξ3P̄2


 , Γ2

13 =

(
B

ξ1B
ξ2B
ξ3B

)
.

(65)

Proof: We use Theorem .3 on system (53), a series of steps is made to deal with

nonlinear matrix terms:

• supposing P2 =
(
P̄2 ξ1P̄2 ξ2P̄2 ξ3P̄2

)
and P3 = ξP̄2 (the definition of P2 is for

getting K by LMI, but it introduces the conservatism, till now, this is still an open

problem);

• multiplying Γ3 by diag{P̄−T
2 , ..., P̄−T

2 , I} at the left side, by diag{P̄−1
2 , ..., P̄−1

2 , I} at

the right side;

• defining M = KP̄2, applying Schur formula, then the result follows.
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Sur la commande à retour d’effort à travers des réseaux

non dédiés: stabilisation et performance sous retards

asymétriques et variables

Résumé

Ce travail propose de nouvelles structures de contrôle pour la téléopération bilatérale à travers des réseaux
de communication non dédiés (par exemple Wifi ou Internet) et présentant donc une qualité de service
non maîtrisée. On montrera que ce type de réseau introduit dans les boucles de contrôle des retards
dissymétriques et fortement variables, susceptibles de réduire les performances et même de déstabiliser
le système global. Ces effets se résument ainsi à deux "retards de réseau". De plus, la téléopération
bilatérale est soumise à des entrées et perturbations issues des forces exercées par l’opérateur sur le robot
maître et par l’environnement physique du robot esclave télé-opéré (un mur, par exemple).

L’enjeu est donc de concevoir et calculer des structures de commande garantissant, dans ces condi-
tions, la stabilisation et un bon degré de performance en termes de synchronisation (suivi des positions
et vitesse) et de transparence (ressenti des forces). Une implantation sur une plate-forme expérimentale
permettra d’illustrer plus concrètement notre approche théorique.

Concernant les objectifs de la synthèse de contrôleurs, on pourra selon le besoin considérer qu’une
valeur supérieure des deux retards de réseau est connue (il s’agira alors d’optimiser la performance) ou
que cette borne doit être calculée (pour garantir une performance minimale désirée). Nous verrons que,
grace aux modèles et techniques que nous introduirons, cette synthèse de contrôleur s’exprimera sous
forme LMI (inégalités matricielles linéaires), donc optimisable par des solveurs algorithmiques classiques.

Nous faisons tout d’abord un tour d’horizon des recherches récentes dans le domaine des systèmes
de téléopération et de leurs caractéristiques. Puis, pour correspondre aux besoins de l’application, nous
considérons des modèles linéaires à plusieurs retards variables pour lesquels nous proposons une approche
d’analyse de stabilité par fonctionnelles de Lyapunov-Krasovskii, qui permettra par la suite de réduire le
conservatisme des conditions de stabilisation, et qui est couplée avec une approche de contrôle robuste
H∞ pour tenir compte des aspects de performance. C’est cet ensemble qui permettra une synthèse par
LMI.

Trois structures de téléopération seront proposées en temps continu : un premier schéma de retour
d’état bilatéral (positions/vitesses); un second intégrant un retour de force additionnel; enfin un troisième
avec un retour de force et un émulateur du maître placé du côté esclave, que nous nommons ici le "proxy".
La comparaison de ces architectures montre que, pour un retard de réseau maximum donné ou calculé,
toutes garantissent un suivi de position et vitesse. Les deux dernières, qui utilisent les forces mesurées ou
estimées de l’opérateur humain et de l’environnement, garantissent de plus un suivi en force. Au final,
la troisième structure (avec proxy) présente la meilleure performance, même si elle demande un peu plus
de calcul.

Puis, afin d’analyser et d’améliorer les performances de la troisième structure pour des modèles
encore plus réalistes, une étude est menée en temps discret (modèle échantillonné traité, ici encore, par
une approche combinant techniques de Lyapunov et contrôle H∞), mais aussi sur un modèle non linéaire
ou non stationnaire sous perturbations bornées en norme. Les perturbations de modèles sont considérées
par l’intermédiaire d’une approche polytopique et l’ensemble conduit aussi à une synthèse par LMI.

L’implantation sur la plate-forme est décrite dans un quatrième et dernier chapitre. Chacun des
deux sous-systèmes (robots Phantom côté maître, Mitsubishi côté esclave) est tout d’abord identifié puis
linéarisé par retour d’état. Après avoir comparé les solutions par capteur ou par estimateur de force,
la première est retenue. L’ensemble permet de valider les hypothèses de modélisation et de calculer les
différentes structures. L’analyse des résultats expérimentaux est alors menée.
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New control schemes for bilateral teleoperation under

asymmetric communication channels: stabilization and

performance under variable time delays

Abstract

This PhD thesis is dedicated to the control scheme design of the bilateral teleoperation under
asymmetric communication channels: the stabilization and a high-level performance (the synchroniza-
tion/transparency) under asymmetric time-varying delays and the perturbations of the human operator
and environment. After a review of the recent researches and their features in the field of teleoperation
system, a less conservative Lyapunov-Krasovskii functional together with H∞ control theory has been
applied to linear time delay systems, and then the LMI theorems have been obtained in order to calculate
the controllers in the control schemes.

Firstly, three novel teleoperation control schemes (bilateral state feedback control scheme, force-
reflecting control scheme without or with proxy) have been presented. Comparing three architectures, all
of them guaranteed the stability and the position tracking thanks to the position/velocity information.
Force-reflecting control scheme without or with proxy, in addition, ensured the force tracking by using
the estimated/measured force of the human operator and the environment. Here, the control scheme
with the proxy got a better performance.

Secondly, a discrete-time approach (a discrete LKF together with H∞ control in the form of LMI)
has been developed to analyze the force-reflecting control scheme with proxy and obtain a better sys-
tem performance. Besides, more general systems with time-varying uncertainties (the polytopic-type
uncertainties and the norm-bounded model uncertainties) have been considered.

Finally, the experimental test-bench and the real system implementation have been designed, which
involved the identification and linearizing control of the subsystems (the master/slave robots). The
experimental results have illustrated the effectiveness of the approaches proposed in this thesis.

Keywords: Teleoperation, Asymmetric time-varying delays, Lyapunov-Krasovskii functionals, H∞ ro-
bust control, Robotics, Force feedback, Polytopic model
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