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FIG. 2: A hierarchical tree or dendrogram illustrating the
type of output generated by the algorithms described here.
The circles at the bottom of the figure represent the indi-
vidual vertices of the network. As we move up the tree the
vertices join together to form larger and larger communities,
as indicated by the lines, until we reach the top, where all are
joined together in a single community. Alternatively, we the
dendrogram depicts an initially connected network splitting
into smaller and smaller communities as we go from top to
bottom. A cross-section of the tree at any level, as indicated
by the dotted line, will give the communities at that level.
The vertical height of the split-points in the tree are indica-
tive only of the order in which the splits (or joins) took place,
although it is possible to construct more elaborate dendro-
grams in which these heights contain other information.

ious metrics of similarity or strength of connection be-
tween vertices. They fall into two broad classes, agglom-
erative and divisive [19], depending on whether they fo-
cus on the addition or removal of edges to or from the net-
work. In an agglomerative method, similarities are cal-
culated by one method or another between vertex pairs,
and edges are then added to an initially empty network
(n vertices with no edges) starting with the vertex pairs
with highest similarity. The procedure can be halted at
any point, and the resulting components in the network
are taken to be the communities. Alternatively, the en-
tire progression of the algorithm from empty graph to
complete graph can be represented in the form of a tree
or dendrogram such as that shown in Fig. 2. Horizontal
cuts through the tree represent the communities appro-
priate to different halting points.

Agglomerative methods based on a wide variety of sim-
ilarity measures have been applied to different networks.
Some networks have natural similarity metrics built in.
For example, in the widely studied network of collabo-
rations between film actors [21, 22], in which two actors
are connected if they have appeared in the same film, one
could quantify similarity by how many films actors have
appeared in together [23]. Other networks have no natu-
ral metric, but suitable ones can be devised using correla-
tion coefficients, path lengths, or matrix methods. A well
known example of an agglomerative clustering method is
the Concor algorithm of Breiger et al. [24].

Agglomerative methods have their problems however.
One concern is that they fail with some frequency to find
the correct communities in networks were the commu-
nity structure is known, which makes it difficult to place
much trust in them in other cases. Another is their ten-

FIG. 3: Agglomerative clustering methods are typically good
at discovering the strongly linked cores of communities (bold
vertices and edges) but tend to leave out peripheral vertices,
even when, as here, most of them clearly belong to one com-
munity or another.

dency to find only the cores of communities and leave
out the periphery. The core nodes in a community of-
ten have strong similarity, and hence are connected early
in the agglomerative process, but peripheral nodes that
have no strong similarity to others tend to get neglected,
leading to structures like that shown in Fig. 3. In this
figure, there are a number of peripheral nodes whose com-
munity membership is obvious to the eye—in most cases
they have only a single link to a specific community—
but agglomerative methods often fail to place such nodes
correctly.

In this paper, therefore, we focus on divisive meth-
ods. These methods have been relatively little studied
in the previous literature, either in social network the-
ory or elsewhere, but, as we will see, seem to offer a
lot of promise. In a divisive method, we start with the
network of interest and attempt to find the least similar
connected pairs of vertices and then remove the edges
between them. By doing this repeatedly, we divide the
network into smaller and smaller components, and again
we can stop the process at any stage and take the com-
ponents at that stage to be the network communities.
Again, the process can be represented as a dendrogram
depicting the successive splits of the network into smaller
and smaller groups.

The approach we take follows roughly these lines,
but adopts a somewhat different philosophical viewpoint.
Rather than looking for the most weakly connected ver-
tex pairs, our approach will be to look for the edges in the
network that are most “between” other vertices, meaning
that the edge is, in some sense, responsible for connect-
ing many pairs of others. Such edges need not be weak
at all in the similarity sense. How this idea works out in
practice will become clear in the course of the presenta-
tion.

Briefly then, the outline of this paper is as follows.
In Sec. II we describe the crucial concepts behind our
methods for finding community structure in networks and
show how these concepts can be turned into a concrete
prescription for performing calculations. In Sec. III we
describe in detail the implementation of our methods. In
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