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1. Introduction.

The aim of this manuscript is to outline the main work the author has done since 1999.

The principal theme is the study of the geometry of certain moduli spaces attached to smooth complex algebraic curves, and the nonlinear differential equations that naturally arise when the curve, and some other parameters, are varied.

For example given a curve $\Sigma$ one may consider the Jacobian variety $\text{Jac}(\Sigma)$ which may be viewed as the moduli space of degree zero holomorphic line bundles on $\Sigma$. This gives a map

$$\Sigma \mapsto \text{Jac}(\Sigma)$$

associating an abelian variety to an algebraic curve. If we now vary the curve in a family we obtain a family of abelian varieties.

In work of Weil, Mumford, Narasimhan–Seshadri and others it was understood that there is a similar picture for higher rank vector bundles, in effect replacing the structure group $\mathbb{C}^*$ appearing in the line bundle case by the non-abelian group $\text{GL}_n(\mathbb{C})$, provided one introduces a stability condition (which is automatic in the line bundle case) [143, 113, 116]. This gives a map

$$\Sigma \mapsto \mathcal{U}_n(\Sigma)$$

where $\mathcal{U}_n(\Sigma)$ denotes the moduli space of stable degree zero holomorphic vector bundles on $\Sigma$, a non-abelian analogue of the Jacobian $\text{Jac}(\Sigma) \cong \mathcal{U}_1(\Sigma)$. The theorem of Narasimhan–Seshadri says that $\mathcal{U}_n(\Sigma)$ is homeomorphic to $\text{Hom}^{\text{irr}}(\pi_1(\Sigma), \mathcal{U}_n)/\mathcal{U}_n$, the space of irreducible unitary representations of the fundamental group of $\Sigma$.

In work of Hitchin, Simpson and others it was understood that for many purposes it is better to consider a “complexified version” of this story. They defined the notion of Higgs bundle, which consists of a vector bundle $E \rightarrow \Sigma$ together with a Higgs field $\Phi \in \Gamma(\Omega^1 \otimes \text{End} E)$. The moduli space $\mathcal{M}_{\text{Dol}}(\Sigma, n)$ of stable rank $n$ degree zero Higgs bundles is then a partial compactification of the cotangent bundle $T^*\mathcal{U}_n(\Sigma)$ of the space of stable bundles and there is a diffeomorphism

$$\mathcal{M}_{\text{Dol}}(\Sigma, n) \cong \mathcal{M}_{\text{DR}}(\Sigma, n)$$

with the moduli space $\mathcal{M}_{\text{DR}}(\Sigma, n)$ of (stable) holomorphic connections on rank $n$ vector bundles $V \rightarrow \Sigma$. This isomorphism may be interpreted both as a non-abelian analogue of Hodge theory [133] (noting that the nonabelian cohomology space $H^1(\Sigma, \text{GL}_n(\mathbb{C}))$ classifies rank $n$ vector bundles with flat connection), and as a rotation of complex structure on an underlying hyperkähler manifold [81]. In turn the Riemann–Hilbert correspondence, taking a flat connection to its monodromy representation, yields an analytic isomorphism

$$\mathcal{M}_{\text{DR}}(\Sigma, n) \cong \mathcal{M}_{\text{B}}(\Sigma, n) := \text{Hom}^{\text{irr}}(\pi_1(\Sigma), \text{GL}_n(\mathbb{C}))/\text{GL}_n(\mathbb{C})$$

to the space of irreducible complex representations of the fundamental group of $\Sigma$.

If we now vary the curve $\Sigma$ in a family over a base $\mathbb{B}$ then the De Rham and Betti spaces $\mathcal{M}_{\text{DR}}(\Sigma, n), \mathcal{M}_{\text{B}}(\Sigma, n)$ fit together into fibre bundles over $\mathbb{B}$, both of
which admit natural flat (Ehresmann/nonlinear) connections on their total space (and correspond to each other via the Riemann–Hilbert correspondence). This nonlinear connection is the nonabelian analogue of the Gauss–Manin connection (see Simpson [134]). The parallel between this and earlier work on isomonodromic deformations was pointed out in [25].

Most of the work to be presented in this manuscript is concerned with various aspects of the extension of this story when one considers meromorphic connections, rather than just the holomorphic connections appearing above (in the definition of $\mathcal{M}_{\text{DR}}$), and especially (but not exclusively) the case of meromorphic connections with irregular singularities.

On one hand this yields many more moduli spaces, and even the case when the underlying curve is the Riemann sphere is now extremely interesting. For example new complete hyperkähler four-manifolds (gravitational instantons) arise as the simplest nontrivial examples of such moduli spaces (see §2 below).

Secondly in this meromorphic case the nonlinear connections sometimes have explicit descriptions (and a longer history, cf. [126]) and in many examples the resulting nonlinear differential equations have actually appeared in both physical and mathematical problems. A basic set of examples are the Painlevé equations, which appear when the moduli spaces have complex dimension two. They are experiencing something of a renaissance since their appearance in high energy physics and string theory.

Thirdly there are extra deformation parameters which occur in the case of irregular meromorphic connections, beyond the moduli of the underlying curve with marked points. These extra parameters (controlling the “irregular type” of the connection) nonetheless behave exactly like the moduli of the curve and similarly lead to nonlinear braid group actions on the moduli spaces. (Interestingly if one considers meromorphic connections on $G$-bundles this brings the $G$-braid groups into play [26].)

Fourthly the Betti description of irregular connections is more complicated than the fundamental group representation appearing above; it involves “Stokes data” enriching the fundamental group representation. One theme of this work has been to understand the geometry of such spaces of Stokes data and their relation to other parts of mathematics.

Figure 1. Basic setup (from the survey [44]).
2. Hyperkähler moduli spaces & wild nonabelian Hodge theory

The article [21] with O. Biquard extends the nonabelian Hodge correspondence, between Higgs bundles and local systems (or flat connections), to a correspondence between meromorphic Higgs bundles and (irregular) meromorphic connections on smooth complex algebraic curves. In particular this constructs a large class of complete hyperkähler manifolds. This work is surveyed in [44].

Background. In [81, 58] Hitchin and Donaldson established a correspondence between stable Higgs bundles and local systems (or holomorphic connections) on a smooth compact complex algebraic curve. This was extended (to higher dimensional projective varieties, and higher rank structure groups) by Corlette and Simpson [52, 133], who also interpreted this correspondence as a nonabelian analogue of Hodge theory (cf. [132, 135]). In Hitchin’s framework the correspondence arises naturally from hyperkähler geometry: one simply rotates to a different complex structure in the hyperkähler family to move from the Higgs bundle moduli space to the moduli space of connections. The hyperkähler viewpoint was extended to the moduli spaces which arise in the case of higher dimensional projective varieties by Fujiki [71], but he also noted ([71] p.3) that in fact all the moduli spaces which arise in this way embed into a moduli space that arises in the case of a curve\(^1\). To get new moduli spaces one may consider meromorphic connections. The nonabelian Hodge correspondence was extended by Simpson [131] to the case of meromorphic connections on open curves satisfying a tameness assumption (so the resulting moduli spaces are basically representations of the fundamental group of the curve). On the other hand meromorphic Higgs bundles on curves (with arbitrary poles) had been considered algebraically [1, 17, 117, 47, 106] and it was shown that they had many of the properties of the nonsingular case, such as being fibred by abelian varieties/admitting the structure of algebraically completely integrable Hamiltonian system (the meromorphic Hitchin integrable systems).

Main result. The main result of [21], which is reviewed succinctly in [44], can be summarised as follows. Fix a general linear group \(\text{GL}_n(\mathbb{C})\) and consider a smooth compact algebraic curve \(\Sigma\) with some marked points \(a_1, \ldots, a_m \in \Sigma\). At each point choose an ‘irregular type’ \(Q_i\), some weights \(\theta_i\) and a residue element \(\tau_i + \sigma_i + N_i\), in the notation of [44]. This data determines a moduli space \(\mathcal{M}_{\text{DR}}(\Sigma, \theta, \tau, \sigma, N)\) of isomorphism classes of stable meromorphic connections with compatible parabolic structures and the given irregular types, weights and residue orbits. Similarly one may choose data \(Q', \theta', \tau', \sigma', N'\) and consider a moduli space \(\mathcal{M}_{\text{Dol}}(\Sigma, \theta', \tau', \sigma', N')\) of stable meromorphic Higgs bundles with compatible parabolic structures and the given irregular types, weights and residue orbits.

\(^1\)More pointedly (and recently), Simpson [130] p.2 stated: “the irreducible components of moduli varieties of flat connexion which are known, are all isomorphic to moduli varieties of representations on curves”. 
Theorem 1 ([21]). The moduli space $\mathcal{M}_{\text{DR}}(\Sigma, \theta, \tau, \sigma, N)$ of meromorphic connections is a hyperkähler manifold and it is naturally diffeomorphic to the moduli space $\mathcal{M}_{\text{Dol}}(\Sigma, \theta', \tau', \sigma', N')$ of meromorphic Higgs bundles if the data are related as follows:

$$Q'_i = -Q_i/2, \quad N'_i = N_i, \quad \theta'_i = -\tau_i - [-\tau_i], \quad \tau'_i = -(\tau_i + \theta_i)/2, \quad \sigma'_i = -\sigma_i/2$$

where $[-\cdot]$ denotes the (component-wise) integer part. Moreover the hyperkähler metrics are complete if the nilpotent parts are zero ($N = 0$) and there are no strictly semistable objects, and this may be ensured by taking the parameters to be off of some explicit hyperplanes ([21] §8.1).

This correspondence is established by passing through solutions to Hitchin’s self-duality equations, and the map from meromorphic connections to such solutions (i.e. constructing a harmonic metric for irregular connections) was established earlier by Sabbah [125] in the case of trivial Betti weights (this is the irregular analogue of the result of Donaldson and Corlette). The approach of [21] is simpler, due to a ‘straightening trick’ avoiding the Stokes phenomenon and enabling a simpler construction of initial metric, leading to the full correspondence and the construction of the moduli spaces. (The hyperkähler quotient of [21] is a strengthening of the complex symplectic quotient description of $\mathcal{M}_{\text{DR}}$ in the irregular case [23, 25], which used a similar straightening trick.)

It should be emphasised perhaps that this construction gives new examples of complete hyperkähler manifolds even in complex dimension two (i.e. real four manifolds), cf. [44] §3.2—these are referred to as “gravitational instantons” by physicists, and Atiyah [8] has emphasised their purely mathematical significance, as the quaternionic analogue of algebraic curves.

Further developments. Witten [145] has used these hyperkähler manifolds to extend his approach to the geometric Langlands correspondence to the wildly ramified case, extending his work with Kapustin [89] and with Gukov [76]. Other physicists have been very interested in trying to construct such hyperkähler metrics in a more explicit fashion and have related the existence of such metrics to the so-called Kontsevich–Soibelman wall-crossing formula (see e.g. [72]). (As far as I know there is still no rigorous example of such an explicit approach.) See for example [45, 147] for more on the role in high energy physics of these hyperkähler moduli spaces of irregular singular solutions to Hitchin’s equations. Within mathematics, T. Mochizuki has extended some aspects of the wild nonabelian Hodge correspondence to higher dimensions, and has used this to prove a conjecture of Kashiwara [112].
3. The nonlinear Schwarz’s list

In the articles [27, 28, 29, 32, 34] the author discovered, classified and constructed many algebraic solutions of the sixth Painlevé equation. This work is surveyed in [40].

**Background.** The classical list of Schwarz [127] is a list of the algebraic solutions of the Gauss hypergeometric equation, and they are related to the finite subgroups of $\text{SL}_2(\mathbb{C})$. This Gauss hypergeometric equation is a linear differential equation and it is the simplest explicit example of a Gauss–Manin connection. The nonabelian Gauss–Manin connections are natural nonlinear connections which arise when one considers the nonabelian cohomology of a family of varieties. The simplest example is the family of Painlevé VI differential equations, which arises from $H^1(X, G)$ with $X$ a four-punctured Riemann sphere, and $G = \text{SL}_2(\mathbb{C})$. The “nonlinear” analogue of Schwarz’s list is thus a list of algebraic solutions of the sixth Painlevé equation. The nonlinear case is considerably more difficult since: a) there is no simple a priori finiteness: for example it is not enough to go through finite subgroups of $\text{SL}_2(\mathbb{C})$, b) even if a solution is proven to exist, it is still highly nontrivial to actually construct it (one needs to explicitly solve a family of nonrigid Riemann–Hilbert problems), c) the affine Weyl group of type $F_4$ acts on the set of algebraic solutions, so one needs to be careful that any “new” solution is not just a transformation of a known solution.

One motivation is that nonlinear differential equations such as Painlevé VI arise in many nonlinear problems in geometry and high energy physics, and it is known that most solutions of Painlevé VI are new transcendental functions, not expressible in terms of simpler special functions. One often finds very special geometric objects correspond to the special explicit algebraic solutions. Thus for example Hitchin [83] constructs some four-dimensional Einstein manifolds from some special algebraic solutions, and Dubrovin [62] Appendix E, relates certain algebraic solutions of Painlevé VI to certain algebraic Frobenius manifolds (= mathematical TQFTs).

**Previous results.** Before working on this project there were explicit algebraic solutions constructed by Hitchin [82, 83, 84], Dubrovin [62] Appendix E, Dubrovin–Mazzocco [63], and Kitaev/Andreev were writing a series of papers ([93, 6]) containing many algebraic solutions.

**Main results.** In brief there are three continuous families (due to Okamoto, Hitchin and Dubrovin), one discrete family (due to Picard and Hitchin) of algebraic solutions to Painlevé VI, and then:

**Theorem 2** ([27, 28, 29, 32, 34, 40]). There are at least 45 inequivalent exceptional/sporadic algebraic solutions of the Painlevé VI differential equation.

Nine of these sporadic solutions are not due to the author\(^2\). The other 36 solutions were found and constructed explicitly in [27, 28, 29, 32, 34] (the number 45 appears in the last section of [40]—see also [33]).

---

\(^2\)Such counting is difficult due to the $W_{\text{aff}}(F_4)$ action: 1 solution is due to Andreev–Kitaev, 1 to Dubrovin, 2 to Dubrovin–Mazzocco, 5 to Kitaev, cf. [33] p.18, [40]. This is corroborated in [100].
Particular highlights of this result include:

1) There is a solution \([27, 28]\) coming from Klein’s simple group of order 168, and it is not related to any finite subgroup of \(SL_2(\mathbb{C})\).

2) Most of the solutions are related to the symmetry groups of the platonic solids and all such “platonic” solutions were classified in \([29, 32]\) (and the outstanding platonic solutions were constructed in these articles and \([34]\)). Note that 19 of the 52 icosahedral solutions are not sporadic, as explained in \([29]\).

3) There is an icosahedral solution (\([29]\) Theorem B) which is “generic” in the sense that its parameters lie of none of the affine \(F_4\) reflection hyperplanes.

4) There is a uniquely determined algebraic curve of genus 7 canonically attached to the icosahedron (on which the largest, degree 72, icosahedral solution is defined). An explicit plane model for this curve is as follows (\([34]\)):

\[
9(p^6q^2 + p^2q^6) + 18p^4q^4 + \\
4(p^6 + q^6) + 26(p^4q^2 + p^2q^4) + 8(p^4 + q^4) + 57p^2q^2 + \\
20(p^2 + q^2) + 16 = 0.
\]

The genus seven icosahedral Painlevé curve.

5) The degree 18 solution of Dubrovin–Mazzocco, which involved an elliptic curve that took many pages of 40 digit integers to write down (in the preprint version of \([63]\) on the arXiv), has a simple parameterisation (\([29]\) Theorem C), and the underlying elliptic curve may be given by the formula \(u^2 = s(8s^2 - 11s + 8)\).

Further developments. By 2005-6 there seemed to be nowhere left to look for more algebraic solutions, so the list of known solutions was lectured about in 2006 \([33]\), written up in \([40]\), and the problem of proving there were no more solutions was set (last page of \([30]\) or \([33]\)). In 2008 Lisovyy and Tykhyy \([100]\) showed (by computer calculation) that there are no more algebraic solutions—in particular the count of 45 exceptional solutions is as in \([40]\). (Their article is also highly recommended for the wonderful colour pictures illustrating the topological structure of the branching of the solutions.)

Other perspectives. As part of this work on algebraic solutions of the nonlinear Painlevé VI equation, many algebraic solutions of certain (nonrigid) linear differential equations were found. This problem is of interest in its own right (see e.g. Baldassarri-Dwork \([12]\) and the literature on the Grothendieck–Katz conjecture, such as Katz \([91]\)). For example the 52 icosahedral solutions of Painlevé VI in \([29]\) constitute an extension of the icosahedral part of Schwarz’s classical list to the case of rank two Fuchsian systems with four poles on the Riemann sphere—the first 10 rows correspond to the 10 icosahedral rows on Schwarz’s list. (In principal these are all pullbacks of hypergeometric equations, but in practice the pullbacks are hard to compute a priori: this approach was pursued in \([60]\) and \([6]\), but few new inequivalent solutions were constructed). See also \([32]\) for the octahedral and tetrahedral cases, and e.g. \([31]\) §3 for some explicit rank three connections with finite monodromy generated by three reflections. Except for \([19]\), previous extensions of Schwarz’s list, such as \([18]\), remained in the world of rigid differential equations—things are then much easier as there are no “accessory parameters” (the moduli spaces are zero dimensional).
4. Dual exponential maps and the geometry of quantum groups

The articles [24, 26] defined and studied a natural class of holomorphic maps on the dual of the Lie algebra of any complex reductive group. This arose from a moduli-theoretic realisation of the classical limit of the Drinfeld–Jimbo quantum group—in other words the author discovered that their quantum group is a quantisation of a very simple moduli space of irregular connections. Corollaries include new direct proofs of theorems of Kostant, Duistermaat and Ginzburg–Weinstein and a geometric understanding of the so-called quantum Weyl group. (These results were proved for $G = \text{GL}_n(\mathbb{C})$ in [24] and extended to other complex reductive groups in [26]—here we mainly restrict to $\text{GL}_n(\mathbb{C})$ for simplicity.)

**Background.** Let $G = \text{GL}_n(\mathbb{C})$ and let $\mathfrak{g} = \text{End}(\mathbb{C}^n)$ denote its Lie algebra, so that the dual vector space $\mathfrak{g}^*$ is naturally a complex Poisson manifold. Using the trace pairing the space $\mathfrak{g}^*$ is identified with $\mathfrak{g}$, so that $\mathfrak{g}$ inherits a complex Poisson structure and the symplectic leaf through $A \in \mathfrak{g}$ is its adjoint orbit.

In the theory of quantum groups the main Poisson manifolds which appear are certain nonlinear analogues of the linear Poisson manifolds $\mathfrak{g}^*$. The most important example is the following (it is due to Drinfeld/Semenov-Tian-Shansky [61] example 3.2 in infinitesimal form, [128],[54] p.185, [4] p.170). Let $B_+ \subset G$ be a Borel subgroup (such as the upper triangular matrices) and let $T \subset B_+$ be a maximal torus (such as the diagonal matrices). Let $B_- \subset G$ be the opposite Borel (so that $B_- \cap B_+ = T$), and let $\delta : B_\pm \to T$ be the natural projection (taking the “diagonal part”). The standard dual Poisson Lie group of $G$ is

$$G^* = \{(b_- , b_+) \in B_- \times B_+ \mid \delta(b_-)\delta(b_+) = 1\} \subset G \times G$$

which is an algebraic group of the same dimension as $G$. Sometimes it is convenient to consider the universal cover of $G^*$, by including an element $\Lambda \in \mathfrak{t} = \text{Lie}(T)$ such that $\delta(b_\pm) = \exp(\pm \pi i \Lambda)$, although the resulting group is no longer algebraic. The group $G^*$ admits a natural Poisson structure, which may be defined geometrically (see [24] §2, following [102]). The symplectic leaves of $G^*$ are obtained by fixing the conjugacy class of the product

$$b_-^{-1} b_+ \in G.$$

The relevance (and importance) of the Poisson manifold $G^*$ is that the Drinfeld–Jimbo quantum group is a deformation quantisation of it. More precisely, there is the following diagram of Hopf algebras. To understand this first recall that the algebra of functions on a Lie group is a commutative Hopf algebra, which is cocommutative if and only if the underlying Lie group is abelian; a “quantum group” is a non-commutative non-cocommutative Hopf algebra. Thus one may simplify a quantum group in various ways (see Figure 2).
Here $U_q\mathfrak{g}$ is the Drinfeld–Jimbo quantum group (which is a noncommutative, non-cocommutative Hopf algebra), $\text{Fun}(\mathfrak{g}^*) = \text{Sym}(\mathfrak{g})$ is the Poisson algebra of functions on $\mathfrak{g}^*$ (which is a commutative, cocommutative Hopf algebra, using the additive group structure on $\mathfrak{g}^*$), $\text{Fun}(G^*)$ is the Poisson algebra of functions on $G^*$ (which is the algebra of functions on a noncommutative group, so is a commutative, non-cocommutative Hopf algebra), and $U\mathfrak{g}$ is the universal enveloping algebra of $\mathfrak{g}$ (a non-commutative, cocommutative Hopf algebra).

Arrow 1 is due to De Concini–Kac–Procesi [54],[55] Theorem p.86 §12.1: there is an integral form of $U_q\mathfrak{g}$ (i.e. a $\mathbb{C}[q, q^{-1}]$ subalgebra) in which we can set $q = 1$ and the resulting Poisson algebra is the algebra of functions on $G^*$ (an earlier version of this result at the level of formal groups is due to Drinfeld, cf. [61] §3).

Arrow 2 is the viewpoint mainly taken by Drinfeld and Jimbo (see [61] Example 6.2).

Arrow 3 corresponds to taking the linearisation of the Poisson structure on $G^*$ at the identity, and arrow 4 corresponds to the Poincaré–Birkhoff–Witt isomorphism (enabling $U\mathfrak{g}$ to be viewed as a quantisation of $\text{Sym} \mathfrak{g}$).

**Main Results.** From a geometrical perspective it thus seems important to understand the Poisson manifold $G^*$. The condition of fixing the conjugacy class of the product (1) in order to fix a symplectic leaf is reminiscent of the condition to fix a symplectic leaf for moduli spaces of flat connections on Riemann surfaces with boundary, that one should fix the conjugacy class of the monodromy around each boundary component in order to fix a symplectic leaf (see e.g. [10]). In fact this is not a coincidence, since:

**Theorem 3.** [24]. The Poisson manifold $G^*$ is isomorphic to a moduli space of meromorphic connections on the unit disk, with its natural Poisson structure, and the product (1) is conjugate to the monodromy around the boundary circle of the connection corresponding to $(b_-, b_+) \in G^*$. 

---

**Figure 2.** Simplifying the Drinfeld–Jimbo quantum group.
Since all bundles over the disk are trivial one can write down such connections explicitly: we consider connections of the form

\[
\left( \frac{A_0}{z^2} + \frac{B}{z} + \text{holomorphic} \right) \, dz
\]

where \( A_0 \in \mathfrak{t}_{\text{reg}} \) has distinct eigenvalues, and we include a framing so that in effect we only quotient by gauge transformations \( g(z) \) with \( g(0) = 1 \). The fact that the resulting moduli space is isomorphic to \( G^* \) as a space follows almost immediately from previous work on the irregular Riemann–Hilbert problem (see [24] Theorem 5): in essence the elements of \( G^* \) are the Stokes data of such connections (and the diagonal element \( \Lambda \) is the so-called “exponent of formal monodromy”\(^*\), which is just the diagonal part of \( B \) in the present situation). The natural Poisson structure on the moduli space is that coming from the extension of the Atiyah–Bott construction to connections with irregular singularities, from [25]. In the present example this Poisson structure on the moduli space may be characterised quite concretely, as described in the following section.

**The dual exponential map.** The above moduli space may be approximated by considering global connections on the trivial holomorphic bundle on the Riemann sphere \( \mathbb{P}^1(\mathbb{C}) \) which have a first order pole at \( \infty \) and have the above form at 0. Such global connections may be written in the form

\[
(2) \quad \left( \frac{A_0}{z^2} + \frac{B}{z} \right) \, dz
\]

for elements \( B \in \mathfrak{g} \). If we identify \( \mathfrak{g} \cong \mathfrak{g}^* \) using an invariant inner product then \( \mathfrak{g} \) inherits a linear complex Poisson structure from that on \( \mathfrak{g}^* \). Thus the act of restricting such a global connection to the unit disc and taking its Stokes data yields a holomorphic map

\[
\nu_{A_0} : \mathfrak{g}^* \to G^*
\]

for each choice of \( A_0 \in \mathfrak{t}_{\text{reg}} \), taking an an element \( B \in \mathfrak{g} \cong \mathfrak{g}^* \) to the Stokes data (and formal monodromy) of the corresponding connection (2). This is a highly transcendental holomorphic map between manifolds of the same dimension, and one may prove (cf. [24] Lemma 31) it is generically a local analytic isomorphism (in particular in a neighbourhood of \( 0 \in \mathfrak{g}^* \)). The main result of [24] is:

**Theorem 4.** The dual exponential map \( \nu_{A_0} \) is a Poisson map for any choice of \( A_0 \in \mathfrak{t}_{\text{reg}} \), relating the linear Poisson structure on \( \mathfrak{g}^* \) and the non-linear Poisson structure on \( G^* \).

Since equipping a vector space with a Lie bracket is equivalent to equipping the dual vector space with a linear Poisson structure, this Poisson property is evidence that \( \nu_{A_0} \) should indeed be viewed as a dual analogue of the exponential map \( \mathfrak{g} \to G \).
In the present situation of $G = \text{GL}_n(\mathbb{C})$ these dual exponential maps may be directly related, using the Fourier–Laplace transform, to the Riemann–Hilbert map taking the monodromy representation of a Fuchsian system with $n + 1$ poles on the Riemann sphere (see [15] and the exposition in [28] §3, [40] diagram 1). This indicates how transcendental the maps $\nu_{A_0}$ are (and in particular that they are more complicated than the usual exponential map for a Lie group). The proof given in [24] does not use this however, and so extends to any complex reductive group, once we define Stokes data for connections on $G$ bundles (this is done in [26]).

Note that Drinfeld was motivated by Sklyanin’s calculation of the Poisson brackets between matrix entries of a monodromy matrix $M \in G$ and the observation that this Poisson structure has the Poisson Lie group property ([61] Remark 5), and such results are important in the inverse scattering method [66]. The results here are ‘dual’ to this: a space of Stokes matrices (i.e. the “monodromy data” of an irregular connection) is identified, as a Poisson manifold, with the dual group $G^*$. Several maps with a similar flavour have been constructed by ad hoc/homotopy theoretic means by various authors. In the following sections we will explain that maps with the desired properties in fact arise naturally. (Later, when considering braid group actions, we will see further applications of the above relation between Stokes data and quantum groups.)

**Ginzburg–Weinstein isomorphisms.** One can also set-up the theory of Poisson Lie groups for compact groups (cf. Lu–Weinstein [103]): any compact Lie group $K$ has a natural Poisson Lie group structure and the corresponding dual group $K^*$ is isomorphic to $AN$ in the Iwasawa decomposition

$$G = KAN$$

of the complexified group $G = K_\mathbb{C}$, so for example if $K = U_n$ is the unitary group then $A$ is the group of diagonal $n \times n$ matrices with real positive diagonal entries, and $N = U_+$ is the group of upper triangular unipotent complex matrices. Thus as a manifold $K^*$ is isomorphic to $k^*$ and so one may ask if they are actually diffeomorphic as Poisson manifolds (by construction they have the same linearised Poisson structures at the origin). The existence of such Poisson diffeomorphisms was established by Ginzburg–Weinstein [73] by using an indirect homotopy argument similar to an earlier argument of Duistermaat/Heckman.

By using involutions one may embed $K^*$ in $G^*$ and then restrict the dual exponential map to the fixed point set of the involution, and then prove that this restriction is actually a global diffeomorphism, thereby giving a new direct construction of many Ginzburg–Weinstein isomorphisms:

**Theorem 5.** ([24] for $\text{GL}_n(\mathbb{C})$, [26] for other $G$) If $A_0 \in k = \text{Lie}(K)$ then the dual exponential map $\nu_{A_0}$ restricts to a global diffeomorphism of real Poisson manifolds

$$k^* \rightarrow K^*.$$
Thus there are many examples of Ginzburg–Weinstein isomorphisms “occurring in nature”. Apparently the proof in [24] that such maps are surjective gives a new, topological, way to show that certain Riemann–Hilbert problems have a solution. Also, as Ginzburg–Weinstein write: such maps are no doubt related to the existence of an isomorphism $U_q(k) \cong U(k)$ of algebras (they are not isomorphic as co-algebras however since one is cocommutative).

Duistermaat maps and Kostant’s nonlinear convexity theorem. Let $p \subset g = \mathfrak{gl}_n(\mathbb{C})$ denote the Hermitian matrices and let $P \subset G$ denote the positive definite Hermitian matrices. One may identify $p$ with $k^*$ to give $p$ a linear Poisson structure and one may identify $P \cong K^*$ using the Iwasawa and Cartan decomposition of $G$, so that $P$ also inherits a Poisson structure (cf. [102]). The moment map for the action of the diagonal torus $T_K \subset K$ on $p$ is just the map
\[ \delta : p \to \mathbb{R}^n \]

taking the diagonal part of a Hermitian matrix. Horn proved classically that if $a \in p$ is a diagonal matrix and $O$ is its conjugacy class (under the action of $K$) then the image
\[ \delta(O) \subset \mathbb{R}^n \]
is a convex polytope: it is the convex hull of the Sym$_n$ orbit of (the eigenvalues of) $a$. There is a nonlinear analogue of this result which goes as follows: consider the “Iwasawa projection” map
\[ \hat{\delta} : P \to \mathbb{R}^n \]
taking $g \in P \subset G$ to $\log(a)$ where $a \in A$ is the $A$ component of the Iwasawa decompositon of $g = kan \in G = KAN$. Any conjugation orbit $C$ in $P$ (under $K$) is of the form
\[ C = \exp(O) \]
for some orbit $O \subset p$. Kostant’s nonlinear convexity theorem [94] says that
\[ \hat{\delta}(C) = \delta(O) \]
i.e. that the image of $C$ under the Iwasawa projection is not only a convex polytope, but that it is the same polytope as arose from the linear convexity theorem.

Now the question that Duistermaat [64] studied was the existence of a map $\eta$ making the following diagram commute, and in particular explaining why Kostant’s nonlinear convexity result holds.

\[
\begin{array}{ccc}
p & \xrightarrow{\delta} & \mathbb{R}^n \\
\downarrow{\eta} & & \\
P & \xrightarrow{\hat{\delta}} & \mathbb{R}^n.
\end{array}
\]

Clearly taking $\eta(X) = e^X$ maps the orbits correctly, but then the diagram does not commute. However one may ‘twist’ the exponential map appropriately:
**Theorem 6** (Duistermaat [64]).

There is a real analytic map \( \psi : \mathfrak{p} \to K \) such that if one takes

\[
\eta(X) = \psi(X)^{-1} \cdot \exp(X) \cdot \psi(X)
\]

then the above diagram commutes, and moreover this really is a reparameterisation, i.e. The map \( \phi_X : k \mapsto k \cdot \psi(k^{-1}Xk) \) is a diffeomorphism from \( K \) onto \( K \).

Such a map clearly reduces Kostant’s nonlinear convexity theorem to the linear case. Duistermaat’s motivation (also mentioned by Kostant) was to reparameterise certain integrals, converting terms involving \( \hat{\delta} \) into terms involving the linear map \( \delta \). The proof of the existence of such maps \( \psi \) in [64] involves an indirect homotopy argument. By considering the full monodromy and Stokes data of the global connections (2) yields a new proof of Duistermaat’s theorem (in [24] Theorem 6), and shows where such maps occur in nature, in the irregular Riemann–Hilbert correspondence: roughly speaking the linear convexity theorem considers the residue at \( \infty \) and the nonlinear convexity theorem considers the Stokes data at zero, and the map \( \psi \) arises as the monodromy/connecation matrix relating horizontal solutions at \( \infty \) to those at \( 0 \).

**Figure 3.** Configuration in \( \mathbb{P}^1 \) from [24]; \( \psi = C^{-1} \) is a Duistermaat map.

In fact Kostant and Duistermaat worked with arbitrary semisimple groups (with finite centre) and our approach extends immediately to the case of complex semisimple groups (once the notion of \( G \)-valued Stokes data is defined, as in [26], and below).
**Example G-valued Stokes data.** We will describe the combinatorics of $G$-valued Stokes data (for $G$ a complex reductive group) in a simple example, relevant to the dual exponential map. This example is from [26] and extends some $\text{GL}_n(\mathbb{C})$ cases of [14, 101] (a more general situation is described in a slightly different way in [43]). This is the key step to defining the dual exponential map for such groups, and thus extending all the above results beyond the $\text{GL}_n(\mathbb{C})$ case. When braid groups are considered in §7 below, this naturally brings the $G$-braid groups into play, whereas the theory of isomonodromic deformations of [88] only involves products of type $A$ braid groups.

Let $G$ be a connected complex reductive Lie group with maximal torus $T$ and denote the Lie algebras $t \subset \mathfrak{g}$. Decomposing $\mathfrak{g}$ with respect to $t$ gives the root space decomposition

$$\mathfrak{g} = t \oplus \bigoplus_{\alpha \in \mathcal{R}} \mathfrak{g}_\alpha$$

where $\mathcal{R} \subset t^*$ is the set of roots, and for $\alpha \in \mathcal{R}$

$$\mathfrak{g}_\alpha = \{ Y \in \mathfrak{g} \mid [X,Y] = \alpha(X)Y \text{ for all } X \in t \} \subset \mathfrak{g}$$

is the corresponding root space, which is a one-dimensional complex vector space. Now let $t_{\text{reg}} \subset t$ denote the complement of all of the root hyperplanes, the set of regular elements of $t$. Choose an element $A_0 \in t_{\text{reg}}$, so that $\alpha(A_0) \neq 0$ for all roots $\alpha$. Consider connections on the trivial principal $G$-bundle over the unit disk of the form

$$A = \left( \frac{A_0}{z^2} + \frac{B}{z} + \text{holomorphic} \right) dz$$

as considered earlier. In effect we have fixed the irregular type $Q = -A_0/z$ and are considering connections of the form $dQ + \text{less singular terms}$. The irregular type $Q$ determines the following data:

1) a finite set $\mathcal{A} \subset S^1$ of singular directions (or anti-Stokes directions) emanating from the singular point $z = 0$ in the complex disk. These are the real directions from 0 to the points

$$(A_0, \mathcal{R}) \subset \mathbb{C}^*$$

obtained by projecting the roots onto the complex plane via the element $A_0$. Each direction $d \in \mathcal{A}$ is thus supported by some roots $\mathcal{R}(d) \subset \mathcal{R}$, i.e. $\mathcal{R}(d)$ is the set of roots which are projected onto $d$. See Figure 4.

2) For each $d \in \mathcal{A}$, a unipotent subgroup $\text{Sto}_d \subset G$ normalized by $T$, defined as

$$\text{Sto}_d = \prod_{\alpha \in \mathcal{R}(d)} U_\alpha \subset G$$

where $U_\alpha = \exp(\mathfrak{g}_\alpha) \subset G$ is the (one-dimensional) root group determined by $\alpha$, and the product may be taken in any order. We call these the Stokes groups, and define the space of Stokes data to be

$$\text{Sto}(Q) = \prod_{d \in \mathcal{A}} \text{Sto}_d$$
(here we do not take the product in $G$). As a variety $\text{Sto}(Q)$ is algebraically isomorphic to an affine space of dimension $\#\mathcal{R} = \dim(G) - \dim(T)$.

The *irregular Riemann–Hilbert correspondence* associates a point of $\text{Sto}(Q)$ to any such connection $A$. This lead to a natural bijection

$$\{\text{Connections } A \text{ in } (4)\}/G_1 \cong t \times \text{Sto}(Q)$$

where $G_1$ is the group of holomorphic maps from the unit disk to $G$ taking the value 1 at $z = 0$. This statement is equivalent to (the $k = 2$ case of) [26] Theorem 2.8. More recently (cf. [43] v3, Appendix A) such statements may be “upgraded” to an equivalence of categories between connections with fixed irregular types and Stokes $G$-local systems.

Figure 4. Projecting the roots $\mathcal{R} \subset t^*$ to the plane via $A_0 \in t_{\text{reg}}$, to define the singular directions and the Stokes groups.

Now we will sketch how to associate Stokes data to a connection $A$. In effect we prove the multisummation approach (of [124, 13, 107, 101] etc.) goes through. (In the present example Borel summation is sufficient though.) The crucial fact (see [26] Lemma A.5) is that complex reductive Lie groups (those whose representations are completely reducible) are affine algebraic groups, and so the fact that multisummation is a morphism of differential algebras implies things work nicely. (This also implies there is no trouble extending this approach to any affine algebraic group.) The basic statements are as follows:
1) ([26] Lemma 2.1.) There is a unique element $\Lambda \in \mathfrak{t}$ and formal gauge transformation $\hat{F} \in G[\lbrack z \rbrack]$ with $\hat{F}(0) = 1$ such that
\[
A = \hat{F}[A^0], \quad \text{where} \quad A^0 := \left( \frac{A_0}{z^2} + \frac{\Lambda}{z} \right) \, dz.
\]
Thus $A$ is formally isomorphic to an abelian ($\mathfrak{t}$-valued) connection $A^0$.

2) ([26] Theorem 2.5.) If $\text{Sect}_i$ is a sector (in the unit disc) bounded by two consecutive singular directions, then there is a preferred choice $\Sigma_i(\hat{F}) : \text{Sect}_i \to G$ of an analytic isomorphism between $A$ and $A^0$ asymptotic to $\hat{F}$ at $z = 0$.

3) If $\text{Sect}_i, \text{Sect}_{i+1}$ are consecutive sectors, abutting at $d \in \mathbb{A}$, then the fundamental solutions
\[
\Phi_i = \Sigma_i(\hat{F})z^\Lambda e^Q : \text{Sect}_i \to G, \quad \Phi_{i+1} = \Sigma_{i+1}(\hat{F})z^\Lambda e^Q : \text{Sect}_{i+1} \to G
\]
of $A$ may be analytically continued across $d$ and then
\[
\Phi_i = \Phi_{i+1} \circ K_d
\]
for a unique ($z$-independent) element $K_d \in \text{Sto}_d$ ([26] Lemma 2.7). (Here $z^\Lambda e^Q$ denotes a fundamental solution of $A^0$, continuous across $d$.)

4) Repeating for each $d \in \mathbb{A}$ yields a surjective map
\[
\{ \text{Connections } A \text{ in (4)} \} \to \mathfrak{t} \times \text{Sto}(Q)
\]
taking the Stokes data $K_d \in \text{Sto}_d$ and the “exponent of formal monodromy” $\Lambda \in \mathfrak{t}$. The fibres of this map are precisely the $G_1$ orbits (cf. [26] Theorem 2.8).

5) Finally we can reorganise the Stokes data. If we choose a sector $\text{Sect}_0$ (bounded by consecutive singular directions) and let $\text{Sect}_l = -\text{Sect}_0$ be the opposite sector, then the singular directions $d_1, \ldots, d_l$ one crosses on going from $\text{Sect}_0$ to $\text{Sect}_l$ in a positive sense, support a system of positive roots $\mathcal{R}_+ = \mathcal{R}(d_1) \cup \cdots \cup \mathcal{R}(d_l) \subset \mathcal{R}$. The product (in $G$) of the corresponding Stokes groups is isomorphic (as a space) to the unipotent radical $U_+$ of the Borel subgroup $B_+$ determined by $\mathcal{R}_+$ ([26] Lemma 2.4). Similarly going from $\text{Sect}_l$ to $\text{Sect}_0$ in a positive sense yields the unipotent radical $U_-$ of the opposite Borel. In this way the choice of $\text{Sect}_0$ determines an isomorphism $\text{Sto}(Q) \cong U_+ \times U_-$, and in turn, adding in $\Lambda$, we obtain
\[
\mathfrak{t} \times \text{Sto}(Q) \cong \mathfrak{t} \times U_+ \times U_- \cong G^* \cong \text{Sto}(Q)
\]
which, as a space, is the simply connected dual Poisson Lie group $G^*$. 
5. Fission

The articles [39, 43] introduce a new operation “fission”, complementary (and not inverse to) the “fusion” operation of Alekseev et al [3] that they used to construct symplectic moduli spaces of flat connections on Riemann surfaces. In brief, when one considers symplectic moduli spaces of meromorphic connections on Riemann surfaces, fusion enables induction with respect to the genus and number of poles, whereas fission enables induction with respect to the order of the poles.

Background. The quasi-Hamiltonian approach [3] to building symplectic moduli spaces of representations of the fundamental group of a Riemann surface involves starting with some simple pieces, and then using two operations: fusion and reduction. (See e.g. [109] for a recent introduction to these ideas.) Both of these operations are (quasi-)classical analogues of operations in conformal field theory, related to gluing together Riemann surfaces with boundary. (A half-way step between the physics and the algebraic approach of [3] are the Hamiltonian loop-group spaces of Donaldson [59] and Meinrenken–Woodward [110]—fusion is described at this level in [110] §4.1).

Fusion puts a ring structure on the category of quasi-Hamiltonian G-spaces: One may attach a quasi-Hamiltonian G-space $M(\Sigma) = \text{Hom}(\pi_1(\Sigma), G)$ to any Riemann surface $\Sigma$ with exactly one boundary component and the fusion product of two such spaces $M(\Sigma_1), M(\Sigma_2)$ is the space attached to the surface $\Sigma_3$ obtained by gluing $\Sigma_1$ and $\Sigma_2$ into two of the holes of a three-holed sphere:

$$M(\Sigma_1) \oplus M(\Sigma_2) = M(\Sigma_3)$$

Main results. A new sequence of quasi-Hamiltonian spaces was constructed in [35, 39, 43] and these may be used to replace the three-holed sphere in the definition of the fusion operation above, yielding a sequence of new operations, which we call “fission”. They enable one to combine quasi-Hamiltonian spaces for different structure groups $G$.

The new spaces are as follows. Let $G$ be a connected complex reductive group, $P_+, P_- \subset G$ a pair of opposite parabolic subgroups, let $H = P_+ \cap P_-$ be their common Levi factor and let $U_+ \subset P_+$ and $U_- \subset P_-$ be their unipotent radicals.

Theorem 7 ([35, 39, 43]). For any integer $r \geq 1$ the space

$$G A_r^H := G \times (U_+ \times U_-)^r \times H$$

is a quasi-Hamiltonian $G \times H$-space.
More precisely this is proved in [35] in the case when $P_\pm$ are opposite Borels (so that $H$ is a maximal torus), in [39] for $r = 1$ (with $H$ possibly non-abelian) and in general in [43]. This gives a way to break the structure group $G$ to the subgroup $H$ (the Dynkin diagram of $H$ is obtained from that of $G$ by deleting some nodes)—this motivates the name “fission”. Some quasi-Hamiltonian spaces of M. Van den Bergh [141, 142, 148] arise from simple examples of these fission spaces ([43] §4).

One may see these spaces yield new operations as follows. First, the usual fusion picture above may be rephrased as follows. Let $S$ denote the three-holed sphere. This yields a quasi-Hamiltonian $G^3$-space $M(S) = \text{Hom}(\Pi_1(S), G)$, where $\Pi_1(S)$ denotes the fundamental groupoid of $S$ with one basepoint on each boundary component (cf. [43] Theorem 2.5). Then fusion amounts to the following gluing:

$$M(\Sigma_1) \hat{\boxtimes} M(\Sigma_2) = M(\Sigma_1) \boxtimes_G M(S) \boxtimes_G M(\Sigma_2)$$

where the symbol $\hat{\boxtimes}$ denotes the gluing (cf. [39] §5). Since $M(S)$ is a quasi-Hamiltonian $G^3$-space, and each gluing absorbs a factor of $G$, the result is a quasi-Hamiltonian $G$-space, as expected.

Now, for the fission spaces, typically $H$ will factor as a product of groups (e.g. if $G = \text{GL}_n(\mathbb{C})$ then $H$ is a “block diagonal” subgroup). Suppose $H = H_1 \times H_2$ for definiteness (the generalisation to arbitrarily many factors is immediate). Thus $G \mathcal{A}'_H$ is a quasi-Hamiltonian $G \times H_1 \times H_2$ space. For example this enables us to construct a quasi-Hamiltonian $G$-space

$$M_1 \boxtimes_{H_1} G \mathcal{A}'_H \boxtimes_{H_2} M_2$$

for any integer $r$, out of quasi-Hamiltonian $H_i$-spaces $M_i$ ($i = 1, 2$), e.g. we could take $M_i = \text{Hom}(\pi_1(\Sigma_i), H_i)$. Thus the fission spaces yield many new operations on the category of quasi-Hamiltonian spaces (without fixing the group $G$ beforehand). One may picture these operations as indicated in Figure 6.

![Figure 6. Fission](image-url)

One application of the fission operations is to construct the wild character varieties (see p.22). Surprisingly it turns out that many other algebraic symplectic manifolds may be constructed in this way as well, such as all of the so-called multiplicative quiver varieties ([43] Corollary 4.3).
6. Wild character varieties

In the articles [35, 39, 43] the author has constructed the wild character varieties. These are symplectic algebraic varieties which generalise the complex character varieties of Riemann surfaces. The well-known braid and mapping class group actions on the character varieties are also generalised in [26, 43].

Background. Given a Riemann surface \( \Sigma \) (maybe open or with boundary), and a Lie group \( G \) many people have studied the character variety

\[
\mathcal{M}_B(\Sigma, G) = \text{Hom}(\pi_1(\Sigma), G)/G
\]

of representations of the fundamental group of \( \Sigma \) into \( G \). If \( G \) is a complex reductive group then there is a natural holomorphic Poisson structure on \( M \), first considered analytically by Atiyah–Bott [9], then understood in terms of group cohomology by Goldman [74] and subsequently studied purely algebraically by many people such as [90, 70, 144, 85, 5, 78, 3]. See e.g. [10] or [129] for an overview.

If \( \Sigma \) is in fact a smooth complex algebraic curve (possibly punctured) and \( G = \text{GL}_n(\mathbb{C}) \) then Deligne’s Riemann–Hilbert correspondence [56] implies that \( \mathcal{M}_B \) is isomorphic to the space of algebraic connections on rank \( n \) vector bundles on \( \Sigma \) with regular singularities at the punctures. On a curve, a connection has regular singularities if and only if it may be obtained by restricting a meromorphic connection on the compact curve which only has simple poles at the marked points.

This raises the question of constructing the analogue of the spaces \( \mathcal{M}_B \) which classify more general connections on curves, not satisfying this regularity assumption, the irregular connections. The irregular Riemann–Hilbert correspondence was first considered by Birkhoff [22] but was only fully worked out on curves quite recently (see [105] and references therein, and the recently published letters of Deligne–Malgrange–Ramis [57]). In brief one adds some “Stokes data” at each marked point, and there are various ways to package this extra data. None of this work considers moduli spaces or symplectic structures however.

One motivation for pursuing this is that the wild character varieties admit interesting braid group actions, the simplest case of which is known ([26]) to underly the so-called quantum Weyl group actions.

The only previous study of moduli spaces of Stokes and monodromy data in any serious generality is in the integrable systems literature: Jimbo–Miwa–Ueno [88] considered the case of certain connections on the Riemann sphere with just one level. On the other hand Flaschka–Newell [68] considered symplectic structures in some \( \text{GL}_2(\mathbb{C}) \) examples.

Main results. The main results are stated succinctly in the introduction to [43]. In brief the (complexification of the) quasi-Hamiltonian approach of Alekseev–Malkin–Meinrenken [3] to \( \mathcal{M}_B \) says that \( \mathcal{M}_B \) arises as a finite dimensional algebraic multiplicative symplectic quotient of a smooth (finite dimensional) affine variety. This gives a purely algebraic approach to the Poisson structure on \( \mathcal{M}_B \).
The articles [35, 39, 43] show how to extend this approach to the irregular case (the articles are in increasing generality, leading up to the case of any connected complex reductive group $G$, with meromorphic connections having arbitrary unramified formal normal forms on arbitrary genus smooth algebraic curves).

To describe this it is convenient to define the notion of an “irregular curve” $\Sigma$ to be a smooth complex algebraic curve together with some marked points $a_1, \ldots, a_m \in \Sigma$ plus the extra data of an irregular type $Q_i$ at each marked point. It is a local coordinate vanishing at $a_i$ then $Q_i = A_r/z^r + \cdots + A_1/z$ for elements $A_i \in \mathfrak{t}$ in a Cartan subalgebra of $\mathfrak{g} = \text{Lie}(G)$. This generalises the notion of a curve with marked points, and it turns out to be very useful to view the irregular types as analogous to the moduli of the curve in this way: they behave just like the moduli of the curve (and similarly lead to interesting braid group actions when varied). Given an irregular type $Q_i$ at $a_i$ we consider connections locally of the form

$$dQ_i + \text{less singular terms}$$

near $a_i$, so that $Q_i$ determines the irregular part of the connection, and such connections have solutions involving essentially singular terms of the form $e^{Q_i}$. Then for any irregular curve $\Sigma$, [43] defines a certain groupoid $\Pi$ and the space $\text{Hom}_S(\Pi, G)$ of Stokes representation of $\Pi$. This has a natural action of the group $H := H_1 \times \cdots \times H_m$ where $H_i = C_G(Q_i)$ is the centraliser of $Q_i$. The main result is then:

**Theorem 8** ([43]). The space $\text{Hom}_S(\Pi, G)$ of Stokes representations is a smooth affine variety and is a quasi-Hamiltonian $H$-space, where $H = H_1 \times \cdots \times H_m \subset G^m$.

This implies that the quotient $\text{Hom}_S(\Pi, G)/H$ (the wild character variety), which classifies meromorphic connections with the given irregular types, inherits an algebraic Poisson structure. Its symplectic leaves are obtained by fixing a conjugacy class $C_i \subset H_i$ for each $i = 1, \ldots, m$. In the regular singular case, when each irregular type $Q_i = 0$, the space $\text{Hom}_S(\Pi, G)$ is just the space of all representations of the fundamental groupoid of $\Sigma \setminus \{a_i\}$ (with a basepoint near each puncture) in the group $G$, and $H = G^m$ so that $\text{Hom}_S(\Pi, G)/H \cong \mathcal{M}_B(\Sigma \setminus \{a_i\}, G)$ and we recover the original picture.

The article [43] also characterises the stable points of $\text{Hom}_S(\Pi, G)$ in the sense of geometric invariant theory (for the action of $H$), using the Hilbert–Mumford criterion, shows there are lots of examples when the quotients are well-behaved and describes the irregular analogue of the Deligne–Simpson problem.

As a corollary of this approach, in [43] Corollary 9.9 it is proved that, with fixed generic conjugacy classes $C_i \subset H_i$, the wild character varieties are smooth symplectic affine varieties, in the case $G = \text{GL}_n(\mathbb{C})$. (This gives a direct algebraic description of the spaces underlying the hyperkähler manifolds of [21].) This result alone probably justifies the quasi-Hamiltonian approach—it generalises a result of Gunning [77] §9 in the holomorphic case $m = 0$, obtained by explicitly differentiating the monodromy relation, something that seems daunting in the present set-up.
7. Braid group actions from isomonodromy

In the articles [26, 43] the author defined the notion of $G$-valued Stokes data (for $G$ a connected complex reductive group) and set up the theory of isomonodromic deformations in this context generalising some work of Jimbo–Miwa–Ueno [88]. Geometrically this amounts to defining the notion of an admissible family of irregular curves and showing that a natural nonlinear flat connection exists on the bundle of wild character varieties associated to an admissible family of irregular curves [43]. The monodromy of these nonlinear connections was computed explicitly in some cases in [26] and shown to yield the $G$-braid group actions underlying those of the so-called quantum Weyl Group.

Background. The classical theory of monodromy preserving deformations of linear differential equations on the Riemann sphere (or “isomonodromic deformations”) was revisited and extended in the early 1980’s by Jimbo–Miwa–Ueno [88, 86] (see also Flaschka–Newell [69]) due to the appearance of such deformations in physical problems (cf. [87, 146, 16, 114]). Later in [25] the author revisited [88, 86] from a (symplectic) geometric perspective and rephrased some of their results in terms of nonlinear connections on fibre bundles. (As mentioned in [25] this was motivated by the appearance of certain examples of such isomonodromic deformations in the classification of two dimensional topological quantum field theories/Frobenius manifolds.) The parallel with Simpson’s Gauss–Manin connection in nonabelian cohomology [134] was also noted ([25] introduction and §7). In this work Simpson shows there is a natural flat nonlinear connection on the bundle of first nonabelian cohomologies associated to any family of smooth projective varieties. But the DeRham description of the first nonabelian cohomology is as the moduli space of flat holomorphic connections on vector bundles, and so we see the nonlinear connections of [88, 86] (as described in [25]) are analogues of this when one extends from holomorphic to meromorphic connections (and takes the underlying projective variety to be the Riemann sphere).

A crucial difference however is that Jimbo–Miwa–Ueno understood that in the case of irregular meromorphic connections there are many more independent deformation parameters beyond the moduli of the underlying Riemann sphere with marked points. These extra parameters (the “irregular times”) control the irregular type of the connections. Thus the picture of [88, 86] is not just the extension of the nonabelian Gauss–Manin connection to the case of certain quasi-projective varieties, but an extension involving new deformation parameters, hidden in the classical algebro-geometric picture of deriving flat connections from families of varieties.

Main Results. Since flat connections are not easy to come by in mathematics (and intrinsic geometric ones especially so) the articles [26, 43] further pursued and generalised the irregular times of Jimbo et al, and the resulting theory of isomonodromic deformations (irregular nonabelian Gauss–Manin connections). The author’s feeling is that these extra parameters should be taken as seriously as the moduli of the underlying Riemann surface with marked points.
To this end, given a complex reductive group $G$ with a fixed maximal torus, the article [43] defines the notion of an “irregular curve” $\Sigma$ consisting of a compact smooth complex algebraic curve, plus some marked points and an irregular type at each marked point. If the irregular types are zero this specialises to the notion of curve with marked points. As explained in §6 above, to any irregular curve there is a canonically associated wild character variety $\mathcal{M}_B(\Sigma) = \text{Hom}_S(\Pi, G)/\mathcal{H}$, which is naturally a Poisson variety. Then §10 of [43] defines the notion of an “admissible family” of irregular curves, generalising the notion of deforming a smooth curve with marked points such that it remains smooth and none of the points coalesce.

Given an admissible family $\pi : \Sigma \to \mathbb{B}$ of irregular curves over a base space $\mathbb{B}$ then one can consider the family of wild character varieties $\mathcal{M}_B(\Sigma_p)$ as $p \in \mathbb{B}$ varies, where $\Sigma_p$ is the irregular curve $\pi^{-1}(p)$ over $p \in \mathbb{B}$.

**Theorem 9.** ([43] §10) The varieties $\mathcal{M}_B(\Sigma_p)$ assemble into a local system of Poisson varieties over $\mathbb{B}$.

This means that there is a fibre bundle $\text{pr} : M \to \mathbb{B}$ such that $\text{pr}^{-1}(p) = \mathcal{M}_B(\Sigma_p)$ for any $p \in \mathbb{B}$, with a complete flat Ehresmann connection on it (the irregular isomonodromy connection); for any points $p, q \in \mathbb{B}$ and path $\gamma$ in $\mathbb{B}$ from $p$ to $q$, there is a canonical algebraic Poisson isomorphism $\mathcal{M}_B(\Sigma_p) \cong \mathcal{M}_B(\Sigma_q)$, only dependent on the homotopy class of $\gamma$. Consequently there is an algebraic Poisson action of the fundamental group $\pi_1(\mathbb{B}, p)$ on $\mathcal{M}_B(\Sigma_p)$ for any basepoint $p \in \mathbb{B}$. (This generalises the well known braid and mapping class group actions in the “usual” theory.)

This extends the viewpoint of Jimbo et al [88, 86] in several ways, since we allow: 1) $G$ to be any complex reductive group, 2) $\Sigma$ to have any genus, 3) any unramified irregular types (e.g. the leading coefficients may have repeated eigenvalues in the general linear case), and also 4) since we consider algebraic Poisson/symplectic structures and show they are preserved. In fact the innovation of allowing $G$ to be any complex reductive group, and phrasing the Stokes data in terms of the roots, appeared in the earlier article [26]. An application of this will be described in the following subsection.

Note that from the viewpoint we started with in [23, 25] (due to [51, 62]) of Stokes data classifying topological quantum field theories, with matrix entries counting BPS states (or solitons) going between $n$ vacua, the idea (of [26]) of passing from $\text{GL}_n(\mathbb{C})$ to another algebraic group is quite bizarre since it would correspond to passing to a $\mathfrak{g} = \text{Lie}(G)$-valued Cartan matrix (cf. e.g. [51] (6.21), §7.1, [62] (H26), pp.263-4). Nonetheless this idea is used in some recent work on wall crossing of BPS states (see e.g. [48]).

**Geometric origins of the quantum Weyl group.** Recall from §4 we have a new geometric/moduli-theoretic viewpoint on the theory of quantum groups: the Drinfeld–Jimbo quantum group is the quantisation of a very simple moduli space of irregular connections having a pole of order two. Thus one would expect other features of the quantum group to appear geometrically as well. The so-called “quantum Weyl
group” action is essentially an action of the $G$-braid group on the quantum group and was defined explicitly by Lusztig [104], Soibelman [137] and Kirillov–Reshetikhin [92], via generators and relations. The quasi-classical limit of this action, a Poisson action of the $G$-braid group on $G^*$, was computed explicitly by De Concini–Kac–Procesi [54]. On the other hand since we have identified $G^*$ with a space of Stokes data (i.e. it is essentially a wild Betti space $\mathcal{M}_B$), as above, by integrating the isomonodromy connection, we obtain a nonlinear discrete group action on $G^*$, analogous to the usual mapping class group action on the character varieties. In the present context the space $\mathcal{B}$ of deformations is the space of regular elements $A_0 \in t_{\text{reg}}$, whose fundamental group is the pure $G$-braid group. This may be extended to the full braid group (adding in the finite Weyl group) to obtain the following statement:

**Theorem 10.** ([26] Theorem 3.6.) The De Concini–Kac–Procesi action of the $G$-braid group on $G^*$ coincides with the isomonodromy action, and so the quantum Weyl group action quantises the isomonodromy action.

Some further aspects of this story are also elucidated in [26], going around the square in Figure 2 on p.12 above. The quantum Weyl group action is defined at the top, on $U_q g$, and De Concini–Kac–Procesi followed the arrow 1 down to the left, and the above theorem shows the braid group action on $G^*$ they computed in this way comes from isomonodromy. However the isomonodromy action is obtained by integrating a nonlinear connection, and this connection is essentially equivalent to the explicit system of nonlinear differential equations

\[ dB = [B, \text{ad}_{A_0}^{-1}[dA_0, B]] \]

for $B \in g \cong g^*$ as a function of $A_0 \in t_{\text{reg}} = \mathcal{B}$ (cf. [26] (4.3)). This arises by passing to the other side of the irregular Riemann–Hilbert correspondence, essentially conjugating by the dual exponential maps $\nu_{A_0} : g^* \rightarrow G^*$ (i.e. following arrow 3 down to $g^*$). In other words this differential equation is the infinitesimal manifestation of the braid group action at the level of $g^*$. Finally we can ascend the arrow 4: This arrow corresponds to the PBW quantisation of $\text{Sym} g$ into $U_g$; we apply the symmetrisation map to the Hamiltonians for the system (5) to obtain a flat connection on the trivial $U_g$ bundle over $\mathcal{B} = t_{\text{reg}}$ (as written in [26] Proposition 4.4 and (4.7)). This connection is the simplest irregular analogue of the Knizhnik–Zamolodchikov (KZ) connection and was guessed, and shown to be flat, by De Concini (unpublished), and Millson–Toledano Laredo [111, 140] (who had no idea that their work was related to irregular connections). We thus have a simple intrinsic derivation of this irregular KZ connection from the isomonodromy Hamiltonians (and have connected all the vertices of the square in Figure 2).

---

3This connection was called the DMT connection in [26], but in fact a similar, indeed slightly more general, connection appeared before [111, 140] in work of Felder et al [67] (this reference should have been included in [26], and apologies are due to the authors of [67]).
8. Logahoric connections on parahoric bundles

The article [41] defines the notion of logahoric connections (i.e. an analogue of logarithmic connections on parahoric bundles) and shows that there is a Riemann–Hilbert correspondence for them. The corresponding (local) monodromy/Betti data consists of pairs $(M, P)$ where $M \in G$ is the local monodromy, $P \subset G$ is a (weighted) parabolic subgroup and $M \in P$. If $P$ is a Borel subgroup then such data appears in the multiplicative Brieskorn–Grothendieck–Springer resolution; we thus obtain a moduli-theoretic realisation of the multiplicative Brieskorn–Grothendieck–Springer resolution. We also construct the natural multiplicative symplectic structures (i.e. quasi-Hamiltonian structures) so the resolution map is now the group valued moment map.

Background. In his work on the nonabelian Hodge correspondence on noncompact curves, Simpson [131] established a Riemann–Hilbert correspondence for “tame filtered $\mathcal{D}$-modules” on a curve. These objects may be understood as logarithmic connections on parabolic vector bundles. Recall a parabolic vector bundle [108] on a smooth compact curve $\Sigma$ with marked points $a_1, \ldots, a_m \in \Sigma$ consists of a holomorphic vector bundle $V \to \Sigma$ together with a filtration in the fibre $V_{a_i}$ of $V$ at each marked point. A filtration consists of a weighted flag (traditionally the weights are rational numbers in $[0,1)$, but for the full nonabelian Hodge correspondence it is necessary to work with all the real numbers in this interval). On a curve a logarithmic connection is just a meromorphic connection having poles of order $\leq 1$. On a parabolic vector bundle, the residues of the connections should preserve the flags.

Simpson sets up a correspondence between these objects and filtered local systems on the punctured curve: this amounts to a representation of the fundamental group plus, near each puncture, a filtration in a nearby fibre preserved by the local monodromy (now the weights are arbitrary real numbers, not restricted to be in an interval). The filtration encodes the growth rate of solutions (and is closely related to the $\mathbb{Z}$-filtrations of Levelt [99] (2.2) in the case of logarithmic connections on usual vector bundles).

Now suppose we replace the structure group $G = \text{GL}_n(\mathbb{C})$ used above by an arbitrary connected complex reductive group $G$. Then it is reasonably clear how to generalise the notion of filtered local system: one takes a representation of the fundamental group of the punctured curve into $G$—i.e. a $G$-local system—plus a weighted parabolic subgroup in a fibre near each marked point, preserved by the local monodromy (we call this a “filtered $G$-local system” cf. [41] Remark 2).

Question. Is there a Riemann–Hilbert correspondence for filtered $G$-local systems, and if so what are the corresponding connection-like objects?

The point is that one does not get a full correspondence by considering logarithmic connections on parabolic $G$-bundles. Said differently this question is asking: What are the basic objects that should appear in the tamely ramified nonabelian Hodge correspondence for $G$-bundles on noncompact curves?
Main results. The answer is to consider an analogue of logarithmic connections when one replaces a parabolic $G$-bundle by a {parahoric bundle}, i.e. a torsor under a (weighted) parahoric group scheme on the compact curve.

The notion of “quasi-parahoric bundle” has been studied recently by various authors, such as [123, 80, 149]: it is a torsor under a parahoric (Bruhat–Tits) group scheme on the compact curve. This generalises the notion of quasi-parabolic vector bundle due to Mehta–Seshadri [108] (this is a parabolic bundle when one forgets the weights), and the notion of quasi-parabolic $G$-bundles (considered e.g. in [98]). In general one does not have an underlying $G$-bundle on the compact curve.

Thus the first step is to define the notion of “weight” for a quasi-parahoric bundle: in brief near each marked point a quasi-parahoric bundle amounts to the choice of a parahoric subgroup of the local loop group, and these are classified by the facettes in the Bruhat–Tits building. But the Bruhat–Tits building [50] p.170 is built out of real vector spaces, the apartments (although it is often viewed as a simplicial complex). So we can define a {weighted parahoric subgroup} to be a point of the Bruhat–Tits building ([41] Definition 1, p.46). This yields the notion of parahoric bundle.

Next we need to find the right notion of singular connection. Locally a $G$-bundle corresponds to the parahoric subgroup $G[z] \subset G((z))$, and a logarithmic connection is a connection having a pole of order one, i.e. is represented by an element of $g[z]dz/z$, where $g = \text{Lie}(G)$. In general we define a “logahoric” connection (or a “tame parahoric connection”) to be a connection with a pole of order one more than that permitted by the parahoric level structure, [41] §3. (In general such connections may have arbitrary order poles, but will always be regular singular connections.) The main result is that there is a precise correspondence between these objects and filtered $G$-local systems. This follows from the local correspondence which may be stated as follows.

**Theorem 11 ([41]).** There is a canonical bijection between $LG = G((z))$ orbits of tame parahoric connections and $G$ orbits of enriched monodromy data:

$$
\left\{ (A,p) \mid p \in B(LG), A \in A_p \right\}/LG \cong \left\{ (M,b) \mid b \in B(G), M \in P_b \right\}/G.
$$

Here $B(LG)$ is the Bruhat–Tits building (the space of weighted parahoric subgroups of $LG$), and $B(G)$ is the space of weighted parabolic subgroups of $G$ ($A_p$ is the space of logahoric connections determined by $p \in B(LG)$ and $P_b \subset G$ is the parabolic underlying $b \in B(G)$).

The relation to Grothendieck’s simultaneous resolution, and what we thus learn about its geometry, will be described in the next two pages.

Further developments. Six months later (after posting on the arXiv and submitting [41] to a journal with Seshadri on the editorial board) Balaji–Seshadri [11] used a similar (but slightly less general) notion of weights for parahoric torsors, and they established an analogue of the Mehta–Seshadri theorem (although they did not consider the full Riemann–Hilbert correspondence).
Geometry of the Brieskorn–Grothendieck–Springer resolution. First we will quote (from Brieskorn’s ICM talk [49]) a result proved by Grothendieck (and already by Springer [138] as far as the unipotent fibre is concerned). Let $G$ be a (simply-connected) semisimple complex algebraic group, with maximal torus $T$ and Weyl group $W$. Then $T/W$ parameterises the conjugacy classes of semisimple elements of $G$; there is a map $\psi : G \to T/W$ taking an element to the class of its semisimple part (using the Jordan decomposition). The fibres of $\psi$ are unions of conjugacy classes of $G$. Let $B_0 \subset G$ be a Borel subgroup containing $T$, let $\mathcal{B} \cong G/B_0$ denote the variety of Borel subgroups of $G$, and define
\[
\tilde{G} = \{(M, B) \in G \times \mathcal{B} \mid M \in B\}.
\]
to be the set of pairs consisting of a group element $M$ and a Borel subgroup $B$ containing $M$. Projection onto the first factor gives a map $\pi : \tilde{G} \to G$ and there is a natural map $\tilde{\psi} : \tilde{G} \to T$ such that the following diagram commutes.

**Theorem 12.** The following diagram is a simultaneous resolution of the singularities of the fibres of $\psi : G \to T/W$:

\[
\begin{array}{ccc}
\tilde{G} & \xrightarrow{\pi} & G \\
\downarrow{\tilde{\psi}} & & \downarrow{\psi} \\
\tilde{T} & \xrightarrow{pr} & T/W.
\end{array}
\]

In particular for any $t \in T$ the map $\pi : \tilde{\psi}^{-1}(t) \to \psi^{-1}(pr(t))$ is a resolution of singularities. The fibres $\tilde{\psi}^{-1}(t) \subset \tilde{G}$ are of the form $G \times_{B_0} tU$ where $U \subset B_0$ is the unipotent radical. For more details see [49], or Slodowy [136] Theorem 4.4, or Steinberg [139] §6.

There is a similar “additive” statement on the Lie algebra level ([136] §4.7) with $G$ replaced by $\mathfrak{g} = \text{Lie}(G)$ and Borel subgroups by Borel subalgebras.

\[
\begin{array}{ccc}
\tilde{\mathfrak{g}} & \xrightarrow{\pi} & \mathfrak{g} \\
\downarrow{\tilde{\psi}} & & \downarrow{\psi} \\
\mathfrak{t} & \xrightarrow{pr} & \mathfrak{t}/W.
\end{array}
\]

This additive resolution was given a moduli-theoretic interpretation in terms of $S^1$-invariant connections on a disk (and Nahm’s equations) in work of Kronheimer [97], Donaldson [59] p.114, Kovalev [95] and Biquard [20] (see especially [20] p.255 for the full resolution picture), and it was shown that $\tilde{\mathfrak{g}}$ has a natural holomorphic Poisson structure such that the resolution $\pi$ is the moment map ([20] Théorème 2 (1a)). This comes down to considering connections of the form $Adz/z$ with $A \in \mathfrak{g}$ (and compatible parabolic structures). The symplectic leaves of $\tilde{\mathfrak{g}}$ are the fibres of $\tilde{\psi}$, and are of the form $G \times_{B_0} xu$ where $x \in \mathfrak{t} = \text{Lie}(T)$ and $u$ is the nilradical of $\text{Lie}(B_0)$.

These additive results do not translate into statements for the original (multiplicative) resolution, for example since the exponential map is not surjective in general.
(e.g. for $\text{SL}_2(\mathbb{C})$), and since the centralizer of $\exp(2\pi ix)$ differs from that of $x$ when $x$ reaches the far wall of the Weyl alcove. Rather, there are natural “multiplicative” analogues of the above (additive) symplectic/Poisson statements, as follows.

**Theorem 13** ([41]). For any $t \in T$, the fibre $\hat{C} := \tilde{\psi}^{-1}(t) \subset \tilde{G}$ is a quasi-Hamiltonian $G$-space with moment map given by the restriction of the resolution map

$$\pi : \hat{C} \to G.$$ 

In fact a more general statement is proved in [41] (replacing the Borel subgroup $B_0$ by an arbitrary parabolic $P_0$, and the point $C := \{t\} \subset T$ by an arbitrary conjugacy class $C$ of the Levi factor of $P_0$). For $G = \text{GL}_n(\mathbb{C})$ this was proved earlier by Yamakawa [148] using quivers. Our proof proceeds by first constructing a quasi-Hamiltonian $G \times T$-space $M = G \times U B_0$ ([41] Theorem 9) and then observing that the reduction of $M$ by $T$ at the conjugacy class $C \subset T$ is $\hat{C}$. (The spaces $M$ are tame analogues of the fission spaces of §5 above.) In this approach we can also consider the quotient $M/T$, within the world of quasi-Poisson manifolds [2]. This quotient $M/T$ is a manifold since the action of $T$ is free, and it is a quasi-Poisson $G$-space for general reasons (from the quasi-Hamiltonian structure on $M$), and moreover it is isomorphic to $\tilde{G}$, so we obtain the following:

**Corollary 14.** The Grothendieck space $\tilde{G}$ is a quasi-Poisson $G$-space with moment map $\pi : \tilde{G} \to G$.

This is the multiplicative analogue of the additive Poisson statement above, from [20] Théorème 2. The quasi-Poisson bivector is $G$-invariant, has moment map $\pi$, and the leaves of $\tilde{G}$ (in the sense of [2] §9) are the fibres of $\tilde{\psi}$, all analogously to the additive case. (This contrasts with the Poisson structure on $G$ constructed in [65].) Lying behind this is the interpretation of the spaces $\hat{C}$ in terms of monodromy data for logarithmic connections (as sketched above, cf. [41] Remark 6, extending Levelt/Simpson for $\text{GL}_n(\mathbb{C})$), and the realisation that quasi-Hamiltonian/quasi-Poisson geometry is the natural geometry of monodromy-type data (in the presence of suitable framings). In brief the element $M \in G$ is the local monodromy, classifying a regular singular meromorphic connection on a $G$-bundle over a punctured disk, and the fibre of $\pi$ over $M$ corresponds to the choice of a logarithmic connection extending the regular singular connection across the puncture.
9. Dynkin diagrams for isomonodromy systems

The article [42] develops a theory of Dynkin diagrams for a large class of isomonodromy systems (i.e., for certain irregular nonabelian Gauss–Manin connections). In particular, we establish a connection between certain moduli spaces of meromorphic connections and a large class of Kac–Moody root systems. Specifically, a class of graphs, the supernova graphs, is introduced containing all of the star-shaped graphs as well as all the complete $k$-partite graphs for any integer $k$. It is shown how one may attach an isomonodromy system to any such graph together with some data on the graph. Any element of the Weyl group of the Kac–Moody algebra attached to the graph acts on the data and is shown to lift to give an isomorphism between the corresponding isomonodromy systems (often controlling isomonodromic deformations of connections on different rank vector bundles). Further, a characterization is given ([42] §10), in terms of the root system for the Kac–Moody algebra, for exactly when the data determine a non-empty moduli space (this is an additive irregular analogue of the Deligne–Simpson problem).

Background. In the picture described so far, in previous sections, we may choose a general linear group $G$ and an irregular curve $\Sigma$ and this determines a hyperkähler manifold as in [21], which may be viewed in particular as a moduli space $M_{\text{DR}}(\Sigma)$ of meromorphic connections over $\Sigma$ with given irregular types. Then we may vary the irregular curve (in an admissible fashion) over some base $B$ to obtain a relative moduli space $M_{\text{DR}} \to B$ which has a canonical flat (Ehresmann/nonlinear) connection on it.

Now in certain cases (usually if the underlying algebraic curve is the Riemann sphere) one can do more, and explicitly write down the resulting nonlinear connection as a system of nonlinear differential equations (whence $B$ becomes the “space of times”). Usually, to get explicit equations, one proceeds by working with a simpler moduli space $M^* \subset M_{\text{DR}}(\Sigma)$ where the underlying vector bundle on the Riemann sphere is holomorphically trivial (this notation goes back to [25]).

If one does this one soon finds however ([79]) that there are different irregular curves (often for different general linear groups) that lead to the same system of nonlinear differential equations, cf. [42] Theorem 1.2. (Further the underlying moduli spaces of connections are in fact isomorphic—this may be viewed as a failure of the irregular curve analogue of the Torelli problem for these moduli spaces in genus zero.)

This leads to the general question of understanding the isomorphisms (and automorphisms) of such moduli spaces, and the associated isomonodromy systems.

The simplest examples of such moduli spaces (of complex dimension two) correspond to the six (second-order) Painlevé differential equations (these differential equations are explicit expressions of the corresponding nonlinear connections). In most such cases, the moduli spaces $M_{\text{DR}}(\Sigma)$ are known to coincide with the “spaces of initial conditions” constructed explicitly for the Painlevé equations by Okamoto [118, 119, 120, 121, 122]. In these works Okamoto also showed that the Painlevé
equations admit certain affine Weyl groups of symmetries. For example the symme-
try group of the sixth Painlevé equation is the affine Weyl group of type $D_4$ (and if
one adds diagram automorphisms this extends to affine $F_4$ as used in the work above,
in §3, on algebraic solutions). Similarly the symmetry groups of the fourth and fifth
Painlevé equations are the affine Weyl groups of type $A_2, A_3$ respectively (the others
are not simply-laced so will be ignored here for simplicity).

![Figure 7. Affine Dynkin diagrams for Painlevé equations IV, V and VI.](image)

A basic question is thus to understand and extend this link between Dynkin
diagrams and the Painlevé equations, or isomonodromic deformations more generally. (Needless to say these affine Weyl groups are not transparent from the moduli
problem—for the Painlevé equations one starts with certain meromorphic connections
on rank two vector bundles on the Riemann sphere.)

Combining the two questions above leads to the following question: can we as-
sociate isomonodromy systems to a certain class of graphs, i.e. develop a theory of
Dynkin diagrams for isomonodromy systems generalising the above three examples, so
that the Weyl group attached to the graph lifts to give automorphisms/isomorphisms?

For example, can we see what is special about the above three simply-laced affine
Dynkin diagrams, that they and no others have associated Painlevé equations?

**Main Results.** The first step ([38] Exercise 3) was to notice that the relation
Okamoto found between affine Dynkin graphs and Painlevé equations may be under-
stood in a different way. In brief Nakajima’s theory of *quiver varieties* [115] gives a
way to attach an algebraic variety to a graph and some data on the graph (in fact
those of complex dimension two, relevant to Painlevé equations, go back at least to
Kronheimer [96]). The observation of [38] was that for the above Painlevé equations
the moduli space $M^*$ is isomorphic to the quiver variety attached to the corresponding
graph.

Next in [37, 42] a higher dimensional version of this observation was established:
there are many moduli spaces $M^*$ (of meromorphic connections on the trivial bundle
on the Riemann sphere) isomorphic to Nakajima quiver varieties, and in fact the full
moduli space $M_{DR}$ is determined by data on the graph. This extends a relation
used by Crawley–Boevey [53] between star-shaped graphs and Fuchsian systems (the
simple pole case). Whereas quiver varieties are defined for any graph, only for special
digraphs are there associated moduli spaces of connections. The class of simply-laced
digraphs for which this result holds, the *supernova graphs*, contains all of the complete
$k$-partite digraphs for any integer $k$ (see [42]).
Thus, for example, there is no second order Painlevé equation attached to the pentagon (the affine $A_4$ Dynkin graph), since it is not a complete $k$-partite graph for any $k$, whereas the square and the triangle are (as is the four pointed star). Indeed the complete $k$-partite graphs are determined by partitions with $k$ parts and the first few such graphs are as in Figure 8.

Further, in [42], the corresponding isomonodromy systems were written down (attached to any such graph), and given a Hamiltonian formulation. Most of these systems are new (e.g. they are not included in the work of Jimbo–Miwa et al [87, 88]). It was further shown in [42] how the Weyl group symmetries (of the Kac–Moody algebra with Cartan matrix determined by the graph) lift to relate the isomonodromy systems attached to the spaces of connections. This comes about quite naturally by giving a new interpretation of some of the moduli spaces $\mathcal{M}^*$ (and thus certain quiver varieties) as moduli spaces of presentations of the first Weyl algebra.

Thus, in summary, in certain cases there is an alternative point of view, starting with a graph rather than an irregular curve.

As a simple application of this way of thinking, by considering hyperbolic Kac–Moody Dynkin graphs (the next simplest class after the affine case), [42] §11.4 shows there is a family of isomonodromy systems (of order $2n$ for any $n \geq 1$) lying over each of the six Painlevé equations. These are completely different to the well-known “Painlevé hierarchies” and conjecturally related to Hilbert schemes of points on the original two dimensional Painlevé moduli spaces. More precisely (changing complex
structure in the hyperkähler family) the conjecture of [42] is that the Hilbert scheme of $n$ points on any meromorphic Higgs bundle moduli of complex dimension two, is again a meromorphic Higgs bundle moduli space, and the relation to graphs established in [42] predicts exactly which higher dimensional moduli space to look at. (The expected list of such two-dimensional moduli spaces is given in [44] §3.2; the tame cases of this conjecture have apparently been proved recently in [75]).

Other results.

The articles [36, 38] solve other long standing problems, perhaps of a more limited interest ([36] gives the first conceptual derivation of the famous Regge symmetry of the classical $6j$-symbols, and [38] describes the first Lax pairs for the nonlinear additive difference Painlevé equations attached to the $E_7$ and $E_8$ root systems).

References


An $E_6$ Lax pair was obtained earlier in [7] using the setup of [46]; [38] shows that in fact all the additive difference Painlevé equations arise as contiguity relations of systems of linear differential equations, and so strictly speaking the theory of [7, 46] is unnecessary to understand them.


33. ——, *Survey of the known algebraic solutions of Painlevé VI*, 2006, Two talks given at Newton Institute. 71pp transparencies on their webpage: http://tinyurl.com/boalchNI1, 2.


77. R. C. Gunning, *Lectures on vector bundles over Riemann surfaces*, University of Tokyo Press, Tokyo, 1967.


www.math.ens.fr/~boalch
boalch@dma.ens.fr