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• Reinaldo Bezerra Braga and Hervé Martin. CAPTAIN: A Context-
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1 The Study of Location-Based Social Net-

work

We observe that mobile phones are not simple call-making devices anymore.

They have already become real information centers. With all the embedded

sensors like GPS, accelerometer, Internet connection, digital camera, among

others, a user easily creates and publishes personal content. Nowadays, any

user can quickly take a picture and put it in his/her web-based photo album,

as well as register his/her itinerary to go from home to work everyday.

The embedded features of mobile phones allow the creation of several mo-

bile services, called Location-Based Services (LBSs). The LBSs allow to use

positioning information anywhere and anytime in order to provide new details

about people, events and others [8]. Despite the advantage of LBSs in pro-

viding the position and the context information about a user, another type of

service has become popular, the Mobile Trajectory Based Services (MTBS)

[9]. MTBS is related to users’ mobility profiles, or simply users’ trajectories,

which are fundamentally collections of mobile traces that can reveal moving

patterns. A simple MTBS example is a mobile user who finishes his/her work

and would like to know if a friend is passing close to his/her work building.
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In parallel with mobile phones, social network platforms have emerged

as a collaborative solution to provide social connectivity, giving people the

capability to create virtual communities and share interests, opinions, and

personal information with other users. A social network is generally defined

as a social structure composed by users, which are connected due to one or

more types of interests, such as friendship, professional activities, locations,

and others [10].

The combination of location based services and social networks platforms

led to a new research area, named Location Based Social Network (LBSN).

This new research area allows to fill the gap between virtual communities (so-

cial networks platforms) and real communities (physical world), providing an

extensive knowledge about users’ interests and behaviors based on their loca-

tions. At the same time that a mobile phone provides the embedded features

to register, store and publish personal information, the social network becomes

an important platform for relating, enriching and sharing user interests.

According to [11], the types of location-embedded and location-based social

structures are currently known as location-based social networks and formally

defined as follows:

“A location-based social network (LBSN) does not only mean adding a lo-

cation to an existing social network so that people in the social structure can

share location-embedded information, but also consists of the new social struc-

ture made up of individuals connected by the interdependency derived from

their locations in the physical world as well as their location-tagged media

content, such as photos, video, and texts. Here, the physical location consists

of the instant location of an individual at a given timestamp and the loca-

tion history that an individual has accumulated in a certain period. Further,

the interdependency includes not only that two persons co-occur in the same

physical location or share similar location histories but also the knowledge,

e.g., common interests, behavior, and activities, inferred from an individual’s

location (history) and location-tagged data”.

Based on the study of different types of location-based social networking

services, we classify LBSN services according to the combination of social

network with Location-Based Services (LBS) and Mobile Trajectory Based

Service (MTBS). Hence, we point out two groups: LBSN associated with

LBS; and LBSN associated with MTBS.
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• LBS-based: Applications classified in this group are frequently used by

users to share their current positions, such as a bakery, a shopping centre

or any place associated with a GPS coordinate. Facebook encourages

users to share their current position among friends in its social network.

Making use of this service, a user can locate a friend around his/her

physical position and interact with him/her (e.g. inviting a friend at

the University to lunch at a specific restaurant). In addition, the user

can add a note about a visited place, as well as multimedia content (e.g.

photo, video or audio). Another example is Foursquare, which a user

“check-in” at a place using a mobile device and share his/her current

position between friends in the Foursquare network. A differential ser-

vice provided by Foursquare is the ranking created by place, where the

user with the most number of “check-ins” at the same place is crowned

“Mayor”.

• MTBS-based: For this group, the LBSN applications consider the

existence of a mobility profile of a mobile user, which is composed by one

or a set of trajectories of his/her travel paths. With this service, a user

does not only receive basic information about a trajectory. For example,

the user A can receive a message from a friend alerting an accident in a

certain position of his/her itinerary, because this friend knows the daily

itinerary of user A to go from work to home. In comparison to the

LBS-based classification, MTBS-based services provide “how and what”

information in addition to “where and when” [4].

The context of this PhD thesis is focused on the meaning of Location-

Based Social Networks (LBSN) taking into account the use of MTBS-based

classification. In short, we try to understand user behavior and find simi-

larities between friends in social networks, making use of users’ trajectories

as additional information. This study provides the designing of a layer of

services, making possible the generation of reasonable data from raw data in

order to help the implementation of recommendation systems, as well as the

development of a large number of applications.
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2 Research motivation

Nowadays, there is a tendency for people to switch from real to virtual com-

munities. Virtual community platforms such as Facebook [12] and LinkedIn

[13] provide solutions to social connectivity by giving people the capability

to share interests, opinions, and personal information with family, friends,

colleagues and others. However, due to the reduction of social interactions

in real communities and the absence of context-aware mechanisms in virtual

communities, social opportunities are frequently missed. We have noticed that

people work or live in different places but have trajectory correlations in their

daily routines. The users’ daily routines, therefore, can be captured by mo-

bile social applications and shared in virtual communities in order to increase

social interactions in real communities.

Mobile social applications have the advantage of using mobile computing

services, sensors, Internet connection, accelerometer, and Global Positioning

System (GPS) to capture context information about the real environment of

mobile objects. With the widespread use of robust smartphones, context-

awareness has emerged as a key requirement for the success of mobile social

applications, changing the way that users represent or obtain their interests.

This adaptation in the way that users register and share their interests can

be used anytime and anywhere by requesting location-based services.

Figure 1.1 introduces the research concept of Location-Based Social Net-

works (LBSN’s). As we can see, three users visit locations in a certain region,

registering their locations with mobile devices (e.g. Tablet, Smartphone).

Therefore, each user will generate his/her trajectory if we sequentially asso-

ciate the locations with time. Taking into account all trajectories generated,

we are able to find the location graph, based on the links between locations.

In addition to the location graph, these users are related to a social network

graph, which is generated based on the social connection between users.

In the location graph (demonstrated in the bottom-right of Figure 1.1),

each point represents a location and the edge between two points denotes

that a user have visited two locations in the trajectory. With these edges,

we can define a weight for each relation, which represents the correlation

strength between two locations connected by the edge [11]. In the social

network graph (presented in the top-right of Figure 1.1), each node is a user

and the edge between two nodes represents the social connection between
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Figure 1.1: Overview of Location-Based Social Networks.

two users. Similarly to the location graph, we can represent the connection

strength between two users based on the spatial similarities of them.

The fusion of these graphs provides the spatial and social data, which are

the principal requirement for designing location-based social networking ser-

vices. Making use of these data, LBSN’s provides intelligent services, taking

into account the social network correlation and location correlation. For in-

stance, with a proactive LBSN service, the user can receive a message or alert

from a service provider, noticing that a friend in his/her social network (e.g.

Facebook, LinkedIn) passes close to his/her home each Monday and Friday to

go from home to work between 09:00 AM and 10:00 AM.

Additionally, with these graphs, LBSN explores the users’ interests in

terms of social relations and locations in order to provide service for a large

number of applications. Some examples of applications are presented as fol-

lows:

• Searching: Location-based search applications provide a robust inter-

face to the Web, which allow users to handle and request search results

in an intuitive way, by focusing a query on a specific geographic re-

gion. Location-based search technologies have recently received signif-
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icant academic attention, as well as there has been a noteworthy issue

for commercial interests, for example:

– Making use of users’ locations, LBSN applications allow to find

a skilled person based on the knowledge that he/she has about

a specific region. For example, we can use a social network to

find skilled friends (who know about a specific location where they

have been) in order to obtain touristic suggestions about museums,

restaurants, parks and others.

– Social networks platforms provide different manners to receive a fa-

vorable mention about a specific place (e.g. button “Like” on Face-

book). With this solution, LBSN applications are able to find most

popular places of user’s friends in a certain region. For instance, a

user would like to know what is the most popular Italian restaurant

in Grenoble according to his/her friends’ indications in the social

network. Hence, taking into account the number of “Like” for each

Italian restaurant in Grenoble, the user could receive a ranking

from the most to the less popular restaurant.

• Similar interests: Social network platforms started the idea for cre-

ating groups of interest. Facebook and MySpace named “Groups” and

Orkut called “Communities”. This feature connects users with similar

interests in social networks. With this feature in mind, LBSN applica-

tions have been implemented to recognize similar interests between users

and automatically create groups of interests. Ipoki1, Google Latitude2,

Carticipate3 and Daily Places4 are the most knew LBSN applications.

The following points show other examples of LBSN applications based

on similar interests between users.

– Human location history can reveal habits and interests, making

possible the identification of users’ daily routines. Therefore, users

who have similar daily routines can share common activities (e.g.

carpooling solutions). When similar interests between users are

1ipoki.com
2google.com/latitude
3carticipate.com
4dailyplaces.com
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recognized, both users can receive alerts of possible places to find

friends. [14], [15] and [16] present three different approaches to

identify similarities between users inferred from their location his-

tories.

– Making use of user similarities inferred from locations, we can cre-

ate groups of interest in order to assist in the execution of similar

activities, like going to the cinema. Hence, a user can easily start a

group action (e.g. buy tickets at a group price), by alerting his/her

appropriate friends in the social network.

• Recommendation: Although the introduction of the two previous

groups of LBSN applications, all the enriched data generated by them

can be applied and extended in this classification. Recommendation

systems have been studied as a solution to “predict” or “recommend”

information based on the user history. In general, the approaches in

this area focus on personalized recommendation, which the information

is recommended according to the user’s past behavior. However, in

LBSN applications, the information is frequently recommended taking

into account the past behavior of a similar group of users. We present

some examples of recommending applications in location based social

networks [11]:

– In [16], the authors propose a user-based collaborative filtering. In

summary, they assume the existence of a scenario where the similar-

ity between each pair of users is incorporated into a collaborative

filtering model. They intend to organize a personalized location

recommendation system, which allows to perform locations match-

ing and find user’s preferences. The main feature is related to the

participation of similar users, who vote in a similar manner on sim-

ilar items. Therefore, with the use of collaborative filtering [17][18],

they identify similarities between users and items. Consequently,

recommendations can be sent to users with similar interests. For

example, if two users are friends in the social network and they

have similar behaviors in their location histories, the recommenda-

tion system can send an alert to one user about a near place where

the other user has already been.
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– User-based collaborative filtering can be affected when the number

of users increases in the system. It occurs due to comparison of

each pair of users, increasing the processing time and decreasing

the performance. As a continuation of this work, [19] and [20] ad-

dress their researches by proposing a location-based collaborative

filtering. Since we have the limited geographical space, this model

is more practical for a real application. That is possible because

the comparison is performed between locations based on users’ his-

tories. The authors state that the main challenge is how to embody

a user’s behavior to the location-based model.

– In general, tourists would like to receive a maximum amount of in-

formation before traveling to an unknown city. In [14], the authors

introduce a data mining solution for finding the most interesting lo-

cations in a city as well as some possible travel sequences among lo-

cations. The data mining process is performed based on the friends’

location history in order to recommend relevant information.

– Taking into account that users want to know about the route condi-

tions to go from a departure position to a arrival position, a LBSN

application can use location histories of friends in social network

to recommend trip plans for users, by observing specific days of

the week as well as according to the time of the day. In [6][21],

the authors present two different issues for travel planning. The

authors make a trip plan in terms of the knowledge learned from

many users.

– Another interesting way to use LBSN applications for recommend-

ing information was introduced by [22]. They show two different

points of view to recommend information through the relation be-

tween location and activity. On the one hand, the recommendation

is done for the most popular activities that can be performed in a

given location. On the other hand, the application can recommend

the most popular locations for executing a given activity. These two

points of view for recommendation systems based on LBSN services

led the development of a large number of LBSN applications.

In spite of the existence of several solutions in terms of LBSN applications,

this new research area also brings scientific challenges related to traditional
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and new problems involving social networks, mobile computing technologies

and spatial data representation. These challenges can be classified according

to the following groups:

• Virtual communities x Real communities: We have noticed that

social network platforms could make use of context-aware mechanisms

in order to improve social contacts in real communities [23]. We argue

that these virtual platforms should be based on users’ daily routines

to increase social interactions among mobile users in real communities.

Therefore, the main challenge is related to the definition of the relation-

ships between users of social networks.

• Raw data x Reasonable data: The capability to capture a sequence

of positions is the starting point of managing movement in LBSN. How-

ever, the statement of a structured approach of data is the key for mak-

ing reasoning based on trajectory in order to fill the gap between raw

data and reasonable information for designing a LBSN service. Indeed

many applications need a more structured recording of movement and

semantics, e.g. as a temporal sequence of journeys, each one occupying

a time interval in the object’s lifespan and taking the object from a de-

parture point to a destination point [24]. Therefore, after obtaining the

social network and location graphs, modeling data becomes necessary

for important operations, such as: i) to indentify patterns between two

or more correlated users; ii) to query information about friend in the

social network; iii) to optimize intelligent transport systems and reduce

pollution from vehicle emissions (e.g. motivating users to use car pooling

alternatives based on the routes used to their friends). In summary, the

main challenge is related to provide reasonable data, taking into account

the semantics of data.

• User interests x Connecting strength: As a social network should

reveal a large number of user interests, the location becomes only an ad-

ditional feature of the user, but also important information in a LBSN.

Besides the location, the presence of annotations, videos and photos can

be used by LBSN services to increase the connecting strength between

two users. However, this connecting strength in a LBSN depends on

the information provided by other graphs, linking them with the graphs
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presented in Figure 1.1. Hence, the correct definition of user profiles

may facilitate the association between user trajectory and context infor-

mation.

• Points of Interest (PoI) x Properties of data: In general, PoI is

a location about which information is available. PoI can be represented

by an identifier containing a set of coordinates or a three-dimensional

model of a building with names in different languages, information about

opening hours, and the address. While the PoI data model is an impor-

tant starting point for the data representation, the relation between data

at various abstraction levels is still a challenge. For instance, the data

model has to be able to answer a query with exact knowledge of the

data abstraction level, as well as to compute representations of differ-

ent types of data, taking into account each abstraction level. The data

model helps the classification of spatial knowledge based on points of

interest (e.g., bakery, apartment, campus), spatial relations (e.g., near

my apartment) and geographic entities (e.g., Grenoble). Therefore, it is

important to design a robust data model for describing the spatial en-

vironment and the contextual data, taking into account their different

abstraction levels.

In addition to these challenges, we identify other significant research issues

in location-based social networks, such as privacy, quality of information and

streaming databases. Researchers have explored these points, but they will

not be extensively discussed in this thesis.

Taking into account these recent progresses and the mentioned challenges

involving location based social networks, we have focused our work to provide

a layer of services able to fill the gap between data acquisition and enriched

data application (see Figure 1.2). While studies in context-aware systems have

reached sufficient maturity, in location-based social network and especially in

mobile social networking applications, where no correlated data is directly

assumed, many issues and questions are still open. It occurs mainly due to

the recent combination of different research areas, such as social networks,

location data management and mobile computing technologies. However, for

the same reasons, the objective of developing a layer of services for mobile

social networks is, at the same time, challenging and stimulating, since we
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Figure 1.2: Context of our layer of services.

have to deal with the combination of personal interests as well as an extreme

setting characterized by a large number of data.

The rapid increase of diverse kinds of space-associated data, such as mea-

surements from mobile sensors, GPS tracks, or georeferenced multimedia pro-

vides prospective sources of useful knowledge and information. These data

require scalable methods of analysis, which need to consider the particular

features of the geographical space, such as heterogeneity, diversity of charac-

teristics and relationships, spatio-temporal autocorrelation. In parallel, the

frequent activities of multiple users in social networks enable us to extract

collective social knowledge that provides enriched information based on user’s

interests to be associated with particular features of the geographical space.

Figure 1.2 shows these two data sources in the bottom level of our research

context.

3 Thesis contribution

In this thesis, we present LIDU: a Location-based approach to IDentify sim-

ilar interests between Users in social networks (see Figure 1.2). Since we

observe the necessity to increase social interactions in real communities and

the large widespread of smartphones and social networks, we propose a layer
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approach for location-based social network based on user’s daily routines. The

key idea is to offer a service layer that allows to capture, store and process

users’ daily routines in order to find similarities between multiple user trajec-

tories and near points of interests between two or more users. Firstly, we use

smartphones and their sensors to capture users’ daily routines and context

information. Secondly, all information is transferred and stored in a relational

database located on a server application. Finally, we use a trajectory cor-

relation algorithm to find the similar interests among two or more friends.

Therefore, the main contributions of this thesis is classified in three parts:

• The first and general contribution of this thesis is associated with the de-

signing of a flexible multi-layer data model for mobile social applications

based on Points of Interest (PoI). We propose a conceptual model to be

adaptable and acceptable to a set of generic features as well as to assist

developers in designing solutions with the inherent complexity of tra-

jectory semantics. Besides that, we show how our trajectory modeling

could offer mobile social applications with direct support for trajecto-

ries. Therefore, this data model makes available two main contributions,

which are: i) the analysis of requirements for mobile social applications

according to their data representation; ii) the proposal of a multi-layer

data model to support the knowledge of trajectory semantics.

• A second and intermediary contribution is related to the study and em-

ployment of the capabilities provided by clustering algorithms to analyze

user trajectories and extract relevant information from them. Our ap-

proach has focused on clustering and aggregating multiples trajectories

generated by the same user in order to identify habits or interests. Based

on each user interest, we find similarities between multiple user trajec-

tories. Consequently, the near points of interests between two or more

users are identified. The use of clustering algorithms in our approach

provided important avenues for providing services to Location-based So-

cial Network (LBSN) applications.

• The last and most specific contribution is linked to the designing of a

correlation algorithm to identify similar interests between users. While

there has been an increase in virtual communities (e.g. facebook, twitter,

others), we can use this source of knowledge to increase the number
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of social interactions in real communities. We have noticed that social

network platforms do not make use of correct context-aware mechanisms

in order to improve social contacts in real communities. Therefore, this

correlation algorithm considers that these platforms should be based on

users’ daily routines to increase social interactions among mobile users

in real communities.

In summary, we have been always motivated to offer a reasonable and use-

ful source of knowledge and information to system designers and developers.

Nevertheless, we know that these solutions require a scalable data represen-

tation in terms of points of interests, which need to consider the particular

features of the geographical space, such as heterogeneity, diversity of charac-

teristics of relationships, and spatio-temporal autocorrelation.

4 Thesis outline

In the second chapter, we introduce the context of movement representation

and its main features. After that, we present a conceptual view on moving

object trajectories, which brings the necessary support to understand and

analyze spatio-temporal data. We point out a review of the state of the

art involving similarity analysis of moving object trajectories, in the context

of spatial, temporal and spatio-temporal resemblance. Finally, we give an

overview of the main challenges related to frequent problems in analyzing

dissimilar trajectories as well as some solutions to solve these problems.

In the third chapter, we focus on the context of clustering methods as a

promising solution to identify trajectory patterns of individual and a group

of moving objects. We address our attention on spatio-temporal clustering

methods to find trajectory patterns of moving objects in geographic spaces.

We present a review of the state-of-the-art of existing spatio-temporal clus-

tering approaches, by showing the application of these algorithms in different

scenarios.

In the fourth chapter, we present the conceptual definitions of social net-

works and their virtual communities. Next, we introduce the main definitions

of points of interests according to the representation specified by W3C PoI

working group [3]. After that, we show other concepts of points of interest

that have been used in some approaches. Finally, we introduce the current
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works in this area as well as we show the main concepts and definitions related

to LBSN’s.

In the fifth chapter, we introduce our location-based approach to identify

similar interests between users in social networks (LIDU). The key idea is

to provide a layer of services to acquire daily routines in order to find near

points and, consequently, increase social interactions in real communities. We

also present a flexible multi-layer data model for mobile social application

context based on Points of Interest (PoI). Besides that, we discuss how our

trajectory modeling could offer mobile social applications with direct support

for trajectories. Next, we present an algorithm to execute the trajectory

correlation process based on Minimum Bounding Rectangles (MBRs) and the

Hausdorff distance (HausDist) for finding spatial similarities. Furthermore,

we used Parzen-window technique to identify similarities between temporal

data.

In the sixth chapter, we present the evaluation of our approach in different

scenarios. We start showing the implementation of our mobile application,

which acquires trajectory data and context information of users. Next, we

show the results obtained in the evaluation of the OPTICS algorithm to dis-

cover the best representative trajectory of each user, which determines the

user’s daily routine. Finally, we introduce the results of our trajectory cor-

relation algorithm, which finds similarities between multiple user trajectories

based on each user preference and PoI. The results demonstrate that the near

points of interest between two or more users can be identified. Therefore, we

conclude that our research provides interesting avenues for exploring Location-

based Social Network (LBSN) applications.

Finally, the last chapter introduces the final conclusion of this thesis and

presents the avenues for exploring LBSN services.
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A spatial trajectory can be defined as a trace generated by a moving ob-

ject in a geographical space, which is represented by a sequence of geospatial

coordinate set and a timestamp [11]. Sharing of trajectory data has increased

over the last years due to the availability of sophisticated Web and mobile

applications (including social networks). For instance, users can easily record

and share their trajectories over time based on their daily trips.
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While the capability to capture and record a sequence of positions is the

starting point of managing movement, designing an application based on tra-

jectory data requires a structured and well-defined data representation. In-

deed many applications need a more structured recording of movement and

semantics, e.g. as a temporal sequence of journeys, each one occupying a time

interval in the object’s lifespan and taking the object from a departure point

to a destination point [24]. Moving objects can represent vehicles delivering

posts within a given region, migration of animals, and a person that goes from

home to work and back everyday.

Moving object trajectories are complex entities that combine unprocessed

movement features (when and where the moving object is) with a diversity of

semantic data, which determines a specific knowledge. The semantic data is

needed to support a significant understanding of the moving object trajectory,

such as a user’s daily routine. Hence, a data representation of moving object

trajectories has to provide facilities to save, maintain and operate queries

about spatial, temporal and enriched information in the database [25] [26].

In this way, a data model is a representation of a set of information, which

the data are semantically related. A data model provides an easy way to ma-

nipulate trajectory data, to use structured query languages, to specify profiles

through movements, to create and compare profile groups, and others. In ad-

dition, it is important to consider a diversity of semantic data that enriches the

knowledge on these trajectories. Therefore, the definition of a data model as-

sociated with trajectories is an important step to design an application based

on moving object trajectories.

Making use of these data, the analysis of movement data can be performed.

The similarity analysis of moving object trajectories has been one of the most

important research topics when we consider the study of movement. In the

last years, the number of approaches involving the identification of similarities

between trajectories has grown significantly. In general, the approaches have

focused on similarity analysis based on spatial, temporal and spatial-temporal

information in order to find similar features of moving object trajectories.

All things considered, we start this chapter by introducing the context

of movement representation and its main features. After that, we present

a conceptual view on moving object trajectories, which brings the necessary

support to understand and analyze spatio-temporal data. Along this line,

we point out a review of the state of the art involving similarity analysis of
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moving object trajectories, in the context of spatial, temporal and spatio-

temporal resemblance. Finally, we give an overview of the main challenges

related to frequent problems in analyzing dissimilar trajectories as well as

some solutions to solve these problems.

1 Movement representation

The study of moving objects has led to important advances in many fields such

as transportation security administration, computer networks, recommender

systems, weather forecasting, etc. Moving objects is generally defined as the

continuous evolution of a spatial object over time, all along the lifespan of

the object [27]. This characteristic related to continuous change in positions

makes the data analysis more complex than static objects in different aspects,

mainly when it involves the study of similarities among spatial objects.

Guting et al. support the approach of moving regions, which allows for

example recording the changing geometry of pollution clouds and flooding

waters [28]. In other words, the geometry of a moving object can be of any

spatial type and is defined by a function from a temporal domain to a range

of spatial values [24]. Therefore, the size or feature of a moving object affects

in several aspects the study of moving objects.

In the spatio-temporal context, we may consider as an example the ob-

servation of an airplane that is disjoint with a hurricane at a certain instant,

and later it goes in direction to the hurricane, and finally locates inside the

hurricane. This relationship between these two moving objects is generally

named as enter [29]. A second example is related to the study of a moving

object that changes its position in a free movement space, such as the bird

migration tracking. On the other hand, the spatial constraint networks come

as a third example of the study of moving objects. Normally, this last study

corresponds to the analysis of moving objects (e.g. cars, trucks, buses) that

travel in routes.

While the features (e.g. shape, speed, dynamicity) of a moving object can

affect in the movement analysis, the identification of the geographic space is

also an important step to design the services that will be provided. On the

one hand, there is the unconstrained space, which the moving object does not

have constraints to move from a position to another (e.g. birds in the sky). On
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the other hand, we have constrained spaces, where the moving objects have

limitations to move from a position to another (e.g. cars in road networks).

Since the geographic space is defined, two other features have to be well defined

and represented: the position (space and time) and the movement.

A moving object position is defined according to the reference related to

space and time. In other words, the space where the moving objects progress

can be geo-referenced or not. Geo-referenced objects move in a geographic

space, such as vehicles, animals and people. However, non-geo-referenced

objects perform movements in no geo-referenced spaces, for example, a pen

rolling over a paper surface [30]. In general, a point (p) represents the geo-

graphic position in a specific space is and the coordinates are planned taking

into account the selected reference. Therefore, the coordinates can be denoted

in different forms, for example: geographic (World Geodetic System - WGS84

[31]); Cartesian reference system; and in terms of (latitude, longitude).

The time, similarly to the space reference, has to be defined according to

a reference system. To better understand the time reference, we give a brief

explanation about absolute time and relative time. Absolute time (Atime)

is based on the Coordinated Universal Time (UTC), which is the primary

time standard by which the world regulates clocks. Relative time (Rtime) can

be determined by the elapsed time between two absolute times. Hence, the

association of a point (p) in the space and the absolute time (Atime) represents

the position of a moving object.

Once space and time are described in order to represent a moving object

position, we can start our explanation about movement representation. As

previously mentioned, understanding of movement has noteworthiness in sev-

eral areas of science, such as biology, transportation engineering, meteorology,

sociology, and others. In the geographic domain, movement is defined as a

change in location of a moving object over time, while the object maintains

the same identity [32] [30].

The identification of the movement characteristic is an important step to

represent a movement, taking into account the nature of change. Table 2.1

shows the types of changes and their respective characteristics in a geospatial

context [33].

Temporal properties are also represented by different characteristics of

change, which are birth, movement and death [34][35]. Therefore, a behavior

of a moving object can be determined taking into account all these represen-
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Changes Characteristics Examples

Location Movement Trajectory movement of a

person

Existence/ non-

existence

Appearance/ disap-

pearance

The existence of a road and

its non-existence

Attribute Increase/ decrease Acceleration of a vehicle

Geometric Expansion/ contrac-

tion/ deformation

Change in shape, size or ex-

tent of a region

Identity Transformation Change from one character-

istic to another, e.g.: forest

to grassland

Table 2.1: The types of change and their respective characteristics in a

geospatial context.

tations and definitions previously presented.

The authors in [36] have addressed their researches in the aspects that can

affect the behaviors and features of moving object movements. They classify

these aspects in four categories: aspects of space; aspects of time; aspects in-

volving the activities of moving objects; and aspects involving diverse spatial,

temporal, and spatiotemporal circumstances. These aspects are explained as

follow:

• Aspects of space: This first classification is composed of different

types of aspects, which are: the accessibility in terms of distance, roads

and availability; presence of objects at a specific location (e.g. buildings,

trees and other objects); the physical surface situation (e.g. land, forest,

water); the elevation and/or quality of the terrain; the use of the location

for a certain type of activity (e.g. industry, agriculture or service); and

the sense meaning of a place for a moving entity (work, home, school).

• Aspects of time: comprises temporal routines, such as daily, weakly

and monthly; statement of conventional activities (e.g. working day);

and physical features (e.g. duration of daylight).

• Aspects involving activities of moving objects: This can indicate

the individual characteristics, such as gender, age, occupation and ed-
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ucational level; types of moving objects (e.g. vehicles, bike, animals);

geographic space constraints (constrained or unconstrained); purpose

and/or causes of movement; and activities executed during movements.

• Aspects involving diverse spatial, temporal, and spatiotempo-

ral circumstances: these last aspects involve the information about

rush hours (e.g. from work or shopping centers); and the influence of

weather, traffic news, and others.

[37], [38] and [39] have brought these aspects in different ways. They

classify the behavior of a moving object only in two aspects. The first one is

related to the visible aspects at a certain instant of time, such as the speed,

the position, acceleration, direction, and others. The second aspect is directly

linked to the relative measures in time intervals, for example, rotation angle

and relative speed.

Based on the discussion of movement representation, in this thesis, we

consider a moving object as a mobile user in an urban center. Besides that,

we are interested to analyze changes of locations in a geospatial context (see

Table 2.1). Therefore, we bring these general definitions and concepts in

our scenario, always respecting their stable and solid characteristics. Finally,

we address our approach in the aspects related to trajectory data, which is

discussed in the following section.

2 Trajectory representation

Several approaches address their researches in the analysis of spatial and tem-

poral aspects of moving objects in order to define the conceptual model of

a trajectory. A trajectory can be defined as a trace registered by a moving

object in a geographical space. It is generally illustrated by a sequence of

ordered points (p), which each p is composed by geographic coordinates and

timestamp such as p= (x, y, t)[40][41]. Based on this definition, Spaccapietra

et al. describe a trajectory as the user defined record of the evolution of the

position (perceived as a point) of an object that is moving in space during a

given time interval in order to achieve a given goal [24]. These same authors

declare that the key to a growing number of applications is associated with the

analysis of trajectory data, focusing on the understanding and management
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Figure 2.1: Path and trajectories of an ongoing moving object, repre-

sented by spatio-temporal information.

of complex events that involve moving objects (e.g. city traffic management,

worldwide courier distribution, similar interests between users). Therefore,

the study of trajectory representation has evolved over the last years.

In [40], the author proposes a trajectory data representation, derived from

the user activity, to typify the movement of a moving object. A historical

overview of the evolution of space and time representation in terms of users

trajectories was presented in [42]. These two works brought an understandable

way to associate space and time with a trajectory, facilitating the creation of

other approaches of trajectory representation.

Two other approaches have been proposed by [43] and [44], focusing on

the trajectory representation based on geospatial lifelines. In other words, the

trajectory representation is modified taking into account the detail level that

is being executed. This basically means that the representation derives from

time intervals that a moving object stays in a certain space.

When we observe the representations of moving objects and trajectories,

we can clearly distinguish some interchangeable definitions. Therefore, before

starting the discussion about trajectory similarities of moving objects, we

introduce some differences between these two representations. In the case of

moving object, the position records derived from time and space functions are

directly related to the whole lifespan of the object. Furthermore, a trajectory

is associated with a particular time interval included in the object lifespan.

Figure 2.1 helps to understand these differences.

Figure 2.1 was initially presented by [24]. It shows the path of a moving

object, which is composed by a set of trajectories. Hence, we conclude that a
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moving object can generate many trajectories during its lifespan. For example,

a person that goes from home (instant t0) to work (instant t1), generating the

first trajectory (Traj1). After that, the user goes from work (instant t2) to

a restaurant (instant t3), he eats and goes back from the restaurant (instant

t4) to work (instant t5). With this in mind, the moving object continues to

register his path with many trajectories during its lifespan.

The representations of moving objects and trajectories provide some fa-

cilities to understand and analyze spatial-temporal data. Besides that, we

can obtain enriched information about users’ interests from their trajectories.

As the matter in question of this thesis is to compare trajectory similarities

of moving object, the following section introduces some related work in this

subject.

3 Trajectory similarities of moving objects

In the literature, the use of similarity algorithms is generally related to the

comparison between two objects. However, it is important to find the most

relevant information that will be analyzed in order to identify the similarities

between them. In general, this most relevant information is specified accord-

ing to its application [45]. Likewise, [46] and [47] have introduced two groups

of processes for facilitating the discovery of main information to perform sim-

ilarity analysis. These two groups are classified as follow:

• Partial analysis of similarities: Supposing that only some features

of two objects are similar, we need to discover what are these features

and analyze the similarities between them.

• Complete analysis of similarities: In this group, the two objects are

compared as a whole.

These processes of partial and complete analyses can be explored in terms

of distances between trajectories of moving objects. Trajectories, as previously

explained, can be used for simple and complex analysis and applied in different

domains. For example, taking into account the existence of locations histories

of two users, we can estimate the similarities between them. Therefore, we

are able to extract user’s interest derived from spatio-temporal information as

well as to identify similar interests between these users.
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In [35], the authors address the research in the analysis of similarities in

dynamic behavior of moving objects. The main motivation is associated with

the development of a conceptual and methodological framework for identifying

similarities from trajectories of moving objects by performing a quantitative

analysis. These authors indicate some research questions, which they consider

an important step for analyzing and classifying the movement behavior of

various moving objects. These questions are presented as follow:

1. Assuming the existence of different types of moving objects in space and

time, how similar is the movement of these moving objects?

2. Once the authors are trying to simulate movements of particular objects

in the space, they ask the question: how similar are artificial simulated

proxies to the corresponding moving objects of reference?

3. Indeed, in terms of movement, how to define similarity between move-

ments as a relevant measure to any kind of moving object? Besides

that, how to automatically identify spatio-temporal similarities between

trajectories of moving objects?

4. Taking into account the movement prediction, what are the main bene-

fits obtained from similarity analysis in order to predict movement under

different circumstances? Furthermore, how to recognize if objects with

similar characteristics perform similar behaviors in a specific situation?

We can observe in this example that the use of questions is important

to identify possible requirements according to the application requirements.

Once they receive the answers for these questions, they are able to figure out

some of the needed information for identifying similarities between objects.

Taking into account the discrete and continuous flow in migration maps [48]

as well as the functional view of a data set [49], Andrienko and Andrienko have

proposed the concept of derivative movement characteristics in [36]. With

this concept, the authors show that several movement characteristics can be

derived from the positions of moving objects at different time instants in

order to help the designing of visual analytics methods for massive collections

of movement data.

Firstly, they have defined some movement features for a group of moving

objects, which they named the Momentary Collective Behavior (MCB). MCB
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Figure 2.2: The Momentary Collective Behavior (MCB) at a single time

instant.

exists when the movement of a set of moving objects (MO) occurs at some

single time instant (ti) (see Figure 2.2). Making use of the characteristics

of a MCB, the authors can measure differences and similarities of moving

object behaviors at different time instants or among different groups of moving

objects.
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Figure 2.3: The Individual Movement Behavior (IMB) of a specific mov-

ing object.

In addition to that, the same authors have proposed a definition to rep-

resent a single movement over time of a moving object, called the Individual

Movement Behavior (IMB) (see Figure 2.3). The features related to an IMB
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are directly associated with its own characteristics, which are: the entire dis-

tance traveled; the path, or trajectory, recorded by the moving object in the

space; the change of direction and speed; and the vector derived from the

object movement (e.g. orientation from initial to final position). With two

IMB’s we can compare the similarities between different moving objects as

well as between different time intervals of the same moving object at different

time intervals.

A third group of behavior was called Dynamic Collective Behavior (DCB),

which provides some facilities to analyze movement features of multiple mov-

ing objects over a time interval (e.g. many time intervals). The key idea is to

offer an easy description of movement data for all moving objects during the

referred time interval. Therefore, the analyst is able to compare the similar-

ities and differences between DCB’s, for example: different groups of moving

objects during the same time interval or during different time intervals; and

same group of moving objects during different time intervals [36].

In the last couple of years, the number of approaches involving the identi-

fication of similarities between trajectories has grown significantly. In general,

the approaches have focused on similarity analysis based on spatial, temporal

and, most recently, spatial-temporal information in order to find similar fea-

tures of moving object trajectories. We explain in more detail some of these

approaches in the following sections.

3.1 Similarity analysis based on spatial Information

Several works have focused on the analysis of spatial similarity by observ-

ing the geometric characteristic of linear objects. This manner to analyze

similarities has been widely applied in visual analysis, artificial intelligence,

cartography and pattern recognition. Formally, similarity analysis based on

spatial information is usually applied to determine spatial similarities (e.g.

distance) between two geometric objects (e.g. trajectories of moving objects).

In the literature, different algorithms for computing distance have been

proposed in order to find similarities between linear objects. We start by in-

troducing a proposal that offer a method to compute average distance between

two lines [50]. The computation of average distance is performed by dividing

the total surface of dislocation by the size of reference line. The surface is

obtained by linking the departure and arrival points of each line. To better
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understand the concept of surface and reference line (L1) we show Figure 2.4.
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Figure 2.4: Surface representation between two lines.

The computation of average distance is an easy way to obtain derived

information based on the spatial variation between two lines (or trajectories)

[51]. However, the use of that information alone is not enough to obtain

information about the similarities between two lines. A well-known technique

to solve this problem is computing the maximum distance between two lines,

as proposed in [52].

3.1.1 Hausdorff distance

The Hausdorff distance has been widely used and discussed when we talk

about spatial similarities between linear objects. This technique computes

the maximal gap between two lines. By definition, the Hausdorff distance is

generally used to find similarities between two sets of points (e.g. trajectories)

[52] [53]. Using this measure, a line (L1) is considered similar to another line

L2 iff every point in L1 is close to at least one point in L2. Conventionally, the

Hausdorff distance HausDist(L1,L2) is computed by the Max-Min distance

from L1 to L2. Figure 2.5 illustrates two examples of Hausdorff distance,

HausDist(L1,L2) and HausDist(L2,L1).

The HausDist(L1,L2) and HausDist(L2,L1) distances, presented in Figure

2.5, are computed based on Equations 2.1 and 2.2, respectively.

HausDist(L1, L2) = Max
p1∈L1

(

Min
p2∈L2

(dist(p1, p2))

)

(2.1)

HausDist(L2, L1) = Max
p2∈L2

(

Min
p1∈L1

(dist(p2, p1))

)

(2.2)



3. Trajectory similarities of moving objects 37

!"#

!$#

%#

&#

'#
(#

)#

*#+#
,#-#.#

!"#$%&$'()*+),-./.0&$'(0+1-.

0&$'(2+3-.

0&$'(4+5-.

0&$'("+6-.

0&$'(7+8-.

(a) HausDist(L1,L2).

!"#

!$#

%#

&#

'#
(#

)#

*#+#
,#-#.#

!"#$%&$'()*+),-./.0&$'(1+2-.

0&$'(3+4-.

0&$'(5+6-.

0&$'(7+"-. 0&$'(8+2-.

(b) HausDist(L2,L1).

Figure 2.5: Hausdorff distance between two lines.

Based in these two equations, we use p1 for representing a point in L1 and

p2 as a point in L2. Additionally, dist(p1, p2) and dist(p2, p1) are functions to

determine the distance (e.g. Euclidian distance (Section 3.2.2)) of a point in

a line with another point in the other line. Therefore, with Equations 2.1 and

2.2 we can compute the total HausDist according to Equation 2.3.

HausDist = Max

(

Max
p1∈L1

(

Min
p2∈L2

(dist(p1, p2))

)

,Max
p2∈L2

(

Min
p1∈L1

(dist(p2, p1))

))

(2.3)

Although the Hausdorff distance is widely used in a significant number of

algorithms, researchers found some problems involving the method to compute

the distance between two linear objects. While the Hausdorff distance is a

relevant measure in many applications, Figure 2.6 shows an example where it

does not work very well.

Figure 2.6(a) shows the first problem. The authors of [54], [47] and [55]

declare that the main reason for this problem is directly related to the course

of curves. In other words, Hausdorff distance only considers the sets of points

on both curves and does not indicates the course of the curves. The course

of curves is an important feature in some applications, for example, in hand-
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(b) Problem involving the distance between

two lines with different sizes.

Figure 2.6: Hausdorff limitations.

writing recognition.

Another problem involving the efficiency of Hausdorff distance was pre-

sented in [56]. It is associated with the maximum distance of a last point in

comparison to another point when the lines have some differences (see Figure

2.6(b)). As we can observe, the final point of L2 finds the final point of L1,

but they are very far.

The Hausdorff distance is the technique adopted in our approach, which

covers the main requirements of our approach. However, there are other dis-

tances techniques widely used in terms of similarity analysis. These techniques

are presented in the following sections.

3.1.2 Fréchet distance

Although the Hausdorff distance is a well-known example, one of the first

methods to compute the distance between two lines was the Fréchet distance

[57][58][59][60]. To better understand the Fréchet distance we present the

traditional example of the dog and the man. Supposing that we have two

lines (L1) and (L2). Now, we assume that the man walks from the first point

to the end point of L1, and the dog walks from the first point to the end point

of L2, with the man holding the dog by a dog’s leash. The man and the dog

try to walk closely and continuously ( it is not allowed to go backward ), each

one with its own speed. Therefore, the Fréchet distance between L1 and L2

is the minimum leash length needed. By definition, if we have dist(p1, p2) as

an Euclidian distance between two points p1 and p2 in the plane, then we can
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compute the Fréchet distance between L1 and L2 by

FrechetDist(L1, L2) = Min
f :[0,1]→L1,g:[0,1]→L2

(

Max
t

(dist(f(t), g(t)))
)

, (2.4)

where f and g are non-decreasing functions defining the positions of the man

and the dog in each curve at every instant [61].

In general, Fréchet distance is divided in three groups, which are continu-

ous Fréchet distance [62] [54], discrete Fréchet distance [63] and partial Fréchet

distance [64].

Continuous Fréchet distance

The continuous Fréchet distance is a measure for matching two-dimensional

polylines, but it is not a quite easy equation to compute. Assuming that E

is a Euclidean plane and that dist(p1, p2) is the Euclidean distance between

two points (p1, p2 ∈ E). Besides that, the first line (L1) is represented by the

continuous function f : [p1, p
′
1] → E and the second line (L2) is represented by

the function g : [p2, p
′
2] → E. Hence, the continuous Fréchet distance between

two lines is

FrechetDistcont(f, g) = Inf
α:[0,1]→[p1,p′1]
β:[0,1]→[p2,p′2]

(

Max
t∈[0,1]

(dist(f(α(t)), g(β(t))))

)

, (2.5)

where (p1, p
′
1, p2, p

′
2 ∈ R), (p1 < p′1) and (p2 < p′2). In [62], the authors pre-

sented the complexity to compute the continuous Fréchet distance between

two lines in the Euclidian space, which is O(s1s2log
2(s1s2)), where s1 and s2

represent the number of line segments in L1 and L2. Later, in [54], these same

authors reduced the bound to O(s1s2log(s1s2)).

Discrete Fréchet distance

Since a time complexity of O(s1s2log(s1s2)) can be quite high in practice,

in [63], the authors presented a simple dynamic algorithm to compute a dis-

crete Fréchet distance in O(s1s2). We explain about this algorithm following

the same example of the man with his dog, previously introduced in Section

3.1.2. In summary, the lines (L1) and (L2) are represented by a set of points:

L1 = {L1,1, L1,2, L1,3, ..., L1,k}

L2 = {L2,1, L2,2, L2,3, ..., L2,n}.
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We consider the scenario in which the man and the dog walk from the

first points (man = (L1,1)) and (dog = (L2,1)) along their respective lines, in

direction to the final points (man = (L1,k)) and (dog = (L2,n)). With this in

mind, we can obtain an ordered sequence of points, represented by (L1,i, L2,j).

Therefore, we can intuitively extract three situations based on the evolution

of the dog and the man in their respective lines:

• Case i = j, then both the man and the dog walk continuously together;

• Case i > j, then the man walks and the dog stays;

• Case i < j, then the dog walks and the man stays.

Each set of points also includes the end points of both two lines. Therefore,

the discrete Fréchet distance (dFd) between L1 and L2 is recursively computed

according to Equation 2.6 [65].

dFd(L1, L2) = Max

(

dE(L1,k,L2,n)

Min





dFd(<L1,1...L1,k−1>,<L2,1...L2,n>) ∀k>1
dFd(<L1,1...L1,k>,<L2,1...L2,n−1>) ∀n>1
dFd(<L1,1...L1,k−1>,<L2,1...L2,n−1>) ∀k>1,∀n>1





)

(2.6)

According to Equation, we have dE to represent the Euclidian distance

and < L1,1...L1,k−1 > and < L2,1...L2,n−1 > to symbolize the lines. Therefore,

this equation allows to recursively use dFd algorithm with these parameters.

This process is finished when the two lines are reduced to two points (<

L1,1 >,< L2,2 >). dFd is a interesting estimation of Fréchet distance (dF )

due to the approximation that is limited by the maximum distance among

two consecutive points of two lines (FreMaxDist) [63]. Consequently, we can

represent the relation between dF and dFd by:

dF (L1, L2) ≤ dFd(L1, L2) ≤ dF (L1, L2) + FreMaxDist.

In [65], we can find an example of discrete Freéchet distance between two

lines, where the first line contains 8 vertices and the second contains 7 vertices.

The authors generate two matrices (7x8). The first matrix presents the Eu-

clidian distance in which each value of a cell is the distance between L1,i, L2,j.

The second matrix contains the values from Fréchet distance. Based on the

results obtained in these two matrices, they are able to obtain the discrete

Fréchet distance between these two lines.
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Partial Fréchet distance

The partial Fréchet distance is another interest method to compute the dis-

tance between two lines. It was derived from discrete Fréchet distance and

introduced by [66]. The partial distance is very useful when a line L1 does not

match at some part with the other line L2. Figure 2.7 presents three cases

where partial Fréchet distance is applied.

(a) (b) (c)

Figure 2.7: Three examples for using partial Fréchet distance computa-

tion.

Firstly, Figure 2.7(a) illustrates a case where the use of partial Fréchet

distance is needed. In summary, the algorithm detects the partial homologous

line < L2,begin...L2,end > and it is computed. The result of the partial Fréchet

distance (dpF ) is equal to dFd(L1, < L2,begin...L2,end >).

In the second case (Figure 2.7(b)) is related to the distance between two

polygon borderlines. The first step to compute the distance is to define a

function T to represent polygon borderlines P1 and P2 into L1 and L2. For

processing this step it is important to compute the minimum dFd between L1

and L2. This process also allows to inverse the ordering of points. There-

fore, the discrete Fréchet distance between two polygon borderlines can be

computed [65].

The third case that applies the partial Fréchet distance algorithm is pre-

sented in Figure 2.7(c). As we can observe, this example illustrates a line

L1 close to a part of the polygon borderlines P2, which can be computed by

the algorithm of partial discrete Freéchet distance (dpF ). The process to com-

pute the distance is possible due to the combination between the two previous
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steps.

Besides Hausdorff and Fréchet algorithms, it is possible to find many other

approaches that use spatial information to perform similarity analysis between

objects. In [67], the authors investigate techniques to analyze linear objects

in a two or three-dimensional space. They focus on the extraction of some

features from video clips, animal mobility experiments or mobile phone us-

age. Hence, assuming that such data are affected by a significant amount of

noise, which degrades the performance of traditional metrics, they propose

non-metric similarity functions based on the Longest Common Subsequence

(LCSS). While these functions are robust to noise, they also provide an intu-

itive notion of similarity between linear objects by using a scheme of weight

in order to identify the similar portions of the sequences.

Another interesting proposal was presented in [68], where the authors in-

troduce a new distance function, called Edit Distance on Real sequence (EDR).

Similarly to [67], they aim the designing of a robust method to solve the prob-

lems involving data imperfections and noise. Now, we address our attention

to approaches based on temporal information to perform similarity analysis

between two linear objects. These last two approaches have applied temporal

functionalities that we must talk in the next section.

3.2 Similarity analysis based on temporal Information

The similarity analysis based on temporal information is an active research

area, which has also been employed in a large number of commercial and

academic applications. For example, time becomes an important element

for supporting decision analysis, computer integrated manufacturing, com-

puter aided design, geographic information systems, database management,

and others. Making use of temporal analysis, an analyst is able to construct

hypothetical situations to expect a future event [69] [70] as well as to define

an interest of a single or a group of moving objects[71] [11]. Therefore, in this

section, we describe four of the most used techniques of temporal analysis .

3.2.1 Dynamic Time Warping

Dynamic Time Warping (DPW) was presented in [72]. DPW provides an

algorithm for measuring similarities between two objects that evolve in time
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and recognizing the difference of evolution speed. Making use of this recog-

nition, it finds an optimal alignment between two time-dependent sequences,

adding some restrictions. Intuitively, we observe that the sequences have to

be warped in a nonlinear way in order to match each other. In general, DTW

has been applied in automatic speech recognition to compare speech patterns

[73]. In fields such as information retrieval and data mining, this algorithm

has been successfully used to automatically manage time deformations and

different speeds of time-dependent data.

We suppose that we have two lines L1 and L2, of length k and n respec-

tively, where

L1 = l1,1, l1,2, l1,3, ..., l1,k

L2 = l2,1, l2,2, l2,3, ..., l2,n.

In addition, it is defined Npair as the number of pair of positions and f(x) as

the temporal function, which is used to align the temporal sequences. Taking

into account these factors, the following definitions are determined:

f(x) = (f1(x), f2(x)) as a pair of positions to align, such as x ∈ [1, ..., Npair]

f1(x) ∈ [1, ..., k] such as f1(x) ≤ f1(x+ 1) ≤ f1(x) + 1

f2(x) ∈ [1, ..., n] such as f2(x) ≤ f2(x+ 1) ≤ f2(x) + 1,

where f1(x) and f2(x) are the representations of temporal indexes in L1 and

L2, respectively. Another element is the weighting function (w(k)), which

takes into account the correlation pattern between k and k−1. The increasing

occurs in the values of f1 or f2 as well as in both f1 and f2 at the same moment.

The weighting function allows increasing the sequence alignment by deny-

ing or authorizing the duplication or deletion of elements in the sequence.

Equation 2.7 shows the computation of dynamic time warping between two

lines (L1 and L2) [51].

dDTW (L1, L2) = min

{

Npair
∑

x=1

dist(f1(x), f2(x))w(x) (2.7)

A k-by-nmatrix is generated to align the two sequences, where the (ith, jth)

value of the matrix contains the distance dist(l1,i,l2,j) between the two points

l1,i and l2,j (e.g. Euclidian distance). Every matrix element (i,j) represents
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the alignment between the points l1,i and l2,j. Hence, the distance between

each element of (L1,i, L2,j) is computed by Equation 2.8.

dist[i,j] = dE(L1,i, L2,j) (2.8)

Having done that process, DTW algorithm completes the matrix by using

dynamic programming. Now it is possible to minimize the total distance

between the pairs of elements in checking each value in the matrix. Adding

some procedure to define the checking path can optimize this process. The

most important restriction is related to the path, which have to start in the

position corresponding to the pair of elements that initiated the sequence of

L1 and L2. The same limitation is applied to the final position of the checking

path.

An example of the DTW algorithm is showed in Figure 2.8. We have

two temporal sequences L1 and L2, where the pairs of positions are note

aligned. They are illustrated with the same temporal factor in middle graph

of Figure 2.8). Therefore, the DTW algorithm carry out the alignment in the

two temporal sequences according to the minimal path illustrated with black

points in the matrix of Figure 2.8. As we can observe in the last graph of

Figure 2.8, the ith position in the line L1 is aligned with the (i+2)th position

of the line L2.

Other approaches have been introduced based on the DTW approach. In

[74], the authors evaluate the efficiency of DTW algorithm in two sequences

with different sizes. They propose the use of reorganization methods and

techniques for increasing or decreasing the acceleration of local frequencies

in the temporal sequence. However, these techniques can change the natural

characteristics of each sequence.

Another improvement is associated with the use of a threshold to fix deter-

mine the maximum size of the checking path window. This method increases

the performance since the checking path process does not compute all posi-

tions in the matrix [75]. However, identifying the optimal value to define the

size of the window is not an easy task. Besides that, the problem involving

sequences with different sizes is not considered in this case.

In summary, different methods to check sequences can be applied in combi-

nation with DTW algorithm. These methods can have symmetrical or asym-

metrical characteristics and their own weights for the weighting function. A

study showing some possible weighting functions is presented in [72].
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Figure 2.8: Example of dynamic time warp between two lines (L1 and

L2).

3.2.2 Minkowski distance / (Lp − norm) distance

The Minkowski concept provides a parametric and adaptable distance func-

tion, which generalizes other distance functions used in the literature. The

main advantage of this concept is related to its easy application in different

cases of distance functions. Besides that, we may adapt the distance function

by modifying Minkowski parameter in order to contemplate the requirements

of each application.

The process to compute distances between elements can have different

representations and measures. For example, the characteristics of an object

can be represented by n variables that composes a vector H. As a result, we

can create two vectors Ha and Hb with equal sizes, where |Ha| = |Hb| = n

and

Ha = [ha,1, ha,2, ha,3, ..., ha,i, ..., ha,n]

Hb = [hb,1, hb,2, hb,3, ..., hb,i, ..., hb,n].

We can use several distance-based functions for computing the difference

between H1 and H2. Nevertheless, the function Minkowski (Lp − norm) is

recommended when the user is interested to compute distance between two
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vectors based on quantitative variables. Equation 2.9 presents this function.

d(Lp−norm)(a, b) =

(

n
∑

i=1

|ha,i − hb,i|
p

) 1

p

, such as p ≥ 1. (2.9)

Since we change the value of p to values greater or equal to 1, we obtain

other well-known distance functions. For example, if we set the value of p = 1,

we obtain the Manhattan distance function. Otherwise, when we change this

value to p = 2, we have the Euclidian distance. We can verify these functions

in Equations 2.10 and 2.11.

d(Manhattan)(a, b) =

(

n
∑

i=1

|ha,i − hb,i|

)

. (2.10)

d(Euclidian)(a, b) =

√

√

√

√

n
∑

i=1

(ha,i − hb,i)2. (2.11)

Another interesting distance function is obtained by the change of p, called

Chebychev distance. To obtain the Chebychev function we must to set p →

+∞. This function is presented in Equation 2.12

d(Chebychev)(a, b) = Maxi|ha,i, hb,i|. (2.12)

While we observe that the Minkowski (Lp−norm) distance can be applied

in a large number of scenarios and is adaptable to different types of scenarios,

we also know that Euclidian (p = 2) and Manhattan (p = 1) are the most

used function to compute distance between temporal sequences.

3.2.3 Edit distance

Formally introduced by Levenshtein in [76], the edit distance is frequently used

in the comparison of characters. Briefly speaking, it provides an efficient way

to compute the number of required operations to convert a set of characters

in another set. The following equation shows how the edit distance (Ed) is
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computed.

Ed(L1,1..i, L2,1..j) =























































i , if(j = 0)

j , if(i = 0)

Ed(L1,1..i−1, L2,1..j−1) , if(i, j > 0) ∧ (L1,i, L2,j)

1 +Min



















Ed(L1,1..i−1, L2,1..j−1)

Ed(L1,1..i−1, L2,1..j)

Ed(L1,1..i, L2,1..j−1)

, otherwise.

(2.13)

The three types of operations to compute the distance of Levenshtein are

insertion, substitution and deletion [77] [78]. The edit distance between two

sequences L1..k and L2..n is computed by dynamic programming as presented

in Equation 2.13. The complexity of this algorithm is O(k ∗ n). In [79], the

authors modify the edit distance by removing the substitution function. The

key idea is to extract similar sequences of different sizes by implementing an

indexation method.

Another interesting approach based on the edit distance was quite intro-

duced in the final of Section 3.1, which is named Edit Distance on Real se-

quence (EDR). Before presenting this approach, the same authors introduced

the edit distance with real penalty (ERP) [80]. They propose to combine the

edit distance with Manhattan distance algorithm in order to use penalties in

dissimilar parts of the sequences.

3.2.4 Longest Common Subsequence

This approach is a variation of Edit distance (Section 3.2.3), which aims to

describe how similar two sequences are one in comparison to the other. One

of the main advantages of LCSS is its robustness involving problems of noise,

by determining more weight to the similar parts of two sequences and giving

less consideration to portions of dissimilarity [81][82].

We saw in the previous section that the edit distance is generally used

in the comparison of characters. Consequently, LCSS distance function has

to add a threshold ε due to the application of edit distance in a sequence of

numbers. This threshold determines the value that considers if two values

are close. Based on this threshold, the algorithm (La,i ≃ Lb,j) considers

these values as equals or not. Therefore, the final result of this algorithm
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is directly dependent on the value of this threshold. The LCSS distance is

defined according to Equation 2.14 [67].

dLCSS(La,1..i, Lb,1..j) =































0 , if (i = 0 ∨ j = 0)

dLCSS(La,1..i−1, Lb,1..j−1) , if (La,i ≃ Lb,j)

max











dLCSS(La,1..i−1, Lb,1..j),

dLCSS(La,1..i, Lb,1..j−1)



 , if (La,i += Lb,j)

(2.14)

Taking into account these methods of similarity analysis based on tempo-

ral information, the authors of [70] showed the efficiency of each approach in

different situations. They compared the algorithms of Dynamic Time Warp-

ing (DTW), Minkowski distance (Lp − norm), edit distance with real penalty

(ERP) and Longest Common Subsequence (LCSS). According to them, if

small data sets are used, the DTW, LCSS, EDR and ERP will be more ac-

curate than Euclidean distance and others (Lp − norm) distances. However,

if the size of the training set increases, the accuracy of these algorithms will

converge with the Euclidean distance for time series classification.

3.3 Spatio-Temporal Similarity Analysis between Tra-

jectories

Considering all these spatial-based and temporal-based algorithms to identify

geometric and temporal similarities between two linear objects, several works

have been proposed to perform spatio-temporal similarity analysis between

trajectories. We know that trajectories have spatial and temporal character-

istics, which allows the designing of similarity analysis methods based on the

study of the spatio-temporal distance between trajectories. As introduced in

[11], the choice of the distance function is one of the most important steps

to perform spatio-temporal similarity analysis between moving object tra-

jectories. This choice extends to the classification of two different types of

similarities: point-to-trajectory and trajectory-to-trajectory.

3.3.1 Point-to-Trajectory (P2T)

For this classification, we have the similarity analysis based on the proximity

from a point p to a nearest point (qnear) of a trajectory (T ). Hence, the
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similarity factor is derived from the distance between p and T (dist(p, T )), as

showed in Equation 2.15.

dist(p, T ) = min
qnear∈T

d(p, qnear). (2.15)

According to this equation, the distance function has to be defined in

(d(p, qnear)) (e.g. (Lp−norm) or others, as described in Sections 3.1 and 3.2).

Another interesting approach was introduced in [83], where the authors

extended the concept of a single point to multiple points, by using a similarity

function. In other words, this function takes into account the distance from

the trajectory (T ) and a set of points (Pset), specified by the analyst. Con-

sequently, the analyst obtains the similarity (S) between the trajectory and

each location required in Pset(see Equation 2.16).

S(Pset, T ) =
∑

p∈Pset

edist(p,T ). (2.16)

With the use of the exponential function, it is possible to attribute some

weights based on the nearest to the most distant points of the set in relation

to the trajectory. Based on the final result of weights, we can determine what

are the most similar trajectories in considering a required set of points.

3.3.2 Trajectory-to-Trajectory (T2T)

There are several ways to measure the similarity between two trajectories.

As we showed in Sections 3.1 and 3.2, we can apply different types of spatial

and temporal distance functions to obtain the information about similarities

between two linear objects (trajectories). Along this line, we show some of

these examples as follow.

In [53], the authors presented an incremental Hausdorff distance calcula-

tion algorithm, which is a new technique to compute the Hausdorff distance

by using hierarchical indexes. Making use of an incremental method they

compute the Hausdorff distance HausDist(A,B) between two trajectories A

and B by traversing the indexes of both trajectories. The indexes are created

following the R− tree method for each trajectory, such as RA to trajectory A

and RB to trajectory B. They also use a priority queue (PQ) for controlling

the order that the points PA in RA are verified.

A specific part of this approach was based on the algorithm proposed in

[84]. This part was a modification performed in the function of upper bound
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computation. For this new upper bound computation (HausDistUB), the

authors take into account a subset (SP ) of points (PB) within (RB), where

min (HausDistUB(PA, PB) : PB ∈ SP ) , (2.17)

and SP is controlled by a process that incrementally explores RB by consid-

ering the distance from PA.

The main contribution of this approach is presented in Algorithm 1, which

efficiently explores both RA and RB by a loop. According to the algorithm,

the decision to traverse RA or RB is done in each interaction.

Algorithm 1 Main algorithm (Inc-HausDist(A, B)) [53].

input: Point set A, Point set B

output: Hausdorff distance from A to B

RTree RA ← Create an R-Tree for A;

RTree RB ← Create an R-Tree for B;

MainPQ MPQ ← Create a “descending order” priority queue (PQ);

SecondPQ SPQ ← Create an “ascending order” priority queue (PQ);

Insert((RootOf(RB), 0), SPQ);

Insert(((RootOf(RA), ∞), SPQ), MPQ);

while MainPQ is not empty do

MainPQ-Entry (PA , UB, SPQ) ← Dequeue (MPQ);

SecondPQ-Entry (PB , LB) ← Head of SPQ;

if PA and PB are both points then

return UB;

else if PA is farther from the leaf level than PB then

TraverseA (PA, SPQ, MPQ)

else

TraverseB (PB , UB, SPQ, MPQ)

In summary, the algorithm starts by creating the R-trees as well as creating

and initializing the main priority queue (MPQ) and the second priority queue

(SPQ). In sequence, it inserts the root of RB with initial distance of 0 into

SPQ, the root of RA with initial distance of ∞ and an SPQ into MPQ. After

that, MPQ has a single entry containing the root of RA as the associated

point. For the while loop, the head entry (PA, UB, SPQ) is dequeued from
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MPQ. The same process is repeated in the head entry (PB, LB) of SPQ,

however, they are not dequeued. Note that the algorithm also implements a

lower bound (LB) of (HausDistLB(PA, PB)), where PB is the point of the

MainPQ entry to which the SecondPQ entry is associated. Finally, based

on PA and PB, a decision is made whether the execution has to terminate,

to traverse RA or to traverse RB. These both traversing algorithms are also

presented in [53]. Finally, the output of the algorithm will be the Hausdorff

distance from A to B.

A second an interesting approach was presented in [85]. These authors pro-

posed a similarity function based on Fréchet distance for performing efficient

similarity join in large data sets of moving object trajectories. A new distance

measure, called w-constrained discrete Fréchet distance (wDF), is presented as

an adaptable extension to support lower/upper bounding, which enables the

efficiency of a large number of trajectory similarity analysis. This approach

adds a temporal parameter in the Fréchet distance function. Evaluating the

performance of this warping window size (w), the authors concluded that the

algorithm could be improved and introduced an optimization in [70]. The key

idea for this optimization is to increase the performance when they have to

compare similarities of long trajectories.

Another simple but efficient algorithm was presented in [86], where the

authors applied the Euclidian distance to identify similarities between two

trajectories. With the objective to improve this algorithm, the authors of [87]

extended this work in considering the spatial and temporal features. They

implement a window that searches the temporal similarities between two tra-

jectories. The main problem related to these approaches is the fact that they

consider trajectories with similar sizes and temporal features.

Taking into account the comparison of trajectories with different tem-

poral features (e.g. different duration), the authors of [88] introduced the

Temporal-Containment Similarity Distance (TCSD). They used a variation

of the Fréchet distance, called Rigid Transformation Similarity Distance, to

compute the temporal difference between each trajectory. This process is exe-

cuted on each time that the shortest trajectory is increased along the longest

trajectory.

These approaches are only some of the many examples that execute spatio-

temporal similarity analysis between trajectories. We can find several other

approaches involving this topic. However, in this chapter, we discuss only
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the most important approaches in the context with this thesis, such as the

Hausdorff distance algorithm.

4 Conclusion

The data representation of moving objects and their movements is the first

requirement to understand about trajectory data. With this in mind we can

define a trajectory representation for providing an easy way to organize tra-

jectory data, to manipulate structured query languages, to specify profiles

through movements, to create and compare profile groups, and others. Tra-

jectory representation is important to consider the diversity of semantic data

that enriches the knowledge on moving object trajectories. Making use of

these data representation, the analysis of movement data can be intuitively

explained.

In this chapter we introduced a conceptual view on trajectories, starting

by the representation of moving objects, movements and trajectories. After

that, we showed how the analysts and scientists use these representations to

identify similarities between trajectories. Finally, we presented a review of the

state of the art involving similarity analysis in different domains. Besides that,

we presented an overview of the main challenges related to frequent problems

in analyzing dissimilar trajectories. These approaches help to understand

the different techniques to analyze the similarities between moving objects,

bringing important aspects to the designing of our approach.

Based on the proposals and results presented in these works, we note that

some approaches can be extended to other research areas, such as Location-

Based Social Networks (LBSN). Social features can be added to spatio-temporal

distances in order to strengthen the similarity between moving objects. There-

fore, we conclude that these distance functions have a relevant importance

when combined with other types of data in order to increase the accuracy in

the identification of similarities between moving object trajectories.
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Nowadays, we observe that the recording of Global Positioning System

(GPS) tracks generates a large amount of trajectory data. This data holds

spatio-temporal information about moving objects (such as pedestrians, cars,

buses, etc.). In order to analyze such data there exists several exploratory as

well as clustering methods. Clustering and aggregation (data mining) methods
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have generally been adopted to explore and analyze movement data when ex-

ploratory (e.g., visualization) methods are not enough to explore large spatio-

temporal datasets.

In this chapter we focus on the context of clustering methods as a promis-

ing solution to identify trajectory patterns of individual and a group of mov-

ing objects. As introduced in the previous chapter, a moving object can be

traced along the time, generating trajectories that represent their movements.

Along this line, we address our attention on spatio-temporal clustering meth-

ods to find trajectory patterns of moving objects in geographic spaces. We

present a review of the state-of-the-art of existing spatio-temporal cluster-

ing approaches, by showing the application of these algorithms in different

scenarios.

Since the real trajectory of a moving object is uncertain, an estimation of

the best representative trajectory can be done based on the location records.

The existing clustering techniques bring important elements to reason about

moving objects and their trajectories, which make possible to discover an

approximation of the real trajectory according to spatio-temporal patterns

(e.g., trajectory patterns). Hence, we finish this chapter showing the different

types of spatio-temporal patterns in which assist in the discovery of interests

of a single or a group of moving objects.

1 Spatio-temporal clustering methods

Clustering algorithms are an important element to describe trajectory data

model from a large amount of data, allowing the analyst to focus on a higher

representation level of spatio-temporal data. The different types of cluster-

ing methods provide facilities to explore large datasets and associate moving

objects characteristics in clusters (or group of common features). Based on

these clusters, the analysts can describe a moving object or a group of them

according to its or their characteristics.

In the context of spatio-temporal trajectories, the clustering methods could

be divided into four main groups (density-based, distance based, visual ana-

lytics and hybrid) [89] [90], which are presented as follow.
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1.1 Density-based methods

Density-based clustering methods explore the density of points in a given space

to identify clusters. Formally, these methods define a radius (ε) around each

object in order to identify the minimum number of objects (neighbors) has to

be included in each cluster. Several works have showed that these methods

are efficient to generate arbitrary shapes of clusters and are robust to avoid

problems such as noise and outliers [91] [92]. This is an important advantage

for a large number of applications, such as data sources that have underlying

parts (e.g., data acquired by observing user behaviors in urban centers), or

data acquired by not-reliable resources/systems (e.g., low-resolution sensors)

[93]. Since trajectory data often suffer of both the indicated problems, then

noise tolerance becomes an important advantage.

1.1.1 DBSCAN

In [91], the authors introduced the DBSCAN, a density-based algorithm for

discovering clusters in large spatial databases with noise. To explain the DB-

SCAN algorithm, we assume two parameters, (minobj) as the minimum num-

ber of objects and (ε) as the maximum radius around each object. Making

use of these parameters, the algorithm finds the core objects and the neigh-

borhood of each core object. An object is a core when its number of neighbors

is greater than or equal to minobj. Otherwise, it is a density-reachable from

another object (if its number of neighbors if less than minobj) or a noise (when

it does not have a neighbor).
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Figure 3.1: Difference between objects according to DBSCAN algo-

rithm.
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Figure 3.1 illustrates an example of different types of objects for the val-

ues of minobj = 3 and ε = r. As we can observe, A is a core object, be-

cause it reaches 4 neighbors. Besides the node A, the other green objects

are core objects, since they reach 3 or 4 neighbors. B and C (orange color)

are density reachable objects of the cluster because they reach less than 3

neighbors. Finally, the object D is a noise due to the absence of neighbors.

Two years later, this algorithm was improved by the Generalized DBSCAN

(GDBSCAN), which implements non-spatial parameters [92]. Based on these

two important approaches, several proposals were designed as variants of DB-

SCAN algorithm.

1.1.2 OPTICS

In [1], the authors introduced a well-known evolution of the basic DBSCAN

algorithm, called OPTICS (Ordering Points To Identify the Clustering Struc-

ture). The OPTICS algorithm produces an ordering of a dataset while storing

the core distance and a suitable reachability distance of each user trajectory.

OPTICS provides information about the overall clustering structure unlike

other method that computes a flat partitioning of data (such as K-means

[94]). Furthermore, OPTICS provides an intuitive data-independent visual-

ization of the cluster structure by generating a reachability plot, illustrated on

the right side of Figure 3.2. The reachability plot brings valuable information

to better understand the dataset, assigning each object to its corresponding

cluster or noise. A brief overview of OPTICS is presented with the help of

underlying terminologies.

Given oa as an object from a datasetD, ε as the distance threshold, Nε(oa)

as the ε-neighborhood of object oa, min(neig) as a natural number to define

the minimum number of neighbors, and min(neig)-distance(oa) as the distance

from oa to its nearest neighbor min(neig). Thus, the core distance (Cdist) is

defined as:

Cdist =







Undefined, if Nε(oa) < min(neig)

min(neig)-distance(oa), otherwise.
(3.1)

Based on that, the Cdist is the smallest distance ε between oa and another

object in its ε-neighborhood such that oa would be a core object. Otherwise,

the Cdist is Undefined.
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Making use of the core distance, the reachability distance can be com-

puted. We assume that oa and ob are objects from a dataset D, Nε(ob) is

ε-neighborhood of object ob, and min(neig) is a natural number to define the

minimum number of neighbors. Then, the reachability distance (Rdist) of oa

with respect to ob is defined as:

Rdist =







Undefined, if Nε(ob) < min(neig)

max (Cdist(ob), distance(ob, oa)) , otherwise.
(3.2)

We observe that the reachability distance (R(dist)) of oa is the smallest

distance such that oa is directly density-reachable from a core object ob. Oth-

erwise, if ob is not a core object, even at the generating distance ε, the reach-

ability distance of oa with respect to ob is Undefined.

Finally, the OPTICS produces a reachability plot that shows the cluster

ordering and the reachability values. The reachability plot gives a graphical

view of the structure of the data by providing data independent visualization.

From the output plot, clustering can be obtained by choosing an appropriate

threshold value of reachability distances. There are automatic techniques

available to identify clusters from this plot, which is applicable when the

dataset is very large. Figure 3.2 illustrates cluster ordering with the help of a

reachability plot showing valleys to identify potential clusters.

Figure 3.2: A reachability plot showing data densities and respective

clusters [1]

It is important to mention that two parameters are of significant impor-

tance in OPTICS algorithm (maximum distance threshold and minimum num-
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ber of neighbors). As Ankerst et al.[1] suggest the distance threshold influ-

ences the number of clustering levels, which can be seen in a reachability plot.

The smaller the distance, the more objects may have undefined reachability

distances. Therefore, the clusters with lower density might be less visible

and hence this situation should be prevented. Similarly, the larger minimum

neighbor value will yield better results.

We clearly see that the density-based methods are directly related to an

efficient definition of the neighborhood parameter. Hence, it is necessary to a

well-represented index data structure to in order to improve the performances

of such algorithms. The density-based algorithms can be applied in different

scenarios. However, when they are used in the context of spatio-temporal data,

it is necessary to design an adaptable and robust algorithm for supporting the

rich and complex characteristics of spatio-temporal data [95] [96].

1.2 Distance-based clustering methods

Distance-based methods are usually designed to increase the accuracy in the

similarity analysis between moving object trajectories. It brings a combina-

tion of similarity distance functions (presented in Chapter II) with clustering

techniques. Consequently, the distance-based methods are normally executed

in two main steps. Firstly, the algorithm computes the distance between ob-

jects based on a defined distance function. After that, it applies a clustering

technique to generate the clusters of objects.

Traditionally, the clustering methods execute their algorithms to find clus-

ters in the whole trajectories, which can result in loss of essential similarity

information. For example, a behavior of trajectories can be similar in the be-

ginning, but the directions can change over time, as presented in Figure 3.3.

Observing the 3 trajectories, we can clearly see that they are similar in the

initial period of time, however, one of them changes the direction later.

This combination of distance functions and clustering algorithms becomes

necessary, since the similarities between spatio-temporal trajectories are strongly

associated with their applications (as it was presented in the previous chapter).

For example, if two moving objects follow the same trajectory in the same time

interval, they can be described as similar (e.g., supposing that they have vis-

ited similar places at the same time instants). Therefore, we intuitively expect

the characteristics of similarity according to these spatio-temporal measures,
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Figure 3.3: Example of trajectories partially similar.

such as the granularity of the movements (e.g., the number of spatio-temporal

points for each trajectory) and the uncertainty on the measured points [90].
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Figure 3.4: Example of the algorithm of partition-and-group.

In [97], the authors introduced the partition-and-group Framework, which

the key idea is to perform the partition of a trajectory into a set of line seg-

ments at characteristic points in order to group similar line segments in a

dense region. As a part of this Framework, they implemented a clustering

algorithm, called TRACLUS. In summary, the algorithm executes two main

processes: partitioning process and grouping process. In the partitioning pro-

cess, they use Euclidian distance function and the minimum description length

(MDL). The Euclidian distance function is used to support the computing of

three main components: perpendicular distance, parallel distance and perpen-

dicular distance. These three components discover common sub-trajectories.

In addition, the algorithm applies the MDL as a method to find the optimal
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tradeoff between preciseness and conciseness. The step 1 of Figure 3.4 shows

an example of trajectory partitioning.

In the grouping process (second step of Figure 3.4), the clusters are identi-

fied by a density-based clustering method, which is based on DBSCAN algo-

rithm. Finally, the authors show that their Framework is efficient to discover

the representative trajectories from a trajectory database.

Another interesting distance-based clustering algorithm was presented in

[98]. The author uses a distance parameter that describes the similarity of

object trajectories over time, which is computed by analyzing the distance

variation between the objects. He considers only pairs of objects with tem-

poral resemblance (e.g., it compares the positions of objects at a certain time

instant, grouping the set of distance values). Therefore, the distance between

trajectories two trajectories A and B (Dist(A,B)) is based on the average

distance between objects, as presented in the equation as follows.

Dist(A,B)|T =

∫

T
d(A(t), B(t))dt

|T |
(3.3)

According to this equation, d() computes the Euclidean distance in a space,

T represents the time interval in which both trajectories A and B are found,

and A(t) and B(t) determine the positions of the objects in their respective

trajectories at a certain time instant t. This is the generic equation proposed

by the author. Additionally, he suggests the distance computation by means

of Euclidian distances due to the piece-wise linearity of trajectories.

Therefore, we conclude that distance-based clustering methods are strongly

used in supporting the similarity analysis of trajectory data of moving ob-

jects. According to [99], these methods bring significant contributions to the

approaches that perform time-series analysis [46] and can be easily adapted

to Longest Common Sub Sequence (LCSS) algorithm [67], as presented in

Chapter II.

1.3 Visual analytics methods

Automatic clustering methods for trajectory data are able to recognize behav-

ioral similarities taking into account an optimized function and/or algorithm,

however, they can led to similarity errors from the point of view of the real

representation of a movement behavior or phenomenon. Visual-aided meth-

ods focus on the human expert’s interactions to achieve the desired clustering
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result. This method allows the expert to judge if the results are satisfactory

according to the application and/or analyst requirements.

Taking into account this necessity to overcome the problems of adverse or

incomplete results of automatic methods, the authors of [100] have proposed

visual analytics clustering methods. They introduced some frameworks, which

provide several visualization procedures to analyze spatio-temporal data. Be-

sides that, they proposed different manners for analyzing trajectory data, such

as clustering, aggregation and generalization [2].

A pertinent visual analytics model introduced by these authors in [101]

combines classification and clustering algorithms to extract satisfactory clus-

ters from large databases, which are managed by a human analyst through an

interactive visual interface. Given a dataset (D) and an object (o), the whole

process introduced by these authors is described in the following steps:

1. Extract a subset D′ of the objects from D, by preserving their actual

distribution in D;

2. Execute OPTICS algorithm (Section 1.1.2) with an acceptable distance

function d to obtain a set of clusters {C1, C2, ..., Cm};

3. For each cluster (Ci), do

• Select x prototypes in Ci, where 1 ≤ x < |Ci|; generate {p
1
i , p

2
i , ..., p

x
i },

with corresponding distance thresholds {ε1i , ε
2
i , ..., ε

x
i }, such that the

cluster Ci could be described as a set of objects in D′ as well as the

distance to one of the prototypes pji is less than the correspond-

ing threshold ε
j
i (e.g., Ci = {o ∈ D′|∃j, 1 ≤ j ≤ x, such that

d(o, pji ) < ε
j
i}.

• Then, the classifier is generated by the set of prototypes (for all

clusters pji ), their distance thresholds εij and the function d.

4. Now, the analyst visually inspect and refine the classifier (modify the

clusters, if necessary).

5. Apply the classifier to the remaining objects inD, for each o ∈ D, o /∈ D′

• Find every close prototype (e.g., pji , 1 ≤ i ≤ m, such that d(o, pji ) <

ε
j
i ). On the one hand, if there exist only one close prototype pji , then

attach o to the cluster Ci represented by pji . On the other hand, if
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there are two or more close prototypes pj1i1 , ..., p
jN
iN , then select the

closest of them (e.g., such prototype pjkik , that d(o, p
jk
ik ) < d(o, pjnin )

for ∀n : 1 ≤ n ≤ N , n += k), then attach o to the cluster Ck
i

represented by pjkik . If there is no close prototype, then the object

remains unclassified.

6. If necessary, eliminate the original and new members of clusters {C1,

C2, ..., Cm} from D and restart the whole process again.

These authors gave a demonstration of the approach in the analysis of

moving object trajectories. After evaluating the results, they affirm that the

approach can be used in different types of objects [101]. These same authors

presented a method for spatial generalization and aggregation of movement

data, which transforms trajectories into aggregate flows between areas, as

presented in [2]. Figure 3.5 shows an example of this recent method in an

enlarged fragment of the map of Milan.

In [102], the authors also introduced a visual-interactive framework, which

provides procedures to guide the analyst in the execution of the Self-Organizing

Map (SOM) algorithm [103]. This framework allows the user to visually in-

spect the clustering process and manage the algorithm at a determined level

of detail. Besides that, it offers some additional interaction facilities, fore ex-

ample: a function to initialize the clustering algorithm to edit the trajectories

or part of them; and techniques to manipulate the training parameters during

runtime.

An approach of progressive clustering techniques was proposed in [104].

Formally, they propose a progressive clustering algorithm to analyze the move-

ment behavior of objects. Making use this algorithm, the analyst continuously

modifies the distance function according to the spatial, numerical, temporal or

categorical variables on the spatio-temporal data. This process brings better

understanding information of the underlying data. The main contributions

of this approach are related to the use of different distance functions and the

combination of data mining techniques and machine learning algorithms in

order to optimize the trajectory data visualization.
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Figure 3.5: Example of the visualization tool presented in [2]. In (a),

we visualize the trajectories in black color, with 10 percent

opacity. In (b) and (c), we note the generalized representa-

tions of the trajectories, which are generated according to

specific parameters.

1.4 Hybrid methods

A considerable number of other clustering methods have been developed in

the context of spatio-temporal data, which deal with the specific application

requirements of trajectory similarities. These other methods include model-

based clustering algorithms, micro and macro clustering, and flocks and con-

voy. Since this thesis focus on the use of OPTICS, distance-based techniques

and some visualization procedures (as presented before), we show only a brief

overview about these other clustering methods in the following sections.

1.4.1 Model-based clustering

Model-based clustering techniques focus on the description of the whole dataset

taking into account a generative data model. Consequently, the model type

is often specified a priori, such as Gaussian or Markov models [105]. The

model structure (e.g., the number of states in a Markov model) can be deter-

mined by selecting a model from a set of candidates and the parameters can

be calculated by using maximum likelihood algorithms (e.g., the Expectation-
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Maximization (EM) algorithm [106]. Therefore, the appropriate model is se-

lected based on the application requirements.

Making a comparison between model and applications, it is possible to

point out some examples. Multinomial models have achieved good results for

text clustering approaches [107] [108]. Gaussian mixture models are frequently

used in the analysis of vector data [109] [110] [111]. Other works have pre-

sented that model-based approaches that focus on the mixture models can ob-

tain interesting results [112] [113]. Finally, Markov chains and hidden Markov

chains have been widely adopted when complex data are analyzed (e.g., time

sequences) [114] [115] [116].

In the context of trajectory data, two important approaches can be pre-

sented. The first one was introduced in [117], where the clustering algorithm

determines groups of objects based on means of the EM algorithm. Addition-

ally, they consider the variation of spatio-temporal information of trajectory

data for each cluster. The second approach implements a model-based algo-

rithm for computing means of a Markov model in order to find the transitions

between successive positions [118].

1.4.2 Flock and Convoy

Convoy and Flocks methods are generally applied in scenarios where the ana-

lyst is interested to identify groups of moving object trajectories that evolves

together during a specific time interval. For instance, a vehicle convoy or flock

of birds. Although the definition is very close, these two methods have some

differences. One the one hand, a flock can be defined as a subset of moving

objects that evolves together along paths for a certain pre-defined time within

a circular disk [119]. On the other hand, convoy method is strongly based

on density constraints, such as the number of objects, the distance between

objects and the lifetime. For example, a query can be “find all groups of

trucks that traveled closely together for longer than 30 minutes”. With convoy

method, it is possible to receive the expected result, which it is not true by

using a flock method [120].

In comparison with convoy, the flock method specifies a value to determine

the size of the circular disk. Since the convoy does not specify query inputs

(e.g., a given trajectory or a limited window), flock method is not able to form

the flock when the group of objects is located over a wider area than the disk



1. Spatio-temporal clustering methods 65

size. Therefore, in the convoy method, an input can be every position in the

dataset and a target can be every object [120]. Some examples of flock and

convoy are presented as follow.
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Figure 3.6: Example of a flock.

In [119], the authors presented a new algorithm to discover flocks for an-

alyzing them theoretically. They also introduced the initial concepts to un-

derstand flock methods. Figure 3.6 illustrates an example of a flock. Given

three objects o1, o2 and o3, it is possible to identify a flock between their

three paths in the time instants t5, t6 and t7 of the object o3. Along this line,

they achieved good results by adding a tree-based algorithm, especially when

a small number of temporal information is used. However, they have a strong

dependence on the features of the input parameters.

In the context of convoy methods, the authors of [120] formalized the

concept of a convoy query by using density-based notions, in order to capture

groups of arbitrary extents and shapes. Figure 3.7 illustrates an example of a

convoy.

Given a set of trajectories (Straj), the number of objects (n), a distance

value (ε) and a lifetime (k), then a convoy is composed by a group that has

at least n objects. These objects have to be density connected based on the

ε distance during k consecutive time instants. A convoy occurs between the

groups of objects that travel together in the same time interval. Taking into

account the 3 objects (o1, o2 and o3) during the time interval between t1 and

t4 in Figure 3.7, we specify the parameters n = 2 and k = 3. Hence, the

objects o1 and o2 form a convoy during the consecutive time instants (from t1
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Figure 3.7: Example of a convoy.

to t3).

1.4.3 Micro and macro clustering

Micro clustering algorithms have been applied to store tight clusters of sim-

ilar segments of the trajectory. The main advantage of these algorithms is

the facility to update the dataset due to their small sizes. This character-

istic makes these algorithms suitable for applications that need incremental

clustering features [121]. Macro clustering algorithms take the set of micro

clusters to discover macro-clusters.

An interesting approach based on micro clustering is presented in [122].

In this work, the algorithm divides the segments of different trajectories into

rectangles. After that, it groups only the segments within the rectangle that

occur at similar time intervals. The key idea is to discover the maximal size of

the cluster and temporal dimension, considering the rectangle as a threshold.

Similar to this work, the authors of [123] also proposed an algorithm that

represents a trajectory by segments. The approach uses a process to deter-

mine near time intervals (e.g., a maximal time interval where the segments

of trajectories are near). Therefore, the cluster is discovered according to the

total time of near segments.

The micro and macro clustering methods have some similarities in com-

parison to the other methods previously introduced. The main difference is

related to the creation of micro cluster for representing the smallest possible
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size of a cluster. It is important to emphasize that micro-clustering algorithms

can achieve good performance results when applied in dynamic datasets, where

the data is frequently updated [124] [121].

In summary, we note that all these clustering approaches presented in this

section can be directly applied in trajectories due to their robustness and

adaptability in considering the existence of several spatio-temporal charac-

teristics of a moving object trajectory, such as speed, direction, stops, ac-

celeration, and others. Hence, we can use the obtained results to identify

spatio-temporal patterns related to these data. We talk about spatio-temporal

patterns in the next section.

2 Spatio-Temporal patterns

Since the real trajectory of a moving object is uncertain, an estimation of

the best representative trajectory can be done based on the location records.

The existing techniques presented in Chapter II and in Section 1 bring impor-

tant elements to reason about moving objects and theirs trajectories, which

make possible to discover an approximation of the real trajectory according

to spatio-temporal patterns (e.g., trajectory patterns).

The concept of trajectory patterns is associated with different types of

patterns, which can be obtained from trajectory data [125]. Therefore, the

first step to detect a pattern is to understand what types of pattern features

may exist in the trajectory data. Taking into account the review of the related

work in literature, the authors of [30] try to maximize the use of already

existing accurate definitions about patters as well as to minimize redundant

and conflicting terminologies. Consequently, they defined pattern concepts to

provide a comprehensible classification of trajectory data.

A good manner to discover a trajectory pattern is by understanding its

classification according to the number of moving objects that is considered in

the pattern (individual vs. group pattern) and the characteristics of patterns

(Generic vs. behavioral patterns and primitive vs. compound patterns). We

start presenting the differences between spatial and spatio-temporal patterns.

After that, we address our discussion to the classification of spatio-temporal

patterns.
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2.1 Spatial vs. spatio-temporal patterns

One of the most important steps to discover a pattern is to comprehend the dif-

ferences between spatial and spatio-temporal patterns. For example, multiple

trajectories can have spatial similarities but temporal dissimilarities between

them. Figure 3.8 illustrates an example of three trajectories that evolve over

time (from the instant t = 1 to the instant t = 4.
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Figure 3.8: Evolution of three moving object trajectories from t = 1 to

t = 4.

Following the example of Figure 3.8, we see that the moving objects o1

and o2 (red and blue, respectively) start their movements at the time instant

t = 1. At the time instant t = 2, they continue their trajectories and the

moving object o3 (green color) initiates its movement. At t = 3, the moving

objects o1 and o2 arrive at the destination point and o3 continues its movement.

Finally, the moving object o3 arrives at the same destination point and at the

time instant t = 4.

While we observe that the three trajectories recorded by o1, o2 and o3

are geometrically similar in the space, we also note that the moving object

o3 arrived close to destination point of o1 and o2 at the time instant t = 4.

Therefore, if we consider only spatial pattern for this example, we will discover

a pattern for the three trajectories at the time instant t = 4. Figure 3.9(a)

shows the spatial patterns that was discovered at the time instant t = 4.

However, Figure 3.9(b) shows that the trajectory of the moving object o3 is

not discovered as a spatio-temporal pattern. In spite of the three trajectories

are geometrically similar, the construction of trajectory 3 (green trajectory)

was later finalized. Hence, in contrast to spatial patterns, a spatio-temporal

pattern always takes into account both spatial and temporal information.

For example, spatial patterns can be interesting to obtain touristic infor-
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(a) Spatial pattern.
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(b) Spatio-temporal pattern.

Figure 3.9: Difference between spatial and spatio-temporal patterns.

mation about a specific city, based on the trajectories recorded by tourists

that have visited that place. Only the spatial similarities are enough to find a

trajectory pattern and recommend some sequences of visits to the tourist. For

spatio-temporal patterns, we can enrich this example by adding the temporal

information. Consequently, we can use temporal information to inform the

instants that a group of tourist has visited some places.

Besides that, we can present other examples with spatio-temporal patterns,

such as: identifying users that travel by common streets in a urban center to go

from home to work everyday in order to provide car pooling recommendations;

finding places in road networks where urban traffic jams could occur based on

histories of vehicle trajectories; and others [125].

2.2 Classification of trajectory patterns

Since we know the methods and techniques to compare similarities between

spatio-temporal data, we are able to understand the differences between spa-

tial and spatio-temporal patterns. Along this line, the next step is to recognize

the classification of trajectory patterns. We have followed the classification

introduced in [30], which the concepts are pertinent to the geo-spatial domain

and may be applicable for all the common types of moving objects, such as

cars, animals, humans and eye movement data.
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2.3 Individual vs. group patterns

The classification of moving object trajectories into individual or group is im-

portant to identify the type o spatio-temporal pattern that is being extracted.

For example, assuming that we have one person as a moving object, then the

individual pattern can be represented by his/her daily routines to go from

home to work everyday. For the patterns of group, it is considered the spatio-

temporal similarities of a group of moving objects. For instance, the common

road segments that a group of employers takes to go from their homes to the

company everyday.

The identification of trajectories with spatio-temporal patterns has to fol-

low a consistent notion of similarities [126]. In general, queries are performed

to find similarities between the same type of moving object, for example: cars

to provide carpooling services; trucks to increase the logistic of deliveries.

Since we try to discover a pattern between dissimilar moving objects, others

features have to be considered, such as different speed, constrained paths, and

other characteristics that can affect the pattern discovering.

Therefore, the type of moving objects and their relations are directly as-

sociated with the interpretation of spatio-temporal patterns, which can be

classified into individual and group patterns. Besides this classification, it is

important to recognize the generic or behavioral pattern of a single of multiple

moving objects.

2.4 Generic patterns vs. behavioral patterns

In generic spatio-temporal patterns, the relations are directly related to the

trajectory data and are usually insufficient to describe a specific behavior of a

moving object. In [30], the authors divided a generic pattern according to its

association with primitive or compound patterns. According to them, primi-

tive patterns describe the most basic types of trajectory patterns, where the

similarities are associated with single parameters (e.g., the same type of mov-

ing object). Otherwise, compound patterns are built from several primitives’

patterns, which consider a combination of relations between moving objects.

The generic patterns related to primitive patterns are dimensioned into

10 groups, which are: co-location in space [36], concentration [30], incidents

[127], constancy [128], sequence [129] [130], periodicity [129] [36], meet [131]

[132], moving cluster [128], temporal relations [129], and synchronization in
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time [36]. Figures 3.10 shows two examples of generic patterns related to a

co-location in space as a primitive pattern.
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(b) Ordered co-location.

Figure 3.10: Examples of co-locations in space.

As we can see in Figure 3.10, a co-location happens when two moving ob-

jects have common positions in their trajectories [36] [30]. Besides that, it is

possible to divide this co-location pattern in two types, unordered co-location

(see Figure 3.10(a)) and ordered co-location (see Figure 3.10(b)). The basic

difference is related to the sequence of occurrences A, B, and C in comparison

to the natural sequence of points of each trajectory. In other words, in Figure

3.10(a) we have an unordered co-location because the common point B occurs

before the common point A in the trajectory of the moving object o1. Other-

wise, Figure 3.10(b) shows an ordered co-location, where all the sequence of

common points occurs in an ordered way for both objects.

In the case of generic patterns associated with compound patterns, they

are grouped into 8 types, which are: isolated objects [127], symmetry [36],

repetition [36], propagation [127], convergence vs. divergence [133] [134], en-

counter vs. breakup [134], trend vs. fluctuation [36], and trend-setting [134]

[127]. Figure 3.11 illustrates an example of generic patterns related to com-

pound patterns, which are encounter and breakup.

As we observe in Figure 3.11(a), this pattern occurs when moving objects

move to the same place at the same time. Encounter can be also defined

as a convergence [133], since the moving objects are arriving in the same

point at the same time. In Figure 3.11(b) we observe the occurrence of a

breakup, where can be represented as the opposite of the encounter pattern.

For example, ducks flying from a lake after hearing a gunshot [30].

In contrast to generic patterns, behavioral patterns is strongly related to
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(b) Breakup.

Figure 3.11: Examples of encounter and breakup.

the type of moving object. Hence, behavioral patterns allow to recognize be-

havior characteristics for any types of moving objects. Along this line, the au-

thors of [30] illustrated some behavioral patterns, which are: pursuit/evasion

[135], fighting [135], play [135], flock [133], leadership [127] [134], congestion

[30], and saccade/fixation [136].

For example, in the pursuit/evasion pattern, we can imagine an animal

that is trying to escape from its predator. It makes sense that the prey

generates a trajectory in high-speed with arbitrary movements. Nevertheless,

the predator tries to follow the movement of the prey. Another interesting and

useful example of behavioral pattern is the congestion, which the pattern can

be associated with an anomaly. For example, one or a group of cars moving

with slower than usual velocity in a certain segment of route.

With all these patterns in mind, it is possible to discover similar interests

or behaviors between trajectories from the same moving object or from a group

of them. Nevertheless, it is necessary to understand each feature related to

the type of moving object or trajectory in order to achieve accurate results

from spatio-temporal patterns.

3 Conclusion

In this chapter we introduced different spatio-temporal clustering methods.

The main idea was to show another manner to identify similarities between

spatio-temporal data through clustering algorithms. Hence, we explained in
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detail how spatio-temporal clustering can be used on trajectories, providing an

overview of recent related work and showing possible applications in various

scenarios, such as environmental studies, transportation systems, etc. The

combination between distance functions (Chapter II) with clustering meth-

ods makes possible the pattern discovering of moving objects, based on their

trajectories.

Since the techniques to find similarities of moving object trajectories were

introduced, we presented some commonly agreed definitions for spatio-temporal

patterns. We firstly show the differences between spatial and spatio-temporal

patterns, by emphasizing that temporal information can modify the pattern

of a moving object or a group of them. After that, we showed an important

classification of spatio-temporal patterns according to the number of moving

objects (e.g., individual vs. group patterns) and according to the relations

between moving objects (e.g., general and behavioral).

These clustering algorithms and pattern definitions are indispensable as a

basis for the understanding of our approach, which uses patterns to recognize

user interests based on the trajectory data. These user interests are described

by Points of Interest (PoI), which follows the standard proposed by W3C POI

working group [3]. Next, we present the current status of this standard and

the conceptual view on Location Based Social Network (LBSN).
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As we know, with the growth of GPS-embedded modules for mobile de-

vices, large amounts of mobility data are being collected in the form of trajec-

tories. A trajectory data is usually presented as a segment of sample points

(TId, lat, lon, t), where (TiD) is a trajectory identifier, (lat,lon) is a position

in space and (t) is the time [137]. However, these sample points are usually

available with very simple or no semantics. For instance, a trajectory may be

related to one or many points of interest (PoI).

In general, PoI is a location about which information is available. PoI

can be represented by an identifier containing a set of coordinates or a three-

dimensional model of a building with names in different languages, information

about opening hours, and the address. The information of PoI is usually

applied in a large number of solutions, such as mapping, navigation systems,

location based social networks, networking games, and augmented reality.

In parallel, we have observed a large adoption of solutions of Location-

Based Social Networks (LBSN), which combine smart phones and social net-

works technologies. As a consequence several mobile social applications have
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been developed to register social behaviors of mobile users [15] including

Ipoki1, Google Latitude2, Carticipate3 and Daily Places4. Despite the avail-

ability of these mobile social applications to register and share users’ daily

routines, we face a rapid increase of diverse kinds of space-associated data,

such as measurements from mobile sensors, GPS tracks, or georeferenced mul-

timedia.

As prospective sources of useful knowledge and information, these solutions

require a scalable data representation in terms of points of interests, which

need to consider the particular attributes of the geographical space, such as

heterogeneity, diversity of characteristics of relationships, and spatio-temporal

autocorrelation.

Following this idea, we start the chapter by introducing the conceptual def-

inition of social networks and their virtual communities. Next, we present the

main definition of points of interests according to the representation specified

by W3C PoI working group [3]. After that, we show other concepts of points

of interest that have been used in some approaches. Finally, we address our

attention to the most relevant research domain of our approach, the location-

based social network (LBSN). In this context, we introduce the current works

in this area as well as we show the main concepts and definitions related to

LBSN’s.

1 Social Networks

A community can be defined as a group of individuals that is distinguished

by similar characteristics or interests [138]. While the number of communities

is always increasing people establish limits to their social interactions tak-

ing into account some relationship and/or social structures. Social structures

have been generally represented as social networks. Hence, a social network

is a social structure composed of individuals, represented by nodes, who are

connected by specific kinds of relationships, such as social associations, con-

nections, or affiliation between two or more people [139].

Therefore, we observe that social networks become a relevant source of

1ipoki.com
2google.com/latitude
3carticipate.com
4dailyplaces.com
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social knowledge about the individuals. With this knowledge the individual

can determine social actions according to his/her interests or derived from a

group of users with similar interests. For instance, according to the interests

of an individual, we can decide to interact or not with him/her. The same

example can be considered in the case of meeting this individual or not at some

specific place. This characteristic of social networks gives a way to measure

the risks or benefits for executing an action in a community [140].

The usual communities in the real word have been extended on the Internet

through the creation of virtual communities in social network platforms (e.g.,

Facebook, LinkedIn, Orkut, others). These platforms provide a manner to

store and explore knowledge about interests of individuals (who are called

users). Due to the services provided by these social network platforms, users

geographically distant can interact on the Internet.

Taking into account these advantages, we note that the virtual communi-

ties became a strong element of people’s life and can be used as a source of

knowledge to increase the interactions in real communities [141]. The virtual

communities can be considered as an extension of real communities, which

expand the knowledge about users. This new manner to provide knowledge

derived from social network platforms provides access to interests and relation-

ships of users, which were not available before. Consequently, this possibility

to offer services based on social relations led to the designing and development

of new approaches.

In the last years several approaches involving social network platforms have

been developed in computer science and related areas. Due to the growing

number of web technologies, we have observed a considerable increase in the

amount of interactions between users on the Internet. Along this line, we

present some relevant works in the context of social network platforms.

In [142] and [143], the authors showed that Internet opens new perspectives

for analyzing knowledge about users in social network platforms, specially due

to the hyper-textual structure, which is responsible to link the knowledge on

the web. In [144], the author examined social networks platforms and user

necessities in order to understand how computer networks, particularly on the

Internet, are reinforcing and expanding social networks of real communities.

In addition, A. Kavanaugh also explored the role of the Internet in increasing

community involvement.

In [145] the author cited some of the trends and issues involving the Web
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Figure 4.1: Example of relationship between users.

2.0 and social network platforms. It means that the understanding of the

knowledge provided on the Internet is an important step before capturing,

storing, sharing and using that knowledge. The author also provided a detailed

analysis of knowledge networks, focusing on how the relations can contribute

to the generation and representation of knowledge.

In the context of spatial information, the author of [146] addressed the

approach to two types of social knowledge in a ubiquitous environment: social

relations among users and semantics of places. Firstly, sensor and web data are

used to define a social network. Next, a search retrieval system is implemented

to identify collaboration between researchers. Finally, a method to represent

the semantics of places is designed. It is used as an advanced navigation

system, called a spatial function retrieval system. Similarly, the authors of

[147] presented the MobiVis, a visualization system for exploring mobile data.

The key idea of this approach was to incorporate in one heterogeneous network

the manner that social and spatial data are presented for users.

Therefore, the knowledge obtained by the social networks platforms are

used to provide information of relationships between users and their interests.

Figure 4.1 illustrates an example of relationship links between users in social

networks. Based on these links presented in this example, we can extract

all the relations of user A in his/her social network as well as the level of

each relationship in comparison to each user (e.g., colleague, close friend,

family, etc). These data are included in our approach to enrich the user

profile and define the access policies for each personal data. As we can note,
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virtual communities of social network platforms became an important source

of information about user’s interests. The additional information about user

interest is directly related to locations where the user goes, commonly called

points of interests (PoI). In the following section, we show the concept of PoI

according to our approach.

2 Points of Interest (PoI)

The W3C Points of Interest Working Group (W3C PoI WG) has defined a

specification for PoI data that can be used in a large number of applications

[3]. This specification aims at creating a flexible, lightweight, extensible PoI

data model, as well as a normative syntax for this data model in order to

provide best practices for sharing, organizing and serving PoI on the Web.

Figure 4.2 illustrates the current PoI data model proposed by W3C PoI WG.

As we observe in Figure 4.2, the PoI data model is formed of a POI entity

and a POIS grouping entity. While the POI describes its location and relevant

features of the location context, the POIS comes to optimize the robustness of

POI. POIS estimates a description expansion of a POI, taking into account the

existing sub-entities, where each one can have the features of a single common

entity. For example, POIS enables the designing of methods for updating time,

links and authorship as well as for describing multilevel features in association

with the current data model.

We note that POIType is the core of this specification, which has child

entities derived from the POIBaseType entity. Making use of this POIBase-

Type entity, we are able to manage the information in different POI levels

in association with POIS grouping entity. In terms of properties, both the

POI and POIS entities can be composed of any number of the following child

entities:

• label: is a human explicit label to name PoI.

• description: a human explicit description about the PoI.

• category: this entity classifies PoI into a category. For example, it

can be a primary attribute (e.g., museum, bar, restaurant), a popularity

ranking, or a security rating.
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Figure 4.2: W3C POI Data Model [3].

• time: we can see the time as one of several contexts associated with

the location. For example, we can have the moving object velocity,

acceleration, wind speed, weather and time. Time is considered the

most common context information related to the moving object, which is

generally represented by the time instant that the location was acquired.

However, a moving object can stop in a specific PoI for a long period,

adding a start time and end time for this location [24]. Another example

is related to the existence of PoI by respecting a regularly scheduled

sequence of times. In summary, this entity manages the time instant or

period based on the time specification and occurrence.

• link: this entity is a generic manner to represent a relationship from a

PoI to another PoI, or from a web resource to a PoI, both based on the

RFC 4087 technique (point-to-point link).

• metadata: in this entity, we can insert formal metadata to the PoI
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(by reference, for example).

A more detailed description of all entity in the PoI data model can be

found on the webpage 5 of W3C points of interest working group [3].

Another approach was introduced in [148], where the authors considered

a point of interest (PoI) as a location in a road network. In this case, they do

not consider temporal information as information into the PoI. Nevertheless,

they defined another entity to consider the temporal information, called Time

of Interest (ToI). With these two entities, they proposed an algorithm to

find similarities between moving object trajectories in road networks. For

example, if two trajectories have points (e.g., locations) with similar PoI and

ToI, the algorithm will find a similarity between these trajectories. Figure 4.3

illustrates a scenario containing two moving object trajectories.
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Figure 4.3: Example of similarities based on PoI and ToI.

Therefore, PoI and ToI were divided in two filtering processes, called spa-

tial filtering and temporal filtering. Firstly, the algorithm finds the spatial

similarities based on the PoI of each moving object trajectory. Since the sim-

ilar positions are found, it executes the temporal filtering in order to identify

temporal similarities in the spatially similar points. Taking into account Fig-

ure 4.3, we observe two trajectories containing similar PoI’s (represented by

the circular regions A and B). When these two spatial similarities are found,

the algorithm compares if the time instant t1 from o1 is similar to t3 from o2

at the PoI A and if t2 from o1 is similar to t2 from o2 at the PoI B. Finally,

5http://www.w3.org/2010/POI/documents/Core/core-20111216.html
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if both moving objects have similar PoI and ToI, they will be classified as

moving objects that share the same interests.

In [149], the authors formally define a point of interest (PoI) as a tuple

PoI = (lon, lat, concept), which is composed of at least a longitude, a latitude

and a concept. Similarly to the previous approaches, they defined PoI as

any specific location that represents a point in a trajectory. However, they

introduced a new parameter, called concept. By definition, the concept is

a tuple c = (name, children, ...), which is formed of a string c:name (that

describes the concept) and a set of child concepts c:children (that are the

features of c). Thus, a concept is indicated by its name. For instance, we can

assume that the concept “Fast food” contains the child concepts “Quick” and

“KFC”. Finally, a distance between two concepts c and d is computed by the

function conceptDistance(c, d).

To better represent the distance between concepts, the authors created the

concept hierarchy, which is defined as a forest of concepts. They suggested

the possibility to have multiple roots based on this concept hierarchy and that

the distance between any two concepts is defined as infinity when they are

not sharing a common position. For instance, assuming two concepts c and d,

such as c = d or c is an ancestor of d, then we have c ≥ d, and confirm that c

is a super-concept of d. In sum, the authors represented this classification by

the depth in which the depth of a concept x (depth(x)) is equal to the number

of edges between x and the root of the concept hierarchy containing x. For

example, we assume that z is the lowest common ancestor of x and y. Thus,

if z does not exist, then conceptDistance(x, y) = 1. On the other hand, we

have

conceptDistance(x, y) = max (depth(x)− depth(z), depth(y)− depth(z)) ,

where depth() denotes the depth of a concept in the concept hierarchy.

As we can observe, all these definitions go in the direction to the PoI

data model specified by the W3C-PoI working group. The main differences

are related to the insertion of temporal information to compare similarities

between two interests between different moving objects. However, this dif-

ference is more associated with the algorithm and the process than with the

data model. Taking all these suggestions into account, we decided to follow

the specification proposed by the World Wide Web Consortium (W3C).

The main motivation to know about PoI data models is related to ob-
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taining different concepts in order to design a suitable data model for our

approach. This suitable data model can provide an easy way to manipulate

trajectory data, to use structured query languages, to specify profiles through

movements, to create and compare profile groups.

3 Location-Based Social Networks (LBSN)

Location-based social networks are a new kind of research area that focuses

on the use of spatio-temporal features to process location data of users and

associate these data through social networking relations. This new concept

was introduced in the last couple of year by the authors of [150] as a solution

to share enriched content to a large number of applications (e.g., mobile so-

cial networks). Intuitively, a mobile user (moving object) acquires and records

his/her locations by using some GPS-based application and shares this infor-

mation with other users connected in social networks. Based on the relation

information between locations and relationship, LBSN is able to infer about

new information and provide it for a large number of applications or services.

Therefore, LBSN is formally based in two main parts [4]. The first one is

related to the data model of users’ locations histories according to their tra-

jectories. The second one is associated with the similarity analysis procedures

to discover resemblances between users’ locations or trajectories in social net-

works. Finally, a similarity data can be created by indicating the type of

relations between two friends, who are directly connected in a social network

(e.g., Facebook [12], LinkedIn [13], etc). The results can be used in several

applications, which goes from simple recommending systems up to complex

query-based systems.

Next, these two parts of LBSN are explained in details, taking into account

the spatio-temporal data of users.

3.1 Data model of user location history

As we saw in the previous section, before starting the analysis of trajectory

data, it is important to model the user location history. Some works attempt

to represent relevant locations from the trajectory data, without taking into

account the social relations between users [151] [152]. It means that they do

not consider the comparison between locations histories and social relations
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before modeling the trajectory data of different users. However, in [153] [154]

[155], the authors introduced some approaches involving this domain. These

approaches generally follow the following steps

(acquired data → geospatial locations (important places) → semantic

representation (e.g., museum, coffee shop) ).

Following these steps, it is possible to model users’ location histories and pro-

vide an easy way to compare and find similarities. Besides that, the modeling

of users’ spatio-temporal data allows the knowledge about user’s behaviors

and interests, which can be represented, for example, by users’ routines.

In [4], the authors proposed a framework based on a hierarchical graph

(see Figure 4.4). The key idea of this graph is to model each user’s history

in the space. Formally, the framework is composed by three parts, which are

explained as follow.

Figure 4.4: Framework for modeling users’ location histories in geo-

graphical spaces [4].

• The first part is associated with the acquisition and detection of im-

portant places. Taking into account the framework and the trajectory
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data, the authors define the stay points for indicating the geographic

region where a user stayed for a period of time. In summary, they char-

acterize a stay point as an element semantically comprehensible, such

as restaurants, museums and parks visited by the user.

• Following the first part, every user’s stay point is stored into the database

in the second part. After that, a clustering method is used to recursively

group the information in a well-organized manner. Consequently, the

groups containing similar stay points are created and a multi-granularity

model is obtained, which contains groups with different layers for repre-

senting the locations by geographical regions. This final result contains

the structure of clusters, which provides different and relevant manners

to construct different graphs, according to data model requirements.

This part was called shared framework formulation.

• Finally, in the third part, the construction of the user’s location history

is done, based on the shared framework formulation. Every personal

directed-graph of a user is created by estimating the user location his-

tory in the shared framework formulation. It means that a cluster of

user’s stay points is indicated by the graph nodes and the graph edges

symbolize the movement of a user from a cluster to another (see Figure

4.4).

These three parts need to be well defined to allow the discovering of sim-

ilarities between users based on their location histories. We present some

related works involving this subject in the next section.

3.2 Applying user’s location histories in real scenarios

We have presented a well-known manner to represent spatio-temporal data

based on users’ location histories in LBSN’s. Since these data about users

are defined, it is possible to start the process for finding similarities between

user locations. In [5], the authors use the previous framework in supporting

the understanding of user locations jointly with social knowledge to evaluate

the model in scenarios of generic recommendations [6] [21] [22] and personal-

ized recommendations [156] [19] [16]. According to these authors, a generic

recommendation is a service to offer information about a specific location,
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constrained by users’ departure positions and periods of time. This recom-

mended location-based information can be important places (e.g., restaurants,

supermarkets, etc), trajectory segments, travel experts and effective itineraries

in a specific region. In contrast, the personalized recommendations consider

the user interests to discover the locations matching with them, which can be

derived from the user’s locations histories.

3.2.1 Generic recommendations

By definition, the generic recommendations process several user trajectories

in order to find relevant information for providing a recommendation. This

recommendation is generally described by the following sequence of processes

trajectories → important locations → popular trajectory segments →

itinerary planning → activities recommendation.

When we observe this kind of recommending system, we note that it ini-

tially identifies the most relevant locations (by inference, for example) in a

specific region based on the trajectories. After that, it performs a procedure

to find popular trajectory segments according to these important locations

[14]. Some examples of important places can be Eiffel tower or Louvre mu-

seum in Paris. In addition to popular touristic places, important location

can also be defined as frequented public places, such as theaters, cinemas,

supermarkets or restaurants. Along this line, the system is able to discover

an itinerary according to the user starting position, destination and period

of time [6] [21]. Users can receive recommendations about popular activi-

ties to facilitate their travel planning, such as: best hours to go to a specific

supermarket or restaurant; city streets less congested; others.

We can imagine people going to an unknown city for a short trip. They

would like to know some suggestions (or recommendations) about this place.

One manner to suggest touristic information is discovering the most popular

trajectories followed by previous tourists, derived from their location histories.

Besides that, the recommendation can consider enriched information to be

more accurate, such as the period of the day, the season, weather. On the

other hand, the recommendation system can be interesting to the residents,

informing possible time periods of the day that a certain region has a large

number tourists.
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In the context of social networks, the author of [150] presented a man-

ner to provide travel recommendations automatically by obtaining temporal

information from social data, such as the large number of GPS trajectories

recorded by several users who have traveled to this unknown city. Therefore,

the trajectories can be constructed based on users’ geo-tagged multimedia

content and/or check-in, which are available on the trajectory-sharing social

networking service, called GeoLife [150] [20] [16].

Some works have presented different manners to perform travel recommen-

dation by analyzing geo-tagged photos from trajectory data [157] [154] [158].

However, pertinent challenges associated with generic recommendations have

been sowed in the literature. While an important location can be discovered

by a popular location from many users’ location histories, the knowledge of

these users have to be considered before recommending something. For in-

stance, we can implement different values to a recommendation based on each

location, taking into account each user’s knowledge about different regions

(e.g., a qualified tourist can find best places to visit in any city easier than

an unskilled one). However, we have to consider different levels of qualified

tourists for this example, since a tourist who knows Paris, Rome and Chicago

may have no idea about Rio de Janeiro.

Finding important locations

With these challenges in mind, the authors of [11] introduced some methods

to find important locations based on users’ location histories. Figure 4.5

illustrates the building process to construct a Tree Based Hierarchical Graph

(TBHG).

The following steps explain the two processes to construct the TBHG

presented in Figure 4.5:

1. This first process follows the second part presented in Figure 4.4 for

formulating a shared hierarchical framework F . In summary, the users’

stay points are obtained and stored in the dataset before applying the

clustering algorithm. A density-based algorithm generates clusters of

regions in different levels, where each cluster is composed by similar stay

points of all users. In this example, a stay point represents a location

where a user stayed for a specific time interval.

2. This process is responsible for the construction of location graphs in
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Figure 4.5: Constructing a Tree Based Hierarchical Graph (TBHG) [5].

multiple layers, taking into account the framework F and the users’ lo-

cation histories [5]. In other words, a link between two clusters is created

when two consecutive stay points from one trip are individually included

in both clusters. The approach considers the time serial of the two stay

points to create a link between these two clusters in a chronological di-

rection. Hence, in contrast to the third part of Figure 4.4, this process

uses all sequences of stay points in users’ location histories provided by

the framework F . Finally, the location-based social networking service

makes use of the constructed TBHG as the data representation of all

users’ location histories.

At this moment, a Hypertext Induced Topic Search (HITS) is used jointly

with the TBHG to infer about new values. Formally, HITS is an inference

model that verifies the association of a user with a specific location. Two

models are inferred in this step, the user’s travel skills and the interest level of

a location. Thus, the inferred model considers how strong is the relationship

between these two values and the spatial-based knowledge.

This approach is interesting in the context of LBSN services. However it

brings some points that can be explored. For instance, while the number of

important places in a city is constrained, then the size of the location graph
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Figure 4.6: Example of a scenario to recommend itineraries [6].

becomes small. Nevertheless, the authors of [5] show that sequence with three

locations becomes more interesting than big ones.

Recommending specific information

Following the example of people that visit unknown places, we note that the

step to find important locations offers an easy manner to recommend relevant

information. Furthermore, it is also important to facilitate the users’ travel

plans based on their necessities. For instance, many tourists would like to

visit the maximum number of important locations during their trips, in a

comfortable way, saving money and going fast from the current place to the

next nearest important location.

This example of recommendation has been explored for a considerable

number of researchers. In [159], the authors implemented an interactive rec-

ommending system, which the user determines his/her limitations (e.g., im-

portant locations to be considered in the recommendation as well as the peri-

ods of the day). A similar approach was introduced in [160], where the main

difference is related to the locations that the user would like to avoid. As

we observe, these strategies are commonly based on the user intervention and

needs certain user knowledge about the location.
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Based on these limitations, some works were introduced by adding auto-

matic processes to recommend locations [161] [162]. Besides these works, the

authors of [6] introduced a recommending system to send interesting itineraries

based on the social relations. The approach first uses a process to generate

itineraries by taking into account the user’s query and social relations. Given

the current position, the time period and a certain region, the social relations

derive from users’ trajectories to recommend important locations to visit. Fig-

ure 4.6 shows an example for this recommendation system.

According to these examples, we observe that the best way to provide a

generic recommendation is to consider the period of time that a user stays in

a location as well as the knowledge about the duration time from a current

position to each intermediary locations and final destination. In addition, to

be more accurate, the system has to be adaptable to several types of users.

Therefore, we conclude that four main aspects are related to recommending

systems, which are the departure position, intermediary locations, destination,

and available period of time.

3.2.2 Personalized recommendations

Another way to recommend information based on LBSN service is provided by

personal recommendation systems. In contrast to generic recommendation, a

personalized recommendation is strongly associated with the user’s interests.

It means that the important locations to be recommended are based on the

social relations with the user’s similar interests. Considering the example of

a person that visits a unknown city, the personalized recommendation system

makes use of the times that a particular user has visited a location and possible

rates about this location in order to estimate the interests of another user

in unvisited locations. This process is performed by considering the user’s

location history and location histories of users that match with the user’s

interest [20].

This explained process can be described by a table containing users in each

line and groups of users in each column. A good way to construct this table is

finding the clusters most close to the interests of a specific user. Consequently,

Table 4.1 can be used to infer the ratings of each cluster (in the columns) in

comparison to each user (in the lines) in order to recommend some location.

Taking into account this table, we can see that each group is composed by
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Group 1 Group 2 Group 3

User 1 1 3 2

User 2 4 5 5

User 3 5 3 3

User 4 2 1 3

User 5 3 1 1

Table 4.1: Comparison between user’s interests and interests of groups

of users.

users with similar interests. Each group is associated with a rating of their

knowledge of previous visits in a specific location. Besides that, the groups

have a similarity value in comparison to the interests of the users (presented

in each line of the table). Hence, the recommending system can infer about a

recommendation according to the relations between each group and each user.

In [5], the authors introduced a method of collaborative filtering to design a

personalized recommending system. By definition, the collaborative filtering

algorithm provides a manner to make ratings for similar features [17] [18].

This rating is then compared and the recommendations are sent to users with

similar interests. For example, if two users are friends in the social network

and they have similar interests in their location histories, the recommendation

system can use the collaborative filtering to find similarities and send an alert

to one user about a near place where the other user has already been.

3.2.3 Collaborative Filtering

As previously defined, the main objective of collaborative filtering (CF ) is

to obtain ratings of users for supporting the identification of similar interests

between users. If a similarity is discovered between users, a most-likely pre-

diction can be performed. With this in mind, we now address our attention to

talk about CF models, by showing the classification proposed by the authors

of [163], which are model-based and memory-based algorithms.

Model-based algorithms make use of rating to construct a model. After

that, the model is used to predict ratings [164]. For instance, the authors of

[164] designed a collaborative filtering algorithm based on a machine-learning

framework, where several types of machine learning techniques (e.g., neural
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techniques) can be used to predict ratings. Another model-based algorithm

was demonstrated in [163], where the authors implemented a probabilistic ap-

proach to CF . The key idea is to use rating values between 0 and n and a

probabilistic distribution that considers the probability that a user will at-

tribute a specific rating to a location, since there exist previous user’s ratings

for this location.

In the case of memory-based algorithms, the process performs ratings pre-

dictions taking into account the whole collection of previously rated locations

[165]. Two groups of memory-based collaborative filtering are possible: user-

based [166] and item-based [167] methods. These two groups are presented as

follow.

• User-based methods: these methods use similarity measures be-

tween users to obtain rating predictions. For instance, we assume two

users (X and Y ) and the similarity between them is basically the dis-

tance, which is used as a weight. If we are interested to predict the

rating of user X for a location and X and Y are very similar, then the

rating of user Y will be important to determine the interesting location

to user X. We can find a large number of approaches that use the rating

of uses for elements in order to define the similarities between then. In

[71], the authors introduced an empirical comparison of six different sim-

ilarity measures to recommend virtual communities in the Orkut social

network. In addition, these authors concluded that Cosine similarity

measure obtained best results in comparison to the others.

• Item-based methods: in contrast, these methods consider the rating

between items to predict the ratings. In other words, they predict the

ratings of an item A according to the ratings of an item B. These

methods have been widely used on applications that sell products on the

Internet. The authors of [167] presented a simple manner to compute the

average difference between the ratings of two items for users who rated

both. In Another well-known example was presented in [168], where

an item-to-item collaborative filtering is made by applying the Coisine

technique to compute the similarities in a itemxuser matrix.

In [5], the author presented two challenges related to the designing of

recommendation systems based on location-based social networking services.
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These challenges are strongly associated with the cold start problems and

scalability. The cold start is typical problem of collaborative systems, which

is caused by the entering of new users or items in the recommending system.

Although the number of locations is constrained in real geographic spaces and

generally smaller than that of users, the problem related to the scalability of

a location recommendation system is directly associated with the increasing

number of users.

4 Conclusion

In this chapter, we started introducing the conceptual definition of social net-

works and their virtual communities. Besides that, we presented some relevant

works in the context of social network platforms. Next, we presented the con-

cept of points of interest (PoI) as a prospective source of useful knowledge and

information. We showed some relevant approaches, which each one followed a

different way to represent and process a PoI. The authors of these works de-

signed scalable data representations in terms of important locations to a user,

by considering particular attributes of the geographical space, such as het-

erogeneity, diversity of characteristics of relationships, and spatio-temporal

autocorrelation. Nevertheless, we have to stress the importance of the PoI

data model proposed by the W3C Points of Interest Working Group (W3C

PoIWG). This data model is used as basis to the model proposed in this the-

sis, due to its flexible, lightweight and extensible specification, as well as its

normative syntax in order to provide best practices for sharing, organizing

and serving PoI on our layer of services for Location-Based Social Network

(LBSN).

Following this idea, we also showed the LBSN as an important and chal-

lenging topic in terms of similarity analysis of spatio-temporal data. Since

we presented the concepts of PoI, we showed a comprehensible way to rep-

resent users’ interests derived from the locations that they have been stayed.

Therefore, we introduced some important concepts and related works related

to LBSN services and applications.

From the state of the art review, we concluded that although there are

several LBSN services for recommending systems, which are relatively well

designed, most of them do not consider the relations between friends in social



94 Chapter IV. Location-Based Social Networks

networks and need the direct interaction of users to discover some of their

interests. Finally, we have also observed that LBSN was born as a strategy

to facilitate the recommendation of important places to users, which is gener-

ally provided by recommendation systems. In this context, in our thesis, we

have focused on the designing of a layer of services based on LBSN in order

to provide a solution to capture users’ daily routines for finding correlated

information between users. Our approach is presented in the next chapter.
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We have observed that people work or live in different places but have tra-

jectory correlations in their daily routines. The users’ daily routines, therefore,

can be captured by mobile social applications and shared in virtual commu-

nities in order to increase social interactions in real communities.

Since we have noted this viability to increase social interactions in real

communities and the large widespread of smartphones and social networks,

we propose a layer of services based on user’s daily routines, called LIDU:

Location-based approach to IDentify similar interests between Users in social
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networks. The key idea is to increase social interactions by relating daily

routines and points of interest based on trajectories of mobile users. For

instance, a mobile social application jointly with a social network has to be

able to answer the following questions:

1. Which of my friends stop in my preferred bakery in Grenoble at the

same period of the day?

2. Do any of my friends pass near my apartment to get from their home to

their work?

3. Which of my contacts will be passing into the campus of the University

of Grenoble during the week? 1

While these questions are interesting to obtain information of similarities

between users’ daily routines, some scientific challenges were considered in the

designing of our approach. The challenges are mainly related to traditional

and new problems involving social networks, mobile computing technologies

and spatial data representation. We point out these challenges as follow:

• Determine the relations between users of social networks.

• Propose integrated software architecture according to the characteristics

of mobility scenario, such as limited resources, network and sensors.

• Define the structure of user profiles in order to facilitate the association

between trajectory and context data of users.

• Design a robust data model to describe the spatial environment, tak-

ing into account different levels of the spatial information. The data

model helps the classification of spatial knowledge based on points of

interest (e.g., bakery, apartment, campus), spatial relations (e.g., near

my apartment) and geographic entities (e.g., Grenoble).

• Extend the data model to represent the relations between spatial and

temporal data, which allows the characterization of user’s trajectories

in multiple context information.

• Consider the aspects of the quality of data (e.g., sensored data) and the

sharing of personal users’ information (respecting the privacy features).

1The user defines the contacts to share his/her daily routine.
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• Explore the available knowledge in order to identify spatial and contex-

tual similarities between users, taking into account the performance and

robustness of the approach.

• Propose a generic system to provide adaptable services for different types

of applications, such as a recommendation system.

With these challenges in mind we decided to propose a layer of services

focusing on bridging the gap between applications and low-level constructs

[169]. This layer of services has to be able to achieve the requirements of these

presented challenges and provide more features that facilitates the extension

of our approach, such as scalability, heterogeneity, dynamicity, adaptability,

knowledge managing, data association, quality of service and security. In

summary, this layer helps developers to create applications that make queries

to the layer and get results back in an efficient way [170].

Figure 5.1 illustrates the architecture overview of our approach. As we

note, two main input data are acquired, which are trajectory data (jointly

with context information) and social connections between users. Social con-

nection data are directly processed by the data-modeling algorithm. Cluster-

ing algorithm receives the GPS trajectories to discover the best representative

trajectory of each user. After that, the correlation algorithm identifies the

similar points of interest between users. Finally, the data-sharing algorithm

is able to adapt the information according to the requirements of each appli-

cation.

Formally, our approach allows the execution of algorithms to capture,

store, process and share similarity information derived from users’ daily rou-

tines. Firstly, we use smartphones and their sensors to capture users’ daily

routines and context information. Secondly, all information is transferred and

stored in a relational database located on a server application, which is used

as a plug-in on a social network platform. Besides that, we explore the ca-

pabilities provided by clustering algorithms to analyze user trajectories and

extract relevant information from a large amount of data. Finally, we use an

optimized trajectory correlation algorithm to identify similar routines between

friends in social networks.

Although the core of our approach is situated in the middle of the presented

architecture, the data acquisition process has to be well defined in order to

provide the relevant data to our algorithms. Therefore, we present the data
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Figure 5.1: Architecture overview.

acquisition process, called profile building entity. The profile building can be

denoted as an algorithm to acquire trajectory data and their context infor-

mation through the use of smartphones. After capturing the profile building

component sends the acquired data to the trajectory correlation component,

which is the core of our approach. At this moment, the algorithms process

the data. These two main entities are presented in Figure 5.2.

Therefore, we start showing the main parts that compose the data acqui-

sition module, which was adapted and implemented to our approach.

1 Profile building

The user profile can be determined taking into account two basic types of data

that are used for constructing and enriching the data model. These two basic

types are defined as personal and contextual data. Personal data describes the

main features of an entity and the contextual data characterizes the situation.

An entity can be a person, place, physical or computational object. For ex-

ample, in a personal tracking application for mobile users, the personal data
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Figure 5.2: Main components of our approach.

would be the information about the user, such as name, birthday, gender, etc.

On the other hand, contextual data would be composed of movement records

that the user performed over a period of time. A movement record can in-

clude such characteristics as the initial point, speed, direction, and time, as

well as weather information. We define an entity as a mobile user using a

smart phone equipped with GPS, digital camera and Internet connection (e.g.

3G or Edge).

For the contextual data organization, we have followed the concepts and

relations of Context Top ontology, introduced by the authors of [7]. Figure

5.3 illustrates this ontology, where Action has a Context that is composed by

some Context Elements. The context can also describe the situation of its

elements through the property of describeTheSituationOf, which hasContext

is its opposite property.

Based on the Context Top, we divide the context in five main dimensions:

social, spatial, temporal, spatio-temporal and computational. The social di-

mension is related to the features associated with the user, such as user profile

and social relations in a social network. The spatial dimension provides the

spatial information about the environment where the action is done, for ex-

ample: geographic coordinates, postal address, etc. The temporal dimension
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Figure 5.3: Context Top ontology concepts and relations [7].

is composed by the information about time, such as the date, the days in a

week, etc. The spatio-temporal dimension has the information derived from

the spatial and temporal dimensions (e.g., weather). Finally, the computa-

tional dimension offers the facilities provided by the embedded software in the

system (e.g., sensors, mobile applications, etc.). Therefore, the features that

are used in each dimension are defined by the developer of the context-aware

system. We have adopted the same data organization presented in Figure 5.3

for defining the context data generated by our profile building process.

We have also defined a third type of data, named behavioral data, which is

derived from the association among personal and contextual data. We assume

that behavioral data is defined as a user’s daily routine that is generated based

on the elements that compose a user trajectory and its associated contextual

data. In other words, since the personal and contextual data are well acquired

and associated, our approach allows the identification of a user’s daily routine.

We have two ways to identify a user’s daily routine, based on a single trajectory

or derived from a set of trajectories (e.g., a user that goes from home to work

every day). Both ways can be executed by following our profile building

process, illustrated on Figure 5.4.

The user can use a mobile application to register a single trajectory that
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Figure 5.4: The profile building process.

describes his/her trajectory to go from home to work, for example. After

visualizing and validating the trajectory that represents his/her daily routine,

the user profile is created and the data is sent to the core of our approach.

Social connections are already available by some social network platform (e.g.,

Facebook, LinkedIn, Twitter) on the Internet. Therefore, this single trajectory

and its contextual data are used to represent the user’s daily routine.

On the other hand, the second way to define a user’s daily routine is

discovering his/her best representative trajectory from a set of trajectories.

Since the user registers more than one trajectory to represent the same daily

movement, a clustering algorithm technique can be applied to recognize the

best representative trajectory. For example, a user took the similar path to

go from home to work for 3 times in a period of 5 days. For the other 2

days, this user decided to change the path due to some incident or problem.

For this reason, the 3 similar trajectories could be used to represent the best

representative trajectory. Consequently, this best representative trajectory

represents the user’s daily routine.

In our approach, we provide a method to recognize a user’s daily routine

from one or multiple trajectories. Following the steps presented in Figure 5.2,

the structuring module verifies if there is a previous trajectory for the user. If

there is no trajectory, it creates a new user’s daily routine. On the other hand,

if multiple trajectories are found, clustering and aggregation techniques are

used to identify the aggregated trajectory (a best representative of user’s daily

routine) [171]. As previously mentioned, we apply the OPTICS algorithm to

classify user trajectories based on their daily routes.

The clustering and aggregation module provides the best representative
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trajectory for each user. This aggregated trajectory from one user is com-

pared to other users by applying our trajectory correlation algorithm (Section

3). This approach enables groups of users to share similar routes to increase

geospatial social interaction. The user daily routine then is enriched with

additional information about each location in the database. The structur-

ing module then exports the enriched information to update the user profile

database.

Assuming that these data are available on the Internet and, consequently,

are connected to some social network platform, the social relations can be used

to enrich the database. The structuring module requests the social relations

for each user who has registered his/her trajectory on the database. Hence,

the comparison is performed based on the type of relation between users, for

example: best friends, family, colleagues, etc. In our study, we assumed that

the comparison of trajectories could use this feature as a filter to avoid security

problems, mainly involving privacy.

While the capabilities to capture a sequence of positions, to enrich the

database and to discover the best representative trajectory are the starting

point of managing movement, designing a approach based on trajectory data

requires a structural approach. After obtaining these trajectories, modeling

them becomes necessary for important operations, such as: i) to indentify

patterns, which will be used for decision making (e.g. registering users trajec-

tories within a city for optimizing traffic of vehicles); ii) to query information

about the moving objects (e.g. enriching trajectory data with context infor-

mation); iii) to optimize intelligent transport systems (e.g. motivating users

to use car pooling alternatives in order to reduce the number of vehicles in

urban regions).

2 Multi-layer data representation based on user

routines

The main motivations to design a suitable data model are related to providing

an easy way to manipulate trajectory data, to use structured query languages,

to specify profiles through movements, to create and compare profile groups.

In parallel, the identification of the scenario is a significant requirement to

design a conceptual data model. In this thesis, we take into account the
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scenario of an employee that goes from home to work and back everyday

within a city, whose the user’s daily routine can be represented at different

abstraction levels. In addition, we consider a diversity of semantic data that

enriches the knowledge on these trajectories. For a user daily trip, we can

obtain information about possible user interests based on his/her movements.

For example, whenever the user goes from work to home, he usually stops at

a specific coffee shop.

Therefore, the conceptual model for trajectories must be able to analyze

and manage simple trajectories (direct travels from origin to destination) as

well as complex trajectories (where the trajectory is semantically composed

of separate segments and/or different abstraction levels). Furthermore, the

data model must relate any type of semantic annotation to trajectories, such

as attributes of each trajectory and connections between the trajectory and

an object stored in the database.

Often, it is important to understand the movement data at multiple ab-

straction levels for pattern recognition and analyzing movement behaviors as

well as to deduce the relationships between users in location-based social net-

works. In order to create a flexible data model for mobile social application

context, we propose a multi-layer data representation of moving objects based

on user routines. A specific place as well as a segment or a whole trajectory

can denote these user routines.

Several researchers have shown an interest in analyzing and representing

spatio-temporal data [15][6][14]. This data is relevant in a number of areas

such as social interaction, data mining, medicine and geographical informa-

tion system. For instance, in the context of social interaction, we pointed

out some approaches related to collecting and analyzing daily trajectories of

humans, addressing issues such as daily routine, mobility, sport, trips, and

social networks. In all these approaches, the amount of data produced is very

large and is therefore challenging to interpret.

In parallel, the need for representing information about PoI on the Web

has emerged [3] in order to manage and organize context-aware information.

Interesting issues include how points or regions can be correlated through

multi-layer representation [172] and how user trajectories could be analyzed

in terms of their distance to another one [173].

Multi-layer data representation has been of interest for a long time due

to its importance for spatial data representation [174][175][176]. In spite of
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the large number of issues about multi-layer data representation, there is a

lack of multi-layer representation techniques for moving object trajectories.

In [177], the authors present a design for multi-layer spatial objects in which

both spatial objects and the vertices of their component geometry are labeled

with level priority values. Although the data model supporting queries at dif-

ferent abstraction levels is very interesting, it is not intended for representing

trajectories and not easily extendable for this context.

In [178], the authors present an interesting Rule-based Location Prediction

method (RLP), to guess the user’s future location for location-based services.

However, they do not consider the partial containment relationship between

spatial regions at different spatial levels. In [179] and [180], the authors in-

troduce approaches to consider trajectory patterns between different spatial

levels as well as the relation among user, location and trajectory. In particular,

GeoLife [179] is a social networking service which increases social connectivity

among users taking multiple geospatial scales into account while the work de-

scribed by [180] focuses on Regions of Interest (ROI) as opposed to multiple

abstraction levels. In this thesis we extend the PoI data model proposed by

W3C working group and present a multi-layer data representation of corre-

lated trajectories, taking into account the PoI at multiple abstraction levels.

As introduced in Chapter IV, PoI is composed of any number of the fol-

lowing entities:

• label: is a human explicit label to name PoI. This entity is important

to identify a specific place, which can be used to support the definitions

of labels in the different levels of our data model.

• description: a human explicit description about the PoI.

• category: this entity classifies PoI into a category. For example, it

can be a primary attribute (e.g., museum, bar, restaurant), a popularity

ranking, or a security rating.

• time: time is considered the most common context information, which

is generally represented by the time instant that the location was ac-

quired. Time is also used to estimate the duration of an object at a

place [24].

• link: this entity is a generic manner to represent a relationship from a
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PoI to another PoI, or from a web resource to a PoI, both based on the

RFC 4087 technique (point-to-point link).

• metadata: in this entity, we can insert formal metadata to the PoI

(by reference, for example).

Therefore, we have used this definition to construct our data representa-

tion, which is presented in the next section.

2.1 Data representation

In our work, we assume that the interests of a user for a specific place, segment

or trajectory can represent a user routine. For instance, a user likes to eat at

the restaurant X everyday, where this restaurant is a point of interest. In the

same way, a user prefers to take a specific street (segment) or a set of different

segments (trajectory) to go from home to work. Along this line, a user routine

can be defined following a multi-layer representation (see Figure 5.5), where

n represent the identifier of each element of the routine, and the links are the

relations between these elements at different abstraction levels.

Taking into account the representation presented in Figure 5.5, we classify

user routines as Trajectory of Interest (ToI), Segment of Interest (SoI) and PoI

at different abstraction levels. Therefore, we define this spatial information

to be a multi-layer data representation in order to support the description of

the user’s daily routine.

According to Figure 5.5, a user routine is presented based on its layer.

For instance, the last layer (Layer 3 ) can be represented by the name of the

location according to the GPS coordinate (e.g. bakery’s name, house number,

etc.), based on the PoI data model proposed by W3C working group (with the

same entities). Nevertheless, we inserted the entity called user id to identify

the owner of the PoI. In parallel, we reused and adapted the PoI data model

to define the entities and values of SoI and ToI.

Following our multi-layer data representation and the reference model of

W3C, the Layer 2 is defined as the Segments of interest (SoI) that compose

the user trajectory, where each SoI is composed of any number of the following

entities:

• user ID: is used to identify the owner of SoI.
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Figure 5.5: Our multi-layer data representation.

• label: is a human explicit label to name SoI, which can be generated

by using the labels of PoI (e.g., from Work to Bakery).

• description: a human explicit description about the SoI.

• category: the classification of SoI into a category. Similar to the cate-

gory of PoI, it can be a primary attribute (e.g., street, avenue, highway),

a popularity ranking, or a security property.

• time: for this entity, we can have the time interval that the moving

object stayed into SoI, based on the initial and final time instants. These

time instants are derived from the time instants of the corresponding

initial and final PoI’s of the segment.

• link: similar to the PoI, this entity is a generic manner to represent a

relationship from a SoI to another SoI, where the last PoI of the segment

has a link with the initial PoI of the next segment.
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• metadata: is the use of a formal metadata to SoI (by reference, for

example).

Finally, ToI in the Layer 1 could be represented by a whole user trajectory

(e.g. to go from home to work). Therefore, we identify the following entities

that compose each ToI:

• user ID: is used to identify the owner of ToI.

• label: is a human explicit label to name ToI, which can be also gen-

erated by using the labels of PoI (e.g., from Work to Home) or by the

labels of SoI (e.g., from street X to avenue Y ).

• description: a human explicit description about the ToI.

• category: the classification of ToI into a category. Similar to the

category of SoI, it can be a primary attribute (e.g., name of the region

that the whole trajectory was registered), a popularity ranking, or a

security property. The main characteristic for the security property is

related to the access control polices for a user trajectory. Based on

the level of the relationship with another user, the user can control

the sharing of the whole trajectory (e.g., Public, List of Group Access

(specific group of friends in my social network), Private or List of users).

While this property can be defined by the user in ToI, it can be also

defined in the security properties of SoI and PoI.

• time: the time interval that the moving object stayed into ToI, based

on the initial and final time instants. Similar to the time entity of

SoI, these time instants are derived from the time instants of the corre-

sponding initial and final PoI’s of the trajectory. In addition, with this

information we can identify the period of the day and the days of the

week, for example.

• metadata: is the use of a formal metadata to ToI (by reference, for

example).

Based on this structure, a user routine is presented as a general interest

according to the abstraction level of the user/system. Besides that, a ToI

is directly related to a set of SoI’s and/or PoI’s at low levels. To better



110
Chapter V. LIDU - Location-based approach to IDentify similar

interests between Users in social networks

understand this relation, we use a tree structure to show the relation between

each information according to the multi-layer data representation.

Based on the illustrated data representation, we design our multi-layer

data model for trajectories, taking into account different abstraction levels of

user routines. In the following we provide the basic definitions to support our

discussion.

1. Trajectory (T ) is defined as a set of consecutive points captured through

a GPS of one trip performed by a user. Each location (L) is composed of

a set of information (latitude, longitude, altitude, direction, time stamp

for each registered point (tL) and an approximate speed provided by the

GPS). T = {L1, L2, L3, ..., Ln}, the time interval between two points

is computed by the subtraction of tL(k+1) − tL(k), where (1 ≤ k < n).

This temporal information also allows the recognition of pause instants,

according to the proposal of [24]. Although the points are character-

ized by latitude, longitude and altitude, we focus on points in 2D space

(latitude and longitude) to represent the position of each user.

2. User Routine (UR) is defined as a human construct to represent a

routine of a user based on his/her interest. UR typically denotes a

user interest, where a user can identify an entire trajectory, segment of

route (e.g. street name) or place (e.g., bakeryX), according to the layers

presented in Figure 5.5, typically represented by name and characterized

by type, which may be used as a reference point or a target in a location

based service request (e.g., route destination).

3. Set of UR (SUR) is defined as the set of user routines based on the

abstraction level of multi-layer representation. The user routine of each

abstraction level is defined according to its identifier (ur), such that

traj, seg and poi represents the ToI, SoI and PoI respectively. There-

fore, SUR is formed by a finite set and subset of user routines in dif-

ferent abstraction levels, e.g. SUR = {urtraj{ur(seg,1), ur(seg,2), ur(seg,n)},

urseg{ur(poi,1), ur(poi,2), ur(poi,n)}, ... , ur(s−1){ur(s,1), ur(s,2), ur(s,n)}}, where

s represents the abstraction level. For instance, the set to represent a

user trajectory in the campus of Joseph Fourier University is
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SURtraj = { Chemistry Street{Grenoble Informatics

Laboratory, CERMAV Laboratory},

P iscine Street{ENSIMAG Laboratory},

Library Street{Central Library,Mathe−

matics Laboratory}}

where traj can be represented by the user trajectory in the Layer 1, Chem-

istry Street, Piscine Street and Piscine Street are road segments in the Layer

2, and Grenoble Informatics Laboratory, CERMAV Laboratory, ENSIMAG

Laboratory, Central Library and Mathematics Laboratory are local places in

the Layer 3.

The intention to design a conceptual model is to offer basic procedures in

order to support designers in the development of mobile social applications.

A usual feature in the spatial multi-layer data model is the user routine cor-

responding to a given abstraction level (trajectory, road segment and local

place).

When we consider that a graph of user interests is a tree, we can say

that a user interest is associated with ur in different abstraction levels, which

allows to indicate that a user interest belongs to the abstraction level s (traj,

seg and poi) associated with ur. Since the multi-layer data representation

is presented, we take into account the organization of objects for a defined

abstraction level. Consequently, a low abstraction level offers the set of PoI’s

to describe a user trajectory at the highest abstraction level. We observe

that for all user routine shown in the data representation, we may have a

specific UR available at each abstraction level (s), such that L ∈ urpoi. This

representation offers a procedure to understand the set of abstraction levels.

Finally, since two users A and B have a relation in the social network, our

data model allows the identification of similar user routines between them,

taking into account the different situations, presented in Figure 5.6. We con-

sider the representation of three main situations of social interaction between

users.

For the first situation (Figure 5.6(a)), we observe that two users have a

point of interaction at the crossing of two UR’s (e.g. road segment). Assuming

that a user A passes in a specific region (e.g., at campus of University of

Grenoble) and the user B also passes at this campus, we cannot affirm that

both users are sharing a location L in urpoi. However, our data model provides
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Figure 5.6: Three main representations of situations that we consider as

similarities between two users.

a manner to identify this crossing in different abstraction levels. Since we

identify common regions between both users, we can identify similar segments

and points of interest, allowing the identification of similar routines in different

abstraction levels.

In Figure 5.6(b) the point of interaction could be the complete set of PoI

(e.g. all road segment or a part of it). For this example, when we identify

that both users are sharing a street, it is not evident that they are sharing the

same part of this segment. However, while the similar segment is identified,

our algorithms verify if the locations represented in the PoI layer corresponds

to the same part of the shared segment.

Finally, in Figure 5.6(c), the most important information is the proximity

between users. Hence, this proximity can be determined according to each

layer in our model. The user could define this proximity. Consequently, the

users can consider a possible social interaction due to the proximity of their

trajectories, segments or points of interest.

2.1.1 Multi-layer representation of correlated trajectories

As one or a set of user interests may describe a user routine, we need to

consider every information of each abstraction level (ToI, SoI and PoI ). We

then define a user trajectory as a sequence of UR’s, where the set of segments

crosses between different abstraction levels in the required order. The follow-

ing example presents a multi-layer representation in order to illustrate our

approach.

• setToI = {urtraj}
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• setSoI = {ur(seg,1), ur(seg,2), ur(seg,3)}

• setPoI = {ur(poi,1), ur(poi,2), ur(poi,3), ur(poi,4), ur(poi,5), ur(poi,6), ur(poi,7)}

For instance, we can construct the following sets of UR (SUR):

• SUR1 = {urtraj{ur(seg,1){ur(poi,1), ur(poi,2)}}}

• SUR2 = {urtraj{ur(seg,2){ur(poi,3), ur(poi,4), ur(poi,5)}}}

• SUR3 = {urtraj{ur(seg,3){ur(poi,6), ur(poi,7)}}}

The Figure 5.7 illustrates these sets of UR’s related to each abstraction

level. In the next definition, the user routine descriptor (D) contains the

sequence of the determined user routines. For instance, we determine two

different trajectory descriptors for user 1 (D1) and user 2 (D2):

• D1 = < ur(seg,1), ur(seg,2), ur(poi,7) >

• D2 = < ur(poi,1), ur(poi,3), ur(poi,5) >

We note that the descriptors can be composed by UR’s at different ab-

straction levels due to multiple location names, which can be obtained from

reverse geocoding services. Therefore, our data representation is also able to

find a similarity although these UR’s are at different abstraction levels. The

concept of multi-layer representation is an important step to understand the

relations and similarities between UR’s, grouped in different user descriptors.

For instance, if we consider D1, the user describes a trajectory from a depar-

ture urseg (at the second abstraction level) to a destination in a urpoi (at the

third abstraction level). In case of D2, the user describes his/her routine at

the same level.

A multi-layer data representation should be able to identify the abstraction

level of each UR. This data representation becomes an important element

for providing the accurate information to identify the similarities between

user routines. If we observe the previous trajectory descriptors and the three

situations presented in Figure 5.6, we see some challenges to develop a data

model at different abstraction levels. For instance, if we observe D1 and D2,

we observe that the first user is passing in ur(seg,2) (at the second level) and

the other user is passing in ur(poi,3) (at the third abstraction level). Therefore,

our approach allows the identification of similar routines between users who

are sharing UR’s in different abstraction levels.
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Figure 5.7: Example of multi-layer data representation.

2.1.2 Representation of temporal data

While the clustering algorithm processes the spatial information in order to

identify the best representative trajectory for each user, the temporal infor-

mation becomes relevant contextual information to enrich the services that

are provided by our approach. Hence, we designed a data representation of

temporal information, which is detailed as follows.

Our approach follows the temporal representation presented in [148], where

the time is processed after identifying the spatial similarities. Making use of

the best representative trajectories, we obtain multiple information of time

for each position in the user’s trajectory. Figure 5.8 illustrates an example of

a best representative trajectory with intermediary locations.

Assuming that this best representative trajectory was obtained by a dataset

of 10 trajectories of a user to go everyday from home to work. Consequently,

we have 10 working days for this example. The clustering algorithm then

discovers that the user recorded 7 similar trajectories, by passing at the same

streets and near to specific locations. Intuitively, we note that this user reg-

istered different time instants by location (illustrated by the points in the

trajectory). We can see these different time instants in Table 5.1.

In Table 5.1, we may deduce that the user have traveled for three different

trajectories in three working days to go from home to work. These days

are Day 2, Day 6 and Day 10. In contrast, we have seven trajectories that

were recognized to construct the best representative trajectory. Given the
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Figure 5.8: Example of a best representative trajectory with multiple

locations between a departure (Home) and a destination

(Work).

Locations Day 1 Day 3 Day 4 Day 5 Day 7 Day 8 Day 9

Home 08:00 08:10 08:05 08:07 08:15 08:12 08:17

Bakery 08:07 08:18 08:12 08:15 08:23 08:20 08:25

Supermarket 08:15 08:26 08:20 08:23 08:30 08:28 08:32

Restaurant 08:25 08:36 08:29 08:31 08:37 08:35 08:39

Post office 08:32 08:43 08:36 08:38 08:42 08:41 08:45

Work 08:40 08:50 08:43 08:45 08:50 08:47 08:52

Table 5.1: Time instants by location from a best representative trajec-

tory of a user.

Supermarket as the location, we see that the user passed close to it at 08:15

in the first day, at 08:26 in the third day and at different time instants in the

other 5 days.

Taking into account this example, we designed our representation of tem-

poral data, where the key idea is to store all the time instants by location

and represent them in a time interval. The time interval specifies all the time

instants that the user passed close to each specific location. Finally, this data

can be used to enrich the information that will be provided by our approach.

3 The trajectory correlation algorithm to iden-

tify similar interests between users based on

user’s daily routines

Taking into account the idea to analyze user’s daily routines in order to in-

crease the number of social interactions between users, we propose an opti-
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mized algorithm based on Minimum Bounding Rectangles (MBR) [181] and

the Hausdorff distance [182].

The Hausdorff distance is often used to determine the similarity of two

shapes [183] and to measure errors for approximating a surface in generating

a triangular mesh [184]. In our approach, we are interested to use Haus-

dorff distance computation in two different cases. Basically, the first case is

applied when the algorithm finds a correlated area between two MBR’s. It

uses Hausdorff distance to compute the distance between the points that are

in the correlated area. On the other hand, if there is no correlated area, the

Hausdorff distance computation is used to compute the distance of near points

between two MBR’s. When the distance of two MBR’s is found, the algorithm

allows the expansion of both MBR’s in order to find one or more points of

social interactions, taking into account a threshold (Dmax) for the expansion.

Firstly, we identify four extreme points of each trajectory (the northern-

most, the southernmost, the westernmost and the easternmost). With these

points, we create the MBR for the users’ trajectories. Figures 5.9 illustrates

the MBR for a specific trajectory.

!"#$%&'"()%* !"#$%&'"()+*

!"#$+&'"()%* !"#$+&'"()+*

Figure 5.9: An example of MBR.

For instance, we consider two users A and B and the existence of MBR’s

for their respective trajectories. The four points to represent the rectangle of

the user A are:

(Latmax(A), Lonmin(A)), (Latmax(A), Lonmax(A)),

(Latmin(A), Lonmin(A)), (Latmin(A), Lonmax(A)).

The points for the user B are:

(Latmax(B), Lonmin(B)), (Latmax(B), Lonmax(B)),

(Latmin(B), Lonmin(B)), (Latmin(B), Lonmax(B)).
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Furthermore, we execute the trajectory correlation process according the al-

gorithm as follows.

Algorithm 2 Main algorithm.

Input: two trajectories of users A and B with the points containing their

respective coordinates.

Comment: It is verified if the two MBR’s does not have a correlated area.

if (Latmax(A) < Latmin(B)) or (Latmax(B) < Latmin(A)) or (Lonmax(A) <

Lonmin(B)) or (Lonmax(B) < Lonmin(A)) then

Execute HausDist of MBR(A) and MBR(B);

if HausDist < Dmax then

Expand MBRs;

Restart main algorithm;

else

There is no correlated area;

Stop main algorithm;

end if

end if

Comment: Otherwise, we select the correlated area and execute the Haus-

Dist algorithm.

Select correlated area (Alg. 3);

Execute HausDist (Alg. 4);

Output: The points in the correlated area and the distances between the

points of A in relation to the points of B.

As we can observe in the main algorithm, when there is no correlation be-

tween two MBR’s, we execute an algorithm to compute the Hausdorff distance

between two MBR’s. The main reason to carry out this algorithm is related

to the problem involving extreme points in the MBR faces. For example, we

have a point in the right face of the MBR(A) and another point in the left face

of the MBR(B). Although the MBR(A) is close to the left face of MBR(B),

there might be no intersection, as presented in Figure 5.10. Then, we might
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have a problem, because two near points are not present in the correlated

area.
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Figure 5.10: MBR Expansion for the non-intersection problem.

To solve this problem, we propose a MBR expansion algorithm, which

computes the Hausdorff distance of two MBR’s in order to verify if the ex-

pansion is possible or not according to the threshold Dmax. The Hausdorff

distance from the MBR(A) to the MBR(B) can be determined by exploiting

the characteristic for each MBR area, there has to be at least one object that

touches it. Therefore, we identify the area in MBR(A) closest to a face in

MBR(B). After that, the algorithm computes the Hausdorff distance (Haus-

Dist) of these two faces and compare the result with Dmax. If HausDist is less

than Dmax, then both MBR’s expands their related areas from the current

distance to the result of Dmax. Figure 5.10 shows the MBR expansion process

for the no intersection problem.

On the other hand, if there is an intersection of MBR’s, the algorithm 3 is

executed in order to determine the correlated area.

Since the correlated area of MBR’s is found, the main algorithm executes

the Hausdorff distance computation of the points. Assuming that a and b are

points of sets A and B respectively and that they are in the correlated area,

then the Algorithm 4 is executed.
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Algorithm 3 Selection process

Input: Latmin(A), Latmax(A), Latmin(B), Latmax(B)

if Latmax(A) > Latmax(B) then

Select Latmax(B)

else

Select Latmax(A)

end if

if Latmin(A) > Latmin(B) then

Select Latmin(A)

else

Select Latmin(B)

end if

if Lonmax(A) > Lonmax(B) then

Select Lonmax(B)

else

Select Lonmax(A)

end if

if Lonmin(A) > Lonmin(B) then

Select Lonmin(A)

else

Select Lonmax(B)

end if

Output: correlated area
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Algorithm 4 Hausdorff distance algorithm

Input: points of trajectories A (ai such as i = 1 to n) and B (bj such as

j = 1 to m), where n and m are the total of points in the trajectories A

and B respectively.

HausDist = 0

for all point ai of A do

shortest = Inf ;

for all point bj of B do

distanceij = distance (ai , bj)

if distanceij < shortest then

shortest = distanceij

end if

end for

if shortest > HausDist then

HausDist = shortest

end if

end for

Output: the shortest distance of a point in the trajectory A and another

point in the trajectory B.
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While the similar user routines are identified between two best representa-

tive trajectories, the algorithm starts the comparison between temporal infor-

mation. To compare the temporal similarities between users, we consider all

the similar locations identified. We have adopted the Parzen-window method

[185] to identify temporal similarities by location. Parzen-window has been

used in a large number of research areas, such as pattern recognition, data

classification, image processing and tracking. We decided to use the Parzen

window due to the well representation of each time instant at the time inter-

val, where the density of the points can be easily recognized and visualized in

the graph.

By definition, the Parzen-window is a density-based estimation that con-

siders the data-interpolation technique [186]. Assuming that we have a ran-

dom variable (x), then this technique computes the probability density func-

tion (PDF) in which the random variable was derived. In summary, it super-

poses kernel functions at each observation (xi). Hence, the PDF (f(x)) of the

Parzen-window is computed by

f(x) =
1

n

n
∑

n=1

1

hdim
n

K

(

x− xi

hn

)

, (5.1)

where K() is the kernel function, dim is the dimensional space and hn is the

window width. Based on this equation, we are able to compute the value

of f(x) at a certain location (point). Along this line, we can determine a

window function at x and define the total of observations xi that are close to

the window.

For our approach, we determined the Gaussian PDF as the kernel func-

tion for Parzen-window density computation. Thus, the PDF f(x) with the

Gaussian function becomes

f(x) =
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if tb < x < te

0 otherwise,

(5.2)

such as tb is the initial time instant and te is the final time instant within the

time interval for each location. As we are analyzing a point in comparison

to another points in the time interval, the value of dim = 1. An important

element related to the use of Parzen-window is the value of the window size

(h). According to [187] and [188], when the Gaussian kernel is being used, the
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optimal value of h is defined by

h =

(

4σ5

3n

)
1

5

, (5.3)

where n is the number of time instants in the time interval and σ is the

standard deviation of the samples.

Therefore, we can obtain the frequency that the user is near to a certain

location. Since we have identified a similar routines between two users, we can

compare the temporal graphs to know the probability of rendezvous between

them at a certain period of time. Taking into account the example of the

supermarket (Table 5.1) for a user A, we construct a time interval between

08 : 15 and 08 : 32, with the time instants [08:15, 08:20, 08:23, 08:26, 08:28,

08:30, 08:32 ]. Then, the PDF of the Parzen function then generates the graph

presented in Figure 5.11 in order to represent all the time instants that user

A passed near to supermarket in these seven days.

!"#$! !"#%! !"#&! !"#'! 

Figure 5.11: Time instants that user A have passed near to supermarket

in the 7 days.

As we observe, the graph shows the probability of each time instant that

user A was near to supermarket in the interval. Next, we assume that another
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user B (who is friend of A) have also passed near to the same supermarket in

other ten days. Given a time interval of user B between 08 : 10 and 08 : 50,

with the time instants [08:10, 08:15, 08:16, 08:16, 08:20, 08:21, 08:30, 08:40,

08:42, 08:50 ], the PDF of the Parzen function generates the graph presented

in Figure 5.12.
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Figure 5.12: Time instants that user B have passed near to supermarket

in the 10 days.

Intuitively, we observe that these graphs can represent all time instants in

which both users have passed near to each location. Since we discover similar

routines between users A and B, we can use these graphs to estimate the

rendezvous between them, considering the temporal similarity. One way to

compare these graphs is through the superposition, by observing the common

areas. Another manner is to compute the probability from the highest value

of time instant to the lowest value.
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4 Sharing routines between users

A well-known solution of Web applications that involves sharing and estima-

tion of user interests is called recommendation system. In general, recom-

mendation systems are classified in two groups, which are content-based and

collaborative filtering systems [165]. In terms of content-based systems, a

recommendation is performed based on the user preferences in relation to a

specific content. For example, if a user prefers to listen country music than the

other genres, the system recommends new songs having the ”country” genre

as the preference for that user. On the other hand, collaborative filtering sys-

tems recommend some information based on similar features of users and/or

data. This kind of system is commonly used to recommend information that

is preferred by a group of similar users.

Taking into account the characteristics of our approach, we have considered

the collaborative filtering system as the best method to share the routines

between users. These routines are represented by the similar user interests,

which are identified by the trajectory correlation algorithm. For example,

the recommending system is able to answer the question about a friend who

is passing into the campus of the University of Grenoble during the week.

Therefore, the collaborative filtering system verifies the user routines (in terms

of spatio-temporal information) of a group of users to identify similar interests

between them

Following the steps of our approach the data sharing algorithm can send a

message to the user alerting that a friend passes in front of a specific number of

the street X all the weekdays between 10:00 AM and 10:30 AM. This message

can also contain accurate information about distance, which is acquired by

the Hausdorff distance algorithm.

The final part of our approach is the data-sharing algorithm, which enables

the generation of an enriched information based on the processed data. It

reads all the fields related to a correlated point in order to automatically

create the message that will be sent to one or both users. Figure 5.13 shows

the creation of a message by using context information, which will be sent to

the user B about a possible point of social interaction with the user A.

The data-sharing algorithm can be applied to several types of applications,

for example: mobile social applications, social networks, SMS, and others.

Besides that, our proposal allows the inclusion of a color-based scheme for
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Figure 5.13: The context information of a correlated point in the

database of the user B about the user A.

the visualization of potential points of interaction, taking into account the

probability of interaction among users. Finally, in the next chapter, we present

the evaluation of our approach, taking into account different scenarios.

5 Conclusion

Virtual community platforms provide solutions to social connectivity, giving

people the capability to share interests, opinions, and personal information

with other users. Nevertheless, we argue that the absence of context-aware

mechanisms in virtual communities could be one of the main reasons that

social interactions are frequently missed. The users’ daily routines, therefore,

can be captured by mobile social applications and shared in virtual commu-

nities in order to improve the social connections in real communities.

In this chapter, we introduced our location-based approach to identify

similar interests between users in social networks (LIDU). The key idea is to

provide a layer of services to acquire daily routines in order to find near points

and, consequently, increase social interactions in real communities.

We presented a flexible multi-layer data model for mobile social application

context based on user routines. We designed a conceptual view to be adapt-

able and acceptable to a set of generic features as well as to assist developers

in designing solutions with the inherent complexity of trajectory semantics
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(spatio-temporal data). Besides that, we discussed how our data model could

offer mobile social applications with direct support for trajectories. Next, we

presented an algorithm to execute the trajectory correlation process based on

Minimum Bounding Rectangles (MBRs) and the Hausdorff distance (Haus-

Dist) for finding spatial similarities. Furthermore, we used Parzen-window

technique to identify similarities of temporal data.

To validate our Approach, we implemented and tested a mobile social

application for tracking daily routines. Additionally, we developed a plug-in

on a virtual community platform to receive the user profiles and to execute

the trajectory correlation algorithm. Our results are presented in the next

chapter.
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In this chapter, we present the results obtained by the evaluations of our

approach in different scenarios. These evaluations were divided in three parts,

which are: trajectory data acquisition, clustering algorithm and trajectory

correlation algorithm. Since the main scientific contributions of this thesis

are related to the clustering and trajectory correlation algorithms, we start

presenting these algorithms. After that, we present the mobile application

that was developed to perform the trajectory data acquisition process. In the

following sections we present these parts and discuss the results obtained in

each evaluation.

1 Clustering algorithm

To demonstrate the efficiency of the clustering algorithm we have applied

our approach to two separate users, based on their registered trajectories in

Dublin, Ireland. The overall approach can be summarized in three steps.

First of all clustering is applied to individual user trajectories over a period of

one month. A user’s daily routine is a trajectory from home to work. After

obtaining distinct groups an aggregated trajectory has to be chosen.

With the help of visualization and aggregation techniques, a best rep-

resentative trajectory for each user is obtained. This aggregated trajectory
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obtained from several user trajectories is then compared to other users by ap-

plying our trajectory correlation algorithm. This will enable groups of users to

share similar routes to increase geospatial social interaction. We now explain

the different input parameters we have used in order to verify the results.

(a) User 1 (ǫ = 1000 & minNbs = 3).

(b) User 2 (ǫ = 1000 & minNbs = 3).

Figure 6.1: Reachability plots showing clustering structure.

OPTICS clustering algorithm requires two input parameters: distance

threshold (ǫ) and minimum neighbors (minNbs). The authors of OPTICS

[1] suggest that the value of these two parameters have to be large enough

to yield good results. We structured our experiment in a way that we choose

a range of distance threshold values as well as minimum neighbors. For our

scenario, we defined the distance threshold between 1000 meters and 15000

meters ⇒ (1000 ≤ ǫ ≤ 15000). Similarly, for minimum neighbors we selected

a value of 1 up to 10 ⇒ (1 ≤ minNbs ≤ 10).

The experiment was run with a combination of values for both parameters.
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(a) Three clusters showing distinct routes of User 1 (over-

lay on map).

(b) Three clusters showing distinct routes of User 1

(without overlay).

Figure 6.2: Clusters of user 1.

Based on the statistics and a range of reachability plots we obtained, we found

the best combination of values ⇒ (ǫ = 1000 & minNbs = 3). This condition

revealed a satisfactory result in terms of the clustering structure from the

reachability plots.

The reachability plots obtained are illustrated in Figures 6.1(a) and 6.1(b).

The plots show re-ordering of objects (trajectories in the dataset) on x-axis

while y-axis demonstrates the reachability distances between trajectories. Au-

tomatic cluster extraction techniques from a graph were presented in [1][189].

This data independent visualization provides analysts a high-level understand-

ing of clustering structure. From these graphs clusters can be identified based

on Gaussian-bumps or valleys. As a general rule the cluster starts from a
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(a) Three clusters showing distinct routes of User 2 (over-

lay on map).

(b) Three clusters showing distinct routes of User 2

(without overlay).

Figure 6.3: Clusters of user 2.

steep-down area and ends at a steep-up area.

Based on the first plot in Figure 6.1(a), we can clearly see that there are

two dominant clusters in user trajectories (trajectory 2 to 13 and trajectory

14 to 25) shown by the valleys in the plot. The other cluster is a group

of trajectories, which does not specifically form a valley however they are

grouped together into one cluster. The second graph (see Figure 6.1(b)) also

shows three clusters with varying cardinalities (trajectory 2 to 16, 17 to 22

and 23 to 30). In both the graphs, the first trajectory is considered as noise

(see OPTICS algorithm [1]).

In Figures 6.2(a), 6.2(b), 6.3(a) and 6.4(b), the three clusters (from both
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graphs) are drawn in different styles. The representative routes for each cluster

are drawn with different thickness for visualization purposes.

(a) Best representative aggregated user

trajectories (user 1).

(b) Best representative aggregated user

trajectories (user 2).

Figure 6.4: Best representative trajectories of users 1 and 2.

The clusters show three distinct routes both users adopted over a period

of one month to travel from home to work. On average each user trajectory

contains almost 100 points. The clustering structure also forms distinct groups

based on a specific route on a specific day of the month. For example in

Figures 6.2(a) and 6.2(b), cluster 2 holds trajectories starting from trajectory

14 to trajectory 25 that include 11 days routes. For this specific case we can

acquire knowledge about the patterns related with a particular day of a week

or a month. For example, if we observe the order in which the trajectories

were recorded in case of cluster 2 we obtain (1,2,3,4,7,8,9,12,13,14,15). We

can apply heuristics and visualization techniques such as heat maps in order to

gain more insights into user behaviors. As apparent from the above sequence

user 1 always follows a similar or close route during at least three consecutive

days of a month such as (1,2,3), (7,8,9) and (13,14,15).

After analyzing the clustering structure the next step is to find an ag-

gregated trajectory or a best representative of a particular user route. For

this purpose we have applied a simple yet interesting visualization technique.

When all three clusters from both users are visualized using a single grey scale

color scheme, it reveals the most frequent route adopted. The color has to
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be selected in a way that it must be transparent enough to visualize these

changes. The phenomenon is illustrated in Figures 6.4(a) and 6.4, where user

1 and user 2 best representatives can be visualized and extracted respectively

for further analysis.

2 Trajectory correlation algorithm

Since the clustering algorithm recognizes the best representative trajectory for

each user, the trajectory correlation algorithm is executed. For this example,

the algorithm firstly generates the MBRs for each best representative user

trajectory and identifies the correlation between both MBRs. After that, it

computes the Hausdorff distance of the points in the correlated area.
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Figure 6.5: Best representative trajectory of user A in comparison to

user B.

In order to present the accuracy and efficiency of our system we used

a color-based scheme to represent the points in the same road segment, the

near points and the points out of the correlated area. Figures 6.5 and 6.7 show

the trajectory of the users A and B respectively with the colors representing

the near points between them. The green color represents the same segment

that is used by both users for their daily routines. The blue color denotes

the possible points of interaction, which is in the correlated area among the
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MBRs. Finally, the red color indicates the points that are out of the correlated

area. Additionally, the system allows the generation of messages making use

of the context information.
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Figure 6.6: Best representative trajectory of user B in comparison to

user A.

Based on the results, we observe that both analyzed users have common

interests and our algorithm was able to identify the similar routines between

them. These similarities are presented according to the situations described

in the last chapter. Taking into account the different abstraction levels of our

data model, these results illustrate the common segments of interest (SoI) be-

tween two users. This is possible due to the use of enriched information that

is associated with each location in the database. In other words, each coordi-

nate is registered in the database with its associated context information (e.g.,

postal address, time, speed of the moving object, weather, etc). Therefore,

this enriched information facilitates the identification of similar segments and

comes as an additional feature to increase the accuracy of the final result.

These results of our correlated trajectory algorithm are associated with

two trajectories containing user routines at the same abstraction level of our

multi-layer data model (see Figure 5.5). However, our algorithm also allows

to identify similar user routines in different abstraction levels. That is pos-

sible due to our top down processing to find the similar interests between
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two trajectories. Firstly, we compare the highest abstraction levels of both

users, taking into account the region around each trajectory. Since we find

the correlated regions of both trajectories, we perform the comparison in the

next layer for finding similar road segments between users’ trajectories, which

allows to obtain more details about the type of similarity (e.g. near, sharing).

Finally, we carry out the comparison at the lowest abstraction level in order

to find similarities between local places, such as: bakery X, hospital Y , and

others.

Figure 6.7 illustrates the same comparison, but at a different (less detailed)

abstraction level. The routine of user B is Grenoble, since his/her whole

trajectory is within Grenoble (Level 1 of our data model). On the other

hand, the routine of user A is represented by road segments (Level 2 of our

data model). Based on that, the trajectory algorithm finds the similarities

between the routines of user B (at the level of Trajectory of Interest (ToI))

in comparison to the routine of user A (at the level of Segments of Interest

(SoI)). As the routine of user A is a subset of the set of the ToI represented

by Grenoble, the map is shown with a green dot over Grenoble. Figure 6.7

presents an example of how a multi-layer data model can provide information

at different abstraction levels.

 !"#$%&'"'()*

Figure 6.7: Best representative PoI (Grenoble) of user B in comparison

to user A at a different abstraction level.
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Since the similar user routines are identified, we can process the similarity

analysis in the temporal data, comparing the time intervals in which the users

have passed in a specific location (as presented in Chapter V). With the final

results, we can provide complete information about users’ similarities to the

applications.

3 Trajectory data acquisition

To evaluate the efficiency of our trajectory data acquisition in a real situation,

we implemented our proposal for the ZeroCO2 project [190]. We designed our

system to be a digital logbook during a boat expedition around the Mediter-

ranean Sea. The logbook, which was created as a book to record readings from

the ship log [191], is an essential instrument to the navigation and has to be

used daily. In general, the crew uses paper-based logbooks to register all infor-

mation and, frequently, the information is collected from distinct equipments.

Hence, we concluded that our system was able to create a complete logbook

for this boat expedition. In addition, the challenging scenario of the sea added

some problems involving the recurrent absence of Internet connection and the

lack of battery charging.

Our system was responsible to track the trajectory followed by the boat,

adding all context information to each registered coordinates. Although our

system proposes the use of audio, video and photo as data, we used only

photos for this first experiment in the project ZeroCO2. Taking into account

this scenario, we face new challenges that have motivated us to improve the

context-aware system proposed in the previous section.

The mobile application interface is shown in Figure 6.8. As we can ob-

serve, there are two main functions: the tracking mechanism and the digital

camera. The tracking mechanism is responsible for registering the geographic

coordinates to construct the trajectory. The interface shows the position,

speed, date and, if Internet connection is available, wind speed and humid-

ity. The digital camera takes a picture and, automatically, adds the context

information to it. There is also the option “Tag” with which you can add the

information manually.

An important result discovered during our tests is related to the use of

metadata following some standard, such as Web Ontology Language OWL
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(a) Tracking mechanism. (b) Digital camera.

Figure 6.8: Tracking mechanism and digital camera.

[192]. Several solutions adopt this language to obtain inferred information

about a context. However, it needs to add a large number of information

in the metadata file to perform this task. Consequently, the mobile appli-

cation generates several unused information into the metadata file, causing

some problems of memory overflow in the mobile application. Therefore, we

optimized the content of our metadata files registering only the relevant infor-

mation. Besides that, we developed our own local parser to get the information

of each tag and to infer about context information using the HTML parser.

The first evaluation was done during a travel around the Marseille coast.

We ran this first test to calibrate the distance filter option and to execute the

performance evaluation in the mobile phone. This option is responsible to

define the detail level of the trajectory. We assigned the value fifty meters to

the distance filter, which means that a position will be registered if it is higher

than fifty meters in comparison with the last position registered. With the

first results, we refined our system to the second test: a travel from Marseille

to Ajaccio (Corsica Island).

Figure 1.8 shows the performance evaluation of our application in the mo-
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Figure 6.9: Physical Memory Free and Total Load in the iPhone.

bile phone during the interval from 26 to 29 minutes. The evaluation was

conducted during the first tests, using the XCode Instruments [193] version

2.7. We observed that the Total Load (i.e., System and User) and the Physical

Memory Free followed the same behavior while the mobile application func-

tions were in operation. According to the results, the tracking mechanism

requires approximately 10% of the memory and 25% of the processing to cap-

ture and register the positions. Likewise, while the iPhone digital camera is

working, the memory used is approximately equal to 80% and the total load

did not change. After taking the photo, the function Save Photo can be se-

lected. When the Save Photo function is activated, the maximum load is used

to associate and register all data and context information in the hard disk.

Finally, the memory is cleaned when all data and information are associated

and saved and the total load returns to follow the tracking mechanism. These

results were important to guarantee that the user can use the application for a

long time without stopping it due to memory or processing overhead problems.

Other important results are related to the mobile phone battery consump-

tion during the trajectory registration. In the first test, when the distance

filter had been configured to register each movement of the user, the iPhone

battery level was down to 10% after 2 hours. After setting the distance filter to
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(a) Daily trajectory of the user X. (b) Daily trajectory of the user Y.

Figure 6.10: Mobile Social Application.

fifty meters, the iPhone battery level was down to 10% after 3 hours. Another

factor that can affect this result is the frequency that photos are captured.

The mobile application was one of the three modules developed in this

project. Hence, more details about the usability, the desktop application and

the server solution can be consulted in Appendix A.

This results achieved by the tests in a real scenario were important to

observe the stability of processing and the memory use during the data ac-

quisition process. Therefore, our solution can be used to efficiently obtain the

necessary data (trajectory and context information) to our approach.

Based on these results, we adapted our mobile application to capture tra-

jectories and context information about each location in urban centers. Figure

6.10 shows the interface of our mobile social application, containing the tra-

jectories of two users who registered their daily trajectories from home to

work.

As we can observe in the example presented in Figure 6.10, both users live

and work in different places. The user X registers his/her daily trajectory

that represents his/her daily routine to go from home to work. The user Y

does the same registering process. Then, each user visualizes the trajectory
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on the map. If this trajectory represents a good trajectory, the user validates

it. Otherwise, the trajectory is rejected.

In terms of social networks, as previous mentioned, we enriched the database

with the relations between users who register and share their trajectories.

This data can be used to define different levels of relationships, such as: best

friends, family, colleagues, friends, others. Along this line, we can define some

controls to share personal trajectories only with users that have a certain level

of relation with us. Therefore, in this evaluation, we used Facebook Developer

Platform [194] to capture the relations between two best friends and assumed

that they share their trajectories.

Analyzing the presented results and taking into account the use of context

information to describe user routines, we conclude that our approach can be

applied to a large number of applications, for instance: to offer a system that

increases social interactions in real communities based on virtual communities

(relations between friends in social network platforms); to develop a system

that encourages rides among friends (car pooling); and others. Therefore, the

data-sharing algorithm provides the information according to the requirements

required by the application.

4 Conclusion

In this chapter, we presented some elements related to the evaluation of our

approach. We started showing the implementation of our mobile application,

which acquires trajectory data and context information of users. To validate

the application, we tested it in a challenging scenario of a yacht traveling

in the sea. After that, we adapted the application to register trajectories

in urban canters, capturing all context information of each place by using

reverse-geocoding techniques. Additionally, we developed a plug-in on a vir-

tual community platform to receive the data containing user relations in social

networks.

Next, we presented the evaluation of the OPTICS algorithm to discover the

best representative trajectory of each user, which determines the user’s daily

routine. We explored the capabilities provided by this clustering algorithm

to analyze user trajectories and extract relevant information from them. We

focused on clustering and aggregating multiples trajectories generated by the
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same user in order to identify habits or preferences. The results showed that

this clustering algorithm is efficient to the requirements of our approach.

Finally, we introduced the results of our trajectory correlation algorithm,

which finds similarities between multiple user trajectories based on each user

preference and PoI. The results demonstrated that the similar routines be-

tween two or more users could be identified. Therefore, we conclude that our

research provided interesting avenues for exploring Location-based Social Net-

work (LBSN) applications. These avenues and the conclusion of this thesis

are presented in the next chapter.
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This thesis has been realized in the context of Location-Based Social Net-

work (LBSN). The key idea is to use the extensive knowledge about users’

interests derived from social network platforms and their behaviors based on

trajectory data in order to provide enriched information through a layer of

service. While mobile phone provides the embedded features to register, store

and publish personal information, the social network becomes an important

platform for relating, enriching and sharing user interests.

Along this line, the context of our approach was classified into four main

topics, which can be summarized by the following questions:

1. How can we use the user’s information available in social network plat-

forms (virtual communities) to increase the number of users’ interactions

in the physical world (real communities)?

2. How to make reasoning about similar user interests taking into account

several data captured from different sources of knowledge? In addition,

how to extract the relevant information on the acquired data to make

reasoning from them?

3. What is the optimal restriction to share user interests based on their

connecting strength, which are derived from relationship connections on

social network platforms?

4. How can we represent PoI in multiple abstraction levels, taking into

account the different descriptions of users about PoI?
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Based on the challenges involving these questions, we proposed a layer of

services, called LIDU (a Location-based approach to IDentify similar routines

between Users in social networks). The main objective of this approach is to

provide a service layer that allows to capture, store and process users’ daily

routines in order to find similarities between multiple user trajectories and

near interests between two or more users. Finally, the enriched information

can be used to provide a large number of services in different applications.

1 Summary of the contributions

A contribution of this thesis is the review of state of the art in which deals

with the research topics considered in this thesis. Firstly, we presented how

the most important related works define movement representation and its

main features. After that, we introduced a conceptual view on moving object

trajectories in order to help the understanding and analysis of spatio-temporal

data. We also pointed out some works related to similarity analysis of moving

object trajectories, in the context of spatial, temporal and spatio-temporal

resemblance. Finally, we close the first chapter by showing an overview of the

main challenges related to frequent problems in analyzing dissimilar trajecto-

ries as well as some solutions to solve these problems.

Next, we addressed our attention on spatio-temporal clustering methods

to find trajectory patterns of moving objects in geographic spaces. Besides

that, we showed the different ways to identify moving object patterns derived

from the trajectories. Eventually, we finish the state of the art by introducing

the conceptual definitions of social networks and their virtual communities.

Next, we presented the main definitions of points of interests according to the

representation specified by W3C PoI working group [3] and other approaches.

Finally, we pointed out the current works in this area as well as we show the

main concepts and definitions related to LBSN’s.

The next two chapters are related to our approach, where the first one

detailed the algorithms designed to our approach and the second one presented

the results obtained in the evaluations. As we observed in the evaluation,

our approach achieved interesting results. Based on the thesis results, we can

conclude that our approach is able to provide a reasonable and useful source of

knowledge and information to system designers and developers. This became
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possible due to the use of robust algorithms and the designing of a scalable

data representation in terms of user interests, while always respecting the

particular features of the geographical space, such as heterogeneity, diversity

of characteristics of relationships, and spatio-temporal autocorrelation.

Besides the review of the state of the art, we also presented the contribu-

tions of our approach. The thesis contributions aim to provide a solution to

answer the previous questions.

Starting at the most specific contribution, the correlation algorithm achieved

significant results as a solution to process user interests, trajectories, social

relations and temporal information to increase the number of social interac-

tions in real communities. This contribution is directly related to the use

of social relations derived from virtual communities and the trajectory data

obtained by mobile devices. Therefore, the two first questions deal with this

first contribution.

According to the intermediary contribution, we concluded that the clus-

tering algorithm was efficient to extract relevant information from trajectory

data. This efficiency was validated by the recognition and generation of best

representative trajectories of users, which can be used as relevant source of

data for different algorithms. Hence, this contribution is associated with the

extracting and optimization of the acquired data that is used to make reason-

ing, which answers the second question

Finally, the general contribution is the whole approach, which provided

enriched information about user’s similarities to a large number of applica-

tions. This was possible due to the designing of a flexible multi-layer data

model based on different ways to represent user routines. Consequently, the

general contribution answers all the questions related to this thesis, offering a

reasonable and optimal source of knowledge to system designers and develop-

ers.

2 Perspectives

The contributions presented in this thesis bring up some perspectives for the

continuation of our approach. The perspectives can be categorized into five

parts, three parts related to the optimization of our approach and two parts

associated with the extension of our approach. The three perspectives related
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to the optimization of our approach are derived from trajectory correlation

algorithm, clustering algorithm and data modeling.

• We explained the MBR expansion process for solving the problem of

near points of interest that are not identified in the correlated area.

However, we did not evaluate it in a real scenario. Hence, we intend

to evaluate this process and compare it with other solutions, such as

caching-based methods. Additionally, we aim to reuse our proposal in

different types of scenarios and to develop a mobile social application

based on the enriched information provided by the algorithm. In terms

of applications, several applications can be developed making use of this

enriched data, such as: a variety of recommendation systems, urban

planning, traffic analysis, Web 2.0 based solutions, GIS tools and other

types of mobile social applications.

• We have addressed the clustering algorithm on a static dataset, which

the order of processing chain (e.g., acquisition, modeling, handling) is

respected. In summary, the acquired data are modeled and integrated

to the database and then handled by another dedicated software. With

these aspects in mind, we would like to know what are the impacts that

dynamic geo-referenced data could have on the database and/or the

software that handle these continuously updated data. It is important

to emphasize that studies with micro-clustering algorithms showed that

these algorithms could achieve interesting performance results when ap-

plied in dynamic datasets, where the data is frequently updated [124]

[121]. In addition, it is essential to perform a comparison between differ-

ent clustering techniques in order to find the best approach for covering

the requirements of several scenarios/applications.

• In the context of the data model, we also intend to investigate the impact

of dynamic datasets in our multi-layer data model. We aim to evaluate

the data model in the context of trajectory data flow. Additionally, we

would like to perform a study of different aspects related to the knowl-

edge, which can reveal strengths and weaknesses derived from user’s

trajectory data and the relationships in virtual communities. Thus, it

is essential to investigate the different levels of relationships in order

to automatically relate users with similar interests to recommend some
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information. Besides that, it is important to study the performance of

abstraction level adaptation in terms of multilayer indexing of movement

data, as the evaluation presented in [195].

• In this thesis, we have used only one source of contextual data. How-

ever, we can use multiple sources, which can affect the results related

to the data reasoning. The crossing between multiple data can enrich

the acquired information and increase the data reasoning process. Nev-

ertheless, the well definition of a procedure to manage a large number

of data becomes necessary.

• In the context of privacy, it is possible to design different policies to

determine the access control in the sharing of user’s interests. For ex-

ample, the relationship level (best friend, family, others) is one way to

do that, however, the similarity ranking (based on the users who have

similar routines) could be another method. Therefore, the user has to be

comfortable to share his/her information between trusted-users. While

the Role Based Access Control (RBAC) is widely adopted in several

types of computer networks, we observed that it does not support the

dynamic characteristics of pervasive environments. Hence, we aim to

follow the approaches of [196] and [197] to apply RBAC-based access

control in the shared data.

Besides the perspectives in terms of our approach, some extensions can be

detailed, such as quality of information and streaming databases.

In terms of the quality of information, we know that the geo-referenced

information is not completely accurate. For example, if we use a reverse

geocoding to obtain the number of a house located in a specific street based

on the latitude and longitude, we can obtain different information. Therefore,

this kind of problem has to be considered in the case of solutions that need to

capture accurate information about a specific location.

Finally, we would like to stress that our approach was designed to be

adaptable for adding new solutions, which explore the trajectory data and are

based on some kind of connections between users.
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Appendix A

A Context-Aware Web Content

Generator Based on Personal

Tracking

This paper was published on the 11th International Symposium on

Web and Wireless Geographical Information Systems (W2GIS)

Abstract Context-awareness has been successfully included in the mobile

phone applications due mainly to the presence of numerous sensors and the

access to several communication networks. Therefore, we present a Context-

Aware Web Content Generator Based on Personal Tracking, which uses the

user context information obtained by mobile devices to generate content for

a large number of web applications. While registering the trajectory followed

by the mobile device, it allows users to create multimedia documents (e.g.

photo, audio, video), which are connected to an enriched description of the

user context (e.g. weather, location, date). Finally, all this data and doc-

uments are combined to produce a new content, which is published on the

Web. We also show results of tests performed in a real scenario and describe

our strategy to avoid battery overconsumption and memory overflow in mo-

bile phones. Moreover, a user evaluation is presented in order to measure the

system performance, in terms of precision and system overall usability.

1 Introduction

Mobile phones, nowadays, are not simple call-making devices anymore. They

have already become real information centers. With all the embedded features

like GPS, accelerometer, Internet connection, digital camera, among others, a

user easily creates and publishes personal multimedia content. For instance,

any user can quickly take a picture and put it in his/her web-based photo
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album. In addition, multimedia content can be enriched and organized with

context information collected by smartphones, such as date, geographical po-

sition and current weather.

There are several applications that use context information to enrich and

organize multimedia documents. This information might be proximity of peo-

ple or objects in the photo, current temperature, date, etc. This type of

metadata can be obtained from sensors of mobile devices or from the web.

With this information associated, context-aware applications can better orga-

nize the multimedia, providing user-friendly visualization of the content, and

suggesting annotations for document indexation [198][199][200].

In this paper, we go a step forward proposing the use of context informa-

tion to generate new multimedia content. First of all, the user trajectory is

registered by using the GPS sensor of the device. While registering the trajec-

tory, the user can produce multimedia documents, such as: photos, audio or

video. Likewise, context information can be associated with each multimedia

created, as geographic position, date, and temperature. These data will be

easily shared to the Internet, presented as a microblog, for example. In short,

our system works in three steps: i) collecting context and user-added data;

ii) processing and organizing them; iii) publishing the composed content on a

web-based application (e.g., blogs/microblogs, web albums).

It is also important to mention that context-aware systems have some

dependencies that may not be satisfied in some situations. The Internet con-

nection, for example, can be limited or even not available at certain moments.

Another problem is related to the mobile device battery. For example, all

these features (GPS, Bluetooth, Internet access, etc.) are necessary to the

context data acquisition, but they spend too much electric power. In order

to minimize these dependencies, we propose some design decisions that have

impact in trajectory and context gathering mechanisms.

In the interest of evaluate the system usability and the performance of our

gathering mechanisms, we apply it in a challenging scenario. It was used by

three of the crewmembers of a boat as a digital logbook. The system registered

the boat trajectory, allowed the insertion of photos, suggested annotations

using context information and published the content in the blog of the project

ZeroCO21.

1www.zeroco2sailing.com/blog/
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The organization of this paper is presented as follows. Section 2 presents

related works and introduces an overview about context-awareness. Section 3

presents our proposed system. Section 4 discusses a case study of our system

tested in a real situation. Section 5 presents results of the system performance

and user evaluation. Finally, Section 6 concludes this work and gives some

perspectives.

2 Context-awareness is more than system adap-

tation

Several research areas use the notion of context with distinct meanings.

In the field of information systems, the concept of context refers primarily

to the user status and the surrounding environment at the moment he/she

is accessing a system. Frequently, the knowledge of the user location is a

prerequisite for the success of this kind of system. According to Dey et al.

[201], the context is constructed from all information elements that can be used

to characterize the situation of an entity. An entity is defined as any person,

place or thing (including users and the own applications) considered relevant

to the interaction between the user and the application. Consequently, the

term “context-aware” is associated with systems that guide their behavior

according to their context of use. Most authors in this field consider context

awareness as the ability to perceive the situation of the user in several aspects,

and adapt the system behavior accordingly [202].

On the other hand, in the multimedia domain, the notion of context, and

mainly, its exploitation is slightly different. Context-awareness is more than

simple adaptation mechanisms. This distinction is studied in some works, such

as Naaman et al. [203], which presented the behavior of users to organize and

find photos. In fact, most of the information referred by people about their

image memories consists of aspects related to their context at the moment the

photo is taken (when, where, with who, etc.). These authors argue that the

information about the context creation of a photo facilitates the search of a

specific photo in a set of multimedia documents.

The popularization of mobile devices equipped with location sensors and

GIS (Geographical Information Systems) have provided the technology and

data necessary to develop multimedia systems able to gather the desired con-
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text information. Nowadays, we can categorize these context-aware multime-

dia systems in three groups: multimedia organization and annotation tools;

multimedia sharing systems; and context sharing systems.

2.1 Multimedia organization and annotation tools

Following the aforementioned concepts in Naaman et al. [203], some research

projects and commercial applications propose automatic photo annotation by

using context metadata. In fact, nowadays, the use of photo geotagging is not

unusual for mobile users since most of the smartphones contain geotagging

applications. For example, in Kennedy et al. [204], the authors identified

local markers from 110,000 Flickr images of the San Francisco Bay Area.

Most of the photos were taken from mobile phones and were georeferenced.

Hence, image data with views that best represent a marker according to visual

similarity were retrieved by means of a marker or location search.

Research projects, such as PhotoGeo [200], PhotoCopain [205], MediAssist

[199], and PhotoMap [206] gather a larger set of contextual metadata, which

includes user location, identity of nearby objects and people, date, season and

temperature. They exploit these contextual metadata for photo organization,

publication and visualization. For instance, PhotoMap provides automatic

annotation about spatial, temporal and social contexts of a photo (i.e., where,

when, and who was nearby). PhotoMap also offers a Web interface for spatial

and temporal navigation in photo collections. The system exploits spatial Web

2.0 services to show where a user took the photos and the itinerary followed

when taking them.

2.2 Multimedia sharing systems

The modern capabilities of mobile devices and the success of Web 2.0 sites

stimulate a new kind of multimedia phenomenon: the create-to-share behavior

[207]. Mobile users create multimedia using their devices and with the purpose

of sharing the information almost instantly.

Some context-aware systems try to exploit context metadata to increase

this experience of multimedia sharing [207] [208]. For instance, Zonetag

projects [207] use the position information to suggest the photo annotation be-

fore sharing it. Other approaches aim to refine the multimedia content taking
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into account the user context. For example, the Aware project [208] replaces

the MMS application in Nokia mobile phones by a context-aware application,

which adds automatically the position information to each MMS sent by the

user, such as an address derived from the combination of a GSM Cell-ID and

an address database.

2.3 Context sharing systems

A large number of messages shared on social networks, such as FourSquare

and Twitter microblogs, refers to the information of user context. Hence, this

information can be derived automatically by mobile phones equipped with

sensors [209] and published on these Web sites. For instance, ContextWatcher

[210] is a mobile application to capture and share the most common context

information. The main objective is to acquire and describe accurately the

current status of the user. The context information of a user is composed of

position (e.g., geographic coordinates, altitude and address), speed, humor,

heartbeats and weather. All this information is combined and published over

a map-based site that shows the current context of all users.

Other approaches, such as Melog [211] and SnapToTell [212], propose the

generation of more complex multimedia documents from a set of pictures cre-

ated by users and the context information associated with them. For instance,

Melog tries to recognize events by using clustering techniques. The identified

events are used to structure a micro-blog about the user travels.

3 Our Approach

Taking into account the classification of context-aware groups, our proposal

can be classified into groups one and three. Figure 1.1 presents an overview

of our system, which is divided in three main parts: Data Acquisition, Data

Processing and Publishing. Data Acquisition concerns the sensor application,

note writing, data capturing and every other data collection process. After

that, all acquired data will be processed in the Data Processing. In this part,

the system uses the raw data in order to capture inferred information and to

suggest a textual annotation. When the user context is properly collected and

inferred, the Publishing part initiates its process. Finally, a new content is

formerly produced and can be shared in the Internet, taking into account the
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Figure 1.1: System Overview.

association of each context information.

For instance, a user is registering the trajectory of his/her boat trip using

our system. While he/she is arriving in the harbor, he/she decides to take a

photo of another boat. At this moment, besides the photo, the sensors acquires

context information, such as position, direction, speed and weather2. The

collected data is manipulated by the second part in order to acquire inferred

information and to suggest textual annotations to the user. After validating

the annotations and association with the photos, the user can visualize his/her

augmented trajectory and publish the content on the web.

Nowadays, one of the main features of context-aware systems is the loca-

tion tracking. Our system also relies in this feature. It gets the mobile device

position periodically by GPS and derives the trajectory followed by the mo-

bile. In addition, GPS collects the geographic location of a taken picture to

add this information in the metadata. This action is important to help the

content generation as well as to acquire new information (e.g., weather) of a

photo that was previously taken. These three parts of our system are detailed

in the next sections.

3.1 Data Acquisition

One of the most important parts of our system is the data acquisition. It uses

the sensors in the mobile device to get information about localization, device

2weather will be acquired if an Internet connection is available.
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Figure 1.2: Sequence Diagram of Data Acquisition.

orientation, speed, time, etc. In addition, some initial notes made by the user

are also considered as Data Acquisition.

During the data acquisition process, we have to do the relations between

each information collected, as presented in Figure 1.2. According to the Fig-

ure, the user starts the data acquisition process in the mobile device. The

tracking mechanism, then, begins to register the user trajectory. While the

tracking mechanism is running, the user decides to take a photo, creating a

new event. At the moment, the parameters of the digital camera are defined.

Besides that, the context information is gathered using sensors. Other kind of

information can be obtained if an Internet connection is available, such as the

location name and weather conditions, both using the position information

acquired by the GPS.

Since we are working with mobile devices, the efficiency of our system is di-

rectly related with the battery consumption. To reduce the overconsumption

of battery, we propose the insertion of a distance filter in the tracking mech-

anism. The key idea is to avoid registering coordinates for short distances.

Consequently, we have to observe what is the best distance filter value to reg-
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ister the coordinates. For example, we define the distance filter equal to 10

meters, the mobile device will register the current position in the metadata if

it is higher than 10 meters. Otherwise, it will be dropped. The distance filter

is an important feature of our system because it is responsible for the relation

between battery consumption and trajectory construction.

In order to improve the data processing step, it is important to organize

the acquired data into the metadata. Therefore, we used tags to arrange each

information in the metadata.

3.2 Data Processing

The Data Processing is the real core of the system. It is responsible to in-

crease the robustness of our system by offering more than a context-aware data

collector, as follows. It associates, suggests and organizes the information in

order to provide a comprehensive structure to be published.

Making use of the acquired data organized by tags, the data processing

part is started. It has to provide an interface for users to facilitate the content

generation. The key idea is to use the context information of a data to suggest

the text that will be published. Our system provides an initial recommended

text based on the information acquired by the mobile application. For exam-

ple, if a user is registering his/her trajectory and takes a photo in a specific

position, the system will generate a new photo with the name IMG0001 and

will register the coordinates 45°10’0”N, 5°43’0”E at 15:00 on 03/02/2010. Be-

sides that, the user adds a note describing some characteristics of the photo.

According to Figure 1.3, a text is suggested for each acquired data. Following

the previously example, if the user selects the photo IMG0001 in our system

interface, then a new text might be suggested: “The photo IMG0001 was taken

on the location < location name > at 15:00 on 03/02/2010 and the weather

was < weather status >. < additional note >”.

If the mobile device due to an absence of connection does not acquire the

information of location name and weather, our system interface has to be

able to obtain this information based on context information. Nevertheless,

the specialized web services provide the weather status for present and future

times. To solve this problem, we propose a mechanism to capture this infor-

mation using a HTML parser in order to get the location name and weather

status for the past time. This parser reads the web page Daily History of the
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Figure 1.3: Data Processing.

Weather Underground and obtains the weather status related to the context

information provided by the acquired data. When the user generates the con-

tent to describe all events registered during his/her trajectory, the third step

of our system can be started.

3.3 Publishing

The last part of the system is responsible for publishing the content produced.

In Figure 1.1, we have proposed some applications to publish the content,

such as microblog, SMS, mobile application, etc. In spite of the existence

of a large number of applications to publish the content generated by our

system, we choose the web content publication on blogs/microblogs because

of their natural manner to publish the web content. Their structure, based

on individual posts, is perfect to publish a data with context information.

We can use the natural content organization to sort the posts in terms of the

context information. Moreover, the user could view the content organized by
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day or by place, for example.

In addition, we propose a map-based interface and pop up windows in

order to present the content (annotations, photos, audio, video and context

information related to a position) in the trajectory. We intend to use map-

based interfaces taking into account the usability studies presented in the

literature [213][199]. These works show that map interfaces demonstrate more

interactivity advantages than browsing information with hierarchical links.

Moreover, with a map-based interface, we can easily illustrate the trajectories

generated by the mobile users together with the context information.

4 Using the proposed system in a real situa-

tion

To evaluate the efficiency of our system in a real situation, we implemented

our proposal for the ZeroCO2 project [190]. We designed our system to be a

digital logbook during a boat expedition around the Mediterranean Sea. The

logbook, which was created as a book to record readings from the ship log

[191], is an essential instrument to the navigation and has to be used daily. In

general, the crew uses paper-based logbooks to register all information and,

frequently, the information is collected from distinct equipments. Hence, we

concluded that our system was able to create a complete logbook for this

boat expedition. In addition, the challenging scenario of the sea added some

problems involving the recurrent absence of Internet connection and the lack

of battery charging.

Our system was responsible to track the trajectory followed by the boat,

adding all context information to each registered coordinates. Although our

system proposes the use of audio, video and photo as data, we used only

photos for this first experiment in the project ZeroCO2. Taking into account

this scenario, we face new challenges that have motivated us to improve the

context-aware system proposed in the previous section.

4.1 Challenges and System Improvements

When using any context-aware application in the sea, we have to handle new

challenges in order to avoid problems in the application and information loss.
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The main difficulties that we consider in this work are detailed as follows.

• Lack of continuous Internet connection. In a sea expedition, fre-

quently, there is an absence of Internet connection on mobile phones.

3G or 4G signal is perceived only when the ship is near the coast. Some

high-level context information, like a location address, can be computed

in a future moment (i.e., when an Internet connection is available). How-

ever, some other data cannot be easily recovered. For instance, Weather

Forecast services only provide real-time information. For this reason,

a special context “cache” system should be designed for providing past

context information.

• Robustness: the absence of Internet connection and the movable na-

ture of a ship expedition make the remote repair of the mobile applica-

tion impossible or in situ. Thus, the mobile application has to be reliable.

Previously, our research team has also developed context-aware multi-

media systems following the architectures of PhotoMap [206] and CoM-

MediA (Context-Aware Mobile Multimedia Architecture) [198]. There-

fore, we tested both projects that adopt Java Mobile Edition as mobile

platform. In the user tests of these systems, some memory overflow in-

cidences occurred caused by simultaneous access to the GPS sensor and

the camera phone. This problem occurs even when using synchronized

threads, and, sometimes, requires redeployment of the mobile applica-

tion.

• Energy limitation to recharge mobile devices. Another critical

problem found in the PhotoMap and CoMMediA projects was heavy

energy consumption during the use of the mobile application. For in-

stance, in forty minutes, the battery of a Nokia N95 was fully discharged

since GPS, photo camera and Bluetooth sensors are greedy in energy

consumption. In some ship expeditions, electric energy restrictions are

present and the mobile application should be designed to overcome this

issue.

Based on the system overview presented in Figure 1.1, we decided to divide

the digital logbook in three parts: a mobile application to register the boat

trajectory; a desktop application to receive the acquired data and generate

the web content; and a blog to publish the content.
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Figure 1.4: Digital logbook parts.

An overview of the digital logbook is presented in Figure 1.4. The Data

Acquisition process was developed in the iOS platform, since the user-friendly

interaction is well known in this mobile platform. The mobile application

performs the boat tracking, take the photos, and carries out the relation among

each data and its context information. It is important to note that some of

Data Processing features were also implemented in the mobile phone, such as

the inference mechanism to get the weather status and location name.

The Data Processing step was implemented as a desktop application to

offer an interface of creation and publication of web content. It implements

the module to get the context information that was not acquired by the mo-

bile application, using the HTML parser. Another important feature in the

desktop application is the function of text suggestion for each photo. We tried

to develop a robustness and intuitive interface user interface to improve the

usability.

The Publishing step was developed using an open source blog solution,

which is available on the web page of the ZeroCO2 project3. It shows the

complete digital logbook, containing the content generated by the crewmem-

bers and the map with the boat trajectory.

3www.zeroco2sailing.com/blog/
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(a) Tracking mechanism. (b) Digital camera.

Figure 1.5: Tracking mechanism and digital camera.

4.2 Mobile Application

The mobile application interface is shown in Figure 1.5. As we can observe,

there are two main functions: the tracking mechanism and the digital camera.

The tracking mechanism is responsible for registering the geographic coordi-

nates to construct the trajectory. The interface shows the position, speed, date

and, if Internet connection is available, wind speed and humidity. The digital

camera takes a picture and, automatically, adds the context information to

it. There is also the option “Tag” with which you can add the information

manually.

An important result discovered during our tests is related to the use of

metadata following some standard, such as Web Ontology Language OWL

[192]. Several solutions adopt this language to obtain inferred information

about a context. However, it needs to add a large number of information

in the metadata file to perform this task. Consequently, the mobile appli-

cation generates several unused information into the metadata file, causing

some problems of memory overflow in the mobile application. Therefore, we

optimized the content of our metadata files registering only the relevant infor-
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Figure 1.6: Desktop Application Interface.

mation. Besides that, we developed our own local parser to get the information

of each tag and to infer about context information using the HTML parser.

4.3 Desktop Application

The desktop application interface is shown in Figure 1.6. As stated, the desk-

top application has two segments: the editing area and the visualization area.

In the editing area, the user can add an annotation based on the text sugges-

tion function of our system (Figure 1.3). Besides that, the user is able to edit

previously annotations. In the visualization area, the application shows the

photo album jointly with all context information about each selected photo.

A small map shows the position where the selected photo was taken. In addi-

tion, this interface permits that the user captures weather status of a photo, in

case this information was not captured at the moment the photo was taken,

due to an absence of Internet connection. This is only possible due to our

proposed HTML parser (Section 3.2).

4.4 Web Application

The web application is a microblog solution, in which each annotation created

by the crewmember is posted. Some parts of the blog are shown in Figure



5. Results 163

 !!"#$#%"!&'$!(')*"#"& +$,'$!('+$-./-&

Figure 1.7: Web Application.

1.7. All content generated by the user in the desktop application is stored in a

MySQL database and consulted by Java and PHP scripts. In addition to the

illustrated posts, it also presents a map showing the trajectory of the boat.

This map was developed with the Google Maps API [214]. We developed our

map-based interface taking into account the usability studies presented in the

literature [199] [213].

The web application also performs an indexation process to improve brows-

ing and interaction procedures. The amount of multimedia and context infor-

mation increments quickly in our system. Then, to avoid future performance

difficulties related to the large number of access, spatial and temporal indexes

are associated with each annotation in the MySQL database.

5 Results

In this section we describe the performance and user evaluation of our system.

5.1 Performance Evaluation

The first evaluation was done during a travel around the Marseille coast. We

ran this first test to calibrate the distance filter option and to execute the
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Figure 1.8: Physical Memory Free and Total Load in the iPhone.

performance evaluation in the mobile phone. As explained before, this option

is responsible to define the detail level of the trajectory. We assigned the

value fifty meters to the distance filter, which means that a position will be

registered if it is higher than fifty meters in comparison with the last position

registered. With the first results, we refined our system to the second test: a

travel from Marseille to Ajaccio (Corsica Island).

Figure 1.8 shows the performance evaluation of our application in the mo-

bile phone during the interval from 26 to 29 minutes. The evaluation was

conducted during the first tests, using the XCode Instruments [193] version

2.7. We observed that the Total Load (i.e., System and User) and the Physical

Memory Free followed the same behavior while the mobile application func-

tions were in operation. According to the results, the tracking mechanism

requires approximately 10% of the memory and 25% of the processing to cap-

ture and register the positions. Likewise, while the iPhone digital camera is

working, the memory used is approximately equal to 80% and the total load

did not change. After taking the photo, the function Save Photo can be se-

lected. When the Save Photo function is activated, the maximum load is used

to associate and register all data and context information in the hard disk.

Finally, the memory is cleaned when all data and information are associated

and saved and the total load returns to follow the tracking mechanism. These

results were important to guarantee that the user can use the application for a
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long time without stopping it due to memory or processing overhead problems.

Other important results are related to the mobile phone battery consump-

tion during the trajectory registration. In the first test, when the distance

filter had been configured to register each movement of the user, the iPhone

battery level was down to 10% after 2 hours. After setting the distance filter to

fifty meters, the iPhone battery level was down to 10% after 3 hours. Another

factor that can affect this result is the frequency that photos are captured.

5.2 User Evaluation

Once the first distance filter adjustments were performed, our system was

used by three ZeroCO2 crewmembers. After a one-week expedition, the users

filled in a general usability survey. Despite the small number of users, we have

tried, with this questionnaire, to measure the main benefits and issues of our

context-aware annotation proposal. We also wanted to know if using a mobile

phone in an “adverse environment” could disturb the real ZeroCO2 missions.

The following survey questions were asked:

• Rate how easy it was to create a digital logbook without and with our

digital logbook.

• Rate how fast it was to create a digital logbook without and with our

digital logbook.

• How do you qualify the accuracy of the digital logbook generated anno-

tations?

• Could you describe the main digital logbook advantages and shortcom-

ings?

For the first three questions, a five-scale graph was provided in which the

number one corresponds to a very bad rate, and five corresponds to very a

good rate. For instance, for question 1, the number one corresponds to very

difficult, and five corresponds to very easy. Figures 1.9 and 1.10 show the

experiments results for the first two questions.

Without our system, the crewmembers have to synchronize all information

collected by a digital camera with a desktop application (e.g., a word proces-

sor) in order to create a digital logbook. Additionally, another step has to
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Figure 1.9: Easiness comparison between our digital logbook and normal

logbook tools.
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Figure 1.10: Annotation time comparison between our digital logbook

and normal logbook tools.

be performed for publishing the logbook information on the web (e.g., using

a blog authoring tool). With a mobile device and the digital logbook, most

of the processes of logbook creation, edition, and publishing are automated

by our proposal. The survey results presented in Figures 1.9 and 1.10 reflect

the differences between these two approaches. Interestingly, two users have

given a greater difference in scores concerning the time question (Figure 1.10),

which shows how fast it is to publish information with our digital logbook.

Regarding the accuracy question, two users have scored “precise”, and the

other one has scored “very precise”. Despite the use of distance filter option,

one can see that the generated annotation is still very satisfactory for the

users.

For question 4, the users have highlighted the advantages of intuitive in-

terface on the iPhone application, and the simplicity and speed for logbook
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creation. None of the users have mentioned disruption on their daily mis-

sions. However, the synchronization between the iPhone and the Mac book

was pointed out as the main drawback. Two users have even suggested skip-

ping this step by editing the information on the iPhone and publishing them

directly on the Web.

With these results in mind, the generation of context-aware annotation is,

as we expected, a useful way to automate multimedia edition and publishing

even in an “adverse environment”.

6 Conclusion

In this paper, we presented a new context-aware web content generator based

on personal tracking. It is a context-aware system for the creation, annota-

tion and sharing of multimedia content. We showed that our solution was

used as a wizard editor for the generation of a real digital logbook. By de-

signing a practical and efficient strategy, our system provided a user-friendly

interface and offered a mechanism for context acquisition that avoids battery

overconsumption and memory overflow.

Usability and performance tests were also performed in collaboration with

ZeroCO2 project. The user evaluation results demonstrated that the crewmem-

bers were comfortable using our system and found it an excellent tool to ac-

curately publish context information according to the geographical position.

Beyond our approach for context-aware systems, another important contribu-

tion is associated with the development of a context-aware photo management

tool on smartphones.

As future work, we aim to offer a framework for the development of context-

aware systems. This framework will provide a collection of procedures able to

acquire, store, increase and infer contextual metadata related to multimedia

document. The key idea is to reuse our proposal in several types of scenarios,

for example: tracking an excursion in forests and mountains; studying the

behavior pattern of a vehicle based on its speed, course, and position; mapping

the course of runners and other athletes; and applying that for mobile learning

lectures such as Geology courses that are usually taken in the field.
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Progress in Spatial Data Handling, pages 383–400, 2006. 40, 41



176 Bibliography

[66] Thomas Devogele. A new merging process for data integration based
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Oliver, and Hervé Martin. Photomap - automatic spatiotemporal anno-

tation for mobile photos. In W2GIS’07: Proceedings of the 7th interna-

tional conference on Web and wireless geographical information systems,

pages 187–201, Berlin, Heidelberg, 2007. Springer-Verlag. 152, 159

[207] Morgan Ames. Why we tag: motivations for annotation in mobile and

online media. In In CHI ?07: Proceedings of the SIGCHI conference on

Human factors in computing systems, pages 971–980. ACM Press, 2007.

152

[208] Mika Raento, Antti Oulasvirta, Renaud Petit, and Hannu Toivonen.

Contextphone: A prototyping platform for context-aware mobile appli-

cations. IEEE Pervasive Computing, 4:51–59, 2005. 152, 153



192 Bibliography

[209] Louise Barkhuus, Barry Brown, Marek Bell, Scott Sherwood, Malcolm

Hall, and Matthew Chalmers. From awareness to repartee: sharing

location within social groups. In Proceeding of the twenty-sixth annual

SIGCHI conference on Human factors in computing systems, CHI ’08,

pages 497–506, New York, NY, USA, 2008. ACM. 153

[210] Johan Koolwaaij, Anthony Tarlano, Marko Luther, Petteri Nurmi,

Bernd Mrohs, Agathe Battestini, and Raju Vaidya. Context Watcher-

Sharing context information in everyday life. Calgary, Canada, July

2006. 153

[211] Hongzhi Li and Xian-Sheng Hua. Melog: mobile experience sharing

through automatic multimedia blogging. In Proceedings of the 2010

ACM multimedia workshop on Mobile cloud media computing, MCMC

’10, pages 19–24, New York, NY, USA, 2010. ACM. 153

[212] Pujianto Cemerlang, Joo-Hwee Lim, Yilun You, Jun Zhang, and Jean-

Pierre Chevallet. Towards automatic mobile blogging. In Multimedia

and Expo, 2006 IEEE International Conference on, pages 2033 –2036,

july 2006. 153

[213] Dong-Sung Ryu, Woo-Keun Chung, and Hwan-Gue Cho. Photoland: a

new image layout system using spatio-temporal information in digital

photos. In SAC ’10: Proceedings of the 2010 ACM Symposium on Ap-

plied Computing, pages 1884–1891, New York, NY, USA, 2010. ACM.

158, 163

[214] Google Inc. The Google Maps/Google Earth APIs, September 2010.

163



LIDU: Location-based approach to IDentify similar

interests between Users in social networks

Abstract: Sharing of user data has substantially increased over the past

few years facilitated by sophisticated Web and mobile applications, including

social networks. For instance, users can easily register their trajectories over

time based on their daily trips captured with GPS receivers as well as share

and relate them with trajectories of other users. Analyzing user trajectories

over time can reveal habits and preferences. This information can be used

to recommend content to single users or to group users together based on

similar trajectories and/or preferences. Recording GPS tracks generates very

large amounts of data. Therefore clustering algorithms are required to effi-

ciently analyze such data. In this thesis, we focus on investigating ways of

efficiently analyzing user trajectories, extracting user preferences from them

and identifying similar interests between users. We demonstrate an algorithm

for clustering user GPS trajectories. In addition, we propose an algorithm to

correlate trajectories based on near points between two or more users. The

final results provided interesting avenues for exploring Location-based Social

Network (LBSN) applications.

Keywords: Location-Based Social Networks (LBSN), Geographic Infor-

mation Systems (GIS), social networks, similarity analysis, clustering algo-

rithms, Points of Interest (PoI).



LIDU: Une approche basée sur la localisation pour

l’identification de similarités d’intérêts entre

utilisateurs dans les réseaux sociaux.

Résumé: Grâce aux technologies web et mobiles, le partage de données

entre utilisateurs a considérablement augmenté au cours des dernières années.

Par exemple, les utilisateurs peuvent facilement enregistrer leurs trajectoires

durant leurs déplacements quotidiens avec l’utilisation de récepteurs GPS et

les mettre en relation avec les trajectoires d’autres utilisateurs. L’analyse

des trajectoires des utilisateurs au fil du temps peut révéler des habitudes et

préférences. Cette information peut être utilisée pour recommander des con-

tenus à des utilisateurs individuels ou à des groupes d’utilisateurs avec des

trajectoires ou préférences similaires. En revanche, l’enregistrement de points

GPS génère de grandes quantités de données. Par conséquent, les algorithmes

de clustering sont nécessaires pour analyser efficacement ces données. Dans

cette thèse, nous nous concentrons sur l’étude des différentes solutions pour

analyser les trajectoires, extraire les préférences et identifier les intérêts sim-

ilaires entre les utilisateurs. Nous proposons un algorithme de clustering de

trajectoires GPS. En outre, nous proposons un algorithme de corrélation basée

sur les trajectoires des points proches entre deux ou plusieurs utilisateurs. Les

résultats finaux ouvrent des perspectives intéressantes pour explorer les ap-

plications des réseaux sociaux basés sur la localisation.

Mots-clés: Réseaux Sociaux Basés sur la Localisation (LBSN), Systeme

d’Information Geographique (SIG), Réseaux sociaux, Analyse de similarités,

Algorithmes de clustérisation, Points d’Intérêt (PoI).
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