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The issue of establishing the status of nonlinear elasticity theory for rubber with respect
to the point of view of polymer physics is at the heart of this manuscript. Our aim is to
develop mathematical methods to describe, understand, and solve this multiscale problem.

At the level of the polymer chains, rubber can be described as a network whose nodes
represent the cross-links between the polymer chains. This network can be considered as
the realization of some stochastic process. Given the free energy of the polymer network,
we’d like to derive a continuum model as the characteristic length of the polymer chains
vanishes. In mathematical terms, this process can be viewed as a hydrodynamic limit or
as a discrete homogenization, depending on the nature of the free energy of the network.
In view of the works by Treloar [86], by Flory [34], and by Rubinstein and Colby [79] on
polymer physics, and in view of the stochastic nature of the network, stochastic discrete
homogenization seems to be the right tool for the analysis. Hence, in order to complete
our program we need to understand the stochastic homogenization of discrete systems.
Two features make the analysis rich and challenging from a mathematical perspective: the
randomness and the nonlinearity of the problem.

The achievement of this manuscript is twofold:

• a complete and sharp quantitative theory for the approximation of homogenized coeffi-
cients in stochastic homogenization of discrete linear elliptic equations;

• the first rigorous and global picture on the status of nonlinear elasticity theory with
respect to polymer physics, which partially answers the question raised by Ball in his
review paper [4] on open problems in elasticity.

Although the emphasis of this manuscript is put on discrete models for rubber, and more
generally on the homogenization of discrete elliptic equations, we have also extended most
of the results to the case of elliptic partial differential equations — some of the results
being even more striking in that case.

Before we turn to the details of our contributions, let us first recall the context of
stochastic homogenization.

The first rigorous results in homogenization of linear elliptic equations date back to the
seventies with the contributions by De Giorgi and Spagnolo [28], Bensoussan, Lions, and
Papanicolaou [8], Murat and Tartar [67, 68] to cite a few. Let A be a periodic matrix and
for all ε > 0 let Aε(·) := A(·/ε) be the associated ε-rescaled matrix. Their results ensure
that the solution operator (−∇ · Aε∇)−1 converges as ε → 0 to the solution operator
(−∇·Ahom∇)−1 associated with a constant matrix Ahom. As a by-product of their analysis
they obtain a characterization of Ahom in terms of the solution of an elliptic equation posed
on the periodic cell (the so-called cell-problem). In this manuscript we are interested in
cases when the corresponding cell-problem is not posed on the periodic cell (also called the
unitary cell), but rather on the whole space. This happens in at least two cases:

• in the linear case when the periodicity assumption on A is replaced by the more general
assumption of stochastic stationarity;



XII

• in the periodic nonlinear nonconvex case, that is when the linear elliptic equation is
replaced by the minimization of an energy functional u 7→

´

D
W (x/ε,∇u(x))dx, where

u : D → R
d is a deformation, ∇u(x) is the strain gradient, andW : Rd×Md → R

+ is the
energy density which is periodic in space and quasiconvex nonconvex in the deformation
gradient (in the linear case, W is simply quadratic).

The rigorous derivation of nonlinear elasticity theory from polymer physics combines these
two cases (in the setting of discrete equations). Stochastic homogenization of linear elliptic
equations has been first studied by Papanicolaou and Varadhan [75] and by Kozlov [47].
The periodic homogenization of nonconvex integral functionals is due to Braides [13] and
to Müller [64]. The stochastic homogenization of integral functionals is due to Dal Maso
and Modica [26] and Messaoudi and Michaille [61].

This manuscript is organized in four chapters. The first chapter is dedicated to the
quantitative analysis of stochastic homogenization of discrete linear elliptic equations. We
give a complete error analysis for several approximation methods of the homogenized co-
efficients. The second chapter is a natural continuation of the first chapter: we generalize
some of these results to the case of linear partial differential equations, and focus on the
issue of approximating homogenized coefficients in various (general and applied) contexts.
The third chapter deals with the stochastic homogenization of integral functionals. The
aim of this chapter is to understand how qualitative properties of the heterogeneous in-
tegrand W (which are of interest in nonlinear elasticity) can be inherited (or not) by the
homogenized integrand during the stochastic homogenization process. The fourth and last
chapter of this manuscript is dedicated to a complete and rigorous derivation of nonlin-
ear elasticity theory starting from a model based on polymer physics, in the context of
stochastic homogenization of discrete systems.

Chapter 1: Stochastic homogenization of discrete linear elliptic equations

Discrete linear elliptic equations typically model the conduction of electricity in resistance
networks (in Zd, each edge relating two points at distance 1 is typically a conductance).
We assume that the conductances are independent and identically distributed (i. i. d.) in
some bounded interval isolated from 0. They give rise to a diagonal random conductivity
matrix A on Zd and to a discrete elliptic operator using finite differences. This problem is
a linear and scalar counterpart to the discrete model for rubber we shall present later on.

There are two points of view on this problem: the discrete linear elliptic equation as-
sociated with the random conductivity matrix A and the random walk in the random
environment characterized by the conductances. Both points of view allow to prove a ho-
mogenization result. Within the discrete elliptic equation point of view, Künnemann [51]
and Kozlov [48] have proved that the large scale behaviour of the (discrete) solution opera-
tor “(−∇·A∇)−1” is almost surely described by the large scale behaviour of the (continuous)
solution operator (−∇·Ahom∇)−1 for some deterministic matrix Ahom. In terms of random
walk in random environments, Kipnis and Varadhan [45] have shown that the homogeniza-
tion result takes the form of the convergence of the (rescaled) random walk to a Brownian



XIII

motion of covariance 2Ahom, in expectation (the almost sure convergence has been shown
by Sidoravicius and Sznitman [82] and Mathieu [59]). Both points of view rely on the study
of the corrector equation: for any ξ ∈ R

d:

−∇ ·A(ξ +∇φ) = 0 in Z
d.

An equivalent form of this equation can be written in the probability space. The main
difficulty of this equation comes from the lack of Poincaré’s inequality in the probability
space (said differently, with the notation 〈·〉 for the expectation, there is no Poincaré’s
inequality of the type 〈φ2〉 ≤ C 〈|∇φ|2〉 for (stationary) functions φ such that 〈φ〉 = 0).
This problem is the starting point of troubles in stochastic homogenization. One possibility
to study the corrector equation is to introduce a regularization by a zero-order term, and
consider the unique stationary solution to

T−1φT −∇ ·A(ξ +∇φT ) = 0 in Z
d

for T > 0, and pass to the limit as T → ∞. To be able to obtain quantitative results, we
need to understand more thoroughly the corrector equation, or equivalently the dependence
of φT with respect to T .

Our first crucial result is that the combination of a spectral gap estimate, a Cacciopoli
inequality in probability, and elliptic regularity theory allows one to derive a “proxy” for
the Poincaré inequality (at least in dimension d > 2). In particular we have shown that for
d > 2, 〈

φ2
T

〉
. 1

uniformly in T . As a consequence, we obtain a complete existence and uniqueness theory
for the corrector equation in the probability space. In other words: there does exist a unique
stationary solution to the corrector equation in dimension d > 2. This result was rather
unexpected. The price to pay for this is to consider i. i. d. conductances (and not only the
much more general assumption of ergodicity used in [51], [48], and [45]). This is a first step
towards a quantitative stochastic homogenization theory.

In a second contribution we devise new approximation formulas for homogenized co-
efficients based on the regularized corrector φT . This is of practical interest since φT can
be accurately approximated on bounded domains whereas φ cannot (this is related to
the exponential decay of the Green’s function of the Helmholtz operator compared to the
algebraic decay of the Green’s function of the Laplace operator). Papanicolaou and Varad-
han [75] and Kipnis and Varadhan [45] have given a spectral representation formula for the
homogenized coefficients. We adopt this framework and first define natural approximation
formulas Ak,T (for k ∈ N, T > 0) in terms of their spectral representations. We only later
on re-interpret these formulas in terms of the regularized corrector φT in physical space.
Similar approximations can be obtained directly by a Richardson extrapolation in the phys-
ical space. As we shall show, the fundamental property of these approximations is that the
convergence rate to zero of Ak,T − Ahom in function of T is driven by the values of some
spectral exponents related to the spectral representation of the elliptic operator −∇ · A∇
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in the probability space. Our second crucial result is a sharp estimate of these spectral
exponents in any dimension, the proof of which is based on induction using functional
calculus, elliptic theory, and the spectral gap estimate.

From a practical point of view one cannot solve the regularized corrector equation in
the probability space to compute expectations: instead, we approximate the regularized
corrector in physical space, and replace the expectation by spatial averages on large do-
mains QL = (0, L)d — this is where the fact that φT can be accurately approximated on
bounded domains is important. This gives rise to the approximation AL

k,T of Ak,T . Note

that AL
k,T is itself a random variable. The error between the expectation

〈
AL

k,T

〉
= Ak,T

of the computable approximation of Ahom and Ahom itself has been estimated using the
spectral exponents. Remains the statistical error: AL

k,T fluctuates around its expectation
Ak,T . We have essentially proved that the variance of AL

k,T has the scaling of the central

limit theorem: var
[
AL

k,T

]
. L−d (up to a logarithmic correction for d = 2). Again, the

proof of this estimate crucially relies on the spectral gap estimate.

The combination of these results then allows us to make a complete and optimal quan-
titative convergence analysis of several approximation methods of the homogenized coef-
ficients. We prove in particular that the popular “periodization method” yields optimal
convergence rates in any dimension.

In the last section of this chapter, we turn to the point of view of the random walk in
random environments, and use the convergence of the random walk to a Brownian motion
with covariance matrix 2Ahom to devise an approximation procedure. The approximation
is based on a Monte-Carlo method and consists in computing independent realizations of
trajectories of the random walk up to some final time t > 0 in independent environments.
Using a quantitative version of the Kipnis-Varadhan theorem together with estimates of
the spectral exponents, we prove that the error at time t between the expectation of our
approximation and the homogenized coefficient is essentially of order 1/t. We complete this
picture by proving large deviation estimates. The results are sharp.

Chapter 2: Quantitative results in homogenization of linear elliptic equations

In this second chapter we generalize some results of Chapter 1 to the case of linear partial
differential equations. This time, the crucial assumption on the random symmetric diffusion
matrix A is that its correlation-length is bounded (that is, there exists some correlation
length CL > 0 such that the random fields A(x) and A(z) are independent if |x−z| > CL).
Under this assumption we are able to extend the spectral gap estimate from the discrete
setting (in which case the conductances are only countably many) to the continuous set-
ting (in which case the diffusion matrix is a measurable function, and therefore lives in an
infinite-dimensional space). Perhaps the most striking result for a specialist in stochastic
homogenization is the existence of a stationary solution to the corrector equation in di-
mension d > 2. From the PDE point of view, the extension of the results from the discrete
to the continuous setting essentially relies on the De Giorgi-Nash-Moser theory.
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Up to now, we have only focused on the approximation of homogenized coefficients. In
the second section of this chapter we address a different question. Given a linear elliptic
partial differential equation whose diffusion coefficient is perturbed by a stationary noise
with correlation-length ε > 0, how does the statistics of the solution depend on ε ? Heuristic
arguments give a precise guess on the dependence of some strong and weak norms of the
fluctuation upon ε. We present a string of arguments which provides optimal results for
small ellipticity ratio only (say when the noise is sufficiently small). This can also be
seen as a first step towards a quantitative analysis of the convergence to the solution of
the homogenized problem in stochastic homogenization of linear elliptic equations, in the
spirit of the work by Yurinskĭı [91] (who obtains an algebraic convergence rate in ε for
d > 2) and by Caffarelli and Souganidis [18] (who treat the much more general case of fully
nonlinear elliptic equations, but only get a logarithmic convergence in ε).

We come back to the approximation of homogenized coefficients in the third section,
and go beyond the case of stationary diffusion coefficients with finite correlation-length. We
propose a general approximation method of homogenized coefficients which yields optimal
convergence rates both for the stochastic case with finite-correlation length and for the
periodic case. This approach combines a filtering method and the approximation formulas
devised using the spectral representation of the homogenized coefficients. We show that
these approximations are consistent in the general ergodic case using spectral theory, and
provide with numerical examples in the periodic and quasiperiodic case which exemplify
the interest of the method.

The last section of this chapter is an independent work which illustrates:

• the interest of the homogenization theory for engineering problems;
• the fact that, even in the periodic case, to pass from theoretical to practical results is

not always an easy task in homogenization.

The starting point is a coupled system of elliptic/parabolic equations modeling the trans-
port of nuclear waste in a heterogeneous storage device. Due to the nonlinear coupling we
consider, even if we start from purely periodic coefficients we end up with a cell problem
for the parabolic equation which depends on the space variable through the flux associated
with the homogenized elliptic equation. From a practical point of view this is a disaster:
we have a priori as many (periodic) cell problems to solve as Gauss points in the domain.
A very powerful tool to deal with such parametrized partial differential equations is the
reduced basis method. In this section we show how to apply this method to the homogeniza-
tion problem under consideration, and propose an efficient way to construct the associated
linear systems using a fast Fourier transform. Numerical tests are very promising.

Chapter 3: Homogenization of integral functionals

The current existence theory in nonlinear elasticity [5] is based on the minimization of
energy functionals of the form u 7→

´

D
W (x,∇u(x))dx rather than on the associated

Euler-Lagrange partial differential equations. It is therefore not surprising that the ho-
mogenization of integral functionals is used to model composite materials in nonlinear
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elasticity. When dealing with such energy functionals, natural properties can be expected
of the energy density, such as frame-invariance, isotropy, minimality at identity... In terms
of convexity properties, if one expects the energy density W (x, Λ) to blow up when the
determinant of the d× d matrix Λ approaches zero (that is one cannot shrink the material
to a point), W (x, ·) cannot be a convex function. This blow up is however compatible with
the more general notions of quasiconvexity and polyconvexity. Another subtle property
is strong ellipticity (which is equivalent to the convexity of W (x, ·) along rank-one con-
nections). Stability of homogeneous deformations as well as short time existence results
in elastodynamics require strict strong ellipticity. It is also sometimes convenient to re-
strict the analysis to the small deformation regime, for which one expects a linear theory
to be valid at first order. Natural questions in homogenization of integral functionals are
typically:

• under which conditions is the homogenized energy density frame-invariant ? isotropic ?
• is polyconvexity stable by homogenization (that is, if the heterogeneous energy density

is polyconvex almost everywhere, is the associated homogenized energy density poly-
convex) ? (Quasiconvexity is always stable.)

• is strong ellipticity stable by homogenization ?
• do homogenization and linearization commute in small deformation ?

The homogenized energy density is frame-invariant provided the heterogeneous integrand is
frame-invariant almost everywhere. The homogenized energy density can never be isotropic
in the periodic case for truly nonlinear and heterogeneous integrands. The other questions
have also been solved in the case of periodic homogenization. Braides [14] has shown that
polyconvexity is not stable by periodic homogenization (see also Barchiesi [6]). Geymonat,
Müller, and Triantafyllidis [38] have developed a complete theory establishing conditions
under which strict strong ellipticity is conserved or lost by periodic homogenization (both
cases indeed occur). More recently, Müller and Neukamm [66] proved the commutability of
periodic homogenization and linearization in small deformation (that is, at identity). The
proofs of these qualitative results never rely on soft arguments, and often make a crucial
use of periodicity. The proof by Braides uses the fundamental construction by Sverak [83].
The theory of [38] is based on the Bloch transform, and therefore on the periodic structure.
The proof of the commutability in [66] combines the periodic asymptotic formula for the
homogenized integrand with the deep quantitative rigidity estimate by Friesecke, James,
and Müller [37].

A large part of the difficulties encountered in these problems originates in the fact
that the cell problem is posed on Rd and not on the unitary cell. It would therefore be
very valuable to have an alternative formula for the homogenized integrand depending
on a periodic solution on the unitary cell. In view of the contribution [64] by Müller, a
natural candidate for the homogenized integrand is the quasiconvex envelope of the cell-
integrand (obtained using a periodic solution of the cell-problem on the unitary cell).
Our first contribution (Section 3.3) shows however that this natural candidate cannot
coincide with the homogenized integrand in general, so that it seems difficult to by-pass
the asymptotic character of the homogenization formula.
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We’ve seen so far that periodic homogenization of integral functionals is rather well-
understood even if the asymptotic homogenization formula is a difficult object to handle.
The picture is quite different for the stochastic homogenization of integral functionals. As
a general principle, “homogenization structures” (that is, the assumptions on the hetero-
geneities which yield homogenization) are the same for linear elliptic equations and integral
functionals, so that one expects that if one can prove homogenization for linear elliptic equa-
tions one should be able to prove homogenization for general integral functionals. Examples
are of course periodicity, and stochastic stationarity. We illustrate this general principle
on a homogenization structure introduced by Blanc, Le Bris, and Lions [11], which mixes
periodicity and stochastic stationarity in such a way that the obtained structure is neither
periodic nor stationary, although it yields homogenization for linear elliptic equations. We
show in the first section of this chapter that this homogenization structure is “stationary
up to some boundary effects”, so that we may still apply the subadditive ergodic theorem
following the approach by Dal Maso and Modica [26], and therefore homogenize integral
functionals. Regarding the qualitative properties listed above, it is not clear any longer that
what holds for periodic structures holds as well for general homogenization structures, and
in particular for the stochastic stationary case. Conversely, some properties may hold in
some stochastic cases, but not in the periodic case. Isotropy is such an example: the homog-
enized energy density is isotropic in stochastic homogenization provided the heterogeneous
integrand is statistically isotropic. Although periodicity is a particular case of stationarity,
the property of statistical isotropy is incompatible with periodicity.

Let us turn to the question of strong ellipticity. The theory by Geymonat, Müller and
Triantafyllidis [38] relies on the Bloch transform, so that the periodicity assumption seems
to be crucial. In Section 3.5 we show that the crucial assumption is not periodicity but
rather stationarity, which allows to define a suitable version of the Bloch transform, and
extend the analysis of strong ellipticity to the stochastic stationary case.

Likewise we shall also generalize the commutability result at identity to the case of
stochastic homogenization, and more generally to any homogenization structure. Not only
this analysis extends the result by Müller and Neukamm [66] but it also implies the weak
locality of the Γ -closure at identity. Namely, any homogenized integrand obtained by some
homogenization structure can also be obtained by periodic homogenization when restricted
to the small deformation regime.

In this chapter we essentially extend all the known qualitative results of periodic ho-
mogenization of integral functionals to the case of stochastic homogenization of integral
functionals. The following step is to address similar questions for the stochastic homoge-
nization of discrete systems.

Chapter 4: Homogenization of discrete systems and derivation of rubber elasticity

We turn to the main objective of this manuscript: a rigorous derivation of nonlinear elas-
ticity theory from “first principles” in the form of a statistical physics model for rubber. We
shall start from polymer physics, derive by heuristic arguments a model for polymer-chain
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networks which is suitable for the analysis, and then proceed with the rigorous derivation.
This chapter involves various areas of mathematics: calculus of variations, ergodic theory,
stochastic geometry, Fourier analysis, approximation theory, inverse problems, and scien-
tific computing. Even if all the questions have not been solved yet, we present a rather
global picture of the problem.

The starting point is a heuristic derivation of a discrete model based on a full statistical
physics description of a polymer-chain network. We shall argue that the free energy of a
polymer-chain network under the constraint that the deformation of its boundary is fixed
can be approximated by the minimum of an energy functional over a set of admissible
deformations described by the positions of the end-to-end vectors of each polymer chain
inside the network. The energy functional splits into two terms: the free energies of the
polymer chains R+ ∋ r 7→ f(r) as if they were isolated, and a volumetric term between
polymer chains Λ 7→ Wvol(Λ), which would ideally ensure incompressibility.

Under the assumption that the network is the realization of some ergodic stochastic
lattice (and provided some control on the growth of f and Wvol) we prove in the second
section of this chapter that the energy functional Γ -converges, as the characteristic length
of the polymer chains vanishes, to some integral functional on some Lebesgue space. This
is a counterpart for discrete systems of the result by Dal Maso and Modica [26] for integral
functionals. Note however that the randomness is on the network istelf, not on the inter-
actions, contrary to the case of the linear elliptic equations of Chapter 1. The associated
homogenized energy density Whom is proved to be homogeneous in space and deterministic
(as a consequence of ergodicity). It is given by an asymptotic formula on R

d. The homog-
enized integrand is frame-invariant, and it is isotropic provided the stochastic lattice is
statistically isotropic. Then, if Whom is isotropic, it admits a dilation among its natural
states, so that the identity is a natural state after rescaling the reference configuration.
This homogenized energy density thus yields a suitable hyperelastic model for rubber.

A question left aside in Section 4.2 is whether statistically isotropic stationary ergodic
lattices do exist. This is indeed the case, and we show that the random parking measure
(cars are randomly parked in some parking lot or bounded domain, with the constraint
that they cannot overlap ; the process ends when no further car can be added) studied by
Penrose [76] yields such an isotropic stationary ergodic point set at the thermodynamic
limit (that is, when the parking lot tends to the whole space). We also prove that the
random parking lattice at the thermodynamic limit can be replaced by the random parking
lattice on large (yet bounded) cubes in the asymptotic formula for the homogenized energy
density. This ensures the convergence of numerical approximations for which the random
parking lattice has to be approximated itself as well.

We turn to numerical approximations in Section 4.4. Unlike the case of the linear discrete
elliptic equations of Chapter 1, we first need to approximate the random point set in order
to approximate the corrector (and therefore Whom). As pointed out already, the random
parking measure on Rd can be replaced by its approximation on bounded domains. The
corrector is then approximated on a bounded domain by solving a minimization problem
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on a finite-dimensional space (as typical in finite element methods for nonlinear elasticity).
The theory of Chapter 1, although it does not directly apply here, gives a hint on the
approximation error (statistical fluctuation, systematic error). Numerical approximations
allow us to directly compare the homogenized integrand to the mechanical experiments by
Treloar on rubber. Numerical results confirm the relevance of the discrete model for rubber
and its “thermodynamic” limit to reproduce correctly complex and nonlinear behaviors
with a few parameters to fit (unlike phenomenological constitutive laws, only physical
parameters appear in the discrete model).

Numerical tests tend to show that the homogenized energy density (or at least its
numerical approximation) is strictly strongly elliptic. In view of the work by Geymonat,
Müller, and Triantafyllidis [38], it is however not clear a priori whether the homogenized
energy density Whom should be strictly strongly elliptic or not. In Section 4.5 we give two
examples of discrete homogenization of periodic systems which illustrate both strict strong
ellipticity and loss of strong ellipticity of the homogenized integrand. The example which
yields a strictly strongly elliptic homogenized integrand is quite interesting from the point
of view of polymer physics since the property of the discrete model which ensures the strong
ellipticity is satisfied by the free energy f of polymer chains derived in statistical physics.
In particular, this function f is a convex and increasing function of the distance r between
the end-to-end points of the chain (whereas, and it is useful as well, Wvol is assumed
to be polyconvex). This is enough to ensure that the periodic discrete model satisfies
the Cauchy-Born rule (or affine assumption), so that the homogenized energy density is
explicit and can be checked to be strictly strongly elliptic. When the stochastic lattice is
not periodic, the Cauchy-Born rule does not hold any longer and no explicit formula exists
for the homogenized energy density. However one may still exploit the specific form of the
free energy of polymer chains and prove a perturbation result. Namely, the homogenized
energy density is strictly strongly elliptic provided the deformation of the polymer network
is close to an affine deformation (uniformly in the asymptotic formula). Although even in
the scalar linear case this assumption is not known to hold (in Chapter 1 we prove that
all the finite moments of the corrector are finite for d > 2, but not that the corrector is
essentially bounded), this seems to be the case in numerical experiments. This study gives
a partial answer to the question of strong ellipticity.

From a conceptual point of view one could be satisfied with this study of the discrete
model for rubber: the derivation is rigorous (at least under mild assumptions), the homog-
enized energy density can be computed numerically, and the results are in good agreement
with mechanical experiments. Yet there are two disturbing facts:

• In computational and experimental mechanics, people use rather specific constitutive
laws (Mooney-Rivlin, Ciarlet-Geymonat, Ogden...). What is then the link between Whom

and these models ?
• If this discrete model were to be used in practice (say as the energy density in a finite

element software for nonlinear elasticity) one would face the problem that at each Gauss
point of the domain where the Piola stress tensor ∂ΛWhom(Λ) has to be evaluated, one
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needs to solve a nonlinear elasticity problem (to approximate the asymptotic formula).
This is simply not feasible.

Our last contribution to the study of this discrete model for rubber addresses both ob-
servations at once. The objective of Section 4.6 is to construct an analytical proxy which
fits the homogenized energy density and can be used in standard softwares. Following the
know-how of mechanical engineers — and guided by our theoretical analysis — we have
chosen to look for an approximation in the class of polyconvex isotropic Ogden materials
whose natural state is the identity. From a practical point of view we then have to solve an
inverse problem: given a sampling of the (numerical approximation of the) homogenized
constitutive law Whom, identify parameters of an Ogden law Wog that minimizes some error
functional E(Whom,Wog). Since the energy landscape of the error functional is very com-
plex, deterministic optimization algorithms (such as a Newton algorithm) are likely to get
trapped in some local minimum, and we have prefered to use an evolutionary algorithm
combined with a splitting procedure to deal with the constraints. The numerical results
are very convincing, and show the capability of Ogden laws to accurately approximate the
homogenized integrand (which has been itself rigorously derived from the polymer chain
model by discrete stochastic homogenization).

The last chapter of this manuscript introduces a complete framework to pass from
polymer physics to standard constitutive laws for rubber. Several steps of this program are
not rigorous yet and give rise to challenging mathematical problems.
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Notation

• R+ = [0,+∞);
• d, n ≥ 1 are dimensions;
• (e1, . . . , ed) is the canonical basis of Rd;
• D is a bounded open Lipschitz domain of Rd;
• C∞

0 (D) is the set of smooth functions with support in D;
• for all p ∈ [1,+∞], Lp(D) is the Lebesgue space of p-integrable functions on D;
• for all p ∈ [1,+∞], W 1,p(D) is the Sobolev space of p-integrable functions on D whose

distributional derivatives are p-integrable functions;
• for all p ∈ [1,+∞], W 1,p

0 (D) is the subset of W 1,p(D) whose trace vanishes on the
boundary;

• Q = (0, 1)d is a unitary cell (sometimes we’ll take Q = (−1, 1)d), for all N ∈ N,
QN = (0, N)d, and for all R ∈ R+, QR = (0, R)d;

• for all N ∈ N and p ∈ [1,+∞), W 1,p
# (QN) is the closure in W 1,p(QN ) of smooth func-

tions of Rd which are QN -periodic (for p = +∞, it is the set of QN -periodic Lipschitz
functions);

• Md×n is the set of d× n real matrices, which we endow with the operator norm | · |;
• Md is the set of d× d real matrices;
• for all Λ ∈ Md, we set ϕΛ : Rd → Rd, x 7→ Λx;
• Md

+ is the set of d× d real matrices with positive determinant;
• SOd is the set of rotations of Rd;
• d∞ is the distance of the supremum in Rd;
• for any Borel subset D of Rd, |D| denotes its Lebesgue measure;
• for any Borel subset D of Rd,

ffl

D
denotes 1

|D|
´

D
;

• 〈·〉 is the ensemble average, or equivalently the expectation in the underlying probability
space;

• var [·] is the variance associated with the ensemble average;
• cov [·; ·] is the covariance associated with the ensemble average;
• . and & stand for ≤ and ≥ up to a multiplicative constant which only depends on the

dimension d and the ellipticity constants α, β (made precise throughout the text) if not
otherwise stated;

• when both . and & hold, we simply write ∼;
• we use ≫ instead of & when the multiplicative constant is (much) larger than 1;
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1

Stochastic homogenization of discrete linear elliptic

equations

1.1 Corrector equation and random walk in random environment

This section is an informal introduction to two different points of view on the stochastic
homogenization of resistance networks:

• discrete elliptic operator and the corrector equation (PDE),
• random walk in random environment (RWRE).

To be short, the homogenization limit of a discrete linear elliptic equation yields a linear el-
liptic partial differential equation with constant coefficients Ahom, whereas the random walk
in random environment leads after rescaling to a Brownian motion with covariance matrix
2Ahom. The link between these two points of view is similar in spirit to the interpretation
of the heat equation by a Brownian motion.

We shall start with the description of the network, then turn to the discrete elliptic
point of view, and conclude with the random walk in random environment viewpoint. The
aim of this section is to introduce a formalism, and give an intuition on both points of
view. This is not a rigorous introduction to stochastic homogenization.

Unlike the other three chapters, we do not only recall here standard results, but we also
display the main arguments of their proofs (essentially due to Papanicolaou and Varad-
han [75], Kozlov [47], and Kipnis and Varadhan [45]). These are important facts for the
understanding of the rest of the chapter.

We present the results in the case of independent and identically distributed conductiv-
ities although everything remains valid (in this section) provided the conductivities lie in
a compact set of (0,+∞), are stationary, and ergodic.

1.1.1 Random environment

We say that x, y in Zd are neighbors, and write x ∼ y, whenever |y− x| = 1. This relation
turns Zd into a graph, whose set of (non-oriented) edges is denoted by B. Let us define the
associated diffusion coefficients and their statistics.



2 1 Stochastic homogenization of discrete linear elliptic equations

Definition 1 (environment) Let Ω = [α, β]B. An element ω = (ωe)e∈B of Ω is called an
environment. With any edge e = (x, y) ∈ B, we associate the conductance ω(x,y) := ωe (by
construction ω(x,y) = ω(y,x)). Let ν be a probability measure on [α, β]. We endow Ω with the
product probability measure P = ν⊗B. In other words, if ω is distributed according to the
measure P, then (ωe)e∈B are independent random variables of law ν. We denote by L2(Ω)
the set of real square integrable functions on Ω for the measure P, and write 〈·〉 for the
expectation associated with P.

We may introduce a notion of stationarity.

Definition 2 (stationarity) For all z ∈ Zd, we let θz : Ω → Ω be such that for all ω ∈ Ω
and (x, y) ∈ B, (θz ω)(x,y) = ω(x+z,y+z). This defines an additive action group {θz}z∈Zd on
Ω which preserves the measure P, and is ergodic for P.

We say that a function f : Ω ×Z
d → R is stationary if and only if for all x, z ∈ Z

d and
P-almost every ω ∈ Ω,

f(x+ z, ω) = f(x, θz ω).

In particular, with all f ∈ L2(Ω), one may associate the stationary function (still denoted
by f) Z

d × Ω → R, (x, ω) 7→ f(θx ω). In what follows we will not distinguish between
f ∈ L2(Ω) and its stationary extension on Zd ×Ω.

1.1.2 Corrector equation

We associate with the conductivities on B a conductivity matrix on Z
d.

Definition 3 (conductivity matrix) Let Ω, P, and {θz}z∈Zd be as in Definitions 1
and 2. The stationary diffusion matrix A : Zd ×Ω → Md(R) is defined by

A(x, ω) = diag(ω(x,x+ei), . . . , ω(x,x+ed)).

For each ω ∈ Ω, we consider the discrete elliptic equation whose operator is

L = −∇∗ · A(·, ω)∇, (1.1)

where ∇ and ∇∗ are defined for all u : Zd → R by

∇u(x) :=



u(x+ e1)− u(x)
...
u(x+ ed)− u(x)


 , ∇∗u(x) :=



u(x)− u(x− e1)
...
u(x)− u(x− ed)


 , (1.2)

and the backward divergence is denoted by ∇∗·, as usual. In particular, for all u : Zd → R,

Lu : Zd → R, z 7→
∑

z′∼z

ω(z,z′)(u(z)− u(z′)). (1.3)

The standard stochastic homogenization theory for such discrete elliptic operators (see
for instance [51], [48]) ensures that there exist homogeneous and deterministic coefficients
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Ahom such that the solution operator of the continuum differential operator −∇ · Ahom∇
describes P-almost surely the large scale behavior of the solution operator of the discrete
differential operator −∇∗ ·A(·, ω)∇. As for the periodic case, the definition of Ahom involves
the so-called correctors φ : Zd×Ω → R, which are solutions (in a sense made precise below)
to the equations

−∇∗ · A(x, ω)(ξ +∇φ(x, ω)) = 0, x ∈ Z
d, (1.4)

for all ξ ∈ R
d. The following lemma gives the existence and uniqueness of the corrector φ.

Lemma 1.1 (corrector). Let Ω, P, {θz}z∈Zd, and A be as in Definitions 1, 2, and 3.
Then, for all ξ ∈ Rd, there exists a unique measurable function φ : Zd ×Ω → R such that
φ(0, ·) ≡ 0, ∇φ is stationary, 〈∇φ〉 = 0, and φ solves (1.4) P-almost surely. Moreover, the
symmetric homogenized matrix Ahom is characterized by

ξ · Ahomξ = 〈(ξ +∇φ) · A(ξ +∇φ)〉 . (1.5)

The standard proof of Lemma 1.1 makes use of the regularization of (1.4) by a zero-order
term µ > 0:

µφµ(x, ω)−∇∗ · A(x, ω)(ξ +∇φµ(x, ω)) = 0, x ∈ Z
d. (1.6)

Lemma 1.2 (regularized corrector). Let Ω, P, {θz}z∈Zd, and A be as in Definitions 1,
2, and 3. Then, for all µ > 0 and ξ ∈ Rd, there exists a unique stationary function
φµ ∈ L2(Ω) which solves (1.6) P-almost surely.

Remark 1 Depending on the type of results under consideration we use two different no-
tations for the regularization, namely µ > 0 which is meant to be small (and φµ for the
regularized corrector), but also µ = T−1 with T meant to be large (and the slight abuse of
notation φT for the associated regularized corrector).

There are (at least) two ways to prove Lemma 1.2. The first one (which is maybe more
intuitive for a non-probabilist) is to use the Lax-Milgram theorem in the space H = {ψ :
Zd ×Ω → R; ψ is stationary}, which is a Hilbert space when endowed with the norm

‖u‖2H = lim
R→∞

ˆ

Zd∩QR

u(x)2dx,

which, by ergodicity, can be rewritten as

‖u‖2H =
〈
u(0)2

〉
,

the crucial ingredient being stationarity.
However it is more natural (and a posteriori better) to directly work in L2(Ω). Following

[75], we introduce difference operators on L2(Ω): for all u ∈ L2(Ω), we set

Du(ω) :=



u(θe1ω)− u(ω)
...
u(θedω)− u(ω)


 , D∗ u(ω) :=



u(ω)− u(θ−e1ω)
...
u(ω)− u(θ−ed

ω)


 . (1.7)
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These operators may not be that intuitive, but they play the same roles as the finite
differences ∇ and ∇∗ — this time for the variable ω.

This allows to define a stochastic counterpart to the operator L defined in (1.1):

Definition 4 Let Ω, P, {θz}z∈Zd, and A be as in Definitions 1, 2, and 3. We define L :
L2(Ω) → L2(Ω) by

Lu(ω) = −D∗ ·A(ω) Du(ω)
=
∑

z∼0

ω0,z(u(ω)− u(θz ω))

where D and D∗ are as in (1.7).

The fundamental relation between L and L is the following identity for stationary fields
u : Zd ×Ω → R: for all z ∈ Zd and almost every ω ∈ Ω,

Lu(z, ω) = Lu(θzω).

In particular, the regularized corrector φµ is also the unique solution in L2(Ω) to the
equation

µφµ(ω)− D∗ ·A(ω)(ξ +Dφµ(ω)) = 0, ω ∈ Ω.

The weak form of this equation reads: find φµ ∈ L2(Ω) such that for all ψ ∈ L2(Ω),

〈µφµψ +Dψ ·A(ξ +Dφµ)〉 = 0.

The second proof of Lemma 1.2 simply relies on the Lax-Milgram theorem in L2(Ω).

To obtain Lemma 1.1 from Lemma 1.2, the starting point is the following bounds

〈
|∇φµ|2

〉
=
〈
|Dφµ|2

〉
≤ C,

〈
φ2
µ

〉
≤ Cµ−1,

for some C independent of µ. This allows to pass to the limit in the weak formulations and
obtain the existence of a field Φ = (φ1, . . . , φd) ∈ L2(Ω,Rd) such that for all ψ ∈ L2(Ω),

〈Dψ · A(ξ + Φ)〉 = 0.

Using the following weak Schwarz commutation rule

∀j, k ∈ {1, . . . , d}, 〈(Dj ψ)Φk〉 = 〈(Dk ψ)Φj〉

one may define φ : Zd × Ω → R such that ∇φ is stationary, Φ = ∇φ, and φ(0, ω) = 0 for
almost every ω ∈ Ω. By definition this function φ is not stationary. It is a priori not clear
(and even wrong in dimension d = 1) whether there exists some function ψ ∈ L2(Ω) such
that Dψ = Φ (this is a major difference with the periodic case).

Another delicate question is the uniqueness of Φ. There are again two proofs of this
fact: the first one exploits the observation that φµ is sublinear at infinity on Z

d, and the
second one uses spectral theory in L2(Ω). We sketch the second approach. By the spectral
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decomposition of the unitary group {θz}z∈Zd, there exist spectral projections U(dλ) such
that for all z ∈ Zd,

θz =

ˆ

[−π,π)d
eiz·λU(dλ).

Let Ψ ∈ L2(Ω,Rd) be such that 〈Ψ〉 = 0 and such that for all ψ ∈ L2(Ω),

〈Dψ · AΨ〉 = 0, (1.8)

and that satisfies the weak Schwarz commutation rule. Proving that Ψ = 0 will yield the
desired uniqueness of Φ. We’d like to test the weak formulation (1.8) with Ψ instead of
Dψ. To this aim we construct an approximate Helmholtz projection of Ψ by setting for all
γ > 0,

ψ̃γ(ω) =

ˆ

[−π,π)d

d∑

j=1

e−iλj − 1− γ

|eiλ − 1− γ|2U(dλ)Ψj(ω),

where |eiλ−1−γ|2 :=∑d
k=1(e

−iλk −1−γ)(eiλk −1−γ). This is an approximate Helmholtz
projection in the sense that it satisfies for all j ∈ {1, . . . , d},

(Dj −γ)ψ̃γ = Ψj,

as can be proved using the weak Schwarz commutation rule. We then have by spectral
calculus

〈
|γψ̃γ |2

〉
=

ˆ

[−π,π)d
γ2

d∑

k,l=1

(e−iλk − 1− γ)(eiλl − 1− γ)

|e−iλ − 1− γ|4 〈U(dλ)ΨjΨl〉 .

Hence, by the Lebesgue dominated convergence theorem,

lim
γ→0

〈
|γψ̃γ|2

〉
= 〈U({0})ΨjΨl〉 .

But U({0}) is the projection operator onto the functions invariant by {θz}z∈Zd, which by
ergodicity are the constant functions. This implies that this limit vanishes since 〈Ψ〉 = 0.
Therefore, testing the equation (1.8) with function ψ̃γ yields at the limit γ → 0,

α
〈
|Ψ |2

〉
≤ 〈Ψ · AΨ〉 = 0,

as desired.

We have presented this proof in detail since spectral theory will play a crucial role
throughout this chapter. Note that this argument does not use the symmetry of A. It
is also worth noticing that we could have obtained the existence and estimates on the
approximate Helmholtz projection by PDE arguments as well.

1.1.3 Random walk in random environment

In this subsection we adopt the point of view of the random walk in the random environment
ω. This presentation is primarily meant to non-probabilists.
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Random walk in continuous time

We start with a walk in continuous time. Let the environment ω be fixed for a while (that
is, we’ve picked a realization of the conductivities ωe ∈ [α, β] on the edges e ∈ B). We then
consider a random process (say in another probability space) associated with a random
walker on the graph B which starts its walk at the origin z = 0 ∈ Zd. We denote by
{Xt}t∈R+ its trajectory. Let the random walker be at some site z ∈ Zd at time t, and set
pω(z) =

∑
z′∼z ω(z,z′). The random walker moves when the clock rings, and jumps to one

(of the 2d) neighboring point z′ (with |z − z′| = 1) with probability

p(z ❀ z′) =
ω(z,z′)

pω(z)
.

The time T (z) after which the clock rings at site z follows an exponential law of pa-
rameter pω(z). This means that for all s > 0, the probability that T (z) > s is equal
to exp(−pω(z)s). This choice of the clock makes the random walk a Markov process,
since the probability that T (z) > s1 + s2 knowing that T (z) > s1 is exp(−pω(z)s2) =
exp(−pω(z)(s1 + s2))/ exp(−pω(z)s1).

The link between this random walk and the elliptic operators of the previous subsection
is as follows. We introduce a semi-group {Pt}t≥0 associated with the random walk, that is
for all f : Rd → R continuous and bounded, we set for all t ≥ 0

Ptf(z) = E
ω
z [f(Xt)],

where E
ω
z means the expectation on the random walk starting at site z ∈ Zd (and not at

the origin) in the environment ω. We also denote by P
ω
z the associated probability measure.

This is a semi-group since Xt has the Markov property. The infinitesimal generator of this
semi-group coincides with the elliptic operator −L (where L is defined in (1.1)), as we
show below. We need to compute

lim
t→0

(
Ptf − f

t

)
.

Let t be small. The probability that the clock rings at least once in [0, t] is of order
pω(z)t + O(t2), the probability that it rings twice or more is of order O(t2), so that the
probability that is does not ring if of order 1− pω(z)t +O(t2). Hence,

Ptf(z) = E
ω
z [f(Xt)]

= (1− pω(z)t)f(z) + pω(z)t

(
∑

z′∼z

ω(z,z′)

pω(z)
f(z′)

)
+O(t2) (1.9)

= f(z) + t
∑

z′∼z

ω(z,z′)(f(z
′)− f(z)) +O(t2), (1.10)

so that by (1.3),
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lim
t→0

(
Ptf(z)− f(z)

t

)
=
∑

z′∼z

ω(z,z′)(f(z
′)− f(z)) = −Lf(z).

An important feature of this random walk is its reversibility for the counting measure
(that is the measure which weights 1 at each site), which follows from the fact that the
jump rates are symmetric: indeed, as can be seen on (1.9), the probability to go from z to
z′ within a time t is of order ω(z,z′)t +O(t2), which is symmetric in z and z′. This implies
that the measure

P = PP
ω
0 (1.11)

is reversible for the Markov process t 7→ ω(t) := θX(t)ω (and therefore the so-called envi-

ronment viewed by the particle t 7→ ω(t) is stationary for P). This property is equivalent
to the self-adjointness for P of the semi-group associated with t 7→ ω(t), which is proved
using the translation invariance of P. The reversibility is crucial for the Kipnis-Varadhan
argument (see below).

Random walk in discrete time

For the random walk in discrete time, the random walker jumps at every time t ∈ N. If
the random walker Y is at site z ∈ Zd at time t, then the probability that it jumps to site
z′ ∼ z at time t + 1 is given by

p(z ❀ z′) =
ω(z,z′)

pω(z)
.

This makes {Yt}t∈N a Markov chain.

For this Markov chain, the counting measure is not reversible any longer. To find a
reversible measure, we look for a measure π on Zd which satisfies the detailed balance: for
all z ∼ z′,

π(z)
ω(z,z′)

pω(z)
= π(z′)

ω(z,z′)

pω(z′)
.

The measure π(z) = pω(z) satisfies this identity, and one can prove that pω is a locally
finite measure which is reversible for the random walk. This implies that the measure

P̃(ω) =
Ppω(0)P

ω
0

〈pω(0)〉
(1.12)

is reversible for the environment viewed by the particle t 7→ ω(t) = θYtω.

The Kipnis-Varadhan argument

The aim of this paragraph is to present an argument which shows that the rescaled Markov
process

√
εXt/ε converges in law to a Brownian motion with covariance 2Ahom, where Ahom

is as in (1.5).
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The idea of Kipnis and Varadhan is to find a decomposition of
√
εXt/ε as

√
εXt/ε =

√
εMt/ε +

√
εRt/ε, (1.13)

where Mt is a martingale and Rt is some remainder which should be such that
√
εRt/ε → 0

in L2(Ω) (where (Ω,P) is the “global” probability space, with P as in (1.11), and E =
〈Eω

0 〉 the associated expectation). Let ξ ∈ Rd. The advantage of this decomposition is
that general results ensure that if there exists σ2 ∈ R+ such that the quadratic variation
[M · ξ,M · ξ]t of Mt · ξ, defined by

[M · ξ,M · ξ]t := lim
k→∞

k−1∑

j=0

(Mt(j+1)/k · ξ −Mtj/k · ξ)2,

almost surely satisfies
1

t
[M · ξ,M · ξ]t t→∞−→ σ2,

then
√
εMt/ε · ξ converges in law for the Skorokhod topology to a Brownian motion of

variance σ2 when ε→ 0.

It remains to construct the martingale Mt. We look for a martingale of the form: Mt =
χω(Xt) for some function χω. We recall that Mt is a martingale for Eω

z if for all t ≥ 0 and
s ≥ 0,

E
ω
z [Mt+s|Ft] = Mt, (1.14)

where Ft is the σ-algebra generated by {Mτ , τ ∈ [0, t]}. With the choice above a necessary
condition for Mt to be a martingale is that for all z ∈ Zd,

E
ω
z [χ

ω(Xs)] = χω(z),

which we obtain by taking t = 0 in (1.14) (recall that Eω
z is the expectation on the random

walk starting at z in the environment ω). Since −L is the infinitesimal general of Xs, a
Taylor expansion yields

E
ω
z [χ

ω(Xs)] = Psχ
ω(z)

= (e−sLχω)(z)

= χω(z)− sLχω(z) +O(s2),

so that this condition turns into Lχω(z) = 0. On the other hand, since we want the
remainder to be small, we expect χω to be a perturbation of the identity, so that a right
choice for χω should be

χω(z) = z + φ(z, ω)− φ(0, ω),

where φ = (φ1, . . . , φd), and for all i ∈ {1, . . . , d}, φi is the corrector of Definition 1.1
associated with ξ = ei (the ith vector of the canonical basis of Rd).

By the following general abstract result, the correctors φ are “nice enough” so that
χω(XS) indeed defines a martingale: if Xt is a Markov process with generator −L, then for
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all suitable functions f : Zd → Rd, the process f(Xt)+
´ t

0
Lf(Xs)ds is a martingale (which

we apply to f = χω). We then consider the decomposition of Xt given by

Mt = Xt + φ(Xt, ω)− φ(0, ω),

Rt = −φ(Xt, ω) + φ(0, ω).

Since ∇φ is stationary, Mt has stationary increments.

In order to conclude one needs to prove two results:

• the convergence of the rescaled quadratic variation of Mt · ξ to 2ξ ·Ahomξ for all ξ ∈ Rd,
• the convergence to zero in L2(Ω) of the remainder

√
εφ(Xt/ε, ω) as ε vanishes.

Both results follow from the Kipnis-Varadhan theorem, which relies on spectral theory.
Since the operator L of Definition 4 is a bounded self-adjoint operator on L2(Ω) (this is
equivalent to the reversibility of the measure P for −L), L admits a spectral decomposition
in L2(Ω). For any g ∈ L2(Ω) we denote by eg the projection of the spectral measure of
L on g. This defines the following spectral calculus: for any bounded continuous function
Ψ : [0,+∞) → R,

〈(Ψ (L)g)g〉 =

ˆ

R+

Ψ (λ)deg(λ).

Let ξ ∈ Rd with |ξ| = 1 be fixed, and define the local drift as d = −∇∗ · A(0, ω)ξ =
−D∗ ·Aξ. Kipnis and Varadhan have proved that if

ˆ

R+

1

λ
ded(λ) < ∞, (1.15)

then
1

t
E[(Rt · ξ)2] = 2

ˆ

R+

1− e−tλ

tλ2
ded(λ)

t→∞−→ 0. (1.16)

Let us give the argument for (1.16). We first expand the square

E[(Rt · ξ)2] =
〈
E

ω
0 [(Rt · ξ)2]

〉

=
〈
E

ω
0 [(φ(Xt, ω) · ξ − φ(0, ω) · ξ)2]

〉

=
〈
(φ · ξ)2

〉
− 2 〈Eω

0 [(φ(Xt, ω) · ξ)(φ(0, ω) · ξ)]〉+
〈
E

ω
0 [(φ(Xt, ω) · ξ)2]

〉
.

Using that t 7→ ω(t) = θX(t)ω is stationary for P, and assuming that φ is stationary for P

(the argument can be made rigorous by using the regularized corrector φµ and passing to
the limit as µ→ 0), the last term turns into

〈
E

ω
0 [(φ(Xt, ω) · ξ)2]

〉
=
〈
E

ω
0 [(φ(0, θX(t)ω) · ξ)2]

〉

= E[(φ(0, θX(t)ω) · ξ)2]
= E[(φ(0, ω) · ξ)2]
=
〈
(φ · ξ)2

〉
.
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For the second term, using that Eω
0 [φ(Xt, ω)] = Ptφ(0, ω) we obtain

〈Eω
0 [φ(Xt, ω) · ξ]φ(0, ω) · ξ〉 = 〈(φ · ξ)(Ptφ · ξ)〉 .

Hence,

E[(Rt · ξ)2] = 2
〈
(φ · ξ)2

〉
− 2 〈(φ · ξ)(Ptφ · ξ)〉 .

Using spectral calculus (the argument can be made rigorous by regularization of the cor-
rector) and the facts that L(φ · ξ) = d and that Pt = e−tL on L2(Ω), this identity turns
into the desired formula

E[(Rt · ξ)2] = 2

ˆ

R+

1− e−tλ

λ2
ded(λ).

It is easy to show that this term is finite provided (1.15) holds, as well as the convergence
to zero in (1.16).

We sketch now the proof of (1.15), which already appears in [75]. The guideline is to
prove that the local drift d is in the range of L1/2, that is there exists h ∈ L2(Ω) such that
d = L1/2h, since (formally)

〈
|L−1/2

d|2
〉
=

ˆ

R+

1

λ
ded(λ).

As usual, we proceed by regularization, and for all µ > 0 we set hµ := (µ+L)−1/2d, which
is well-defined in L2(Ω) by spectral calculus. In addition,

〈
h2µ
〉
=
〈
|(µ+ L)−1/2

d|2
〉
=

ˆ

R+

1

µ+ λ
ded(λ)

so that (1.15) follows from the monotone convergence theorem provided we prove the
uniform boundedness of hµ in L2(Ω). To this aim we will use the following observation: by
integration by parts and Cauchy-Schwarz inequality, for all g ∈ L2(Ω),

| 〈dg〉 | = | 〈gD∗ ·Aξ〉 |
= | 〈D g · Aξ〉 |
≤ 〈D g · AD g〉1/2 〈ξ · Aξ〉1/2

≤
√
β 〈gLg〉1/2 .

Applied to the test function (µ+ L)−1/2g this yields:

| 〈hµg〉 | = |
〈
g(µ+ L)−1/2

d
〉
|

= |
〈
d[(µ+ L)−1/2g]

〉
|

≤
√
β
〈
[(µ+ L)−1/2g]L[(µ+ L)−1/2g]

〉

=
√
β
〈
(L(µ+ L)−1g)g

〉1/2

≤
√
β
〈
g2
〉1/2

,



1.2 Existence of stationary correctors for d > 2 [GOa] 11

that is, the uniform boundedness of hµ, which shows the validity of (1.15).

To conclude this section, we give the argument for the fact that the covariance matrix of
the Brownian motion at the limit is 2Ahom. The fact that the rescaled quadratic variation
of Mt · ξ converges almost surely to some constant can be proved by a suitable application
of the ergodic theorem. We only give the argument to identify this limit. Since Mt · ξ is
a martingale with stationary increments, there exists some constant C such that for all
t ≥ 0,

E[(Mt · ξ)2] = Ct.

It is therefore enough to show that

E[(Mt · ξ)2] = 2tξ · Ahomξ +O(t2). (1.17)

The starting point is (1.10) for z = 0 applied to f : x 7→ (x · ξ + φ(x, ω) · ξ − φ(0, ω) · ξ)2,
which shows that

E
ω
0 [(Mt · ξ)2] = E

ω
0 [f(Xt)] = f(0) + t

∑

z′∼0

ω(0,z′)

(
z′ · ξ + φ(z′, ω) · ξ − φ(0) · ξ

)2
+O(t2)

= 2t(ξ +∇φ(0, ω) · ξ) · A(0, ω)(ξ +∇φ(0, ω) · ξ) +O(t2),

which implies the desired expansion (1.17) by taking the expectation 〈·〉.

1.2 Existence of stationary correctors for d > 2 [GOa]

The aim of this section is to prove the uniform boundedness of the regularized corrector
for d > 2 in the case when the conductivities are i. i. d. random variables.

Theorem 1 Let Ω, P, {θz}z∈Zd, and A be as in Definitions 1, 2, and 3. For all q > 0 there
exist Cd,q < ∞ and γ(q) > 0 such that for all T ≥ 1 and ξ ∈ Rd with |ξ| = 1, the unique
stationary solution φT ∈ L2(Ω) to (1.6) with µ = T−1 satisfies

〈|φT |q〉 ≤
{
d = 2 : C2,q(lnT )

γ(q),
d > 2 : Cd,q.

(1.18)

Remark 2 In [GNOa], we have proved that (1.18) holds with γ(2) = 1.

In particular this result for q = 2 and d > 2 provides a uniform bound on 〈φ2
T 〉 which allows

to obtain the weak convergence of φT to some φ ∈ L2(Ω) up to extraction as T → ∞. This
function φ is a stationary solution to the corrector equation (1.4). This result is rather
surprising since in dimension d = 1, there cannot exist stationary solutions φ ∈ L2(Ω) to
the corrector equation, as we briefly explain below in the continuous case. The corrector
equations then reads:

(a(x)(1 + φ′(x)))′ = 0 in R
d.

Integrating this equation twice and using that 〈φ′〉 = 0, we obtain for all x ≥ 0,
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φ(x)− φ(0) =

ˆ x

0

1

〈1/a〉
dt

a(t)
=

√
x

[√
x

(
 x

0

1

〈1/a〉
dt

a(t)
− 1

)]
,

and therefore

(φ(x)− φ(0))2 = x

[√
x

(
 x

0

1

〈1/a〉
dt

a(t)
− 1

)]2
.

We then integrate on [0, y] for y > 0:

 y

0

(φ(x)− φ(0))2dx =

 y

0

x

[√
x

(
 x

0

1

〈1/a〉
dt

a(t)
− 1

)]2
dx.

Let us take the expectation. By the central limit theorem, the term into brackets is es-
sentially of order 1, so that the integral on r. h. s. is of order y. On the other hand, if φ
were stationary, the l. h. s. would be bounded, and there is a contradiction. As Theorem 1
shows, there is a transition between unboundedness and boundedness of the corrector in
L2(Ω), and dimension d = 2 is critical (so that a logarithm was to be expected in (1.18)).

The proof of Theorem 1 relies on three ingredients: a spectral gap estimate, Cacciopoli’s
inequality in probability, and (sharp) bounds on Green’s functions. We proceed by induc-
tion and only present a simplified string of arguments.

The starting point is the elementary identity for all m ∈ N

〈
φ2m
T

〉
= 〈φm

T 〉2 + var [φm
T ] , (1.19)

which shows that provided we control the variance of moments of φT , one may bootstrap
moments estimates by induction.

The control of the variance relies on the following weak version of a spectral gap estimate:

Lemma 1.3 (variance estimate). Let Ω = [α, β]B and P be as in Definition 1, and let
X be a Borel measurable function of ω ∈ Ω (i. e. measurable w. r. t. the smallest σ-algebra
on [α, β]B for which all coordinate functions Ω ∋ ω 7→ ωe ∈ [α, β] with e ∈ B are Borel
measurable, cf. [46, Definition 14.4]). Then we have

var [X ] ≤
〈
∑

e∈B
sup
ωe

∣∣∣∣
∂X

∂ωe

∣∣∣∣
2
〉
var [ω̃] , (1.20)

where ω̃ has the same law as all the ωe, e ∈ B.

This lemma can be proved using the Lu-Yau martingale approach (see [54] for related
log-Sobolev inequalities).

We shall indeed apply (1.20) to X = φm
T . To this aim we need to estimate the suscep-

tibility of the regularized corrector with respect to the conductivities. This is where the
Green’s function comes into the picture. A formal differentiation of (1.6) with respect to
ωe for e = (z, z′), z′ = z + ei yields for all x ∈ Zd
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T−1∂φT

∂ωe
(x)−

(
∇∗ · A∇∂φT

∂ωe

)
(x)− (∇iφT (z) + ξi)(δ(x− z)− δ(x− z′)) = 0.

Noting that the Green’s function GT : Zd × Zd ×Ω → R is solution to

T−1GT (x, y, ω)−∇∗
x ·A(x, ω)∇xGT (x, y, ω) = δ(x− y),

this identity takes the form

∂φT

∂ωe

(x) = −(∇iφT (z) + ξi)(GT (x, z
′)−GT (x, z)) = −(∇iφT (z) + ξi)∇ziGT (x, z). (1.21)

From now on we neglect the supremum in (1.20). Although the rest of this section is
therefore only formal, it allows to focus on the core of the argument. By the Leibniz rule,
and replacing the sum on the edges of B by d sums on the sites Zd, we thus have

var [φT (0)
m] .

∑

z∈Zd

〈
φT (0)

2(m−1)(|∇φT (z)|2 + 1)|∇zGT (0, z)|2
〉
. (1.22)

In view of this estimate, it seems that both sides of (1.19) have the same powers on φT .
Yet the spectral gap estimate (1.22) yields a gradient of φT , from which we can benefit by
the following Cacciopoli inequality in probability: for all n ∈ 2N,

〈
φT (0)

n(|∇φT (0)|2 + |∇∗φT (0)|2)
〉
. 〈φT (0)

n〉 . (1.23)

This inequality follows from testing the regularized corrector equation with function φ2n−1
T ,

integrating by parts, neglecting the non-negative contribution of the zero-order term, and
taking the expectation. The strategy is then clear: use deterministic bounds on the Green’s
function, appeal to Hölder’s inequality in probability with exponents ( m

m−1
, m) in the r. h. s.

of (1.22), and use the Cacciopoli inequality on the gradient term.
Let us assume for simplicity that |∇zGT (0, z)| . (1 + |z|1−d) exp(−c|z|/

√
T ) (this

estimate indeed does not hold pointwise, but survives for squared averages on dyadic annuli
by Cacciopoli’s inequality in space). We then have by Hölder’s inequality

var [φT (0)
m] .

∑

z∈Zd

(1 + |z|2−2d) exp(−2c|z|/
√
T )
〈
φT (0)

2(m−1)(|∇φT (z)|2 + 1)
〉

.
∑

z∈Zd

(1 + |z|2−2d) exp(−2c|z|/
√
T )
〈
φT (0)

2m
〉1−1/m

(1 +
〈
|∇φT (z)|2m

〉1/m
).

By stationarity of ∇φT ,

var [φT (0)
m] .

∑

z∈Zd

(1 + |z|2−2d) exp(−2c|z|/
√
T )
〈
φT (0)

2m
〉1−1/m

(1 +
〈
|∇φT (0)|2m

〉1/m
).

Set µd(T ) =

{
d = 2 : lnT
d > 2 : 1

. Estimating the sum on Zd yields
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var [φT (0)
m] . µd(T )

〈
φT (0)

2m
〉1−1/m

(1 +
〈
|∇φT (0)|2m

〉1/m
).

Using now the fact that |∇φT (0)| . |φT (0)| +
∑

|x|=1 |φT (x)|, the Cacciopoli inequality
(1.23) yields

var [φT (0)
m] . µd(T )

〈
φT (0)

2m
〉1−1/m

(
1 +

〈
φT (0)

2(m−1)(|∇∗φT (0)|2 + |∇φT (0)|2)
〉)

. µd(T )
〈
φT (0)

2m
〉1−1/m

(
(1 +

〈
φT (0)

2(m−1)
〉1/m

)
.

We conclude by Hölder’s inequality with exponents ( m
m−1

, m) on the second expectation
that

var [φm
T ] . µd(T )(1 +

〈
φ2m
T

〉1−1/m2

).

By Young’s inequality, this turns (1.19) into

〈
φ2m
T

〉
. 〈φm

T 〉2 + µd(T )
m2

from which Theorem 1 follows using 〈φT 〉 = 0.

To turn this simplified string of arguments into a rigorous proof, the crucial additional
ingredient is Meyers’ estimate.

1.3 Spectral exponents and approximation formulas for the
homogenized coefficient [GOb,GMa,GNOa]

In this section, we fix once and for all some ξ ∈ Rd with |ξ| = 1.

1.3.1 Motivation

From the practical point of view, in order to compute a numerical approximation of the
homogenized matrix Ahom defined in (1.5), the natural starting point is the following con-
sequence of ergodicity: almost surely we have

ξ · Ahomξ = lim
N→∞

 

QN∩Zd

(ξ +∇φ(z)) · A(z)(ξ +∇φ(z))dz,

where QN = (0, N)d. We then choose some large N ∈ N, and consider the (random)
approximation AN of Ahom, defined by

ξ · AN(ω)ξ =

 

QN∩Zd

(ξ +∇φ(z, ω)) · A(z, ω)(ξ +∇φ(z, ω))dz.

This approximation is still of no practical interest since the equation (1.4) for φ is posed
on the whole Zd. We thus need to find a computable approximation of the corrector φ on
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QN . A natural proxy is the solution of the corrector equation restricted on QN . The central
question there is the choice of the boundary conditions to impose on ∂QN , since the value
of φ on ∂QN is also part of the problem. A possible choice is to consider homogeneous
Dirichlet boundary conditions, and replace φ by the solution φN : QN ∩ Zd → R to

{
−∇∗ · A(ξ +∇φN) = 0 in QN ∩ Zd,

φN(z) = 0 on ∂QN ∩ Zd.

and finally set

ξ · AN,N(ω)ξ :=

 

QN∩Zd

(ξ +∇φN(z)) · A(z)(ξ +∇φN(z))dz. (1.24)

On may then prove that almost surely AN,N(ω) → Ahom. Yet the convergence rate of AN,N

to Ahom is likely to be driven by the effect of the boundary conditions, which is expected
to scale like a surface effect (that is 1/N in any dimension). Indeed, if A were a periodic
function, one would have AN,N − Ahom ∼ N−1. Can we do better than this ?

Instead of φN , another proxy for φ could be the regularized corrector φT for some large
T > 0 (with T a function of N). What we gain by considering φT instead of φ is that, due to
the exponential decay of the Green’s functionGT (x, y) ≤ (1+|x−y|)2−d exp(−c|x−y|/

√
T ),

the solution φR
T : QR ∩ Z

d → R to

{
T−1φR

T −∇∗ ·A(ξ +∇φR
T ) = 0 in QR ∩ Zd,

φR
T (z) = 0 on ∂QR ∩ Zd,

is a very good approximation of φT on QN provided R−N ≫
√
T . Hence, one may consider

φT to a be computable proxy for φ, and we choose as approximation of Ahom the random
quantity

ξ · AN
T (ω)ξ =

 

QN∩Zd

(ξ +∇φT (z, ω)) · A(z, ω)(ξ +∇φT (z, ω))dz.

By ergodicity,

lim
N→∞

ξ · AN
T (ω)ξ = 〈(ξ +∇φT ) ·A(ξ +∇φT )〉 =: ξ ·AT ξ,

so that one needs to control AT − Ahom (which we call the systematic error) to study the
convergence of AN

T (ω) to Ahom. A direct computation using the corrector and regularized
corrector equations yields

ξ · (AT − Ahom)ξ = 〈(∇φT −∇φ) · A(∇φT −∇φ)〉 .

In particular, this approximation is consistent if and only if DφT → Dφ in L2(Ω). Yet
it seems we only know that this convergence is weak in L2(Ω) since it has been obtained
using the Banach-Alaoglu theorem. This is where spectral theory pops up again.
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In order to show that DφT → Dφ in L2(Ω), it is enough to show that DφT is a
Cauchy sequence. By ellipticity of A, self-adjointness of L, and by spectral calculus, for all
T2 ≥ T1 > 0,

〈
|∇φT1 −∇φT2 |2

〉
. 〈(∇φT1 −∇φT2) · A(∇φT1 −∇φT2)〉
= 〈(L(φT1 − φT2))(φT1 − φT2)〉

=

〈[
L
(
(T−1

1 + L)−1 − (T−1
2 + L)−1

)2
d

]
d

〉

=

ˆ

R+

λ
( 1

T−1
1 + λ

− 1

T−1
2 + λ

)2
ded(λ)

=

ˆ

R+

λ(T−1
2 − T−1

1 )2

(T−1
1 + λ)2(T−1

2 + λ)2
ded(λ).

Using that the integrand is an increasing function of T2, we take the limit as T2 → +∞ in
the r. h. s., which yields for all T2 ≥ T1 > 0,

〈
|∇φT1 −∇φT2 |2

〉
.

ˆ

R+

T−2
1

(T−1
1 + λ)2λ

ded(λ).

In view of (1.15), we conclude by the Lebesgue dominated theorem that ∇φT is a Cauchy
sequence in L2(Ω) so that ∇φT converges to ∇φ in L2(Ω), and

lim
T→∞

AT = Ahom. (1.25)

In addition, as a by-product of the analysis we have proved the following identity for all
T > 0:

ξ · (AT − Ahom)ξ = T−2

ˆ

R+

1

(T−1 + λ)2λ
ded(λ). (1.26)

We may now put the pieces of the puzzle together. If we knew that λ 7→ λ−3 were
integrable for the measure ded, then AT −Ahom would be of order T−2. This we don’t know
at this stage. However, by spectral calculus, Theorem 1 takes the form for d > 2

〈
φ2
T

〉
=

ˆ

R+

1

(T−1 + λ)2
ded(λ) . 1,

where the bound is uniform in T . This shows in particular by the monotone convergence
theorem that

ˆ

R+

1

λ2
ded(λ) . 1. (1.27)

Hence the qualitative statement AT → Ahom above, due to Papanicolaou and Varadhan,
can be turned quantitative for d > 2:
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ξ · (AT − Ahom)ξ . T−1

ˆ

R+

1

(T−1 + λ)λ
ded(λ)

≤ T−1

ˆ

R+

1

λ2
ded(λ)

. T−1, (1.28)

and this gives a first quantitative error estimate for a “computable” approximation of the
homogenized coefficients (note that we still have to control the difference between the
average on QN and the expectation, which we shall do in Section 1.4).

The aim of this section is twofold. We have seen above that bounds on the spectral
measure (typically in the form of (1.27)) yield bounds on the error AT − Ahom. Our first
goal is to make this statement a bit more systematic and prove optimal bounds on the
spectral measure, which in turn will give optimal bounds on AT −Ahom. We shall then see
that the bounds on AT −Ahom depend on the dimension and saturate at T−2 in dimension
d = 5. Our second objective is to devise a family of computable approximations {Ak,T}k∈N
of Ahom for which the error Ak,T −Ahom can be made optimal with respect to the bounds
on the spectral measure (the order k depending on the dimension d).

1.3.2 Definition of spectral exponents

In order to make the link between (1.27) and (1.28) more systematic, we introduce the
following definition of spectral exponents.

Definition 5 Let Ω, P, {θz}z∈Zd, and A be as in Definitions 1, 2, and 3. Let L be as in
Definition 4, let g ∈ L2(Ω), and let eg be the projection of the spectral measure of L on g.
We say that the spectral exponents of g are at least (γ,−q) for γ > 1 and q ≥ 0 if for all
µ > 0 we have

ˆ µ

0

deg(λ) ≤ µγ lnq
+(µ

−1), (1.29)

where ln+(t) = | ln t|.
This definition makes sense since if the spectral exponents of g are at least (γ,−q), they
are at least (γ′,−q′) for all 1 < γ′ ≤ γ and 0 ≤ q′ ≤ q.

The interest of this definition lies in the following two results, which relate the spectral
exponents to estimates of the types (1.27) and (1.28), respectively.

Lemma 1.4. Let e be a non-negative measure. Let k ∈ N. If there exist γ′ < 2k and q ≥ 0
such that for all µ > 0

ˆ

R+

1

(µ+ λ)2k
de(λ) . µ−γ′

lnq
+(µ

−1),

then e satisfies (1.29) with exponents (γ,−q), γ = 2k − γ′.
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This result directly follows from the inequality: for all µ > 0,

ˆ µ

0

de(λ) ≤ µ2k

ˆ

R+

1

(µ+ λ)2k
de(λ).

On the other hand, we also have:

Lemma 1.5. Let Ω, P, {θz}z∈Zd, and A be as in Definitions 1, 2, and 3. Let L be as in
Definition 4, let g ∈ L2(Ω), and let eg be the projection of the spectral measure of L on g.
If the spectral exponents of g are at least (γ,−q) for some γ > 1 and q ≥ 0, then for all
k ∈ N,

µ2k

ˆ

R+

1

λ(µ+ λ)2k
deg(λ) .





µ2k if γ > 2k + 1,

µ2k ln1+q
+ (µ−1) if γ = 2k + 1,

µγ−1 lnq
+(µ

−1) if γ < 2k + 1.
(1.30)

The proof of this lemma is slightly more subtle than above. Before we give the argument,
we illustrate the use of these lemmas to estimate Ahom − AT in dimension d = 2. The
spectral exponents of the local drift d = −D∗ ·Aξ are (2,−q) by Theorem 1, so that
|AT − Ahom| . T−1 ln1+q

+ T for d = 2.
The proof of Lemma 1.5 relies on the following application of the fundamental theorem

of calculus and Fubini’s theorem: for every differentiable functions f : R+ → R,

ˆ

R+

f(λ)ded(λ) = −
ˆ +∞

λ=0

ˆ +∞

δ=λ

f ′(δ)dδded(λ) = −
ˆ

R+

f ′(δ)

ˆ δ

0

ded(λ)dδ, (1.31)

that we apply to f(λ) = 1
λ(µ+λ)2k

. We then split the integral into two terms:

ˆ

R+

f ′(δ)

ˆ δ

0

ded(λ)dδ =

ˆ 1

0

f ′(δ)

ˆ δ

0

ded(λ)dδ +

ˆ ∞

1

f ′(δ)

ˆ δ

0

ded(λ)dδ.

For the first term we appeal to the bounds on the spectral exponents, which give the
r. h. s. of (1.30). For the second term, we use the non-negativity of the measure, the
identity

´∞
0
ded(λ) = 〈d2〉 . 1, and the integrability of f ′ on (1,+∞) uniformly in µ.

1.3.3 Approximation formulas for the homogenized coefficients

In view of Lemmas 1.4 and 1.5, in order for some approximation “Ak,T ” of Ahom to benefit
from high spectral exponents, the spectral formulation of the error term Ak,T −Ahom should
involve high powers of λ−1 in the integral. There are then two points of view: devise suitable
approximations of Ahom in spectral space (that is in the form of a spectral integral) and
try to translate them back into physical space (that is using the correctors), or devise
suitable approximations of Ahom in physical space directly and show they yield the desired
integrands in spectral space. We quickly present both strategies.

We begin by recalling the spectral representation of Ahom: by definition (1.5) of Ahom

and symmetry of A,
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ξ ·Ahomξ = 〈(ξ +∇φ) · A(ξ +∇φ)〉 = 〈ξ ·Aξ〉+ 2 〈ξ ·A∇φ〉+ 〈∇φ · A∇φ〉 .

Taking the limit T → ∞ in the weak formulation of the regularized corrector equation
(1.6) with test function φT yields

〈∇φ · A(ξ +∇φ)〉 = 0,

so that by symmetry of A and spectral calculus we end up with

ξ · Ahomξ = 〈ξ · Aξ〉 −
ˆ

R+

1

λ
ded(λ). (1.32)

The rigorous proof of this fact is made by regularization. Indeed

ξ · AT ξ = 〈ξ · Aξ〉 − 〈∇φT · A∇φT 〉 − 2T−1
〈
φ2
T

〉
.

so that

ξ · AT ξ = 〈ξ · Aξ〉 −
ˆ

R+

(
λ

(T−1 + λ)2
− 2T−1

(T−1 + λ)2

)
ded(λ).

We then recover (1.32) by taking the limit T → ∞, using (1.25), the Lebesgue dominated
convergence theorem, and the monotone convergence theorem.

In view of the spectral formula for Ahom, we introduce the following family of approxi-
mations {Ak,T}k∈N\{0} of Ahom, defined by

ξ · Ak,T ξ = 〈ξ · Aξ〉 −
ˆ

R+

Pk(T, λ)

(T−1 + λ)2(2T−1 + λ)2 . . . (2k−1T−1 + λ)2
ded(λ), (1.33)

where

Pk(T, λ) = λ−1

(
(T−1 + λ)2(2T−1 + λ)2 . . . (2k−1T−1 + λ)2 − 2k(k−1)T−2k

)
.

These rather complicated formulas satisfy two properties. First we have

|ξ · (Ak,T − Ahom)ξ| . T−2k

ˆ

R+

1

(T−1 + λ)2kλ
ded(λ), (1.34)

so that whatever the spectral exponents of the local drift d = −D∗ ·Aξ, there is always an
integer k which saturates the estimate of Lemma 1.5. The other fundamental property is
that there exist (explicit) real coefficients ηk,i and νk,i,j defined by induction such that we
have the identity

ξ·Ak,Tξ = 〈(ξ +∇φT ) · A(ξ +∇φT )〉+T−1
k−1∑

i=0

ηk,i
〈
φ2
2−1T

〉
+T−1

k−1∑

i=0

k−1∑

j>i

νk,i,j 〈φ2−iTφ2−jT 〉 .

(1.35)
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This ensures that the approximations Ak,T of Ahom are computable in practice (up to
replacing the expectations by space averages on QN , and the regularized correctors by
approximations computed on larger boxes QR, R −N ≫

√
T ).

So far we have introduced new approximation formulas for Ahom based on a spectral
analysis and extrapolation at the level of the spectral calculus. The rather tedious part
(which is not reproduced here) is to choose the approximation formulas so that they have
a suitable counterparts in physical space. Although this family of approximations makes
the job, if we only focus on their definitions in physical space, we have essentially no
intuition why they behave so well in terms of convergence rate (with respect to the spectral
exponents). The interesting feature of this approach is that abstract analysis has been a
guide to the choice of efficient computable approximations.

There is however a more intuitive way to obtain similar approximations, using a Richard-
son extrapolation method. For all k ≥ 1, we define approximations Ãk,T of Ahom by the
following induction rule: Ã1,T = AT , and for all k ≥ 1,

ξ · Ãk+1,T ξ =
1

2k+1 − 1

(
2k+1ξ · Ãk,T ξ − ξ · Ãk,T/2ξ

)
. (1.36)

The spectral formulation of these approximations also reveal that one can benefit from
large spectral exponents of the local drift d provided k is large enough.

In order to complete this analysis, we need to identify the spectral exponents of the
local drift d.

1.3.4 Estimates of the spectral exponents

The central result of this section is the following theorem.

Theorem 2 Let Ω, P, {θz}z∈Zd, and A be as in Definitions 1, 2, and 3. Let L be as in
Definition 4. The spectral exponents of the local drift d = −D∗ ·Aξ ∈ L2(Ω) are at least

d = 2 : (2,−q),
d > 2 : (d/2 + 1, 0),

for some q > 0 depending only on α, β.

These exponents are expected to be optimal in any dimension but d = 2. Note that Mourrat
had proved the lower bound (d/2−2, 0) for all d > 6 in [63]. Our proof of Theorem 2 is based
on an induction procedure combining three main ingredients: the spectral theorem, an a
priori estimate for elliptic equations, and the variance estimate of Lemma 1.3 (combined
with sharp estimates on Green’s functions).

In what follows we highlight the structure of the proof, and skip all the technical details
— which are essentially of the same type as for the proof of Theorem 1. Since we have
already proved the result for d = 2, we focus on the case d > 2.
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We first introduce a family of functions φT,k ∈ L2(Ω) (and their stationary extensions
on Zd ×Ω) as follows. We set φT,1 := φT (the regularized corrector), and for all k ≥ 1, we
define φT,k+1 as the unique stationary solution in Z

d to

T−1φT,k+1 −∇∗ · A∇φT,k+1 = φT/2,k. (1.37)

By induction, these functions satisfy 〈φT,k〉 = 0, and for all k ≥ 1 there exists ck > 0
(independent of T ) such that

φT,k+1 = ckT (φT,k − φT/2,k). (1.38)

The main three ingredients are used as follows.
By the spectral theorem,

〈
φ2
T,k

〉
=

ˆ

R+

1

(T−1 + λ)2(2T−1 + λ)2 . . . (2k−1T−1 + λ)2
ded(λ), (1.39)

so that by Lemma 1.4 bounds on
〈
φ2
T,k

〉
yield bounds on the spectral exponents of d (and

conversely). Likewise,

〈
|∇φT,k|2

〉
.

ˆ

R+

λ

(T−1 + λ)2(2T−1 + λ)2 . . . (2k−1T−1 + λ)2
ded(λ), (1.40)

so that bounds on the spectral exponents of d yield bounds on 〈|∇φT,k|2〉 following the
proof of Lemma 1.5.

The second ingredient is the variance estimate of Lemma 1.3, which we apply to φT,k

noting that
〈
φ2
T,k

〉
= var [φT,k] since 〈φT,k〉 = 0. This allows us to prove that there exists

some map F such that

var [φT,k] . F (d, T, k,
〈
|∇φT |2

〉
,
〈
|∇φT,1|2

〉
, . . . ,

〈
|∇φT,k−1|2

〉
,
〈
|∇φT,k|2

〉
). (1.41)

We now turn to the a priori estimate. Testing (1.37) with the function φT,k+1, taking
the expectation and using Cauchy-Schwarz inequality, we obtain the nonlinear estimate

〈
|∇φT,k+1|2

〉
.
〈
φ2
T,k

〉1/2 〈
φ2
T,k+1

〉1/2
=
〈
φ2
T,k

〉1/2
var [φT,k+1]

1/2 . (1.42)

Combined with Young’s inequality, this turns (1.41) into

var [φT,k] . F̃ (d, T, k,
〈
|∇φT |2

〉
,
〈
|∇φT,1|2

〉
, . . . ,

〈
|∇φT,k−1|2

〉
,
〈
φ2
T,k−1

〉
) (1.43)

for some map F̃ .

The induction procedure is as follows. By (1.39) and Lemma 1.4, if for some k ≥ 1,〈
φ2
T,k

〉
satisfies

〈
φ2
T,k

〉
.




d < 4k − 2 : T 2k−1−d/2,
d = 4k − 2 : lnT,
d > 4k − 2 : 1,

(1.44)
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then the spectral exponents of d are at least as in Theorem 2 up to dimension 4k−2. More
precisely, for all µ > 0,

ˆ µ

0

ded(λ) .




d < 4k − 2 : µd/2+1,
d = 4k − 2 : µ2k ln+ µ,
d > 4k − 2 : µ2k.

(1.45)

As induction assumption, we assume at step k ≥ 1 that
〈
φ2
T,k

〉
satisfies (1.44). The

boundedness of 〈φ2
T 〉 from Theorem 1 for d > 2 initializes the procedure.

Assume now that
〈
φ2
T,k

〉
satisfies (1.44). We first appeal to the variance estimate in the

form of (1.43). To benefit from this inequality, we use the induction assumption (1.44) at
step k to bound all the terms of the form 〈|∇φT,j|2〉 for j ≤ k and

〈
φ2
T,k

〉
. This yields (1.44)

for k + 1, and therefore the optimal spectral exponents up to dimension 4(k + 1) − 2, as
desired.

To conclude this section we combine Theorem 2 with Lemma 1.5 and estimate (1.34)
as follows:

Theorem 3 Let Ω, P, {θz}z∈Zd, and A be as in Definitions 1, 2, and 3. Let Ahom be as
(1.5) and for all T > 0 and k ≥ 1, let Ak,T be given by (1.33). Then for all d ≥ 2, there
exists kd ∈ N such that for all k ≥ kd

|ξ · (Ak,T −Ahom)ξ| .
{
d = 2 : T−1 lnq T,
d > 2 : T−d/2,

for some q > 0 depending only α and β.

1.4 PDE approximation of homogenized coefficients: a complete
error analysis [GOa,Glo12,GNOb,EGMN]

In this section we present a complete error analysis of two approximation methods of
the homogenized coefficients Ahom defined in (1.5), starting from the corrector equation
(1.4). The first method is based on the regularization of the corrector equation through
the approximations Ak,T defined in (1.33), whereas the second method is based on the
periodization of the random field. In both cases, we give optimal convergence rates.

1.4.1 Analysis of the regularization method

Let T > 0, and let R ≥ N ∈ N. As already mentioned in the motivation of Subsection 1.3.1,
the regularized corrector φT can be accurately approximated on the box QN by φR

T , the
unique solution to

{
T−1φR

T −∇∗ · A(ξ +∇φR
T ) = 0 in QR ∩ Zd,
φR
T = 0 on x ∈ Zd \QR,
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provided R − N ≫
√
T . More precisely, there exists c > 0 depending only the ellipticity

constants α, β and on d, such that provided R−N ∼ R,

 

QN∩Zd

|∇φR
T −∇φT |2 . T 3/2 exp

(
−cR−N√

T

)
. (1.46)

Hence, for all γ > 1/2, the error made by replacing φT by φR
T on QN is of infinite order

in T for R = N + T γ. In the rest of this section, we will therefore consider that φT is a
computable quantity.

The starting point of this method is the approximation of Ahom by the family {Ak,T}
defined in (1.33). We divide this subsection into three paragraphs. We first explain the
general strategy on the approximation AT of Ahom, and shall show that the error between
Ahom and a computable approximation of AT splits into two parts: the error |AT − Ahom|
(which we have estimated in the previous section), and a term which takes the form of a
variance. We estimate this variance in the second paragraph, and present the global error
estimate in the last paragraph.

General strategy

Let ξ ∈ R
d with |ξ| = 1 be fixed. For all T > 0 and L ∈ N, we define a random approxi-

mation AN
T of AT by

ξ · AN
T (ω)ξ :=

 

QN∩Zd

(ξ +∇φT (x, ω)) · A(x, ω)(ξ +∇φT (x, ω))dx,

where φT is the regularized corrector of Definition 1.2 (with µ = T−1). By the ergodic
theorem, almost surely,

lim
N→∞

ξ ·AN
T (ω)ξ = ξ · AT ξ.

We’d like to quantify this statement, and estimate the standard deviation of AN
T from AT as

a function ofN . Noting that
〈
AN

T

〉
= AT , it amounts to estimating

〈
(ξ · AN

T ξ − ξ ·AT ξ)
2
〉
=

var
[
ξ · AN

T ξ
]
. Unlike the field A, the stationary field (x, ω) 7→ (ξ+∇φT (x, ω)) ·A(x, ω)(ξ+

∇φT (x, ω)) is correlated. If the correlations were small enough, AN
T would essentially behave

as the average of Nd independent and identically distributed random variables. Hence the
best estimate we can hope for is

var
[
ξ ·AN

T ξ
]
. N−d. (1.47)

A direct calculation shows that

〈
(ξ · AN

T ξ − ξ · Ahomξ)
2
〉
= var

[
ξ · AN

T ξ
]
+ (ξ ·AT ξ − ξ · Ahomξ)

2. (1.48)

Hence, the combination of (1.47) with the spectral estimates of Theorem 2 yields
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〈
(ξ · AN

T ξ − ξ · Ahomξ)
2
〉
.





d = 2 : N−2 + T−2 ln2 T,
d = 3 : N−3 + T−3,
d = 4 : N−4 + T−4 ln2 T,
d > 4 : N−d + T−4.

Recall that we need R − N ≫
√
T to have this estimate. In particular, at first order,

R ∼ N ∼
√
T , and the systematic error is of higher order than the random fluctuations

up to d = 8. Then, the systematic error dominates. This is one of the motivations to use
the approximations Ak,T for k > 1.

The main achievement of this section is the quantification of var
[
ξ ·AN

k,T ξ
]

in terms of
N . Yet the result only holds provided we slightly modify the definition (1.48) of AN

T , and
smooth out the average using a regular mask. Let ηN : Zd → R+ be a function supported
in QN , and such that

´

Zd ηN = 1 and sup |∇ηN | . N−d−1. We define AN
T by

ξ · AN
T (ω)ξ :=

ˆ

Zd

(ξ +∇φT (x, ω)) · A(x, ω)(ξ +∇φT (x, ω))ηN(x)dx, (1.49)

and shall prove that (1.47) holds, with however a logarithmic correction for d = 2.

Optimal variance estimate

The rigorous version of (1.47) is as follows:

Theorem 4 Let Ω, P, {θz}z∈Zd, and A be as in Definitions 1, 2, and 3. Let ξ ∈ Rd with
|ξ| = 1 be fixed, and for all T > 0, let φT ∈ L2(Ω) be the regularized corrector, unique
stationary solution to (1.6) with µ = T−1. For all N ∈ N let ηN : Zd → R+ be a non-
negative mask supported in QN such that

´

Zd ηN = 1 and sup |∇ηN | . N−d−1, and let define

the random variable A
N

T by

ξ · AN

T (ω)ξ :=

ˆ

Zd

(
T−1φT (x, ω)

2 + (ξ +∇φT (x, ω)) ·A(x, ω)(ξ +∇φT (x, ω))

)
ηN(x)dx.

(1.50)
Then there exists q > 0 depending only on α, β and d such that the following two variance
estimates hold:

var
[
ξ · AN

T ξ
]
.

{
d = 2 : N−2(ln+ T )

q,
d > 2 : N−d,

(1.51)

var

[
ˆ

Zd

φ2
TηN

]
.

{
d = 2 : (ln+ T )

q,
d > 2 : N2−d.

(1.52)

Note that provided T ≥ N (which is compatible with the scalingN ≫
√
T ) the combination

of (1.51) and (1.52) yields (1.47) with a logarithmic correction for d = 2.

The proof of Theorem 4 is based on the variance estimate of Lemma 1.3 combined with
Theorem 1. The starting point for (1.51) is the following identity for all e = (z, z + ei),
z ∈ Zd, i ∈ {1, . . . , d}:
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∂

∂ωe

ˆ

Zd

(
T−1φ2

T + (ξ +∇φT ) · A(ξ +∇φT )

)
ηN

= 2

ˆ

Zd

(ξi +∇iφT (z))∇ziGT (z, x)

(
d∑

j=1

ω(x−ej ,x)∇∗
jηN(x)(ξj +∇∗

jφT (x))

)
dx

+ ηN(z)(ξi +∇iφT (z))
2.

To prove this identity we use that the integrand is an energy density (which is the reason

why the zero-order term has been added into the definition of A
N

T ), the susceptibility esti-
mate (1.21), and an integration by parts on the weak formulation of regularized corrector
equation (1.6).

If we neglect the supremum in the variance estimate of Lemma 1.3, this yields

var
[
ξ · AN

T ξ
]
.
∑

e∈B

〈(
∂

∂ωe

ˆ

Zd

(
T−1φ2

T + (ξ +∇φT ) · A(ξ +∇φT )

)
ηN

)2
〉

.

ˆ

Zd

ˆ

Zd

ˆ

Zd

〈
(1 + |∇φT (z)|2)|∇zGT (z, x)||∇zGT (z, x

′)||∇∗ηN (x)||∇∗ηN(x
′)|

× (1 + |∇∗φT (x)|)(1 + |∇∗φT (x
′)|)
〉
dxdx′dz +

ˆ

Zd

ηN(z)
2
〈
(1 + |∇φT (z)|4)

〉
dz.

Let us assume for simplicity that φT ∈ L∞(Ω) uniformly in T (which is stronger than what
we’ve proved in Theorem 1), so that ∇φT ∈ L∞(Ω) as well. We may then bound the first
integrand by:
〈
(1 + |∇φT (z)|2)|∇zGT (z, x)||∇zGT (z, x

′)||∇∗ηN(x)||∇∗ηN(x
′)|

× (1 + |∇∗φT (x)|)(1 + |∇∗φT (x
′)|)
〉

. 〈|∇zGT (z, x)||∇zGT (z, x
′)|〉 |∇∗ηN(x)||∇∗ηN (x

′)|
≤
〈
|∇zGT (z, x)|2

〉1/2 〈|∇zGT (z, x
′)|2
〉1/2 |∇∗ηN(x)||∇∗ηN (x

′)|.
By stationarity of ∇GT , we have 〈|∇zGT (z, x)|2〉 = 〈|∇xGT (z, x)|2〉, so that the variance
estimate turns into

var
[
ξ · AN

T ξ
]
.

ˆ

Zd

ˆ

Zd

ˆ

Zd

〈
|∇xGT (z, x)|2

〉1/2 〈|∇x′GT (z, x
′)|2
〉1/2

× |∇∗ηN (x)||∇∗ηN(x
′)|dxdx′dz +

ˆ

Zd

ηN(z)
2dz.

Combined with the properties of ηN (this is where the assumption that |∇ηN | . N−d−1 is
crucial), we are left with

var
[
ξ · AN

T ξ
]
. N−2(d+1)

ˆ

Zd

ˆ

QN∩Zd

ˆ

QN∩Zd

〈
|∇xGT (z − x)|2

〉1/2

×
〈
|∇x′GT (z − x′)|2

〉1/2
dxdx′dz +N−d.
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By Cacciopoli’s inequality in space (used on dyadic annuli), this integral behaves as if the
Green’s function satisfied |∇GT (x, 0)| . (1 + |x|)1−d exp(−c|x|/

√
T ), so that we end up

with the desired estimate
var
[
ξ ·AN

T ξ
]
. N−d.

Yet the assumption that φT is uniformly bounded in L∞(Ω) does not hold, and we only
know that φT is uniformly bounded in Lq(Ω) for all 1 ≤ q < ∞ (with the logarithmic
correction in dimension d = 2). To deal with this, we use Meyers’ higher integrability
results which ensure that |∇GT |2+γ still has the optimal decay as above when integrated
on dyadic annuli, for some γ > 0 depending only on α, β and d. This allows us to make the
argument presented in the case φT ∈ L∞(Ω) work with the uniform boundedness provided
by Theorem 1), at the expense of a logarithmic correction in dimension d = 2.

To turn this into a rigorous proof, one also has to deal with the supremum in the variance
estimate of Lemma 1.3. We refer to [GOa] for details.

The same strategy allows to prove (1.52) as well.

Complete error analysis

The combination of Theorems 3 and 4 with (1.46) yields the following complete error
estimate:

Theorem 5 Let Ω, P, {θz}z∈Zd , and A be as in Definitions 1, 2, and 3. Let Ahom be as (1.5)
and for all T > 0 and k ≥ 1, let Ak,T be given by (1.33). For all N ∈ N let ηN : Zd → R+

be a non-negative mask supported in QN such that
´

Zd ηN = 1 and sup |∇ηN | . N−d−1.
We define a random approximation AN

k,T of Ak,T by replacing the expectation in (1.33) by
the average on QN with mask ηN . Then for all d ≥ 2, there exists kd ∈ N such that for all
k ≥ kd, and all N ≥ 1,

〈
(ξ · (AN

k,T − Ahom)ξ)
2
〉
.

{
d = 2 : (N−2 + T−2) ln2 T,
d > 2 : N−d + T−2N2−d + T−d,

for some q > 0 depending only α, β.

Remark 3 Combined with the requirement N ≫
√
T , Theorem 5 yields the estimate

〈
(ξ · (AN

k,T − Ahom)ξ)
2
〉
.

{
d = 2 : N−2 lnq T,
d > 2 : N−d,

for some q > 0 depending only on α and β, provided we take N2 ≫ T & N .

1.4.2 Analysis of the periodization method

In this subsection we turn to a rather popular approximation of Ahom by means of peri-
odization of the random medium.
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Description of the method and error analysis

In the case of i. i. d. conductivities, it may make sense to approximate the homogenized
matrix Ahom using an approximate corrector obtained by solving the corrector equation on
a bounded domain with periodic boundary conditions. For all N ≥ 1, we denote by φN

# the
unique solution to

{−∇∗ · A(x, ω)(ξ +∇φN
#(x, ω)) = 0 in QN ,

φN
# is QN − periodic,

´

QN
φN
# = 0,

(1.53)

and define the approximation AN
#(ω) of Ahom by

ξ ·AN
#(ω)ξ =

 

QN∩Zd

(ξ +∇φN
#(x, ω)) · A(x, ω)(ξ +∇φN

#(x, ω))dx. (1.54)

As proved by Owhadi [73], AN
# converges almost surely to Ahom as N → ∞ (in the general

case of ergodic conductivities).
This qualitative result is made quantitative in the case of i. i. d. conductivities in the

following theorem.

Theorem 6 Let Ω, P, {θz}z∈Zd, and A be as in Definitions 1, 2, and 3. Let ξ ∈ Rd with
|ξ| = 1. Let Ahom be as (1.5) and for all N ≥ 1, let AN

# be defined by (1.54). Then for all
d ≥ 2 for and all N ≥ 1,

〈
(ξ · (AN

# −Ahom)ξ)
2
〉
.

{
d = 2 : N−2_ +q T,
d > 2 : N−d,

for some q > 0 depending only α, β.

As opposed to Theorem 5, the approximation formula does not depend on the dimension
for the periodization method, which is quite satisfactory. Yet the analysis rests on the fact
that the probability space is a product space. If not, the method has to be carefully adapted
and it is not clear whether this can be done in a general way.

Importance of the product structure

We recall that the probability space is obtained by tensorization: Ω = [α, β]B and P = ν⊗B

where ν is the common law of the i. i. d. conductivities on [α, β], and B is the graph
associated with Zd for the “nearest neighbor” relation x ∼ z if |x− z| = 1.

Let N ∈ N. For the QN -periodization of the medium, the natural probability space
is given by tensorization as well: ΩN = [α, β]BN and P = ν⊗BN where BN is the graph
associated with [0, N ]d∩Zd for the “N -periodic nearest neighbor” relation x ∼ z if |x−z| =
1Mod(N). We denote by 〈·〉N the associated expectation. The associated translation group
is ΘN = {θNz }z∈Zd, defined on ΩN by: for all z ∈ Zd and PN -almost every ω ∈ ΩN ,
θNz ω : e ∈ BN 7→ ωe+zMod(N). Given f ∈ L2(ΩN ), we define the N -stationary extension of
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f on Zd × ΩN by: for all z ∈ Zd and PN -almost every ω ∈ ΩN , f(z, ω) := f(θNz ω). The
product structure is crucially used there.

This allows us to interpret the solution φN
# to (1.53) as the N -stationary extension of

the unique solution in L2(ΩN ) with vanishing expectation
〈
φN
#

〉
N
= 0 to

−D∗
N ·A(ξ +DN φ

N
#) = 0, (1.55)

where DN and D∗
N are as in (1.7) with {θN

ei
}i∈{1,...,d} in place of {θei}i∈{1,...,d}. Therefore,

the spectral theory developed in L2(Ω) can be straightforwardly adapted to L2(ΩN), and
the bounds on the associated spectral measures are independent of N .

The product structure of Ω and ΩN also ensures a suitable coupling of statistics. In
particular, any random variable f ∈ L2(ΩN ) can be seen as a random variable in L2(Ω),
and we have

〈f〉N = 〈f〉 .
In particular, this ensures that

〈
AN

#

〉
N

=
〈
AN

#

〉
, which will be crucial in the proof of

Theorem 6.

Let us conclude by some remarks on the product structure. The spectral gap estimate of
Lemma 1.3 is the only other place in this chapter where the product structure of Ω is used.
Yet, the proof also holds if the conductivities are correlated provided the correlation length
is finite. It is not clear whether this correlated case can be dealt with by the periodization
method. In the particular case when the conductivities are obtained by a deterministic
function of i. i. d. random variables and do have finite-correlation length, the right way to
perform the periodization method is not via (1.53) but via (1.55) where the conductivites
are obtained by the same deterministic function, applied this time to the periodized version
of the i. i. d. random variables.

Structure of the proof

The proof of Theorem 6 is based on Theorem 5. The starting point is the following triangle
inequality:

〈
|ξ · (Ahom − AN

#)ξ|2
〉1/2 ≤ var

[
AN

#

]1/2
+

∣∣∣∣ξ ·
〈
AN

# − AN
#,k,T

〉
ξ

∣∣∣∣

+

∣∣∣∣ξ · (
〈
AN

#,k,T

〉
− Ak,T )ξ

∣∣∣∣+ |ξ · (Ak,T − Ahom)ξ|, (1.56)

where for all T > 0, k,N ≥ 1, Ak,T is as in (1.33), and the random matrix AN
#,k,T is defined

as follows. For all T > 0 and N ≥ 1, we let φN
#,T be the unique solution to

{
T−1φN

#,T (x, ω)−∇∗ ·A(x, ω)(ξ +∇φN
#,T (x, ω)) = 0 in QN ,

φN
#,T is QN − periodic.

For all k ≥ 1, we then define the random matrix AN
#,k,T as
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ξ ·AN
#,k,T ξ =

 

QN

(ξ +∇φN
#,T ) · A(ξ +∇φN

#,T ) + T−1

k−1∑

i=0

ηk,i

 

QN

(φN
#,2−1T )

2

+ T−1

k−1∑

i=0

k−1∑

j>i

νk,i,j

 

QN

(φN
#,2−iT )(φ

N
#,2−jT ),

where the coefficients ηk,i and νk,i,j are as in (1.35).
We now estimate each term of the r. h. s. of (1.56), and then optimize in T . The first

term is a variance. It can be estimated as in Theorem 4, and we have for all k,N ≥ 1

var
[
ξ · AN

#ξ
]
.

{
d = 2 : N−2(ln+N)q,
d > 2 : N−d,

(1.57)

for some q > 0 depening only on α, β.
The second term and the last terms of the r. h. s. of (1.56) are systematic errors and

can be estimated by Theorem 2 and by a variant of Theorem 2 (where spectral analysis is
performed in (L2(ΩN ),PN)) together with Lemma 1.5 and (1.34) (and their “periodized”
variants). In particular, this shows that for all d ≥ 2, there exists kd ∈ N such that for all
k ≥ kd

|ξ · (Ak,T − Ahom)ξ|+ |ξ ·
〈
AN

#,k,T − AN
#

〉
ξ| .

{
d = 2 : T−1 lnq

+ T,
d > 2 : T−d/2,

uniformly in N ∈ N.
The genuinely new term in the analysis is the third term of the r. h. s. of (1.56). This

is the only term with relates T to N and makes the optimization in T nontrivial. The
zero-order term has been introduced in order to be able to compare φN

#,T to φT . Again,
the difference between φN

#,T to φT is due to boundary conditions. We shall proceed as for
(1.46). The crucial observation is that by N -stationarity,

〈
 

QN

(ξ +∇φN
#,T ) · A(ξ +∇φN

#,T )

〉

N

=
〈
(ξ +∇φN

#,T (0)) · A(0)(ξ +∇φN
#,T )(0)

〉
N
,

so that by the coupling of the statistics,

〈
 

QN

(ξ +∇φN
#,T ) · A(ξ +∇φN

#,T )

〉
=
〈
(ξ +∇φN

#,T (0)) · A(0)(ξ +∇φN
#,T )(0)

〉

as well. Hence,

∣∣∣∣
〈
 

QN

(ξ +∇φN
#,T ) · A(ξ +∇φN

#,T )

〉
− 〈(ξ +∇φT ) · A(ξ +∇φT )〉

∣∣∣∣

=

∣∣∣∣
〈
(ξ +∇φN

#,T ) · A(ξ +∇φN
#,T )− (ξ +∇φT ) · A(ξ +∇φT )

〉 ∣∣∣∣.

Likewise, for all i, j ∈ N,
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∣∣∣∣
〈
 

QN

φN
#,2−iTφ

N
#,2−jT

〉
− 〈φ2−iTφ2−jT 〉

∣∣∣∣ =
∣∣∣∣
〈
φN
#,2−iTφ

N
#,2−jT − φ2−iTφ2−jT

〉 ∣∣∣∣.

Using the regularized corrector equation, the estimate of the third term thus reduces to
the estimate of 〈

|∇φN
#,T −∇φT |2

〉
and

〈
(φN

#,T − φT )
2
〉

Using deterministic estimates on the Green’s function, these quantities satisfy

〈
|∇φN

#,T −∇φT |2
〉1/2

.




d = 2 : lnq

+ T
√
T exp

(
− c N√

T

)
,

d > 2 :
√
T exp

(
− c N√

T

)
,

〈
(φN

#,T − φT )
2
〉
.




d = 2 : lnq

+ TT
3/2 exp

(
− c N√

T

)
,

d > 2 : T 3/2 exp
(
− c N√

T

)
,

where q > 0 depends only on α, β, and c > 0 depends additionally on d.
We thus end up with

〈
|ξ · (Ahom − AN

#)ξ|2
〉1/2

.




d = 2 : N−1 lnq

+ T + T−1 ln+ T +
√
T lnq

+ T exp
(
− c N√

T

)
,

d > 2 : N−d/2 + T−d/2 +
√
T exp

(
− c N√

T

)
,

(1.58)

which implies Theorem 6 taking T = N/ ln+ T .

Numerical validation

In the numerical tests, d = 2, and each conductivity of B takes the value α = 1 or β = 4
with probability 1/2. In this simple case, the homogenized matrix is given by Dykhne’s
formula, namely Ahom =

√
αβId = 2Id. We have tested the periodization method and the

method with Dirichlet boundary conditions, whose approximations AN
# and AN,N of Ahom

are given by (1.54) and (1.24), respectively.

We have plotted on Figure 1.1 an approximation of
〈
|AN

# −Ahom|2
〉1/2

and an approx-

imation of
〈
|AN,N −Ahom|2

〉1/2
, for which the expectation is replaced by an empirical

average. In both cases, the apparent convergence rate of N 7→
〈
|AN

# −Ahom|2
〉1/2

and

N 7→
〈
|AN,N −Ahom|2

〉1/2
to 0 is −1. This is in agreement with Theorem 6, and with the

intuition that the use of Dirichlet boundary conditions induces a surface error which scales

as N−1 in any dimension. Note that
〈
|AN

# −Ahom|2
〉1/2 ≤

〈
|AN,N −Ahom|2

〉1/2
in the tests.

We have also plotted on Figure 1.2 an approximation of the systematic errors |
〈
AN

#

〉
−

Ahom| and |
〈
AN,N

〉
− Ahom|, where the expectation has been replaced by an empirical

average using 10N2 realizations. The apparent convergence rate for the convergence of
N 7→ |

〈
AN

#

〉
−Ahom| to zero is close to −2, which is in agreement with the second term of

(1.58) for the borderline choice T = N2. This is in contrast with the apparent convergence
rate for the convergence of N 7→ |

〈
AN,N

〉
−Ahom| to zero , which is only −1 — as expected

due to the surface effect induced by the boundary conditions.
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Fig. 1.1. Errors
〈

|AN
# − Ahom|2

〉1/2
(black) and

〈

|AN,N − Ahom|2
〉1/2

(blue) in logarithmic scale

Fig. 1.2. Systematic errors |
〈

AN
#

〉

− Ahom| (black) and |
〈

AN,N
〉

− Ahom| (blue) in logarithmic scale

1.5 RWRE approximation of homogenized coefficients: a complete
error analysis [GMb,EGMN]

In this section, we come back to the point of view of the random walk in the random
environment developed in Subsection 1.1.3, to which we refer for the notation. We first
show how information on the spectral exponents of the local drift can be turned into
quantitative estimates within the Kipnis-Varadhan theory. We then describe a Monte-
Carlo method based on the random walk in discrete time, and apply the quantitative
version of the Kipnis-Varadhan theorem to obtain convergence rates on the error between
the expectation of the approximation at some time t and the homogenized coefficients. We
then complete this analysis by large deviation estimates which quantify the distribution of
the approximation at time t around its expectation. Numerical tests confirm the sharpness
of the analysis.
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1.5.1 Quantitative version of the Kipnis-Varadhan theorem

Let ξ ∈ Rd with |ξ| = 1, d = −D∗ ·Aξ be the local drift, and ed be the projection of the
spectral measure of L = −D∗ ·AD on the local drift. We recall that P is given by (1.11),
and that E denotes the associated expectation.

Let Xt be the position at time t ≥ 0 of a random walker starting at 0 in the random
environment with continuous time. By (1.13) one can decompose Xt as the sum Mt + Rt

of a martingale Mt with stationary increments and a remainder Rt, which are such that

1

t
E[(Rt · ξ)2] = 2

ˆ

R+

1− e−λt

tλ2
ded(λ)

t→∞−→ 0, (1.59)

1

t
E[(Mt · ξ)2] = σ2, (1.60)

with σ2 = 2ξ · Ahomξ.
The objective is to show that if the spectral exponents of d are at least (γ,−q) for some

γ > 1 and q ≥ 0, then the above results can be turned into

1

t
E[(Rt · ξ)2] . ψγ,q(t) (1.61)

∣∣∣∣
1

t
E[(Xt · ξ)2]− σ2

∣∣∣∣ . ψγ,q(t), (1.62)

where ψγ,q : (0,+∞) → R+ is given by

t 7→ ψγ,q(t) =





γ < 2 : t1−γ lnq
+(t),

γ = 2 : t−1 lnq+1
+ (t),

γ > 2 : t−1.

Estimate (1.61) directly follows from the spectral formula (1.59) combined with formula

(1.31) for f(λ) := 1−e−λt

λ2 and with the assumptions on the spectral exponents.
For the estimate (1.62), we expand the square and appeal to (1.60) and (1.61) to obtain

1

t
E[(Xt · ξ)2] =

1

t
E[(Mt · ξ)2] +

1

t
E[(Rt · ξ)2] + 2

1

t
E[(Mt · ξ)(Rt · ξ)]

= σ2 + 2
1

t
E[(Mt · ξ)(Rt · ξ)] +O(ψγ,q(t)).

By reversibility, (ω(t−s))0≤s≤t has the same law under P as (ω(s))0≤s≤t. The martingale Mt

is unchanged by this time reversal whereas Rt is changed into −Rt. Hence, E[(Mt · ξ)(Rt ·
ξ)] = 0 for all t > 0, and (1.62) follows. This orthogonality argument already appeared
in [29] and [63].
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1.5.2 Approximation method

The Monte-Carlo approximation method we have proposed is inspired by [74] and relies on
the numerical simulation of the random walk Xt up to some final time t. The combination of
(1.62) with the estimates of the spectral exponents of the local drift obtained in Theorem 2
yields

∣∣∣∣
1

t
E[(Xt · ξ)2]− 2ξ · Ahomξ

∣∣∣∣ .




d = 2 :

ln2
+(t)

t
,

d > 2 :
1

t
.

The numerical simulation of Xt requires the computation of the waiting time associated
with the clock. In order to save some computational time we turn to the discrete time
random walk Yt, for which the clock rings at each integer time t ∈ N. In this case, the

Kipnis-Varadhan argument implies that
√
εYt/ε converges in law under P̃ (see (1.12)) for

the Skorokhod topology to a Brownian motion with covariance σ2
disc = 2ξ ·Adisc

homξ, and with

Adisc
hom =

Ahom

E[p]
. Since we have better access to P rather than to P̃, we prefer to base our

Monter-Carlo on the former, and we consider the computable approximation of ξ · Adisc
homξ

given for n ∈ N and t > 0 by

an(t) =

∑n
k=1 pωk(0)(ξ · Y k

t )
2

t
∑n

k=1 pωk(0)
, (1.63)

where {ωk}k∈{1,...,n} are independent realizations of the environment, and for all k ∈
{1, . . . , n}, Y k

t is a realization of a random walk in the environment ωk up to time t.
Denoting by σ2

t,disc the expectation of a1(t), for all n ≥ 1 we have σ2
t,disc = E[an(t)].

There is a quantitative version of the Kipnis-Varadhan theorem in the discrete time
setting as well, and we have

|σ2
t,disc − σ2

disc| .




d = 2 :

lnq
+(t)

t
,

d > 2 :
1

t
,

(1.64)

for some q > 0 depending only on α, β. The proof of this quantitative version is slightly
different than in the continuous time case because Mt and Rt are not orthogonal any longer
in the discrete time case. Yet the error to orthogonality can be controlled and the result
still holds. Concerning the spectral exponents, it is worth noting that in the discrete time
case we work in L2(Ω, P̃) with P̃(ω) = pω(0)

E[p]
P(ω). In particular, the elliptic operator L̃ is

now given by

L̃ = − 1

pω(0)
D∗ ·AD .

Likewise the local drift in direction ξ is now given by
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d̃(ω) = − 1

pω(0)
D∗ ·Aξ.

We have proved that the spectral exponents of L̃ projected on the local drift d̃ are at least

d = 2 : (2,−q),
d > 2 : (2, 0),

for some q > 0 depending only on α, β. This is enough to prove (1.64). To obtain the
estimates on the spectral exponents, we may proceed as in Subsection 1.3.4 with however
the following modified version of the regularized corrector equation:

T−1φT (x, ω)−
1

pω(x)
∇∗ · A(x, ω)(ξ +∇φT (x, ω)) = 0,

whose dependence with respect to the conductivities ωe is more complex than in (1.6), so
that there are additional terms to deal with compared to the susceptibility estimate (1.21).
It is likely that the exponent q is indeed 2 in (1.64), although we have not checked all the
details.

Estimate (1.64) is a systematic error which controls the error between the expectation
of the computed quantity an(t) and its limit 2ξ ·Adisc

homξ. As for the methods relying on the
corrector equation, one needs to estimate the fluctuations of an(t) around its expectation.
In this case we are able to prove more than a variance estimate, and we shall indeed give
large deviation estimates.

1.5.3 Large deviation estimates

Let us formalize some more the Monte-Carlo method. Let ω1, ω2, . . . be a countable family
of environments, that we denote by ω. Let then Y 1, Y 2, . . . be independent random walks
evolving in the environments ω1, ω2, . . . and starting at zero. We write P

ω
0 for their joint

distribution. The family of environments ω is itself random, and we let P⊗ be the product
distribution with marginal P. We finally set

P
⊗

= P
⊗
P

ω
0 , (1.65)

and denote by E
⊗

the associated expectation. Note that E
⊗
[an(t)] = σ2

t,disc.

The fluctuations of an(t) around its expectation E
⊗
[an(t)] is given by

Theorem 7 Let Ω, P be as in Definitions 1 and 2, and P
⊗

be as in (1.65), and for all
n ≥ 1 and t > 0 let an(t) be given by (1.63). Then there exists c > 0 such that for all n ≥ 1
and t > 0

P
⊗[|an(t)− σ2

t,disc| ≥ ε/t
]
≤ exp

(
− nε2

ct2

)
.
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This result is proved using standard tools of large deviation theory (log-Laplace transform)
once we are given sharp upper bounds on the transition probabilities of the random walk
(which are well-known, see [89, Theorem 14.12]).

The combination of the estimate of the systematic error by the quantitative version of
the Kipnis-Varadhan theorem with the large deviation estimates of the fluctuations yields
the following complete error estimate for the Monte-Carlo method based on the RWRE.

Theorem 8 Let Ω, P be as in Definitions 1 and 2, and P
⊗

be as in (1.65). For all n ≥ 1
and t > 0, let an(t) be given by (1.63). There exist C, c > 0 such that for all ε > 0 and all
t large enough

P
⊗[|an(t)− 2ξ · Adisc

homξ| ≥ (Cµd(t) + ε)/t
]
≤ exp

(
− nε2

ct2

)
,

where µ2(t) = lnq
+(t) for some q > 0 depending only on α, β, and µd(t) = 1 for d > 2.

1.5.4 Numerical validation

In the numerical tests, each conductivity of B takes the value α = 1 or β = 4 with
probability 1/2. In this simple case, the homogenized matrix is given by Dykhne’s formula,
namely Ahom =

√
αβId = 2Id. For the simulation of the random walk, we generate — and

store — the environment along the trajectory of the walk. In particular, this requires to
store up to a constant times t data. In terms of computational cost, the expensive part
of the computations is the generation of the randomness. In particular, to compute one
realization of at2(t) costs approximately the generation of t2 × 4t = 4t3 random variables.
A natural advantage of the method is its full scalability: the t2 random walks used to
calculate a realization of at2(t) are completely independent.

We first test the estimate of the systematic error: up to a logarithmic correction, the
convergence is proved to be linear in time. In view of Theorem 7, typical fluctuations of
t(an(t)(t)− σ2

t,disc) are of order no greater than t/
√
n(t), and thus become negligible when

compared with the systematic error as soon as the number n(t) of realizations satisfies
n(t) ≫ t2. We display in Table 1.1 an estimate of the systematic error |5

4
an(t)(t) − 2|

obtained with n(t) = K(t)t2 realizations. The systematic error is plotted on Figure 1.3 in
function of the time in logarithmic scale. The apparent convergence rate (linear fitting) is
−.85, which is consistent with (1.64), which predicts −1 and a logarithmic correction.

t 10 20 40 80 160 320 640
K(t) 105 3000 3000 1000 500 100 20

Systematic error 1.27E-01 7.43E-02 4.17E-02 2.46E-02 1.26E-02 6.96E-03 3.72E-03

Table 1.1. Systematic error in function of the final time t for K(t)t2 realizations.
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Fig. 1.3. Systematic error in function of the final time t for n(t) = K(t)t2 realizations

We now turn to the random fluctuations of an(t)(t). Theorem 7 gives us a large deviation
estimate which essentially says that the fluctuations of t(an(t)(t)− σ2

t,disc) have a Gaussian

tail, measured in units of t/
√
n(t). The Figures 1.4-1.7 display the histograms of t(at2(t)−

σ2
t,disc) for t = 10, 20, 40 and 80 (with 10000 realizations of at2(t) in each case). As expected,

they look Gaussian.

1.6 Perspectives

First it would be very nice to extend the results of this chapter to the case of systems, since
it would shed some light on the approximation methods of Chapter 3 in simplified cases.
In [GNOa] we have proposed a proof of Theorem 1 which requires mild estimates on the
Green’s function. In particular the proof of [GNOa] only relies on Meyers’ estimates (which
hold for systems as well), and not on the Harnack inequality (which is used in [GOa]). Yet
this proof still crucially relies on Cacciopoli’s inequality — which does not hold for systems.

A second direction would be to extend the results the case of the random walk on the
percolation cluster. There again the proof of Theorem 1 presented in [GNOa] seems easier
to generalize since the estimates on the Green’s function are brought to a minimum. The
difficulty of this generalization comes from the fact that constants in these estimates will
depend on the realization of the cluster, so that their control will only be probabilistic (the
constants will typically be good with high probability).



1.6 Perspectives 37

−15 −10 −5 0 5 10 15
0

50

100

150

200

250

300

350

Fig. 1.4. Histogram of the rescaled fluctuations for t =
10
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Fig. 1.5. Histogram of the rescaled fluctuations for t =
20
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Fig. 1.6. Histogram of the rescaled fluctuations for t =
40
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Fig. 1.7. Histogram of the rescaled fluctuations for t =
80

A third direction consists in weakening the assumptions on the statistics, namely allow
for long-range correlations. A suitable measure of correlation could be the one introduced
by Dobrushin and Shlosman in [31, 32] for spin systems since the variance estimate of
Lemma 1.3 is inspired by the results of spectral gap, Poincaré, and log-Sobolev inequalities
originally developed for spin systems.

A fourth question is concerned with the estimate of the random fluctuations of AN
# .

In Theorem 4 we have estimated the variance. In contrast, for the Monte-Carlo method
based on the RWRE, we have proved large deviation estimates. It would be interesting
to derive such large deviation estimates for AN

# as well. Indeed, numerical experiments in

dimension d = 2 tend to show that the distribution of Ld/2(AL
#−

〈
AL

#

〉
) converges to some

Gaussian as L → ∞. We learnt very recently that Nolen successfully solved this question
using Chatterjee’s approach of Stein’s method.
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2

Quantitative results in homogenization of linear elliptic

equations

2.1 Quantitative results in stochastic homogenization [GOc]

In this section, we generalize some results of Chapter 1 to the case of linear elliptic equa-
tions. Besides technical adaptations (which are not necessarily obvious), the main achieve-
ment of this section is the generalization of the spectral gap estimate of Lemma 1.3 to
the continuous setting. In the first subsection we recall standard qualitative results in
stochastic homogenization, turn to the spectral gap estimate in the following subsection,
then address the existence of stationary correctors in dimension d > 2, and conclude by
a complete error analysis for the approximation of homogenized coefficients (essentially in
dimensions d = 2, 3).

The notation and assumptions of this section are fixed in Subsection 2.1.1.

2.1.1 Qualitative stochastic homogenization

In this subsection we recall standard qualitative results in stochastic homogenization of
linear elliptic equations. We refer the reader to the original papers [75] by Papanicolaou
and Varadhan, and [47] by Kozlov for details (see also the monography [44]).

Let (Ω,F ,P) be a probability space, and denote by 〈·〉 the associated expectation.
We shall say that the family of mappings (θz)z∈Rd from Ω to Ω is a strongly continuous
measure-preserving ergodic translation group if:

• (θz)z∈Rd has the group property: θ0 = Id (the identity mapping), and for all x, y ∈ Rd,
θx+y = θx ◦ θy;

• (θz)z∈Rd preserves the measure: for all x ∈ Rd, and every measurable set F ∈ F , θxF is
measurable and P(θxF ) = P(F );

• (θz)z∈Rd is strongly continuous: for any measurable function f on Ω, the function
(ω, x) 7→ f(θxω) defined on Ω × Rd is measurable (with the Lebesgue measure on
Rd);

• (θz)z∈Rd is ergodic: for all F ∈ F , if for all x ∈ Rd, θxF ⊂ F , then P(F ) ∈ {0, 1}.

Let ∞ > β ≥ α > 0, and let A ∈ L2(Ω,Md(R)) be such that for P-almost every ω and
all ξ ∈ Rd,
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ξ · A(ω)ξ ≥ α|ξ|2, |A(ω)ξ| ≤ β|ξ|. (2.1)

We define a stationary extension of A (still denoted by A) on Rd ×Ω as follows:

(x, ω) 7→ A(x, ω) = A(θxω).

Homogenization theory ensures that the solution operator associated with −∇·A(x/ε, ω)∇
converges as ε > 0 vanishes to the solution operator of −∇ · Ahom∇ for P-almost every ω,
where Ahom is a deterministic elliptic matrix characterized as follows. For all ξ, ζ ∈ Rd, and
P-almost every ω,

ξ · Ahomζ = lim
R→∞

 

QR

(ξ +∇φξ(x, ω)) · A(x, ω)(ζ +∇φζ(x, ω))dx

=
〈
(ξ +∇φξ) · A(ζ +∇φζ)

〉
,

where φξ : Rd × Ω → R is Borel measurable, is such that φξ(0, ·) ≡ 0, ∇φξ is stationary,
and φξ(·, ω) ∈ H1

loc(R
d) is almost surely a distributional solution to the corrector equation

−∇ ·A(x, ω)(ξ +∇φξ(x, ω)) = 0 in R
d, (2.2)

and similarly for φζ .
The proof of existence and uniqueness of these correctors is obtained by regularization,

and we consider for all T > 0 the stationary solution φξ
T with zero expectation to the

equation
T−1φξ

T (x, ω)−∇ ·A(x, ω)(ξ +∇φξ
T (x, ω)) = 0 in R

d.

This equation has an equivalent form in the probability space, to which we can apply
the Lax-Milgram theorem. The functional analysis is however slightly more tedious. In
particular, the stochastic counterpart of ∇i (for i ∈ {1, . . . , d}) is denoted by Di and
defined by

Di f(ω) = lim
h→0

f(θheiω)− f(ω)

h
.

These are the infinitesimal generators of the d one-parameter strongly continuous unitary
groups on L2(Ω) defined by the translations in each of the d directions. These operators
commute and are closed and densely defined on L2(Ω). We denote by H(Ω) the domain of
D = (D1, . . . ,Dd). This subset of L2(Ω) is a Hilbert space for the norm

‖f‖2H =
〈
|D f |2

〉
+
〈
f 2
〉
.

Since the groups are unitary, the operators are skew-adjoint so that we have the “integration
by parts” formula: for all f, g ∈ H(Ω)

〈f Di g〉 = −〈gDi f〉 .

The equivalent form of the regularized corrector equation is as follows:
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T−1φξ
T − D ·A(ξ +Dφξ

T ) = 0, (2.3)

which admits a unique weak solution in φξ
T ∈ H(Ω), that is such that for all ψ ∈ H(Ω),

〈
T−1φξ

Tψ +Dψ · A(ξ +Dφξ
T )
〉

= 0.

Following the approach of Subsection 1.1.2, one may prove that Dφξ
T is bounded in L2(Ω)

and converges weakly in L2(Ω) some solution Φξ, which is a gradient. Using then the
spectral representation of the translation group we may prove uniqueness of the corrector
φξ (which is such that ∇φξ = Φξ).

Up to here, we have not required A to be symmetric. Let Md
αβ denote the set of d× d

real symmetric matrices which satisfy (2.1), and set

A = L∞(Rd,Md
αβ). (2.4)

In the rest of this section, we shall consider that A ∈ L2(Ω,Md
αβ) (although some of

the results will hold true for non-symmetric matrices) so that one can appeal to spectral
theory. Note that the stationary extension of A belongs to L2(Ω,A), and that Ahom is also
symmetric.

Let L = −D ·AD be the operator defined on H(Ω) as a quadratic form. We still denote
by L its Friedrichs extension in L2(Ω). This operator is a nonnegative selfadjoint operator.
By the spectral theorem it admits a spectral resolution

L =

ˆ

R+

λG(dλ).

We shall denote by ed the projection of G onto the local drift d := −D ·Aξ.
As in the discrete case we have the following useful spectral identities:

ξ · Ahomξ = 〈ξ · Aξ〉 −
ˆ

R+

1

λ
ded(λ),

〈
(φξ

T )
2
〉
=

ˆ

R+

1

(T−1 + λ)2
ded(λ).

2.1.2 The spectral gap estimate in the continuous case

In this subsection we present an extension of the spectral gap estimate of Lemma 1.3 to
the continuous setting. To this end we first introduce a specific class of random fields A
which generalize the discrete i. i. d. case to the continuous setting.

Let A ∈ L2(Ω,Md
αβ). We say that A to Rd ×Ω has finite correlation length cL if for all

x, y ∈ Rd, the random matrices A(x, ·) and A(y, ·) (understood as the stationary extensions
of A) are independent if |x− y| ≥ cL. The spectral gap estimate then reads:
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Lemma 2.1. Let (Ω,F ,P) and {θz}z∈Rd be as in Subsection 2.1.1. Let A ∈ L2(Ω,Md
αβ)

have correlation length cL = 1. Let X : A → R,M 7→ X(M) be a function — which
we shall consider as a random variable when applied to A — with the following regularity
property: X can be uniformly approximated by functions X̃ : A → R that depend on M
only through the restriction M|Ũ for some compact set Ũ ⊂ Rd.
Then we have the following variance estimate

var [X(A)] .

〈
ˆ

Rd

(
osc

A|Q3(z)

X(A)

)2

dz

〉
. (2.5)

where osc
A|Q3(z)

X(A) denotes the oscillation of X(A) with respect to A restricted onto the

cube Q3(z) of lateral size 3 and center at z ∈ Rd. Note that for some set U ⊂ Rd, osc
A|U

X(A)

itself is a random variable:

(
osc
A|U

X

)
(A) =

(
sup
A|U

X

)
(A)−

(
inf
A|U

X

)
(A)

= sup
{
X(Ã)|Ã ∈ A, Ã|Rd\U = A|Rd\U

}

− inf
{
X(Ã)|Ã ∈ A, Ã|Rd\U = A|Rd\U

}
. (2.6)

The proof of this spectral gap estimate is similar to the proof of Lemma 1.3. There are
two differences between these two lemmas. In the discrete case the regularity assumption
on X follows directly from the measurability assumption. Here we have also replaced the
Lipschitz control by the oscillation, which is a more general inequality (since the Lipschitz
constant controls the oscillation on a bounded domain).

2.1.3 Quantitative results on the corrector equation

The variance estimate of Lemma 2.1 allows us to generalize Theorem 1 to the continuous
setting.

Theorem 9 Let Ω, P, and {θz}z∈Zd be as in Subsection 2.1.1, and let A ∈ L2(Ω,Md
αβ)

have correlation length cL = 1. For all q > 0 there exist Cd,q < ∞ and γ(q) > 0 such that
for all T ≥ 1 and ξ ∈ Rd with |ξ| = 1, the unique stationary solution φT ∈ H(Ω) to (2.3)
satisfies

〈|φT |q〉 ≤
{
d = 2 : C2,q(lnT )

γ(q),
d > 2 : Cd,q.

(2.7)

The ingredients of the proof of Theorem 9 are the same of for the proof of Theorem 1:
spectral gap estimate, Cacciopoli’s inequality in probability, and elliptic regularity theory.
Besides technical adaptations due to the fact that we do not have the nice algebraic struc-
ture for the susceptility estimate (such as (1.21)), there is a rather important difference
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in the continuous case. In particular, we do not have the discrete Lp − Lq estimate any
longer, which ensures that ‖u‖Lp(D∩Zd) ≤ ‖u‖Lq(D∩Zd) for any domain D of Rd provided
that p ≥ q ≥ 1. Instead we rely on the De Giorgi-Nash-Moser theory and intensively use
the Hölder regularity of A-harmonic functions.

As in the discrete case, Theorem 9 implies the existence and uniqueness of a solution
φ ∈ H to the corrector equation

−D ·A(ξ +Dφ) = 0,

whose stationary extension solves (2.2) for almost every ω ∈ Ω.

2.1.4 Error analysis for the approximation of homogenized coefficients

In this subsection we only focus on the (random) approximation AL
T of Ahom corresponding

to (1.49) in the discrete case, and given for all L > 0, T > 0, and almost every ω ∈ Ω by

ξ · AL
T (ω) =

ˆ

Rd

(ξ +∇φT (x, ω)) · A(x, ω)(ξ +∇φT (x, ω))ηL(x)dx,

where ηL : Rd → R+ is a smooth function supported in QL, and such that
´

Rd ηL = 1 and
sup |∇ηL| . L−d−1.

As in the discrete case, φT is a computable approximation of φ on QL provided the
regularized corrector equation is solved on a domain QR with R− L≫

√
T .

Likewise, a direct calculation yields
〈(

ξ · (AL
T − Ahom)ξ

)2〉
= var

[
ξ · AL

T ξ
]
+
(
ξ · (AT − Ahom)ξ

)2

since
〈
ξ ·AL

T ξ
〉
= AT by stationarity.

Proceeding as for the discrete case we have proved:

Theorem 10 Let Ω, P, and {θz}z∈Zd be as in Subsection 2.1.1, and let A ∈ L2(Ω,Md
αβ)

have correlation length cL = 1. Let ξ ∈ Rd with |ξ| = 1 be fixed, and for all T > 0,
let φT ∈ H(Ω) be the regularized corrector, unique weak solution to (2.3). For all L > 0
let ηL : Rd → R+ be a non-negative mask supported in QL such that

´

Rd ηL = 1 and

sup |∇ηL| . L−d−1, and let define the random variable A
L

T by

ξ ·AL

T (ω)ξ :=

ˆ

Rd

(
T−1φT (x, ω)

2+(ξ+∇φT (x, ω))·A(x, ω)(ξ+∇φT(x, ω))

)
ηL(x)dx. (2.8)

Then there exists q > 0 depending only on α, β and d such that the following two variance
estimates hold:

var
[
ξ · AL

T ξ
]
.

{
d = 2 : L−2(ln+ T )

q,
d > 2 : L−d,

(2.9)

var

[
ˆ

Rd

φ2
TηL

]
.

{
d = 2 : (ln+ T )

q,
d > 2 : L2−d.

(2.10)
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The combination of (2.9) and (2.10) yields

var
[
ξ · AL

T ξ
]
.

{
d = 2 : L−2(ln+ T )

q,
d > 2 : L−d,

(2.11)

provided T ≥ L.
For the systematic error the starting point is again the spectral formula

ξ · (AT − Ahom)ξ = T−2

ˆ

R+

1

(T−1 + λ)2λ
ded(λ),

which is also valid in the continuous case. The estimates of the systematic error

|ξ · (AT − Ahom)ξ| .





d = 2 : T−1(ln+ T )
q,

d = 3 : T−3/2,
d = 4 : T−2 ln+ T,
d > 4 : T−2

(2.12)

follow from the combination of a “continuous” version of Lemma 1.5 with:

Theorem 11 Let Ω, P, and {θz}z∈Zd be as in Subsection 2.1.1, and let A ∈ L2(Ω,Md
αβ)

have correlation length cL = 1. The spectral exponents of the local drift d = −D∗ ·Aξ ∈
L2(Ω) are at least

d = 2 : (2,−q),
2 < d ≤ 5 : (d/2 + 1, 0),

d = 6 : (4,−1),

d > 6 : (4, 0),

for some q > 0 depending only on α, β.

Theorem 11 is proved using the induction procedure presented in Subsection 1.3.4. Yet we
have only checked the first two iterations. Although we have not checked all the details,
the induction procedure implemented in its full generality should permit to upgrade these
spectral exponents to (d/2 + 1, 0) for all d > 2, as in the discrete case.

The combination of (2.11) and (2.12) for T = L gives a complete error analysis with an
optimal convergence in dimensions d = 2, 3:

〈(
ξ · (AL

L − Ahom)ξ
)2〉1/2

.

{
d = 2 : L−1(ln+ L)

q,
d = 3 : L−2.

Let us conclude this section by a concrete example and by a comment on the periodiza-
tion method (which we have not analyzed yet in the continuous case).

The simplest example of random diffusion matrix with finite correlation length is as
follows. We let P be a Poisson point process of fixed intensity in Rd. With any realization
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of P, we associate the diffusion matrix A ∈ A defined by: for all x ∈ Rd, if inf{|x− y|, y ∈
P} < 1/2 then A(x) := αId, otherwise A(x) := βId. By definition of the Poisson point
process, A(P) has correlation length cL = 1.

Let R > 0. In view of the construction of the random diffusion matrix, a natural way
to periodize the medium does not consist in taking the periodic replication of A(ξ)|QR

, but
rather by periodizing ξ∩QR itself (the periodization of which is denoted by ξR) and consider
the random diffusion matrix A(ξR) — whose realizations are QR-periodic by construction.

2.2 Fluctuations of solutions to equations with noisy diffusion
coefficients [Glo11c]

2.2.1 Motivation

In this section we contribute to the analysis of a problem posed by Nolen and Papanicolaou
in [71]. Let D be a Lipschitz domain, let f ∈ L2(D), let A be some deterministic diffusion
coefficients, and for all ε > 0 let Bε be a random diffusion matrix with correlation length
ε such that A+Bε ∈ A (where A is defined in (2.4)). For all ε > 0, we let uε ∈ H1

0 (D) be
the unique weak solution to

−∇ · (A+Bε)∇uε = f. (2.13)

The problem consists in estimating the fluctuations of the solution uε around its expectation
in terms of ε.

In the case when the noise Bε is replaced by a perturbation bε of a zero-order term a
such that a+bε > 0 almost surely on D, and when uε ∈ H1

0 (D) is the unique weak solution
to

(a + bε)uε −∇ · ∇uε = f,

the problem of estimating the statistics of uε has been addressed in [33] and [3]. In par-
ticular, if 〈bε〉 = 0, then for all x ∈ D the following convergence in distribution holds for
d ≤ 3:

uε(x, ω)− 〈uε(x, ·)〉
εd/2

−→ G(σ(x), ω), (2.14)

where G is a Gaussian random variable with covariance σ(x) (which can be characterized
explicitly).

In the discrete setting, a similar problem has been addressed by Conlon and Naddaf [24],
who have considered the solution uε ∈ L2(Zd) to

uε −∇∗ · (Id +B)∇uε = ε2fε in Z
d,

where B is an i. i. d. conductivity function with range in [α, β], β ≥ α > −1, and fε(z) :=
f(εz) for some fixed f ∈ C∞

0 (Rd). They have proved two types of results, and estimated
both a strong and a weak norm of the fluctuation. The first result is that there exists an
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exponent 0 < γ1 ≤ 2, depending only α, β, d and which goes to 2 as the contrast 1+β
1+α

→ 1,
such that

εd
ˆ

Zd

var [uε(z)] dz . ‖f‖2L2(Rd)ε
γ1. (2.15)

The second result is a weak measure of the fluctuation (more in the spirit of (2.14)): for
all d ≥ 2 there exists 0 < γ2 ≤ d, depending only α, β, d and which converges to d as the
contrast 1+β

1+α
→ 1, such that for all g ∈ C∞

0 (Rd)

ε2dvar

[
ˆ

Zd

uε(z)gε(z)dz

]
. ‖f‖2L1(Rd)‖g‖2L∞(Rd)ε

γ2. (2.16)

In the regime of small ellipticity ratio, one expects γ1 = 2 and γ2 = d (at least for
d > 2). In this section we shall first prove results in the spirit of (2.15) and (2.16) for the
solution uε ∈ H1

0 (D) to (2.13), that is in the continuous setting and on a bounded domain.
We will also give improved exponents for (2.15) and (2.16) in the discrete case — which
are however not yet optimal.

2.2.2 Main result

We present two results. The first one is a weak and a strong estimate of the fluctuation for
solutions on a bounded domain.

Theorem 12 Let D be a bounded domain of Rd which satisfies a uniform exterior cone
condition. Let A be as in (2.4). Let A be a conductivity function on D, and B be a stationary
random diffusion matrix on Rd with finite correlation length and such that A(x)+B(y) ∈ A
for all x ∈ D, y ∈ Rd almost surely. Let f ∈ L2(D), and for all ε > 0, let uε ∈ H1

0 (D)
denote the unique weak solution to

−∇ · (A+Bε)∇uε = f, in D, (2.17)

where Bε(·) := B(·/ε).
Then, there exists a Hölder exponent 0 < γ ≤ 1 depending only on α, β, and d (and which
tends to one when 1 − α/β → 0) such that for all g ∈ L∞(D), the fluctuation of uε is
estimated by:

ˆ

D

var [uε(x)] dx . ‖f‖2L2(D)





d = 2 : ε2γ ,
d = 3 : ε1+min{1,2γ},
d > 3 : ε2,

(2.18)

var

[
ˆ

D

g(x)uε(x)dx

]
. ‖f‖2L2(D)‖g‖2L∞(D) ε

d−2(1−γ). (2.19)

Our second result, which is stronger, is an estimate of the fluctuations of the solution to an
equation on the whole Rd, for which one can benefit from the stationarity of the Green’s
function.
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Theorem 13 Let A be as in (2.4). Let A be a (constant) symmetric matrix, and B be
a statianary random diffusion matrix on Rd with finite correlation-length and such that
A + B(y) ∈ A almost surely. Let f ∈ L2(Rd), and for all ε > 0, let uε ∈ H1(Rd) denote
the unique weak solution to

uε −∇ · (A+Bε)∇uε = f, in R
d,

where Bε(·) := B(·/ε).
Then there exist a Meyers exponent p > 2 and a Hölder exponent γ > 0 depending only on
α, β and d (and such that p→ ∞ and γ → 1 when 1−β/α→ 0), such that the fluctuation
of uε is estimated by:

ˆ

Rd

var [uε(x)] dx . ‖f‖2L2(Rd)





d = 2 : max{ε2| ln ε|,
ε2−(1−γ)max{0,4−p}| ln ε|max{0,4−p}},

d = 3 :





ε2 ε
p−3+

γ
1−γ for p < 3− γ

1−γ
,

ε2| ln ε| for p = 3− γ
1−γ

,

ε2 for p > 3− γ
1−γ

,

d > 3 : ε2,

(2.20)

var

[
ˆ

Rd

g(x)uε(x)dx

]
. ‖f‖2L2(Rd)‖g‖2L∞(Rd)

{
d = 2 : εd−(1−γ)max{0,4−p}| ln ε|max{0,4−p},
d > 2 : εd−(1−γ)max{0,4−p}.

(2.21)

Estimates (2.20) & (2.21) improve estimates (2.18) & (2.19) in the case when A is
constant, since (1 − γ)max{0, 4 − p} < 2(1 − γ). For small ellipticity ratios β/α −
1, (2.21) is optimal, which is a first step towards the analysis of the disribution of
ε−d/2

(´
Rd g(x)(uε(x)− 〈uε(x)〉)dx

)
, and towards a result of the type (2.14) when the noise

is in the diffusion matrix and not in the zero-order term.

2.2.3 Sketch of the proof

We begin with the strong norm of the variance. The starting point is the change of variable
x 7→ x/ε to make the correlation be of order 1:

ˆ

D

var [uε(x)] dx = εd
ˆ

D/ε

var [vε(x)] dx, (2.22)

where vε is the weak solution in H1
0 (D/ε) to

−∇ · C(x)∇vε(x) = ε2fε(x)

with C(x) := Aε(x) +B(x), and

Aε(x) = A(εx),

fε(x) = f(εx)

and is given for all x ∈ D/ε by



48 2 Quantitative results in homogenization of linear elliptic equations

vε(x) = uε(εx).

We then use the variance estimate of Lemma 2.1, which yields

var [vε(x)] .

ˆ

Rd

〈
osc2

B|Q(z)

vε(x)

〉
dz. (2.23)

We need to estimate the oscillation of vε with respect to the coefficient B. Let Gε be the
Green’s function associated with −∇ · (Aε + B)∇ and Dirichlet boundary conditions on
D/ε. For |z − x| ≥ 1, we have

osc2

B|Q(z)

vε(x) .

ˆ

Q(z)

|∇yGε(x, y)|2dy
ˆ

Q(z)

|∇vε(y)|2dy, (2.24)

whereas for |z − x| < 1,

osc2

B|Q(z)

vε(x) .

ˆ

Q(z)

|∇vε(y)|2dy + ε4
ˆ

Q4(z)

fε(y)
2dy. (2.25)

The last ingredient is the following Hölder estimate of the gradient of the Green’s function:
for all |z − x| > 1,

(
ˆ

Q(x)∩D/ε

|∇yGε(y, z)|2dy
)1/2

.





d = 2 :
ln+ |z − x|
|z − x|γ ,

d > 2 :
1

|z − x|d−2−γ
,

(2.26)

where γ only depends on α, β and d (see [40, 55]).
The combination of (2.22)–(2.26) then yields

ˆ

D

var [uε(x)] dx . εd
ˆ

D/ε

(|∇vε(x)|2 + ε4fε(x)
2)dx





d = 2 : ε2γ−2,
d = 3 : εmin{1,2γ}−1,
d > 3 : 1,

= ε2
ˆ

D

(|∇uε(x)|2 + ε2f(x)2)dx





d = 2 : ε2γ−2,
d = 3 : εmin{1,2γ}−1,
d > 3 : 1,

. ‖f‖2L2(D)





d = 2 : ε2γ ,
d = 3 : ε1+min{1,2γ},
d > 3 : ε2,

as desired.

We rewrite the weak norm of the fluctuation as

var

[
ˆ

D

uε(x)g(x)dx

]
= ε2dvar

[
ˆ

D/ε

vε(x)gε(x)dx

]
,
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where gε(x) := g(εx) for all x ∈ D. By the variance estimate of Lemma 2.1,

var

[
ˆ

D

uε(x)g(x)dx

]
. ε2d

〈
ˆ

Rd

osc2

B|Q(z)

(
ˆ

D/ε

vε(x)gε(x)dx

)
dz

〉
.

Since gε does not depend on B, we may use the elementary inequality

osc
B|Q(z)

(
ˆ

D/ε

vε(x)gε(x)dx

)
≤
ˆ

D/ε

osc
B|Q(z)

(
vε(x)gε(x)

)
dx

≤
ˆ

D/ε

(
osc
B|Q(z)

vε(x)

)
|gε(x)|dx,

which turns the variance estimate into

var

[
ˆ

D

uε(x)g(x)dx

]
. ε2d

ˆ

Rd

〈
ˆ

D/ε

(
osc
B|Q(z)

vε(x)

)
|gε(x)|dx

〉2

dz. (2.27)

The estimate (2.19) follows from the combination of (2.27) with (2.24), (2.25), and (2.26).

The proof of Theorem 13 is much more technical than above. The new ingredient there
is the stationarity of the Green’s function on Rd, that we combine with Meyers’ estimates.
The starting point is the Green representation formula for smooth r. h. s. f :

uε(εx) = ε2
ˆ

Rd

Gε2(x, y)f(εy)dy,

where Gε2 is the Green’s function associated with (ε2 −∇ · (A+B)∇) on Rd, from which
we deduce

ˆ

Rd

var [uε(x)] dx = εd+4

ˆ

Rd

ˆ

Rd

ˆ

Rd

f(εy)f(εy′)cov [Gε2(x, y);Gε2(x, y
′)] dydy′dx,

where cov [·; ·] denotes the covariance. We shall then make use of the following generaliza-
tion of the variance estimate: if X and Y satisfy the assumptions of Lemma 2.1, then

cov [X(A+B); Y (A+B)] .

ˆ

Rd

〈
osc2

B|Q3(z)

X(A+B)

〉1/2〈
osc2

B|Q3(z)

Y (A +B)

〉1/2

dz.

For simplicity, in the rest of the argument we neglect the singularity of the Green’s function
(the argument can be made rigorous). We then essentially obtain

ˆ

Rd

var [uε(x)] dx . εd+4

ˆ

Rd

ˆ

Rd

ˆ

Rd

ˆ

Rd

f(εy)f(εy′)
〈
|∇zGε2(x, z)|2|∇zGε2(z, y)|2

〉1/2

〈
|∇zGε2(x, z)|2|∇zGε2(z, y

′)|2
〉1/2

dzdydy′dx.
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Let us assume that for all T > 0 and d > 2, x 7→ ∇xGε2(x, 0) has the optimal decay
|x|1−d exp(−c|x|/

√
T ) when integrated to power 4 on dyadic annuli — which is a conse-

quence of Meyers’ estimate provided β−α is small enough. By Cauchy-Schwarz inequality
and stationarity of Gε2, this inequality turns into

ˆ

Rd

var [uε(x)] dx . εd+4

ˆ

Rd

ˆ

Rd

ˆ

Rd

ˆ

Rd

f(εy)f(εy′)
〈
|∇xGε2(x− z, 0)|4

〉1/2

〈
|∇yGε2(z − y, 0)|4

〉1/4 〈|∇y′Gε2(z − y′)|4
〉1/4

dzdydy′dx

= εd+4

ˆ

Rd

ˆ

Rd

〈
|∇xGε2(x− z, 0)|4

〉1/2

(
ˆ

Rd

f(εy)
〈
|∇yGε2(z − y, 0)|4

〉1/4
dy

)2

dzdx

≤ εd+4

ˆ

Rd

ˆ

Rd

〈
|∇xGε2(x− z, 0)|4

〉1/2

(
ˆ

Rd

f(εy)
〈
|∇yGε2(z − y, 0)|4

〉1/4
dy

)2

dzdx.

We then use the symmetry of the first integrand in x and z, and the Cauchy-Schwarz
inequality on the last term to obtain

ˆ

Rd

var [uε(x)] dx . ε4
(
ˆ

Rd

〈
|∇xGε2(x, 0)|4

〉1/4
dx

)2

×
(
εd
ˆ

Rd

f(εy)2dy

)(
ˆ

Rd

〈
|∇yGε2(y, 0)|4

〉1/2
dy

)
.

From the decay assumption on x 7→ ∇xGε2(x, 0) we deduce that the first factor scales as
ε−2, the second one as ‖f‖2L2(D), and the last one as 1. This shows (2.20) for p ≥ 4 and
d > 2.

The estimate of the weak norm of the fluctuation can be dealt with in a similar way. In
the case when p < 4, we cannot proceed exactly this way and combine this approach with
the Hölder estimate (2.26).

2.2.4 The discrete case

In the discrete setting, we have:

Theorem 14 Let a be a constant conductivity function on B, and b be an i. i. d. conduc-
tivity function on B such that the associated conductivity matrices A and B on Zd satisfy
A + B ∈ A. Let f ∈ C0(Rd) ∩ L2(Rd) and g ∈ C0

b (R
d) ∩ L2(Rd) (that is, continuous,

bounded, and square-integrable), and for all ε > 0, let uε ∈ L2(εZd) denote the unique
solution to

uε −∇∗
ε · (A+Bε)∇εuε = f, in εZd. (2.28)
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Then there exist a Hölder exponent 0 < γ ≤ 1 and a Meyers exponent p > 2 depending
only on α, β and d (the latter goes to infinity when 1−β/α → 0), such that the fluctuation
of uε is estimated by:

ˆ

εZd

var [uε(x)] dx . ‖f‖2L2(Rd)





d = 2 : max{ε2| ln ε|,
ε2−(1−γ)max{0,4−p}| ln ε|max{0,4−p}},

d = 3 :





ε2 ε
p−3+

γ
1−γ for p < 3− γ

1−γ
,

ε2| ln ε| for p = 3− γ
1−γ

,

ε2 for p > 3− γ
1−γ

,

d > 3 : ε2,

(2.29)

var

[
ˆ

εZd

g(x)uε(x)dx

]
. ‖f‖2L2(Rd)‖g‖2L∞(Rd)

{
d = 2 : εd−(1−γ)max{0,4−p}| ln ε|max{0,4−p},
d > 2 : εd−(1−γ)max{0,4−p}.

(2.30)

Theorem 14 improves the results of [24, Theorems 1.2 & 1.3] by Conlon & Naddaf. For the
strong measure (2.29) of the fluctuation, we precisely identify the logarithmic correction
for d = 2, provide with an upper bound independent of the ellipticity ratio for d = 3, and
prove an optimal estimate for d > 3. For the weak measure (2.30) of the fluctuation, the
optimal scaling is reached provided p is larger than 4 (whereas the optimal scaling is only
met asymptotically in [24, Theorem 1.3]), and for d > 2 the estimate gives a non-trivial
upper bound uniformly in the ellipticity ratio.

Note that the structure of the proof is completely different than in [24] — which does
not rely on the spectral gap estimate.

2.3 About boundary conditions for the “cell-problem” [Glo11d]

2.3.1 Motivation

Let us come back to the numerical approximation of homogenized coefficients in a general
framework. The aim of this section is to propose a numerical strategy to approximate
homogenized coefficients with the following three features:

• the method should not use the specific structure of the heterogeneities (such as period-
icity, independence, etc.);

• the method should converge for “any suitable” structure;
• the method should yield optimal convergence rates for standard cases (at least for

periodic structures and stationary structures with finite correlation-length).

Throughout this section the diffusion matrix A is assumed to be symmetric.

2.3.2 General method

Let ξ ∈ R
d with |ξ| = 1 be fixed. We say that some “heterogeneous” matrix A on R

d can be
homogenized if there exists a distributional solution φ ∈ H1

loc(R
d) to the corrector equation
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−∇ · A(ξ +∇φ) = 0 in R
d, (2.31)

and if the following asymptotic formula makes sense:

ξ · Ahomξ = M{(ξ +∇φ) · A(ξ +∇φ)}, (2.32)

where M{·} is the average operator on Rd:

M{E} := lim
R→∞

1

|QR|

ˆ

QR

E(x)dx,

and QR := (−R,R)d.
To approximate numerically Ahom, one needs to approximate the corrector field φ and

the average operator M{·}. These two approximations lead to the so-called resonance
error. The simplest way to approximate φ and M{·} consists in solving (2.31) on a large
domain QR = (−R,R)d (with suitable boundary conditions, say homogeneous Dirichlet),
and taking the average of the energy density on QR. Doing so, we make at least two errors:

• A geometric error (QR is not necessarily a multiple of the unit cell in the periodic case,
so that even if the solution on QR were the true corrector, the average of the energy
density on QR would not coincide with its average on a periodic cell);

• An error related to the boundary condition (we do not know a priori what to impose
on ∂QR, and consequently we make an error on the corrector).

More precisely, Ahom is approximated by

ξ · ARξ :=
1

|QR|

ˆ

QR

(ξ +∇φR(x)) · A(x)(ξ +∇φR(x))dx,

where φR is the unique solution in H1
0 (QR) to

−∇ · A(ξ +∇φR) = 0.

In the case when A is periodic, the associated error is of the order

|AR − Ahom| ∼
1

R

in any dimension. Using oversampling and filtering methods, that is setting

ξ · ÃRξ :=

ˆ

QR

(ξ +∇φR(x)) · A(x)(ξ +∇φR(x))ηR(x)dx,

where ηR is typically a smooth non-negative mask (see Definition 6 herafter), we may hope
to reduce both sources of the error. However, the overall error is still of order

|ÃR − Ahom| ∼
1

R
(2.33)
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in any dimension, as already noticed by E & Yue in [90]. Only the prefactor may have been
reduced.

In this section, inspired by our analysis of the stochastic case and of the analysis of
the periodic case, we propose to treat separately the two sources of error. The geometric
error is an error localized at the boundary, and a filtering method with a suitable mask
is enough to significantly reduce it. The error we make on the boundary conditions has
however non-local effects due to the poor decay of the Green’s function of the Laplace
operator. To reduce this effect, it is natural as in the stochastic case to add a zero-order
term to the equation, which makes the associated Green’s function decay exponentially fast.
This allows to drastically reduce the spurious effect of the boundary conditions away from
a boundary layer. Yet, this modifies the corrector equation and introduces a bias, which
has to be quantified (typically using spectral theory). The last task consists in suitably
choosing the different parameters at stake.

As a proxy for the corrector field φ solution to (2.31), we consider φT,R, solution to
{
T−1φT,R −∇ · A(ξ +∇φT,R) = 0 in QR,

φT,R = 0 on ∂QR,
(2.34)

where T > 0 controls the importance of the zero-order term and R > 0 is the size of the
domain QR. To deal with the geometric error, we shall make use of high order masks:

Definition 6 A function η : [−1, 1] → R+ is said to be a filter of order p ≥ 0 if

(i) η ∈ Cp([−1, 1]) ∩W p+1,∞((−1, 1)),

(ii)
´ 1

−1
η(x)dx = 1,

(iii) η(k)(−1) = η(k)(1) = 0 for all k ∈ {0, . . . , p− 1}.
The associated mask ηL : [−L, L]d → R+ in dimension d ≥ 1 is then defined for all L > 0
by

ηL(x) := L−d
d∏

i=1

η(L−1xi),

where x = (x1, . . . , xd) ∈ Rd.

We then define the family of approximations {AR
k,T,L}k∈N of the homogenized coefficients

inspired by (1.36): for k = 0,

ξ ·AR
0,T,Lξ :=

ˆ

QR

(ξ +∇φT,R(x)) · A(x)(ξ +∇φT,R(x))ηL(x)dx, (2.35)

where ηL is as in Definition 6; and for all k ∈ N,

ξ ·AR
k+1,T,Lξ :=

1

2k+1 − 1
(2k+1ξ ·AR

k,T,Lξ − ξ · AR
k,T/2,Lξ). (2.36)

So defined, the family of approximations does not depend on the particular homoge-
nization structure of A — which makes the numerical method generic, as desired.
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2.3.3 Elements of convergence analysis

In this subsection we show that the approximation formulas Ak,T,R,L satisfy the last two
requirements, namely convergence in general and optimal convergence rates for standard
cases.

General convergence result

Let us consider the general case of stationary ergodic media (which covers the typical
cases of periodicity, quasi-periodicity, random with finite-correlation length, etc. see [44]).
In particular, as recalled in Subsection 2.1.1 it is known in this case that the corrector
equation is well-posed, that ∇φ is obtained as the (strong) limit of a regularized corrector
in the probability space L2(Ω), and that we have spectral calculus at our disposal.

By the triangle inequality,

|AR
k,T,L −Ahom| ≤ |Ak,T −Ahom|+ |Ak,T,L − Ak,T |+ |AR

k,T,L −Ak,T,L|,

where the different quantities are defined below. Recall that for all T > 0 the regularized
corrector φT is solution to

T−1φT −∇ · A(ξ +∇φT ) = 0 in R
d.

The matrice Ak,T are then characterized for all k ∈ N by:

ξ · A0,T ξ := M{(ξ +∇φT ) · A(ξ +∇φT )} = 〈(ξ +∇φT ) ·A(ξ +∇φT )〉 ,
ξ · Ak+1,T ξ :=

1

2k+1 − 1
(2k+1ξ · Ak,T ξ − ξ · Ak,T/2ξ).

Using spectral theory, we recall that we have

ξ · A0,T ξ = 〈ξ ·Aξ〉 −
ˆ

R+

1

T−1 + λ
ded(λ),

ξ · Ahomξ = 〈ξ ·Aξ〉 −
ˆ

R+

1

λ
ded(λ),

so that by the Lebesgue dominated convergence theorem, A0,T converges to Ahom as T →
∞. Hence, by definition of the family {Ak,T}k∈N, for all k ∈ N,

lim
T→∞

ξ · Ak,T ξ = ξ · Ahomξ. (2.37)

Let us turn to the second error term |Ak,T −Ak,T,L|, where for all k ∈ N,

ξ ·A0,T,Lξ :=

ˆ

QL

(ξ +∇φT (x)) · A(x)(ξ +∇φT (x))ηL(x)dx,

ξ · Ak+1,T,Lξ :=
1

2k+1 − 1
(2k+1ξ · Ak,T,Lξ − ξ · Ak,T/2,Lξ).
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It is clear by stationarity and definition of ηL that 〈ξ · Ak,T,Lξ〉 = ξ · Ak,T ξ, so that by the
ergodic theorem for all k ∈ N and T > 0,

lim
L→∞

Ak,T,L := Ak,T (2.38)

almost surely.
We finally deal with the last error term |AR

k,T,L−Ak,T,L|, which we have already estimated
in the discrete case in (1.46). Since the arguments only rely on standard deterministic
elliptic estimates (which still hold in the continuous setting), they carry over to the general
ergodic setting dealt with here, so that we have for all T > 0, R > L > 0,

|AR
k,T,L − Ak,T,L| .

(
R

L

)d/2(
R

R− L

)d−1/2

T 3/4 exp

(
−cR− L√

T

)
, (2.39)

for some c > 0 depending only on α, β and d.
The combination of (2.37)–(2.39) thus yields the following general consistency estimate:

for all k ∈ N,
lim
T→∞

lim
(L→∞,R−L→∞)

AR
k,T,L = Ahom. (2.40)

Convergence rates

We present convergence rates for two standard cases: stochastic with finite-correlation
length, and periodic.

Stochastic case with finite correlation length

The convergence analysis in the discrete stochastic case with i. i. d. conductivities has been
done in Section 1.4. For the stochastic case with finite correlation-length in the continuous
setting, the analysis of convergence of AR

0,T,L has been presented in Subsection 2.1.4. In

both cases, provided R− L≫
√
T and R ≤ T , we have for all k ∈ N:

〈
|AR

k,T,L − Ahom|2
〉1/2

.

{
d = 2 : L−1 lnq

+ L,
d = 3 : L−3/2,

for some q > 0 depending only on α, β and d. This is the scaling of the central limit theorem,
which is the best one can hope for. In higher dimensions, the analysis is only complete in
the discrete setting (although we believe this could be adapted to the continuous setting
at the expense of technicalities).

Periodic case

The periodic case illustrates quite well the geometric error. The interest of the mask lies
in the following lemma:
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Lemma 2.2. Let η be a filter of order p ≥ 0 according to Definition 6. Let q > 1 and let
φ ∈ Lq

loc(R
d) be a Q-periodic function. Then, for all L > 0, we have

∣∣∣∣
ˆ

QL

φ(x)ηL(x)dx−M(φ)

∣∣∣∣ . L−(p+1)‖φ‖Lq(Q), (2.41)

where QL = (−L, L)d and ηL(x) := L−d
∏d

i=1 η(L
−1xi), x = (x1, . . . , xd). The constant in

(2.41) only depends on p and η.

This lemma can be proved using a Fourier series expansion, the Parseval identity for d ≥ 2,
and the Hardy-Littlewood inequality for 1 < q < 2. What Lemma 2.2 shows is that one
can approximate at any order of convergence L−p the average of a periodic function by
suitable averages on large boxes QL, without knowing the period of the function.

The last argument we need to make a complete error analysis of the periodic case
is an estimate of the spectral exponents. We recall that in the periodic case, L2(Ω) is
simply L2(Q) with Q the period endowed with the Lebesgue measure (or more precisely
the torus), and H(Ω) = H1

#(Q) (the closure in H1(Q) of Q-periodic smooth functions of

Rd with vanishing average). Let A ∈ A be a Q-periodic function. The operator L is given
on H1

#(Q) by −∇ · A · ∇. Let ξ ∈ Rd with |ξ| = 1 be fixed. Since there is a Poincaré
inequality on H1

#(Q), the spectral measure has a spectral gap, and the spectral exponents

of the local drift d = −∇ · Aξ ∈ H−1
# (Q) (the dual space of H1

#(Q)) are at least (γ, 0) for
all γ > 1. Hence, arguing as in Subsection 1.3.3 we have for all k ≥ 0:

|ξ · Ak,T ξ − ξ · Ahomξ| . T−2(k+1).

The complete error estimate is as follows:

Theorem 15 Let d ≥ 2, A ∈ A be Q-periodic, η be a filter of order p ≥ 0, and Ahom

and AR
k,T,L be the homogenized matrix and its approximation (2.35)-(2.36) respectively, for

k ≥ 0, R2 & T & R, R ≥ L ∼ R ∼ R−L. Then, there exists c > 0 depending only on α, β
and d such that we have

|AR
k,T,L − Ahom| . L−(p+1) + T−2(k+1) + T 1/4 exp

(
−cR − L√

T

)
. (2.42)

2.3.4 Numerical validation

In this subsection we illustrate Theorem 15 in two regimes: L large, and L “moderately”
large (which is the regime where the approximation will be used in practice). In order
to reach large values of L with an affordable computational cost, we treat the case of a
discrete elliptic equation with periodic coefficients. For moderate values of L, we present a
continuous example.

In order to further illustrate the interest of the method, we also display numerical
simulations on a simple quasiperiodic example.
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Discrete periodic example

The matrix A is [0, 4)2-periodic, and sketched on a periodic cell on Figure 2.1. In the
example considered, a(x, x + e1) and a(x, x + e2) represent the conductivities 1 or 100 of
the horizontal edge [x, x + e1] and the vertical edge [x, x + e2] respectively, according to
the colors on Figure 2.1. The homogenization theory for such discrete elliptic operators is
similar to the continuous case (see for instance [88] in two dimensions, and [1] in the general
case). By symmetry arguments, the homogenized matrix associated with A is a multiple
of the identity. It can be evaluated numerically (note that we do not make any other error
than the machine precision). Its numerical value is Ahom = 26.240099009901 . . . .

Fig. 2.1. Periodic cell in the discrete case

We have considered the first two approximations formulas AR
0,T,L and AR

1,T,L of Ahom. In
all the cases treated, we’ve taken L = R/3. For the approximation AR

0,T,L, we have tested
the following parameters:

• Four values for the zero-order term: T = ∞ (no zero-order term), T ∼ R, T ∼ R3/2,
and T ∼ R7/4;

• Two different filters: orders p = 0 (no filter) and p = ∞.

For the approximation AR
1,T,L, we have tested the following parameters:

• One value of the zero-order term: T ∼ R3/2;
• Filter of infinite order p = ∞.

The predictions of Theorem 15 in terms of convergence rate of AR
k,T,L to Ahom in function

of R are gathered and compared to the results of numerical tests in Table 2.1. More details
are also given on Figures 2.2–2.5, where the overall error

Error(k, T, R) := |Ahom − AR
k,T,L,|

is plotted in log scale in function of R.
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Table 2.1. Order of convergence: predictions and numerical results.

T = ∞ T ∼ R T ∼ R3/2 T ∼ R7/4

k=0 pred. test pred. test pred. test pred. test
p = 0 1 1 1 1 1 1 1 1
p= ∞ 1 1 2 2 3 3.1 3.5 3.4
k=1 pred. test

p= ∞ 6 6

Let us quickly comment on the values of T in Figures 2.2–2.5. For the three dependences
of T uponR, we have chosen the prefactors so that their values roughly coincide for 2R = 25
(that is for 25 periodic cells per dimension):

T = 2R/25,

T = (8R)3/2/1000,

T = (8R)7/4/5000.

The numerical result confirm the analysis, and perfectly illustrate the specific influences of
the three parameters k, p and T .

Continuous periodic example

We consider the following matrix A:

A(x) =

(
2 + 1.8 sin(2πx1)

2 + 1.8 cos(2πx2)
+

2 + sin(2πx2)

2 + 1.8 cos(2πx1)

)
Id, (2.43)

used as benchmark tests in [42] and [10]. In this case, α ≃ 0.35, β ≃ 20.5, and Ahom ≃
2.75 Id. We take L = R/3, T = R/5 and a filter of order 2. The global error |AR

0,T,L−Ahom|
and the error without zero order term and without filtering are plotted on Figures 2.6
& 2.7. Without zero-order term, the convergence rate is R−1 as expected, and the use
of a filtering method reduces the prefactor but does not change the rate. With the zero-
order term and the filtering method, the apparent convergence rate is R−3 (note that the
asymptotic theoretical rate R−2 is not attained yet), which coincides with the convergence
rate associated with filters of order 2 (cf. Lemma 2.2). This is in agreement with the tests
in the discrete case, and confirms the analysis.

Continuous quasiperiodic example

The last series of tests is dedicated to a quasiperiodic example. We consider the following
coefficients used in [10]:

A(x) =

(
4 + cos(2π(x1 + x2)) + cos(2π

√
2(x1 + x2)) 0

0 6 + sin2(2πx1) + sin2(2π
√
2x1)

)
.

(2.44)
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Fig. 2.2. Absolute error in log scale without zero order term, no filter (slope −1), infinite order filter (slope −1,
better prefactor).
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Fig. 2.3. Absolute error in log scale for T = 2R/25, no filter (slope −1), infinite order filter (slope −2).
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Fig. 2.4. Absolute error in log scale for T = (8R)7/4/5000, no filter (slope −1), infinite order filter (slope −3.4).
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Fig. 2.5. Absolute error in log scale for T = (8R)3/2/1000, AR
0,T,L (slope −3.1) and AR

1,T,L (slope −6), filter of
infinite order.
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Fig. 2.6. Error in log-log for (2.43) in function of the number of cells per dimension 2R ∈ [3, 52] without zero-order
term, with and without filtering: Slope −1 in both cases.
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Fig. 2.7. Error in log-log for (2.43) in function of the number of cells per dimension 2R ∈ [3, 52] with a zero-order
term T = R/5, with and without filtering: Slopes −1 and −3.
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In this case, the homogenized coefficients are not easy to compute. They can only be
extrapolated. We have taken for the approximation of the homogenized coefficients (that
we call coefficient of reference) the output of the computation with k = 0, T = R/50 and
2R = 52. Although this may introduce a bias in favour of the proposed strategy, it can be
checked a posteriori: the method without zero-order term and without filtering is expected
to converge at a rate R−1. This is effectively what we observe on Figure 2.8 using this
coefficient of reference. Instead, if we use as a reference the output of the computation for
2R = 52 without zero-order term nor filtering, then we observe a super-linear convergence
which is artificial (see Figure 2.8). With the proposed method, as can be seen on Figure 2.9,
the rate of convergence seems to be much better (the slope of the straight line is −5). The
reason for this fact is that there should be a spectral gap in this case as well.

2.4 “Real-life” homogenization: a radioactive example [GGK]

In this section we address a problem suggested by the French agency for nuclear waste
storage. The problematics there is to understand how nuclear waste can spread in a highly
heterogeneous storage device. At first approximation, we consider the medium to be pe-
riodic. We shall see that even in this simple setting, practical homogenization remains a
challenging problem.

2.4.1 Modeling of a nuclear waste depository

We consider the numerical treatment of a nonlinearly coupled elliptic-parabolic system of
equations involving coefficients varying on a fast scale, as encountered in nuclear waste stor-
age devices. Resolving the finest scales induces a prohibitive numerical cost, both in terms
of computational time and memory storage. Our goal consists in finding relevant “averaged”
models, combined with efficient numerical methods (in particular in order to evaluate the
coefficients of the effective equations obtained). A strong motivation is the modeling of
radionuclide transport in nuclear waste storage devices. The realization of routine simu-
lations should rely on fast computations, which excludes to resolve the finest scales. Ho-
mogenization is the natural tool to derive effective models, which hopefully smooth out
in a consistent way the small scale features of the problem. In the case of the nonlinearly
coupled system treated here, (periodic) homogenization alone is not enough to drastically
reduce the computational cost, since a cell-problem has to be solved at each Gauss point
of the computational domain — this could surprise the expert: although diffusion coef-
ficients are assumed to be periodic, and the equations are linear, the nonlinear coupling
condition makes the homogenized diffusion matrix depend on the space variable. This is
where the reduced basis (RB) method comes into the picture: these cell-problems can be
viewed as a d-parameter (in dimension d) family of elliptic equations, which is an ideal
setting for the RB method. A further practical issue is related to the dependence of the
elliptic operator upon the parameters, which is not affine (according to the terminology
of the RB approach) and therefore requires a specific treatment. This section is devoted



2.4 “Real-life” homogenization: a radioactive example [GGK] 63

0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7
−4

−3.8

−3.6

−3.4

−3.2

−3

−2.8

−2.6

−2.4

−2.2

−2

 

 

log 2R

lo
g

E
rr

or
(0
,∞

,R
)

Fig. 2.8. Error in log-log for (2.44) in function of the number of cells per dimension 2R ∈ [3, 42] without zero-
order term and without filtering, for the two different coefficients of reference: Slope −1 and artificial super-linear
convergence.
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Fig. 2.9. Error in log-log for (2.44) in function of the number of cells per dimension 2R ∈ [3, 42] with a zero-order
term T = R/100, with and without filtering: Slopes −1 and −5.
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to the homogenization and numerical approximation of solute transfer equations driven by
diffusion and convection, with a coupling with the Darcy law.

2.4.2 Periodic homogenization of a coupled system of elliptic/parabolic
equations

In this section Ω denotes a bounded Lipschitz open domain of Rd (and not a probability
space).

We consider the following weakly coupled system of PDEs:




U = −K∇Θ in Ω,
∇ · U = q in Ω,
∂tC −∇ · (D(U)∇C − UC) + λC = S in ]0, T [×Ω.

(2.45)

We let λ > 0, and for the source terms we let q ∈ L∞(Ω) and S ∈ L2(0, T ;H−1(Ω)). The
weak coupling condition reads

D(U)(x) := D0 (x) + α|U(x)|Id + β
U (x)⊗ U (x)

|U (x) | , (2.46)

for a. e. x ∈ Ω, where α > 0, β ≥ 0. The functions x 7→ K(x) and x 7→ D0(x) are matrix-
valued; they both satisfy uniform bounds and a strong ellipticity condition, uniformly over
Ω: namely, there exists Λ > 0 such that for a. e. x ∈ Ω and all ξ ∈ Rd

|K(x)ξ| ≤ Λ|ξ|, ξ ·K(x)ξ ≥ Λ−1|ξ|2,
|D0(x)ξ| ≤ Λ|ξ|, ξ ·D0(x)ξ ≥ Λ−1|ξ|2.

The system (2.45) is completed by boundary conditions and an initial condition, which
for simplicity we take as follows (mixed Neumann-Dirichlet boundary conditions could be
considered as well) 



Θ = 0 on ∂Ω,
C (0, ·) = Cinit in Ω,
C = 0 on ]0, T [×∂Ω,

(2.47)

for some Cinit ∈ L2(Ω).

We are interested in the case when K is an ε-periodic matrix, and ε → 0. Before we
turn to this problem, we first define a notion of weak solution for the coupled system
(2.45)–(2.47), and give an existence and uniqueness result.

Definition 7 A weak solution of (2.45)–(2.47) is a pair (Θ,C) ∈ H1
0 (Ω)×L2(0, T ;H1

0(Ω))∩
C0(0, T ;L2(Ω)) such that ∂tC ∈ L2(0, T ;H−1(Ω)),

´ T

0

´

Ω
∇C · D(U)∇C < ∞ with

U = −K∇Θ, and which satisfies (2.45)–(2.47) in the following sense:

• Θ is a weak solution in H1
0 (Ω) to (2.45)1,2 & (2.47)1;
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• For all v ∈ L2(0, T ;H1
0(Ω)) ∩ L2(0, T ;L∞(Ω)) such that

´ T

0

´

Ω
∇v ·D(U)∇v < ∞, we

have

ˆ T

0

〈∂tC, v〉H−1,H1
0
+

ˆ T

0

ˆ

Ω

∇v ·D(U)∇C +

ˆ T

0

ˆ

Ω

vU · ∇C

+

ˆ T

0

ˆ

Ω

Cv(q + λ) =

ˆ T

0

〈S, v〉H−1,H1
0
.

The following theorem states the existence and uniqueness of such weak solutions.

Theorem 16 For all q ∈ L∞(Ω), S ∈ L2(0, T ;H−1(Ω)), and Cinit ∈ L2(Ω), there exists a
unique weak solution to (2.45)–(2.47) in the sense of Definition 7.

We now turn to the periodic homogenization of (2.45)–(2.47). Let K be a Y = (0, 1)d-
periodic matrix. For all ε > 0, we consider the coupled system





Uε = −Kε∇Θε in Ω,
∇ · Uε = q in Ω,
∂tCε −∇ · (D(Uε)∇Cε − UεCε) + λCε = S in ]0, T [×Ω,
Θε = 0 on ∂Ω,
Cε (0, ·) = Cinit in Ω,
Cε = 0 on ]0, T [×∂Ω,

(2.48)

where q, S, Cinit and the function D are as above, and Kε is defined by Kε(x) := K(x/ε)
on Ω. Theorem 16 ensures the existence and uniqueness of a weak solution (Θε, Cε) of
(2.48) for any ε > 0. The following result characterizes the asymptotic behavior of (Θε, Cε)
as ε→ 0.

Theorem 17 Let q ∈ L∞(Ω), S ∈ L2(0, T ;H−1(Ω)), Cinit ∈ L2(Ω), D be as in (2.46), and
K be a Y-periodic bounded and strongly elliptic matrix. For all ε > 0, we set Kε := K(·/ε).
Then the unique weak solution (Θε, Cε) to (2.48) converges to some (Θ0, C0) in the following
senses: strongly in L2(Ω) and L2((0, T )×Ω), and weakly in H1(Ω) and L2(0, T ;H1(Ω)).
In addition Cε converges in C0([0, T ], L2(Ω)−weak) to C0, and (Θ0, C0) is the unique weak
solution to 




U0 = −K∗∇Θ0 in Ω,
∇ · U0 = q in Ω,
∂tC0 −∇ · (D∗∇C0 − U0C0) + λC0 = S in ]0, T [×Ω,
Θ0 = 0 on ∂Ω,
C0 (0, ·) = Cinit in Ω,
C0 = 0 on ]0, T [×∂Ω,

(2.49)

where K∗ is a constant matrix, and D∗(x) is a function of ∇Θ0(x) which we define below.
To this aim we need to introduce auxiliary quantities. For all i ∈ {1, . . . , d}, we let ϕi

denote the unique periodic weak solution in H1
#(Y) to

−∇ ·K(ei +∇ϕi) = 0. (2.50)
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The matrix K∗ is strongly elliptic and characterized by: for all i, j ∈ {1, . . . , d}

ej ·K∗
ei =

ˆ

Y

(ej +∇ϕj) ·K(ei +∇ϕi). (2.51)

This allows to uniquely define the funtion Θ0 through the homogenized Darcy equation
(2.49)1,2. The homogenized drift is then given by

U0 = −K∗∇Θ0.

It remains to define D∗. Let Ũ , D̃ be defined on Ω × Y as follows:

Ũ(x, y) = −K(y)(Id +∇ϕ(y))∇Θ0(x), (2.52)

D̃(x, y) = D0(x) + α|Ũ(x, y)|Id + β
Ũ(x, y)⊗ Ũ(x, y)

|Ũ(x, y)|
= D0(x) + D(Ũ(x, y)), (2.53)

where ϕ = (ϕ1, . . . , ϕd). For all i ∈ {1, . . . , d} and a. e. x ∈ Ω, we let Φi(x, ·) denote the
unique periodic weak solution in H1

#(Y) to the elliptic equation parametrized by x:

−∇y · D̃(x, y)(ei +∇yΦi(x, y)) = 0.

The homogenized coefficients D∗ are then characterized by: for all x ∈ Ω and all i, j ∈
{1, . . . , d},

ej ·D∗(x)ei =

ˆ

Y

(ej +∇yΦj(x, y)) · D̃(x, y)(ei +∇yΦi(x, y)) dy. (2.54)

Although the diffusion D∗ is not of the form (2.46), for all x ∈ Ω, D∗(x) only depends
on ∇Θ0(x), and D∗ ∈ L2(Ω). Hence existence and uniqueness of weak solutions for the
homogenized system can be proved the same way as for Theorem 16. From the homoge-
nization point of view, Theorem 17 is a rather direct application of two-scale convergence
and Theorem 16. Although D(U) is unbounded, it is square-integrable and the homoge-
nized system remains elliptic-parabolic (for the homogenization of elliptic equations with
unbounded coefficients which are not equi-integrable, nonlocal effects may appear, see [7]
and [16]). In the case of strong coupling, homogenization has been proved in [20]. Yet [20] is
an overkill for the problem under consideration (uniqueness is not discussed in [20] though),
and a more direct proof can be done.

2.4.3 Numerical strategy: reduced basis method

There are essentially three steps to solve numerically (2.49):

1. the computation of K∗ and the approximation of Θ0. The latter is solution of a standard
elliptic equation once K∗ is known, see (2.49)1,2.

2. the approximation of D∗(x) at every Gauss point x of Ω. This requires to solve a family
of elliptic equations on the periodic cell Y, parametrized by the Gauss points x via
∇Θ0(x).

3. To find the solution of the advection-diffusion equation (2.49)3.

The bottleneck of the numerical approximation of (2.49) in terms of computational cost is
the approximation of D∗.
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The homogenization limit

To illustrate Theorem 17, we consider a numerical test suggested by ANDRA1. We take
d = 2 and let Ω = (0, 2)2 be a square domain, and [0, T ] be the time interval with T = 1.
The permeability is defined on the domain Y = (0, 1)2 by:

∀y = (y1, y2) ∈ Y, ∀y1 ∈ (0, 1), K(y1, y2) =

{
4.94064, if y2 ≥ 0.5,

0.57816, if y2 < 0.5.

We consider mixed Dirichlet-Neumann boundary conditions, and compare approximations
of the solution (Θε, Cε) to the heterogeneous system (2.48) to approximations of the solution
(Θ0, C0) to the homogenized system (2.49), for several values of ε We display in Table 2.2
the L2(Ω) norm of the error Θ0 − Θε and the L2(Ω × (0, T ))-norm of the error C0 − Cε

for ε ∈ {0.2, 0.1, 0.05, 0.025}. These results are obtained using FreeFem++ (see [36]). The
linear systems are solved with a direct solver. We obtain a first order of convergence for
both errors. As can be seen on Table 2.2 the apparent convergence rates are of order 1,

ε
‖Θ0 −Θε‖L2

‖Θ0‖L2

Rate
‖C0 − Cε‖L2(L2)

‖C0‖L2(L2)

Rate

0.2 1.667e-3 - 5.528e-4 -
0.1 8.095e-4 1.04 2.525e-4 1.13
0.05 3.992e-4 1.02 1.270e-4 0.99
0.025 1.983e-4 1.01 6.704e-5 0.92

Table 2.2. Error in function of ε

which is consistent with a formal two-scale expansion, and shows the interest of replacing
(Θε, Cε) by its homogenized counterpart (Θ0, C0).

The reduced basis method

The reduced basis method was introduced for the accurate online evaluation of (outputs of)
solutions to a parameter-dependent family of elliptic PDEs. The basis of the method and
further references can be found in [57]. The application to the homogenization of elliptic
equations is discussed in [12]. Abstractly, it can be viewed as a method to determine a
“good” N -dimensional space SN to be used in approximating the elements of a set F ={(
Φ1(ξ), ..., Φd(ξ)

)
, ξ ∈ P

}
of parametrized elements lying in a Hilbert space S, the

parameter ξ ranging a certain subset P ⊂ Rn.
Let us describe how the computation of the effective coefficients we are concerned with

enters such a framework. First of all, the auxiliary function Θ0 is simply determined by
solving the problem (2.49)1,2, with effective coefficients obtained by solving the cell equa-
tions (2.50). There is no difficulty in this step and ∇xΘ0 can be considered as given in this

1 Agence nationale pour la gestion des déchets radioactifs — http://www.andra.fr
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discussion. Then, we write the coefficient (2.53) for the concentration equation (2.49)3 as
follows

D̃(x, y) = D̂(∇xΘ0(x))(y)

where ξ ∈ R
d 7→ D̂(ξ) ∈ L∞(Y,Md) is defined by

D̂(ξ)(y) = D0 + α|M(y)ξ|Id + β
M(y)ξ ⊗M(y)ξ

|M(y)ξ| = D0 + D(M(y)ξ),

M(y) = K(y)(Id +∇ϕ(y)),
ϕ = (ϕ1, . . . , ϕd) solutions of (2.50).

(2.55)

We recall that α, β > 0, and D0 is a positive-definite symmetric matrix while M : Y → Md

is a square-integrable function. We are interested in the solution Φk(ξ) to the problem: for
all Ψ ∈ H1

#(Y),
ˆ

Y

∇Ψ (y) · D̂(ξ)(y)(ek +∇Φk(ξ)(y)) dy = 0.

In the present context, S = H1
#(Y) and we wish to find a convenient finite dimensional

approximation space SN which allows to describe those solutions. The working plan faces
the following technical difficulties:

• Here the parameter ξ ranges over the whole Rd while the method is designed to deal
with parameters lying in a compact set.

• The method simplifies significantly when the dependence of D upon ξ is affine, which
it is not here.

• The matrix M is square-integrable only and not essentially bounded, and the results of
the literature do not apply to this case.

To construct the N -finite dimensional space SN , we proceed by induction using a greedy
algorithm. We first choose a finite dimensional sampling K of P, and construct the N -
finite dimensional space SN using FK = {(Φ1(ξ), . . . , Φd(ξ)), ξ ∈ K}. In order to proceed
we need a distance on FK, also called an estimator in this context.

Rewriting of the problem: from Rd to the unit ball

The starting point to rewrite the problem is the following fact: for all ξ ∈ R
d and all

k ∈ {1, . . . , d}, the corrector Φk(ξ) ∈ H1
#(Y) is solution to

−∇ · D̂(ξ)

1 + |ξ|(ek +∇Φk(ξ)) = 0. (2.56)

Let Sd−1 denote the unit hypersphere in dimension d and let P = [0, 1]× Sd−1 (which is
nothing but the closed unit ball). Define

D : [0, 1]× Sd−1 −→ L2(Y,Md)
(ρ,X) 7−→ D(ρ,X)
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by

D(ρ,X) : y 7→ (1− ρ)D0 + ρ

(
α|M(y)X|Id + β

M(y)X ⊗M(y)X

|M(y)X|

)
, (2.57)

For all (ρ,X) ∈ [0, 1] × Sd−1 and k ∈ {1, . . . , d}, we define Φk(ρ,X) as the unique weak
solution in H1

#(Y) to

−∇ · D(ρ,X)(ek +∇Φk(ρ,X)) = 0.

Let ξ ∈ Rd, and set

ρ =
|ξ|

1 + |ξ| , X =
ξ

|ξ|
so that

D̂(ξ)

1 + |ξ| = D(ρ,X);

the identity (2.56) implies that
Φk(ξ) ≡ Φk(ρ,X)

by uniqueness of correctors. In particular, this shows that

{
Φk(ξ), ξ ∈ R

d, k ∈ {1, . . . , d}
}
=
{
Φk(ρ,X), (ρ,X) ∈ [0, 1)× Sd−1, k ∈ {1, . . . , d}

}
.

What we gain by applying the reduced basis method on this new formulation is that the
parameters now belong to the compact set P := [0, 1]× Sd−1.

To complete the description of the RB method, we need to choose an estimator. Let
j ∈ N and let Vj be a subspace of H1

#(Y) of dimension j. Set for all (ρ,X) ∈ [0, 1]× Sd−1

and k ∈ {1, . . . , d},

E j
(ρ,X, k) =

√
|ek · (D∗

(ρ,X)−D
∗,j
(ρ,X))ek|

ek ·D∗
(ρ,X)ek

, (2.58)

where, denoting by Φ
j

k(ρ,X) the approximation of Φk(ρ,X) in Vj , we have

ek ·D∗
(ρ,X)ek =

ˆ

Y

(ek +∇Φk(ρ,X)) · D(ρ,X)(ek +∇Φk(ρ,X)) dy, (2.59)

ek ·D∗,j
(ρ,X)ek =

ˆ

Y

(ek +∇Φj

k(ρ,X)) · D(ρ,X)(ek +∇Φj

k(ρ,X)) dy.

Since we also have for all ξ ∈ Rd

D
∗
(ρ,X) =

1

1 + |ξ|D
∗(ξ),

D
∗,j
(ρ,X) =

1

1 + |ξ|D
∗,j(ξ),
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for ρ = |ξ|
1+|ξ| and X = ξ

|ξ| , it is equivalent to approximate the desired homogenized matrix

D∗ (see (2.54)) and D
∗
. We will focus on the latter in what follows.

Before we turn to fast-assembly, let us make a comment of the RB method used here.
There exists C1 > 0 such that for all j ∈ N, (ρ,X) ∈ [0, 1]× Sd−1, and k ∈ {1, . . . , d}, the
estimator (2.58) satisfies

C1‖∇Φk(ρ,X)−∇Φj

k(ρ,X)‖L2(Y) ≤ Ej
(ρ,X, k).

Yet the converse inequality only holds in a weaker sense. In particular, using that D
∗
(ρ,X)

and D
∗,j
(ρ,X) can be defined as

ek ·D∗
(ρ,X)ek =

ˆ

Y

ek · D(ρ,X)(ek +∇Φk(ρ,X)) dy,

ek ·D∗,j
(ρ,X)ek =

ˆ

Y

ek · D(ρ,X)(ek +∇Φj

k(ρ,X)) dy,

if M ∈ L2(Y,Md) is square-integrable but not essentially unbounded, we end up with

C2E j
(ρ,X, k) ≤ ‖∇Φk(ρ,X)−∇Φj

k(ρ,X)‖1/2L2(Y),

for some C1 > 0. As a consequence, the analysis of the reduced basis method and of the
greedy algorithm in this case does not follow from [9,17,22,23]. Filling the gap for analyzing
the convergence of the RB method when dealing with such unbounded coefficients does
not seem to be an easy task. Nevertheless, the numerical experiments show the efficiency
of the algorithm to treat this case.

Fast-assembly procedure

In order for the reduced basis method to be fast, it is desirable to have a fast-assembly
procedure, which allows to quickly construct the linear system in SN . Fast-assembly pro-
cedures usually rely on the affine dependence of the diffusion matrix on the parameters.

For notational convience we take d = 2. In dimension 2, the unit sphere S1 is
parametrized by [0, 2π], so that from now on, we write the element of S1 as

X = e(θ) = cos(θ)e1 + sin(θ)e2, (2.60)

and consider D as a function of ρ and θ (instead of ρ and X). The diffusion matrix
D : [0, 1]× [0, 2π] → L2(Y,Md) given by (2.57), that is

D(ρ, θ) : y 7→ (1− ρ)D0 + ρ

(
α|M(y)e(θ)|Id + β

M(y)e(θ)⊗M(y)e(θ)

|M(y)e(θ)|

)
,

is affine with respect to ρ, but not with respect to θ ∈ [0, 2π].
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To circumvent this difficulty we use a partial Fourier series expansion in the θ-variable,
and write:

D(ρ, θ)(y) = (1− ρ)D0 + ρ

(
a0(y)

2
+

∞∑

n=1

(an(y) cos(nθ) + bn(y) sin(nθ))

)
,

where the functions y 7→ an(y) and y 7→ bn(y) are matrices which depend only on y 7→
M(y).

Given a finite-dimensional space VN = span {Ψ1, . . . , ΨN} of dimension N ≥ 1, and some
parameters (ρ, θ) ∈ [0, 1]× [0, 2π] and k ∈ {1, . . . , d}, in order to approximate the corrector
Φk in VN , it is enough to solve the linear system

M(ρ, θ)U = B(ρ, θ, k),

where M(ρ, θ, k) is the N ×N -matrix given for all 1 ≤ j1, j2 ≤ N by

M(ρ, θ)j1j2 = (1− ρ)

ˆ

Y

∇Ψj1 ·D0∇Ψj2 dy + ρ

ˆ

Y

∇Ψj1 ·
a0(y)

2
∇Ψj2 dy

+

∞∑

n=1

ρ cos(nθ)

ˆ

Y

∇Ψj1 · an(y)∇Ψj2 dy +

∞∑

n=1

ρ sin(nθ)

ˆ

Y

∇Ψj1 · bn(y)∇Ψj2 dy,

and the r. h. s. is the N -vector given for all 1 ≤ j ≤ N by

B(ρ, θ, k)j = −(1− ρ)

ˆ

Y

∇Ψj ·D0ek dy − ρ

ˆ

Y

∇Ψj ·
a0(y)

2
ek dy

−
∞∑

n=1

ρ cos(nθ)

ˆ

Y

∇Ψj · an(y)ek dy +
∞∑

n=1

ρ sin(nθ)

ˆ

Y

∇Ψj · bn(y)ek dy.

In particular, provided we truncate the Fourier series expansion up to some order L ∈ N,
a fast assembly procedure can be devised if the 2(L+1) following matrices of order N and
2Lk(L+ 1) following vectors of order N are stored:

(
ˆ

Y

∇Ψj1 ·D0∇Ψj2 dy

)

j1,j2

,

(
ˆ

Y

∇Ψj1 ·
a0(y)

2
∇Ψj2 dy

)

j1,j2

,

(
ˆ

Y

∇Ψj1 · an(y)∇Ψj2 dy

)

j1,j2

,

(
ˆ

Y

∇Ψj1 · bn(y)∇Ψj2 dy

)

j1,j2

for n ∈ {1, . . . , L},

(2.61)

and for ∈ {1, . . . , d},
(
ˆ

Y

∇Ψj ·D0ek dy

)

j

,

(
ˆ

Y

∇Ψj ·
a0(y)

2
ek dy

)

j

,

(
ˆ

Y

∇Ψj · an(y)ek dy
)

j

,

(
ˆ

Y

∇Ψj · bn(y)ek dy
)

j

for n ∈ {1, . . . , L}. (2.62)
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Note that the number of real numbers to be stored for the fast-assembly only depends
on L and N . In particular, if the reduced basis vectors Ψj are approximated in a finite-
dimensional subspace of H1

#(Y), this number is independent of the size of that subspace,
as desired.

In practice, once we are given the reduced basis {Ψ1, . . . , ΨN}, the matrices (2.61) and
vectors (2.62) can be obtained by performing a fast Fourier transform of

θ 7→ α|M(y)e(θ)|Id + β
M(y)e(θ)⊗M(y)e(θ)

|M(y)e(θ)|

at each Gauss point y ∈ Y to evaluate the values of an(y) and bn(y).

2.4.4 Numerical results

Let d = 2, TY,h1 ,TY,h1
be regular tessellations of Y of meshsize h1, h1 > 0, and V1

Y,h1
,V1

Y,h1

be the subspaces of H1
#(Y) made of P1-periodic finite elements associated with TY,h1 and

T
Y,h1

, respectively. The diffusion matrix M ∈ L2(Y,Md) is defined by

M(y) = K(y)(Id +∇ϕh1(y)),

where K is a standard checkerboard: for all y = (y1, y2) ∈ Y,

K(y1, y2) =

{
4.94064, if {y1 ≥ 0.5, y2 ≥ 0.5} or {y1 < 0.5, y2 < 0.5},
0.57816, elsewhere,

and ϕh1 = (ϕh1
1 , . . . , ϕ

h1
d ) is the approximation of the correctors of (2.50). In the actual

computations, we take h1 ∈ {1/10, 1/20, 1/40} so that dimV1
Y,h1

∼ 100, 400, 1600. In the

rest of this paragraph, we assume that the corrector equations are solved in V1
Y,h1

, so that
the reduced basis will be a subspace of V1

Y,h1
as well.

For the reduced basis method we replace the compact space P = [0, 1]× [0, 2π] by the
finite set

{
(ρi, θj), (i, j) ∈ {1, . . . , p} × {1, . . . , p − 1}

}
, with p ≥ 2, θj = (j − 1) 2π

p−1
, and

ρi = (i− 1) 1
p−1

. Let us denote by DL the diffusion matrix obtained by a truncation of the

Fourier series expansion of D at order L, and let D
∗

denote the homogenized coefficients
defined in (2.59) (where the correctors Φk(ρ,X) is in fact approximated in V1

Y,h1
, and with

X related to θ through (2.60)), and let D
∗
L be defined by

ek ·D∗
L(ρ, θ)ek =

ˆ

Y

(ek +∇Φk(ρ, θ)) · DL(ρ, θ)(ek +∇Φk(ρ, θ)) dy.

We choose L such that

sup
i,j∈{1,...,p}

|D∗
(ρi, θj)−D

∗
L(ρi, θj)|

|D∗
(ρi, θj)|

≤ 10−6.
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Numerical tests show that L depends both on h1 and on p, but not on h1. As can be
expected, the smaller h1, the finer the approximation ϕh1 of the correctors ϕ of the Darcy
equation, and therefore the more complex D (it should however stabilize as h1 → 0). We
display the results of the numerical tests on L in Table 2.3.

❛
❛
❛
❛
❛❛

p h1 1/10 1/20 1/40

11 41 61 61
21 41 61 61
41 49 95 175

Table 2.3. Dependence of L upon h1 and p

❛
❛
❛
❛
❛❛

p h1 1/10 1/20 1/40

11 21 25 25
21 23 38 44
41 24 47 60

Table 2.4. Dependence of N upon h1 and p

For all N ≤ p2, we denote by VN the RB space of dimension N . We then choose N such
that

sup
P

(
EN
L (ρ, θ)

)2 ≤ 10−6,

where EN
L is the estimator associated with DL and the space VN , when the equa-

tions are solved in V1
Y,h1

. As expected, N depends both on h1 and on p, but not on
h1 ∈ {1/10, 1/20, 1/40, 1/80, 1/160, 1/320} (which is the desired scaling property). The
dimension N of the reduced basis in fonction of h1 and on p is displayed in Table 2.4.

In order to check a posteriori the efficiency of the method (both in terms of L and N), we

have picked at random a set P̃ of 100 pairs of parameters (ρ, θ) ∈ [0, 1]× [0, 2π], computed
the corresponding approximations D

∗
(ρ, θ) of the homogenized coefficients in V1

Y,h1
, and

compared them to the approximations D
∗,N
L (ρ, θ) using the reduced basis method of order

N and a Fourier series expansion of D truncated at order L. The numerical tests show
that this error

sup
P̃

|D∗
(ρ, θ)−D

∗,N
L (ρ, θ)|

|D∗
(ρ, θ)|

does not depend on h1 but depends again on h1 and p. We’ve chosen p ∈ {11, 21, 41} so
that the sample sets are included in one another, which ensures that the error due to the
RB method decreases as p increases, as can be checked on Table 2.5. Note also that the
error increases as h1 → 0.

A last comment is as follows. For p = 41 and h1 = 1/40, the error is not reduced much
with respect to p = 21. On Figure 2.10 the points chosen by the greedy algorithm are
plotted for p = 41 and h1 = 1/40 (circles denote points for the corrector in the direction e1

and crosses denote points for the corrector in the direction e2). This figure shows that most



74 2 Quantitative results in homogenization of linear elliptic equations

of the information for the RB lies in the region ρ close to 1 and θ in [0, π] (this latter fact
is indeed a consequence of the identity D(ρ, θ) = D(ρ, π − θ)). This motivates us to put
more points in this region rather than in the rest of P, and allows us to focus on the right
region of the parameters. Taking for instance 5×168 points in the region [0.9, 1]× [0, π] and
10×30 in [0, 1]× [0, π], that is a total of 1140 points (to be compared to the 41×40 = 1640
uniformly chosen points in P), the reduced basis has dimension N = 68 for h1 = 1/40,

L = 177, and the error on the 100 random points of P̃ is reduced to 4.1e− 05 (instead of
2.0e− 04).

❛
❛
❛
❛
❛❛

p h1 1/10 1/20 1/40

11 1.2e-04 9.0e-04 1.6e-03
21 3.4e-05 1.8e-04 2.6e-04
41 7.4e-06 3.5e-05 2.0e-04

Table 2.5. Dependence of the RB error upon h1 and p on a random sampling of 100 points

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
0

0.5

1

1.5

2

2.5

3

Fig. 2.10. Points chosen by the greedy algorithm for p = 41 and h1 = 1/40 (all the points chosen in [0, 1]× [0, 2π]
lie in [0.5, 1]× [0, π]).

In conclusion, these tests widely confirm the efficiency of the method.

2.5 Perspectives

There are numerous perspectives related to the results of this chapter.

Quantitative stochastic homogenization theory

In the field of quantitative estimates in stochastic homogenization, an interesting problem is
to understand which type of correlations ensures the validity of the spectral gap estimate.
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As in the discrete case, this is a necessary step to extend the quantitative analysis to
nonlinear problems, say to integral functionals with convex integrands.

A second direction is the extension to systems. This requires a proxy for the Cacciopoli
inequality which is crucially used in the proof of Theorem 9.

Concerning the estimate of the fluctuations obtained in Section 2.2, it is not yet clear
how to get rid off the restriction on the ellipticity ratio and obtain the optimal scalings
in the general case. In another direction, for small ellipticity ratio, the weak norm of the
fluctuation has the central limit theorem scaling, and it would be of interest to identify
whether the rescaled process converges to a Gaussian random variable.

In Section 2.2 we have estimated the quantitity
´

Rd 〈(uε − 〈uε〉)2〉. In order to quan-
tify the convergence rate of uε to its homogenized limit uhom, it remains to estimate the
term

´

Rd(〈uε〉 − uhom)
2. This would hopefully improve the results by Yurinskĭı [91] and by

Caffarelli-Souganidis [18] in the case of linear elliptic equations whose random diffusion
matrix has finite correlation length.

A completely different direction — which is of interest for applications — would not to
perturb the diffusion matrix but rather its law in general, and try to understand how to
quantify the related uncertainties.

About homogenization structures

In a series of works [69,70] Nguetseng has introduced so-called homogenization structures,
which are meant to be the largest class of structures which ensure homogenization. It
would be satisfying to be able to prove that the general method introduced in Section 2.3
to approximate homogenized coefficients is also consistent in the class of homogenization
structures.

Approximation of homogenized coefficients beyond the linear case

Numerous methods have been proposed in the litetature to perform “upscaling” or “numeri-
cal homogenization” of linear elliptic equations. These approaches can usually be combined
with the method of Section 2.3 to reduce the effect of boundary conditions.

When the elliptic equation is nonlinear, the (possibly expensive) approximation of a ho-
mogenized matrix is not enough, since the homogenized elliptic equation is also nonlinear
itself. Hence we cannot so easily rely on “precomputations”. This explains why these mul-
tiscale methods remain prohibitive in terms of computational cost for nonlinear problems.
In the case of integral functionals, it becomes reasonable to try to approximate the ho-
mogenized energy density. This raises quite interesting questions in approximation theory
and inverse problems: how to reconstruct a convex function from partial measurements,
etc. This approach will be used in the last section of this manuscript in the framework of
nonlinear elasticity — although its analysis is currently out of reach.





3

Homogenization of integral functionals

In this chapter we first recall standard facts on homogenization of multiple integrals, ad-
dressing both periodic and stochastic homogenization. We illustrate the role of the “homog-
enization structure” in the first section. The homogenization structure is the assumption
which ensures that the homogenized integrand does not depend on the space variable
(whence “homogenization”). Typical such assumptions are periodicity and stochastic sta-
tionarity. We address here a variant which mixes periodicity and stochastic stationarity.

The aim of this chapter is to go beyond the standard homogenization result and un-
derstand how important qualitative properties are inherited or not by the homogenized
integrand. This task is made difficult even in the periodic case because of the asymptotic
character of the homogenization formula (see (3.4)). A possibility to get around this dif-
ficulty would be to derive a more tractable homogenization formula. In the periodic case,
a natural candidate is the quasiconvex envelope of the cell formula. Unfortunetaly, we
provide a counter-example which shows that the quasiconvex envelope of the cell formula
does not coincide in general with the homogenization formula. Hence it seems difficult to
by-pass the asymptotic character of the homogenization formula.

A natural approach to obtain qualitative properties on a nonlinear problem is to lin-
earize around an equilibrium. We consider integrands which model standard hyperelastic
materials (frame-invariant, minimal at identity, and which admits a Taylor expansion at
identity). We prove that homogenization and linearization commute at identity in this
class in general — whatever the structure ensuring homogenization. This yields informa-
tion on the Taylor expansion of the homogenized integrand at identity. The key ingredient
which allows to have a uniform control in the asymptotic homogenization formula is the
celebrated quantitative rigidity estimate.

Other qualitative properties are however truly nonlinear. This is the case of strong
ellipticity. Strong ellipticity is a property which guarantees that minimizers are isolated
(and thus stable), and which allows to obtain short time existence theory in elastodynamics.
In the periodic case, a complete theory was developed in the 90’s using Bloch waves. This
has allowed to identify conditions which ensure either that the homogenized integrand
remains strongly elliptic or loses strong ellipticity. We generalize this approach to a more
general homogenization structure: the stochastic stationary case.
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3.1 Well-known facts

In this section, we recall classical results of periodic and stochastic homogenization of
multiple integrals. For general results, we refer the reader to the monographies [15] and [44].
A suitable notion to study homogenization of integral functionals is Γ -convergence.

Definition 8 Let U be a metric space. We say that I : U → [−∞,+∞] is the Γ -limit of a
sequence Ik : U → [−∞,+∞], or that Ik Γ -converges to I, if for every u ∈ U the following
conditions are satisfied:

i) Liminf inequality: for every sequence uk in U such that uk → u,

I(u) ≤ lim inf
k→+∞

Ik(uk);

ii) Recovery sequence: there exists a sequence uk in U such that uk → u and

I(u) = lim
k→+∞

Ik(uk).

This definition is compatible with minimization problems due to the following result.

Lemma 3.1. Let U be a metric space, let Ik be a sequence of equi-mildly coercive functions
on U (i. e. there exists a compact set K such that infU Ik = infK Ik for all k ∈ N), and let
I = Γ − limk Ik; then

∃min
U
I = lim

k→+∞
inf
U
Ik.

Moreover, if uk is a converging sequence such that limk Ik(uk) = limk infU Ik, then its limit
is a minimum point for I.

Let d, n ≥ 1 be dimensions, and D be a bounded Lispchitz domain of Rd. We focus on
Γ -convergence for periodic and stochastic homogenization of integral functionals on the
normed space Lp(D,Rn), p ∈ (1,+∞).

We start with the definition of integral functionals, and more specifically with the defi-
nition of admissible integrands.

Definition 9 A function W : Rd × Md×n → R is a Carathéodory function if for every
Λ ∈ Md×n, W (·, Λ) is measurable and if for almost all x ∈ Rd, W (x, ·) is continuous.

A Carathéodory function on R
d ×Md×n is equivalent to a Borel function on R

d ×Md×n,
so that for every u ∈ W 1,1(D,Rn), the function x 7→W (x,∇u(x)) is measurable on D.

Let C > 0 and 1 < p < +∞. We say that a Carathéodory function W satisfies a
standard growth condition of order p on D if for all Λ ∈ Md×n and almost all x ∈ D,

1

C
|Λ|p − C ≤ W (x, Λ) ≤ C(1 + |Λ|p). (3.1)

Let Q = (0, 1)d. The periodicity assumption is as follows.
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Hypothesis 1 The function W : Rd×Md×n → [0,+∞) is a Carathéodory function, which
is Q-periodic in the first variable, and satisfies a standard growth condition.

Under Hypothesis 1, we consider for any ε > 0 the integral functional Iε : Lp(D,Rn) →
[0,+∞] defined by

Iε(u) :=





ˆ

D

W
(x
ε
,∇u(x)

)
dx if u ∈ W 1,p(D,Rn),

+∞ otherwise.

Note that if for almost every y ∈ Q, W (y, ·) is a quasiconvex function on Md×n, then the
functional Iε is lower-semicontinuous for the weak convergence in W 1,p(D,Rn). Before we
go further, let us recall that a function f : Md×n → [0,+∞) is rank-one convex if it is
convex along rank-one connections (i. e. the function t 7→ W (Λ+ ta ⊗ b) is convex for all
Λ ∈ Md×n and a ∈ Rd, b ∈ Rn), it is quasiconvex if for all Λ ∈ Md×n

f(Λ) = inf

{
 

Q

f(Λ+∇u(x))dx : u ∈ W 1,∞
0 (A)

}
,

and f is polyconvex if there exists a convex function f̃ such that f(Λ) = f̃(m1(Λ), . . . , mk(Λ))
where m1(Λ), . . . , mk(Λ) are the minors of the matrix Λ. We have the series of implications:

convex =⇒ polyconvex =⇒ quasiconvex =⇒ rank-one convex. (3.2)

Given a function f : Md×n → [0,+∞), its rank-one convex (resp. quasiconvex, polyconvex,
convex) envelope Rf (resp. Qf , Pf , Cf) is the largest rank-one convex (resp. quasiconvex,
polyconvex, convex) function lower or equal to f .

We now define two quantities related to the homogenization of W .

Definition 10 We call cell integrand related to W the function Wcell : Md×n → [0,+∞)
defined by

Wcell(Λ) := inf
{ 

Q

W
(
y, Λ+∇φ(y)

)
dy : φ ∈ W 1,p

# (Q,Rn)
}
. (3.3)

We call homogenized integrand related to W the function Whom : Md×n → [0,+∞) defined
by

Whom(Λ) := lim
N→∞

1

|QN |
inf
{ˆ

QN

W
(
y, Λ+∇φ(y)

)
dy : φ ∈ W 1,p

# (QN ,R
n)
}
, (3.4)

where for all N ∈ N, QN = (0, N)d.

The periodic homogenization theorem is as follows:
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Theorem 18 [13, 64] Assume that W satisfies Hypothesis 1. Then the asymptotic for-
mula (3.4) is well-defined, the homogenized integrand Whom is a quasiconvex function
satisfying (3.1), and for any εk ց 0+ the sequence Iεk Γ -converges to the functional
Ihom : Lp(D,Rn) → [0,+∞] defined by

Ihom(u) :=





ˆ

D

Whom

(
∇u(x)

)
dx if u ∈ W 1,p(D,Rn),

+∞ otherwise.

In addition, if W (y, ·) is convex for a.e. y ∈ Q, then Whom is convex and coincides with
the cell integrand Wcell related to W .

We turn to stochastic homogenization, and start with some definitions. Let (Ω,F ,P)
be a probability space. We shall say that the family of mappings (τz)z∈Rd from Ω to Ω is
a strongly continuous measure-preserving ergodic translation group if:

• (τz)z∈Rd has the group property: τ0 = Id (the identity mapping), and for all x, y ∈ Rd,
τx+y = τx ◦ τy;

• (τz)z∈Rd preserves the measure: for all z ∈ R
d, and every measurable set F ∈ F , τzF is

measurable and P(τzF ) = P(F );
• (τz)z∈Rd is strongly continuous: for any measurable function f on Ω, the function

(ω, z) 7→ f(τzω) defined on Ω × Rd is measurable (with the Lebesgue measure on Rd);
• (τz)z∈Rd is ergodic: for all F ∈ F , if for all z ∈ Rd, τzF ⊂ F , then P(F ) ∈ {0, 1}.
The assumptions on W in the stochastic case are as follows:

Hypothesis 2 Let (Ω,F ,P) be a probability space, let (τz)z∈Rd be a strongly continuous
measure-preserving ergodic translation group, and let C > 0 and 1 < p < +∞. The function
W : Rd ×Md×n ×Ω → [0,+∞) is such that:

• for almost every y ∈ R
d and for all Λ ∈ Md×n, W (x, Λ, ·) is measurable,

• for P-almost ω ∈ Ω, W (·, ·, ω) is a Carathéodory function satisfying the standard growth
condition (3.1).

The function W is stationary for (τz)z∈Rd: for P-almost every ω ∈ Ω, almost every x ∈ Rd,
every Λ ∈ Md×n and every z ∈ Rd

W (x+ z, Λ, ω) = W (x, Λ, τzω). (3.5)

Under Hypothesis 2, we consider for any ε > 0 the random integral functional Iε :
Lp(D,Rn)×Ω → [0,+∞] defined by

Iε(u, ω) :=





ˆ

D

W
(x
ε
,∇u(x), ω

)
dx if u ∈ W 1,p(D,Rn),

+∞ otherwise.

We may define a homogenized integrand:
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Definition 11 We call homogenized integrand related to W the function Whom : Md×n →
[0,+∞) defined by

Whom(Λ) :=

〈
lim
R→∞

1

|QR|
inf
{ˆ

QR

W
(
y, Λ+∇φ(y), ω

)
dy : φ ∈ W 1,p

0 (QR,R
d)
}〉

, (3.6)

where for all R > 0, QR = (0, R)d, and 〈·〉 denotes the expectation.

The stochastic homogenization theorem is as follows:

Theorem 19 [26,61] Assume that W satisfies Hypothesis 2. Then the asymptotic formula
(3.6) is well-defined, the homogenized integrand Whom is a quasiconvex function satisfying
(3.1), and for any εk ց 0+ the sequence Iεk(·, ω) Γ -converges for P-almost every ω ∈ Ω
to the functional Ihom : Lp(D,Rn) → [0,+∞] defined by

Ihom(u) :=





ˆ

D

Whom

(
∇u(x)

)
dx if u ∈ W 1,p(D,Rn),

+∞ otherwise.

In addition, if W (y, ·) is convex for a.e. y ∈ Q, then Whom is convex.

The proof of this result heavily relies on the subadditive ergodic theorem, which allows
to by-pass the existence of correctors (and therefore to deal with nonconvex problems).

Remark 4 We may consider a group parametrized by Zd in place of Rd. Let (Ω,F ,P) be
a probability space. We shall say that the family of mappings (τz)z∈Zd from Ω to Ω is a
measure-preserving ergodic translation group if:

• (τz)z∈Zd has the group property: τ0 = Id (the identity mapping), and for all x, y ∈ Zd,
τx+y = τx ◦ τy;

• (τz)z∈Zd preserves the measure: for all z ∈ Zd, and every measurable set F ∈ F , τzF is
measurable and P(τzF ) = P(F );

• (τz)z∈Zd is ergodic: for all F ∈ F , if for all z ∈ Z
d, τzF ⊂ F , then P(F ) ∈ {0, 1}.

We define stationarity by restricting the identity (3.5) to all z ∈ Zd: a measurable function
f : Rd × Ω is stationary if for P-almost every ω ∈ Ω, almost every x ∈ Rd, and every
z ∈ Zd

f(x+ z, ω) = f(x, τzω). (3.7)

The homogenization result of Theorem 19 holds as well in this case.

3.2 Playing with homogenization structures [Glo08]

In this section, we prove a result corresponding to Theorems 18 and 19 when the integrand
is neither periodic nor stationary, but mixes both notions. This extends results by Blanc,
Le Bris, and Lions [11] to the case of integral functionals.
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3.2.1 Mixing periodicity and stationarity

The idea of Blanc, Le Bris, and Lions is to deform a periodic structure by a stationary
stochastic diffeomorphism defined as follows.

Definition 12 Let (Ω,F ,P) be a probability space, and let (τz)z∈Zd from Ω to Ω be a
(discrete) measure-preserving ergodic translation group. An application Φ : Rd ×Ω → R

d,
which is continuous in the first variable and measurable in the second variable, is said to
be a stationary stochastic diffeomorphism if

• for P-almost all ω, Φ(·, ω) is a diffeormorphism from Rd onto itself,
• ∇Φ is stationary in the sense of (3.7),

if its Jacobian is uniformly bounded from below

ess inf
ω ∈ Ω, x ∈ R

d
det(∇Φ(x, ω)) ≥ ν > 0 (3.8)

and if its gradient is uniformly bounded from above

ess sup
ω ∈ Ω, x ∈ R

d
|∇Φ(x, ω)| ≤M <∞. (3.9)

Given an integrand W satisfying Hypothesis 1 or Hypothesis 2 (with however a
discrete ergodic group as in Remark 4), we consider the new integrand (x, Λ, ω) 7→
W (Φ−1(x, ω), Λ, ω) (in the periodic case there is of course no stochastic dependence besides
the change of variables). Under these assumptions, we consider for any ε > 0 the random
integral functional Iε : L

p(D,Rn)×Ω → [0,+∞] defined by

Iε(u, ω) :=





W
(
Φ−1

(x
ε
, ω
)
,∇u(x), ω

)
dx if u ∈ W 1,p(D,Rn),

+∞ otherwise.

(3.10)

Note that since Φ is not assumed to be stationary, Φ−1 is not stationary either, so this case
does not enter the assumptions of Theorem 19.

We may define a homogenized integrand:

Definition 13 We call homogenized integrand related to W and Φ the function Whom :
Md×n → [0,+∞) defined by

Whom(Λ) =

〈
lim

N→∞

1

|QN |
inf

{
ˆ

QN

W (Φ−1(y, ·), Λ+∇v, ·)dy, v ∈ W 1,p
0 (QN ,R

d)

}〉

=

〈
lim

N→∞

1

|QN |
inf

{
ˆ

QN

W (y, (∇Φ(y, ·))−1(Λ+∇v), ·) det
(
∇Φ(y, ·)

)
dy,

v ∈ W 1,p
0 (QN ,R

d)

}〉
det

(〈
ˆ

Q

∇Φ(z, ·)dz
〉)−1

,

(3.11)
where 〈·〉 denotes the expectation.
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The homogenization result is as follows:

Theorem 20 Let Φ be a stationary stochastic diffeomorphism, and let W satisfy Hypoth-
esis 1 or Hypothesis 2 (with a discrete ergodic group as in Remark 4) for some C > 0
and 1 < p < +∞. Then the asymptotic formula (3.11) is well-defined, the homogenized
integrand Whom is a quasiconvex function satisfying (3.1), and for any εk ց 0+ the se-
quence Iεk(·, ω) defined in (3.13)Γ -converges for P-almost every ω ∈ Ω to the functional
Ihom : Lp(D,Rn) → [0,+∞] defined by

Ihom(u) :=





ˆ

D

Whom

(
∇u(x)

)
dx if u ∈ W 1,p(D,Rn),

+∞ otherwise.

For x 7→ Φ(x, ·) ≡ x, we recover the classical result by Braides [13] and by Müller [64]
in the periodic case, and the result by Dal Maso and Modica [26] and by Messaoudi and
Michaille [61] in the stationary stochastic case.

3.2.2 Sketch of proof

The key observation (and in fact the key motivation for the deformation through Φ−1

and not Φ) is the following change of variable: x ❀ y = εΦ−1(x
ε
, ω). This yields for all

u ∈ W 1,p(D),

Iε(u, ω) =

ˆ

D

W
(
Φ−1

(x
ε
, ω
)
,∇u(x), ω

)
dx

=

ˆ

εΦ−1( 1
ε
D,ω)

W
(
y/ε, (∇Φ (y/ε, ω))−1∇ũ(y), ω

)
det (∇Φ (y/ε, ω)) dy,

(3.12)

where ũ : εΦ−1

(
1

ε
D, ω

)
→ R

n, y 7→ u(εΦ(y/ε, ω)).

What we’ve gained in this formulation is that the integrand is now stationary (provided
we forget that ũ depends on ω as well). Hence, for any bounded Lipschitz domain A, the
functional FA

ε : Lp(A)×Ω → [0,+∞] defined by

FA
ε (v, ω) :=





ˆ

A

W
(
y/ε, (∇Φ (y/ε, ω))−1∇v(y), ω

)
det (∇Φ (y/ε, ω)) dy, if v ∈ W 1,p(A,Rn),

+∞ otherwise.

(3.13)
satisfies Hypothesis 2 (for a discrete translation group), and can therefore be homogenized.

It remains to prove that the Γ -convergence of FA
ε implies the Γ -convergence of Iε. Let

us proceed formally. By Theorem 2 there exists some integrand W ∗ : Md×n → [0,+∞)
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such that for every bounded Lipschitz domain A, the sequence FA
ε Γ -converges P-almost

surely to FA
∗ : Lp(A) → [0,+∞] defined by

FA
∗ (v) :=





ˆ

A

W ∗(x)dx, if v ∈ W 1,p(A,Rn),

+∞ otherwise.

The argument relies on two further observations:

• for all ε > 0 and P-almost every ω ∈ Ω,

u ∈ W 1,p
0 (A,Rn) ⇐⇒ ũ ∈ W 1,p

0

(
Φ−1

(
1

ε
A, ω

)
,Rn

)
;

• there exists an invertible matrix L ∈ Md such that for all x ∈ Rd and for P-almost
every ω ∈ Ω,

lim
ε→0

εΦ−1(x/ε) = L−1x.

In addition, this convergence holds locally uniformly.

The combination of both observations yields after some work that for any εk ց 0+ and any
sequence uk : D → Rn which converges to some u in Lp(D,Rn), for P-almost every ω ∈ Ω
the sequence uk : εkΦ

−1(D/εk, ω) → Rn, x 7→ uk(εkΦ(x/εk, ω)) converges to u = u ◦ L
in Lp(A) for all A strictly contained in L−1(D). Likewise, for P-almost every ω ∈ Ω,
εkΦ

−1(D/εk, ω) → L−1(D) (in the sense of that the associated characteristic functions
converge in L1(A)).

We may now try to pass formally to the Γ -limit in the r. h. s. of (3.13): the domain
of integration converges to L−1(D), whereas the integrand converges to W ∗(∇(u ◦ L)), so
that

Ihom(u) =

ˆ

L−1(D)

W ∗(L∇u(Ly))dy.

The change of variables y ❀ x = Ly then yields

Ihom(u) =

ˆ

D

det(L−1)W ∗(∇u(x))dx.

This formally proves that Whom ≡ det(L−1)W ∗.

The last ingredient to turn this into a rigorous argument is the extensive use of the
growth condition. As one may guess, the linear map L is simply given by

L =

〈
ˆ

Q

∇Φ(z, ·)dz
〉
.
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3.3 On the asymptotic periodic homogenization formula [BG]

In this section we come back to the periodic case. We first recall the two-dimensional
example by Müller [64] which shows that in general, for nonconvex integrands, there may
exist Λ ∈ Md such that

Whom(Λ) < Wcell(Λ).

As we shall show, the integrand Wcell of Müller’s example is not a quasiconvex function, so
that it cannot coincide with Whom. A natural question is whether quasiconvexifying Wcell

yields Whom. This question

• makes sense because Whom is a quasiconvex function lower or equal to Wcell (so that it
could indeed be its quasiconvex envelope),

• is of interest because it is technically much easier to deal with a quasiconvexification
than with an asymptotic formula.

Müller’s argument does not allow to decide whether the quasiconvex envelope QWcell of
Wcell coincides with Whom or not. We then provide with an example for which we are able
to prove that for some Λ ∈ Md

Whom(Λ) < QWcell(Λ).

3.3.1 Müller’s counter-example

The energy under consideration W η : R2×M2 → [0,+∞), (x, Λ) 7→ χη(x)W0(Λ) models a
two-dimensional laminate composite, made of a strong material and a soft material. The
coefficient χη is the Q-periodic extension on R2 of

χη(x) :=

{
1 if x1 ∈ (0, 1/2)

η if x1 ∈ [1/2, 1)
,

where Q ∋ x = (x1, x2) and η > 0. The energy density W0 : M2 → [0,+∞) is given by
W0(Λ) = |Λ|4 + f(detΛ) where

f(z) :=





8(1 + a)2

z + a
− 8(1 + a)− 4 if z > 0

8(1 + a)2

a
− 8(1 + a)− 4− 8(1 + a)2

a2
z if z ≤ 0

for some a ∈ (0, 1).
In particular, W η(x, ·) is a polyconvex function satisfying a standard growth condi-

tion (3.1) of order p = 4. Its zero level-set (W η(x, ·))−1 is SO2 for almost every x ∈ Q.

We denote by W η
cell and W η

hom the cell integrand and the homogenized integrand associ-
ated with W η through (3.3) and (3.4), respectively.

Using the one-well rigidity (Liouville theorem) on the unitary cell Q and using ‘buckling-
like’ test-functions on several periodic cells (see Figure 3.3.1), Müller obtained the following
result.
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Fig. 3.1. Compression of one periodic cell and buckling of several periodic cells

Lemma 3.2. [64] For all λ ∈ (0, 1), there exist c1, c2 > 0 independent of η, such that

W η
hom(Λ) ≤ η c1, W η

cell(Λ) ≥ c2, (3.14)

where Λ := diag(1, λ), hence proving that the strict inequality W η
cell(Λ) > W η

hom(Λ) holds
provided η is small enough.

One may now refine Lemma 3.2. Indeed we have proved that W η
cell is not even a rank-

one convex function (so that, by (3.2) and the fact that Whom is polyconvex, Wcell cannot
coincide with Whom):

Lemma 3.3. For all λ ∈ (0, 1), there exists c > 0 independent of η such that

RW η
cell(Λ) ≤ cη, (3.15)

where Λ := diag(1, λ).

The proof of this lemma consists in the explicit construction of an upper bound for
RW η

cell(Λ).

In view of Lemma 3.3, Lemma 3.2 does not allow to conclude whether the inequality
QW η

cell(Λ) ≥ W η
hom(Λ) is strict or not. This is rather surprising since this example shows

that buckling can be captured by rank-one convexification of the cell-formula (for which
there is no buckling). In dimension d ≥ 3, rank-one convexification is not enough, but
quasiconvexification is. Hence it is not clear whether microscopic relaxation (such as the
buckling) can be recovered by macroscopic relaxation (quasiconvexification of Wcell).

3.3.2 A counter-example from solid-solid phase transformations

The aim of this subsection is to exhibit an example with d = n = 2 for which one can
prove that QWcell(Λ) > Whom(Λ) for some Λ ∈ M2.
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The strategy is as follows: we wish to construct an example such that two-well rigidity
implies that Wcell is bounded from below by a strictly positive constant, whereas Whom

vanishes for some Λ ∈ M2.

The construction is a little technical, and we need the following ingredients:

• Matrices in M2

A1 := diag(1, 1), A2 := diag(4, 3), B1 := diag(1, 3), B2 := diag(4, 1),

C :=
1

2
diag(5, 4), R :=

1√
2

(
1 1
−1 1

)
.

• Compact sets in M2

K1 := SO2A1 ∪ SO2A2, K2 := SO2B1 ∪ SO2B2,

H1 := K1R, H2 := (K2R)
pc,

where (K2R)
pc denotes the polyconvex hull of the set K2R (that is the intersection of

the zero-levelsets f−1(0) of all the non-negative polyconvex functions f : M2 → [0,+∞)
vanishing on K2R).

• Subsets of R2

T1 := {x ∈ Q : x2 ≥ x1 + 1}, T2 := {x ∈ Q : x2 ≥ −x1 + 1},
T3 := {x ∈ Q : x2 ≤ −x1 − 1}, T4 := {x ∈ Q : x2 ≤ x1 − 1},
U1 :=

⋃4
i=1 Ti, U2 := Q \ U1.

T1 T2

T3 T4

U2

Fig. 3.2. Geometry.

The example is as follows:
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Theorem 21 Let W 1,W 2 : M2 → [0,+∞) be two quasiconvex functions satisfying a
standard growth condition (3.1) and such that

(W 1)−1(0) = H1 and (W 2)−1(0) = H2. (3.16)

Consider the energy density W : R2 ×M2 → [0,+∞) defined by

W (x, Λ) = χ(x)W 1(Λ) + (1− χ(x))W 2(Λ),

where χ is defined by χ = χU1 in Q and extended by periodicity to the whole R2. The
following properties hold:

1) the cell integrand Wcell related to W is bounded from below by a constant c > 0;
2) the matrix CR belongs to the zero level set of the homogenized integrand Whom related

to W .

Therefore QWcell(CR) ≥ c > 0 =Whom(CR).

The proof of this theorem uses the following facts:

i) The compact set K1 is polyconvex and rigid, i.e., if U ⊆ R2 is an open connected set
and ψ : U → R2 is a Lipschitz function such that

∇ψ(x) ∈ K1 for L2-a.e. x ∈ U,

then ψ is affine. We refer to [84, Theorem 2] and [65, Theorem 4.11] for the proofs. Since
R is a rotation, the same properties hold for H1.

ii) H1 ∩H2 = ∅, because
H2 ⊆

{
Λ ∈ M2 : detΛ ∈ [3, 4]

}

and detΛ ∈ {1, 12} if Λ ∈ H1. This inclusion is a consequence of the definition of
polyconvexity: the set {detΛ : Λ ∈ H2} is included in the convex hull of {detΛ : Λ ∈
K2R}.

iii)A1 is rank-one connected to B1 and B2, and A2 to B1 and B2 also. More precisely, if we
denote by {e1, e2} the canonical basis in R2,

A1 −B1 = −2e2 ⊗ e2

A1 −B2 = −3e1 ⊗ e1

A2 −B1 = 3e1 ⊗ e1

A2 −B2 = 2e2 ⊗ e2.

The proof that Wcell is bounded from below is as follows. First we note that Wcell is
a continuous function which satisfies a standard growth condition, so that it is infinite
at infinity and therefore attains its minimum on M2. We then assume that there exists
Λ ∈ M2 such that Wcell(Λ) = 0, and let φ ∈ W 1,p

# (Q) be a minimizer for (3.3). By
exploiting the rigidity of H1, we learn that ∇φ + Λ ∈ H1 is constant on each triangle Ti.
By Q-periodicity these constant must coincide. We denote by D ∈ H1 this matrix. To
conclude, we observe that x 7→ (Λ−D)x+ φ(x) ∈ W 1,∞

0 (U2) so that by quasiconvexity,
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A1R

B2R

A1R

B1R

A2R

B1R

A1R

B2R

A1R

Fig. 3.3. The values of CR+∇φ in R−1(−1/
√
2, 1/

√
2)2. On the left the axis are oriented in the directions R−1

e1

and R−1
e2.

|U2|W2(D) ≤
ˆ

U2

W2(D + (Λ−D) +∇φ(x))dx ≤ |Q|Wcell(Λ) = 0.

Hence, D ∈ H1 ∩H2 = ∅ and we obtain a contradiction.
For the second claim of the theorem, it is enough to prove that W2(CR) = 0, where

W2 : M2 → [0,∞) is defined by

Λ 7→W2(Λ) = inf

{
 

Q2

W (x, Λ+∇u(x))dx : u ∈ W 1,p
# (Q2,R

2)

}
,

since by the asymptotic formula (3.4) and non-negativity of W , 0 ≤ Whom ≤ W2. To this
aim, one needs to construct some φ ∈ W 1,p

# (Q2,R
2) such that

ˆ

Q2

W (x, CR +∇φ(x))dx = 0.

Such a construction is illustrated on Figure 3.3.

Compared to Müller’s example, the periodicity constraint is not lost in the x1-direction.
In particular the Q-periodicity constraint combined with the geometry implies that the
four values in T1, T2, T3, T4 coincide. This is no longer the case for Q2-periodic functions
(as can be seen on Figure 3.3).

Remark 5 In the case of periodic homogenization of discrete systems, Meunier, Pantz and
Raoult [62] have given a nontrivial example for which Whom ≡ QW1 6≡W1.

3.4 Linearization of the asymptotic homogenization formula at
identity [GN]

In this section we address the question of the commutativity of homogenization and lin-
earization. Their commutativity would indeed drastically simplify the linearization of the
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homogenized integrand, since it would coincide with the homogenization of the “linearized”
integrand (which is a quadratic integrand). The difficulty comes again from the asymptotic
homogenization formula. In the case of a periodic integrand, if we linearize first and then
homogenize, the cell formula is enough. On the contrary, if we homogenize first, we need
to linearize an asymptotic formula. The key ingredient to prove the commutativity is the
quantitative rigidity estimate [37].

Let p ≥ 2. We consider a sequence of integral functionals Iεk : Lp(D) → [0,+∞] defined
by

Iεk(u) :=





ˆ

D

Wεk

(
x,∇u(x)

)
dx if u ∈ W 1,p(D,Rn),

+∞ otherwise.

(3.17)

where Wεk : D×Md → [0,+∞] is a Borel function. As it is common in finite elasticity, we
assume that Wεk is frame indifferent and minimal at identity. Moreover, we assume that
Wεk is non-degenerate and admits a quadratic expansion at identity with quadratic term
Qεk ; as a consequence, in situations when the deformation is close to a rigid-body motion,
say when |∇u− Id | ∼ h ≪ 1, we can accurately describe the functional Iεk (after scaling
by h−2) by the quadratic functional Eεk : L2(D) → [0,+∞] defined by

Eεk(u) :=





ˆ

D

Qεk

(
x,∇g(x)

)
dx if g(x) := h−1(u(x)− x), and u ∈ H1(D,Rn),

+∞ otherwise.

(3.18)
Since Qεk(·, Λ) genuinely only depends on the symmetric part of the strain gradient Λ,
the energy Eεk corresponds to linear elasticity. On the other hand, if Iεk has some specific
structure in space rescaled by εk (think of periodicity for instance), we may expect a
homogenization property to hold as εk vanishes, which justifies to replace the nonlinear
oscillating-in-space energy density (x, Λ) 7→ Wεk(x, Λ) by a nonlinear homogeneous-in-
space energy density Λ 7→ Whom(Λ) (or more generally by an energy density (x, Λ) 7→
W ∗(x, Λ) whose oscillations in x are independent of εk).

The case when Wεk is εkQ-periodic has been successfully treated by Müller and
Neukamm in [66]. In this section, we extend the commutation result to the general “com-
pact” case, and give an application of this result to the problem of the determination of
the Γ -closure.

3.4.1 Commutation of linearization and homogenization

We say that ρ is a modulus approximation if it is an increasing function from R+ to [0,+∞]
such that limh→0 ρ(h) = 0. We first precisely define the class of nonlinear integrands we
shall consider.
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Definition 14 For all α > 0 and every modulus of approximation ρ, we denote by Wα,ρ

the set of Borel functions W : Md → [0,+∞] which satisfy the following three properties:

W is frame indifferent, i.e. (W1)

W (RΛ) = W (Λ) for all Λ ∈ Md, R ∈ SOd;

W is non degenerate, i.e. (W2)

W (Λ) ≥ 1
α
dist2(Λ, SOd) for all Λ ∈ Md;

W is minimal at Id and admits the following quadratic expansion at Id: (W3)

sup
0<|G|≤δ

|W (Id+G)−Q(G)|
|G|2

≤ ρ(δ) for all δ > 0,

where Q : Md → [0,∞) is a quadratic form satisfying

0 ≤ Q(G) ≤ α|G|2 for all G ∈ Md.

For all 1 < p < +∞, we further denote by Wp
α,ρ the subset of the integrands of Wα,ρ which

satisfy in addition a standard growth condition (3.1). This set is not empty provided p ≥ 2.
In the following two remarks we make important observations on the link between the

assumptions on the nonlinear integrands and linear elasticity.

Remark 3.4. The energy densities of class Wα,ρ describe elastic materials with a single,
quadratic energy well at SOd. The minimality condition in (W3) implies that the reference
state Λ = Id is stress free. The combination of (W2) and (W3) might be interpreted as
a generalization of Hooke’s law to geometrically nonlinear material laws: for infinitesimal
small strains we expect a linear stress-strain relation. Indeed, in view of condition (W3)
the material law is sufficiently smooth to allow a linearization around the reference state.

Remark 3.5. Let W ∈ Wα,ρ and let Q denote the quadratic form associated withW through
(W3). Because of (W1) – (W3) the quadratic form Q generically satisfies conditions that
are common in linear elasticity; namely, the growth and ellipticity condition

∀G ∈ Md : 1
α′ |symG|2 ≤ Q(G) ≤ α′ |G|2 (Q1)

for some positive constant α′ that only depends on α, and

∀G ∈ Md : Q(skwG) = 0, (Q2)

where G = symG+ skwG is the decomposition of G into its symmetric 1/2(G+GT ) and
skew symmetric 1/2(G − GT ) parts. The property (Q2) follows from a Taylor expansion
of W at identity using (W3) and the fact that W (Λ) depends only on ΛTΛ by (W1). The
non-degeneracy condition (Q1) on the quadratic form is inherited from the non-degeneracy
condition (W2).

We may now define a class of linearized integrands:

Definition 15 We denote by Qα′ the set of non-negative quadratic forms Q : Md → R
+

satisfying (Q1) and (Q2).
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We denote by Wp
α,ρ(D × Md) and Qα(D × Md) the sets of Carathéodory integrands

such that for almost every x ∈ D, W (x, ·) ∈ Wp
α,ρ and Q(x, ·) ∈ Qα, respectively. Given

a sequence {Wεk}k of integrands in Wp
α,ρ(D × Md), we consider the sequence of inte-

gral functionals Iεk : Lp(D) → [0,+∞] defined by (3.17), and the associated sequence
Eεk : L2(D) → [0,+∞] of linearized functionals defined by (3.18). Likewise, for any
Carathéodory integrand W ∗, we consider the integral functional I∗ : Lp(D) → [0,+∞]
defined by

I∗(u) :=





ˆ

D

W ∗(x,∇u(x)
)
dx if u ∈ W 1,p(D,Rn),

+∞ otherwise.

(3.19)

If in addition W ∗ admits a quadratic expansion Q∗ ∈ Qα(D × Md), we consider the
linearized functional E∗ : L2(D) → [0,+∞] defined by

E∗(u) :=





ˆ

D

Q∗(x,∇g(x)
)
dx if g(x) := h−1(u(x)− x), and u ∈ H1(D,Rn),

+∞ otherwise.

(3.20)
The commutation result is then as follows:

Theorem 3.6. Let 2 ≤ p < +∞, {Wεk}k be a sequence of integrands in Wp
α,ρ(D ×Md),

and W ∗ be a Carathéodory integrand. Assume that the sequence Iεk defined in (3.17) Γ -
converges in Lp(D) to I∗ defined in (3.19). Then there exist positive constants α′, α′′, a
modulus of approximation ρ′ (all only depending on α and ρ), and Q∗ ∈ Qα′′(D × Md)
such that the following properties hold:

(a)W ∗ ∈ Wp
α′,ρ′(D ×Md) and the expansion

W ∗(x, Id+G) = Q∗(x,G) + o(|G|2)

holds for almost every x ∈ D and for all G ∈ Md;
(b) the sequence Eεk defined in (3.18) Γ -converges in L2(D) to E∗ defined in (3.20);
(c) the following diagram commutes

Gh,εk

(1)−−−→ Eεk

(2)

y
y(3)

G∗
h −−−→

(4)
E∗

where Gh,εk and G∗
h denote the functionals from H1

0 (D) to [0,+∞] defined as

Gh,ε(g) :=
1

h2
Iε(ϕId + hg), G∗

h(g) :=
1

h2
I∗(ϕId + hg);
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and (1),(4), and (2),(3) mean Γ -convergence in H1
0 (D) with respect to the strong topol-

ogy of L2(D) as h → 0 and εk → 0, respectively. Moreover, the families (Iε) and (Eε)
are equi-coercive w. r. t. weak convergence in H1

0 (D).

Note that the assumptions of this theorem are not restrictive in terms of Γ -convergence,
since any sequence Iεk Γ -converges to some integral functional I∗ up to extraction (by “Γ -
compactness”).

The proof of Theorem 3.6 mainly relies on an expansion result around Id for the function

Md ∋ Λ 7→WD(Λ) := lim
k→∞

{
inf

v∈H1
0 (D)

Iεk(ϕΛ + v)

}
(where ϕΛ(x) := Λx).

In particular, we have proved under the assumptions and notation of Theorem 3.6 that
∣∣WD(Id+G)− inf

v∈H1
0 (D)

E∗(ϕG + v)
∣∣

|G|2 ≤ |D|ρ′(|G|) (3.21)

for all G ∈ Md. The rest of the proof is standard and makes use of the characterization of
integral functionals by their minima [25]. The core of the work is the proof of (3.21). Let
us first proceed formally and fix G ∈ Md. We assume that there exists a doubly indexed
sequence vεk,h which is bounded in W 1,∞(D) and satisfies for all εk and h:

Iεk(ϕId+hG + hvεk,h) = inf
v∈H1

0 (D)
Iεk(ϕId+hG + v).

We then make a Taylor expansion of the l. h. s.:

Iεk(ϕId+hG + hvεk,h) = h2Eεk(ϕG + vεk,h) + o(h2)

≥ h2 inf
v∈H1

0 (D)
Eεk(ϕG + v) + o(h2)

where the remainder o(h2) is uniform in εk. Passing to the limit εk → 0, and using the
convergence of infimum problems together with the Γ -compactness of quadratic integral
functionals, this yields

WD(Id+hG) ≥ h2 inf
v∈H1

0 (D)
E∗(ϕG + v) + o(h2).

Conversely, let assume there exists a doubly indexed sequence uεk,h which is bounded in
W 1,∞(D) and satisfies for all εk and h:

Eεk(ϕG + uεk,h) = inf
v∈H1

0 (D)
Eεk(ϕG + v).

We then have by definition of uεk,h and vεk,h, and by a Taylor expansion,

Iεk(ϕId+hG + hvεk,h) ≤ Iεk(ϕId+hG + huεk,h)

= h2Eεk(ϕG + uεk,h) + o(h2)

= h2 inf
v∈H1

0 (D)
Eεk(ϕG + v) + o(h2).
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Taking the limit as εk → 0 then yields

WD(Id+hG) ≤ h2 inf
v∈H1

0 (D)
E∗(ϕG + v) + o(h2).

The combination of the two estimates shows that WD admits the desired Taylor expansion
at Λ = Id. To turn this into a rigorous argument we need to show that the remainders are
uniform in εk although the sequence vεk,h is not bounded in W 1,∞(D). The proof makes
use of three arguments:

• the non-degeneracy of Wεk combined with the rigidity estimate of [37] gives a uniform
control of vεk,h in H1

0 (D);
• Meyers’ estimates imply that uεk,h is uniformly bounded in W 1,q(D) for some q > 2;
• one may replace uεk,h by a Lipschitz function by a truncation argument of [37], and

quantitatively control the error on the integral functional using Meyers’ estimates.

3.4.2 Locality of the Γ -closure at identity

The problem of Γ -closure consists in characterizing all the energy densities which can be
reached by Γ -convergence starting from a composite made of a finite number of constituents
with prescribed volume fraction. In particular, the Γ -closure is said to be local in some
class of integrands if and only if any such “homogenized” energy density is the pointwise
limit of a sequence of homogenized energy densities obtained by periodic homogenization.
In the linear case, this property has been proved independently by Tartar in [85] and Lurie
and Cherkaev in [56]. The corresponding locality property of the G-closure for monotone
operators is due to Raitums in [78] (generalizing an unpublished work by Dal Maso and
Kohn). Related results of locality of the Γ -closure in the class of convex integrands can
be found in [2]. Yet, the local character of the Γ -closure is an open question in the class
of quasiconvex nonconvex integrands satisfying standard growth conditions. We focus here
on a smaller class. In particular, we consider energy densities which are frame indifferent,
non-degenerate, minimal at identity, admit a quadratic Taylor expansion at identity, and
satisfy standard growth conditions. Then, we show that for any F 7→ W ∗(F ) in the Γ -
closure of this set, there exists a sequence of periodic energy densities whose homogenized
energy densities have quadratic Taylor expansions arbitrary close to the Taylor expansion
of W ∗ at identity. This can be seen as a weak version of the local character of the Γ -closure
in this set at identity. Although quite restricted, this is the first such result for quasiconvex
nonconvex energy densities.

The notion of locality of the Γ -closure at identity is made precise in the following three
definitions.

Definition 16 Let 1 < p < ∞, {Wi}i∈{1,...,k} ∈ Wp
α, and θ ∈ [0, 1]k be such that∑k

i=1 θi = 1. We define the set of periodic homogenized energy densities associated with
{Wi, θi}i∈{1,...,k} as
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Pθ =

{
(Wχ)hom : Md → [0,+∞) : ∃χ ∈ L∞(Rd, {0, 1}k) such that

χ is Q-periodic with

ˆ

Q

χidy = θi

and (Wχ)hom is associated with Wχ : (y, Λ) 7→
k∑

i=1

Wi(Λ)χi(y) through (3.4)

}
,

and its closure for the pointwise convergence by

Gθ =
{
W ∗ : Md → [0,+∞) : there exists a sequence {(Wχl)hom}l∈N of Pθ

such that (Wχl)hom →W ∗ pointwise
}
.

Definition 17 Let 2 ≤ p <∞, {Wi}i∈{1,...,k} ∈ Wp
α,ρ, and θ ∈ [0, 1]k such that

∑k
i=1 θi = 1.

We define the set of periodic homogenized energy densities associated with {Wi, θi}i∈{1,...,k}
at identity as

P Id
θ =

{
W ∗ : Md → R : ∃(Wχ)hom ∈ Pθ

such that
∣∣W ∗(Id+G)− (Wχ)hom(Id+G)

∣∣ = o(|G|2)
}
,

and its closure:

GId
θ =

{
W ∗ : Md → R : there exists a sequence {(Wχl)hom}l∈N of Pθ

such that
∣∣W ∗(Id+G)− lim

l→∞
(Wχl)hom(Id+G)

∣∣ = o(|G|2)
}
.

Definition 18 Let 2 ≤ p < ∞, {Wi}i∈{1,...,k} ∈ Wp
α,ρ. We say that the Γ -closure of

{Wi}i∈{1,...,k} is local at identity if and only if for every sequence {χl}l∈N of L∞(D, {0, 1}k)
with

∑k
i=1 χ

l
i ≡ 1 and such that

• there exists θ ∈ L∞(D, [0, 1]k) such that χl converges weakly-* to θ in L∞(D, [0, 1]k),
• the functional Iχl : Lp(D) → [0,+∞] defined by

Iχl(u) :=





ˆ

D

∑

i=1k

Wi

(
∇u(x)

)
χl
i(x)dx if u ∈ W 1,p(D,Rn),

+∞ otherwise.

Γ -converges to the functional I∗ : Lp(D) → [0,+∞] defined by (3.19),
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one has
W ∗(x, ·) ∈ GId

θ(x)

for almost every x ∈ D.

The above definition is a weakened version of the standard definition of the locality of the
Γ -closure, which we have obtained by restricting the property of approximation by periodic
homogenized energy densities to a neighborhood of identity via a Taylor expansion. We
have:

Theorem 3.7. Let 2 ≤ p <∞ and {Wi}i∈{1,...,k} ∈ Wp
α,ρ, then the Γ -closure of {Wi}i∈{1,...,k}

is local at identity.

The proof of this result relies on the combination of the following three arguments:

• By an argument by Babadjian and Barchiesi [2] it is enough to prove the result in the
homogeneous case (that is when W ∗ does not depend on the space variable);

• Theorem 3.6 ensures that Wεk and W ∗ admit quadratic expansions with a quantitative
control of the error which is uniform in εk;

• The Γ -closure is local for quadratic functionals.

The locality of the Γ -closure for quadratic functionals then implies the locality of the Γ -
closure at identity for the nonlinear functionals by the uniform control of the validity of
the Taylor expansion.

3.5 Strong ellipticity and stochastic homogenization [Glo11a]

In Section 3.4 we have shown that linearization and stochastic homogenization commute at
identity for a specific class of integrands. As a by-product, this implies the strong ellipticity
of the homogenized integrand at identity. Indeed, the homogenized integrand admits a
Taylor expansion at identity whose quadratic part satisfies (Q1) & (Q2) by Theorem 3.6,
so that the quadratic form is strictly strongly elliptic (with ellipticity constant “1/α′′”).

To complement Section 3.4 we’d like to address the question of strong ellipticity at
any deformation gradient Λ ∈ Md. The new difficulty lies in the fact that (Q1) is not
necessarily satisfied any longer (which implies that the associated quadratic functional
is not necessarily convex). Our aim is to extend the analysis by Geymonat, Müller and
Triantafyllidis to the stochastic setting. In [38] crucial use is made of the Bloch transform
— which is a powerful tool for periodic problems. To treat the stochastic case, we need to
use a stochastic version of the Bloch transform which replaces periodicity by stationarity.
The stochastic Bloch transform we introduce is inspired by the work [75] by Papanicolaou
and Varadhan on explicit formulas in stochastic homogenization of linear elliptic equations.

The results and proofs are rather technical, and we’ve chosen to insist on the differences
between the stochastic and periodic Bloch transforms rather than introduce the reader to
the (very nice) arguments of [38].
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3.5.1 General framework

We consider an energy density W satisfying Hypothesis 2 for a discrete group of trans-
lations, cf. Remark 4. Theorem 19 ensures the existence of a deterministic homogenized
integrand Whom. As opposed to the linear case, this homogenized integrand is defined
through a sequence of minimization problems (3.6) and not by a corrector (whose exis-
tence is not known). Let us assume yet that such a corrector exists. Let Λ ∈ Md, and let
∇φ ∈ L∞(Rd ×Ω) be a stationary field such that almost surely

Whom(Λ) = lim
R→∞

 

QR

W (x, Λ+∇φ(x, ω), ω)dx,

=

〈
ˆ

Q

W (x,∇φ(x, ·), ·)dx
〉
.

In Section 3.4 we have proved that stochastic homogenization and linearization commute
at identity in some specific class of integrands. We will not prove such a definite result here,
but shall rather make assumptions which in turn imply the commutativity result. Yet the
validity of these assumptions remains open. Provided linearization and homogenization
commute, it makes sense to study the homogenization of the quadratic energy associated

with the fourth-order tensor L(x, ω) :=
∂2W

∂Λ2
(x, Λ + ∇φ(x, ω), ω), which is a stationary

field by assumption.

Although L is almost surely strictly strongly elliptic almost everywhere, it is not clear
whether, for any general open bounded domain D of Rd, the associated energy functional

u ∈ H1
0 (D) 7→

ˆ

D

∇u(x) · L(x, ω)∇u(x)dx

is coercive onH1
0 (D) or not. This is in contrast to the analysis of Section 3.4. In order for the

homogenization property to hold, a necessary and sufficient condition is the non-negativity
of the following ellipticity constant:

λ =

〈
inf

v∈C∞
0 (Rd)

´

Rd ∇v(x) · L(x, ·)∇v(x)dx
´

Rd |∇v(x)|2dx

〉
. (3.22)

By stationarity of L, the quantity inf
v∈C∞

0 (Rd)

´

Rd ∇v(x) · L(x, ·)∇v(x)dx
´

Rd |∇v(x)|2dx
is invariant by the

translation group {τz}z∈Zd so that it takes almost surely the value λ by ergodicity. The
proof that L can be homogenized provided λ ≥ 0 can be done following the argument
of [38] (for λ > 0, one may proceed classically, focus on the PDE, define a corrector and
use compensated compactness to prove homogenization, whereas for λ = 0 we proceed by
regularization and state the homogenization property solely as a Γ -convergence result).

In the next subsection we introduce a few other ellipticity constants which allow to
decide whether the homogenized fourth-order tensor Lhom is strictly strongly elliptic or
not.
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3.5.2 Stochastic Bloch transform and definition of ellipticity constants

In this subsection we assume that L : Rd × Ω → (Md)2 is a bounded random field of
fourth order tensors which is stationary for the discrete ergodic translation group {τz}z∈Zd

(in short, Zd-stationary). In order to study the “homogenizability” of integral functionals
associated with L, we focus on various ellipticity constants, next to the constant λ defined
in (3.22). To this aim we introduce some functional spaces. For every integer N ≥ 1, we
define the Hilbert space of N -stationary complex functions of H1

loc(R
d,Cd) as:

H1
N :=

{
v ∈ H1

loc(R
d, L2(Ω,Cd))

∣∣∣∣ v(x+Nz, ω) = v(x, τNzω) for all x ∈ R
d, z ∈ Z

d

}
,

endowed with the norm

‖v‖2H1
N

=

〈
ˆ

QN

(
v(x, ·)2 + |∇v(x, ·)|2

)
dx

〉
.

We extend the Euclidian scalar product to the Hermitian scalar product, that we still
denote by “ ·”. The link between stochastic Bloch waves and λ is encoded (as we shall see
below) in the following ellipticity constants

λ1 = inf





〈
´

Q
∇v · L∇v

〉

〈
´

Q
|∇v|2

〉
∣∣∣∣ v(x, ω) = eiγ·xp(x, ω), γ ∈ [0, 2π)d, p ∈ H1

1



 ,

λ2 = inf





〈
´

QN
∇v · L∇v

〉

〈
´

QN
|∇v|2

〉
∣∣∣∣N ≥ 1, v(x, ω) = eiγ·xp(x, ω), γ ∈ R

d, p ∈ H1
N



 ,

λ3 = inf





〈
´

QN
∇v · L∇v

〉

〈
´

QN
|∇v|2

〉
∣∣∣∣N ≥ 1, v ∈ H1

N



 ,

which indeed satisfy
λ = λ1 = λ2 = λ3. (3.23)

The definition of these ellipticity constants makes use of Bloch waves, which are random
fields of the form (x, ω) 7→ eiγ·xp(x, ω) with p stationary. The last three ellipticity contants
we need are defined as

λ4 = inf





〈
´

Q
(a⊗ b+∇v) · L(a⊗ b+∇v)

〉

〈
´

Q
|a⊗ b+∇v|2

〉
∣∣∣∣ a ∈ C

d, b ∈ R
d, v ∈ H1

1



 ,

λ5 = lim
γ→0

inf





〈
´

Q
∇v · L∇v

〉

〈
´

Q
|∇v|2

〉
∣∣∣∣ v(x, ω) = eiγ·xp(x, ω), p ∈ H1

N



 ,

λ6 = inf





〈
´

Q
∇v · L∇v

〉

〈
´

Q
|∇v|2

〉
∣∣∣∣ v ∈ H1

1



 ,
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and satisfy:
λ4 = λ5. (3.24)

The combination of (3.23) and (3.24) with the definitions of the ellipticity constants then
yields

λ = λ1 = λ2 = λ3 ≤ λ4 = λ5 ≤ λ6

since the two inequalities λ4 ≤ λ6 and λ5 ≥ λ2 are obvious.

Remark 6 In the periodic case, the corresponding ellipticity constants are recovered by
erasing the expectations, and replacing H1

N by H1
#(QN ,C

d).

Before we define the stochastic Bloch transform and turn to some elements of proof of
(3.23), let us give an interpretation of these ellipticity constants:

• λ measures the global coercivity of the nonhomogeneous tensor L. It can be computed
using smooth functions or equivalently using Bloch waves via λ1.

• λ4 = λ5 measures coercivity with respect to long-wavelength (γ → 0) perturbations or
equivalently with respect to shearing deformations (both modulo Z

d-stationary contri-
butions).

• λ6 measures coercivity with respect to Zd-stationary, possibly highly localized deforma-
tions.

The main result of the analysis is the following: let λhom be the best ellipticity constant
for the homogenized integrand Lhom (which exists whenever λ ≥ 0). Then, λhom ≥ λ4 and
λhom = 0 if λ4 = 0.

The structure of the proof of these results follows the string of arguments developed
in [38] provided we define a suitable Bloch wave transform. We illustrate this point by
proving the inequality λ ≥ λ1 in detail. This proof exemplifies very well the differences
between the periodic and stochastic cases, and the adaptations to pass from one to the
other.

Let D be an open bounded Lipschitz domain. We denote by C∞
D (Rd,Rd) the set of

smooth functions from Rd to Rd with support in D. For all v ∈ L2(Ω,C∞
D (Rd,Rd)) we

define the Bloch transform of v as follows: for all γ ∈ [0, 2π)d, ṽγ : Ω × Rd → Cd is given
by

ṽγ(x, ω) :=

ˆ

z∈Zd

e−iγ·zv(x+ z, τ−zω).

Since x 7→ v(x, ω) has support in D almost surely, the random field ṽγ is well-defined. The
interest of the Bloch transform is that it maps fields with compact support onto stationary
fields (up to a phase). Indeed, for all x ∈ Rd, y ∈ Zd, γ ∈ [0, 2π)d, and almost every ω ∈ Ω,
we have using the group property of {τz}z∈Zd

ṽγ(x+ y, ω) =

ˆ

z∈Zd

e−iγ·zv(x+ y + z, τ−zω)

= eiγ·y
ˆ

z∈Zd

e−iγ·(y+z)v(x+ y + z, τ−(y+z)τyω)

= eiγ·y ṽγ(x, τyω),
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so that v̂γ : (x, ω) 7→ e−iγ·xṽγ(x, ω) is a stationary field. This transform is a natural tool to
relate λ to λ1.

We have all the ingredients to prove that λ ≥ λ1. The starting point and crucial obser-
vation is that ergodicity allows us to use stationary functions to bound λ: for all r > 0,
there exists a stationary random field vr ∈ L2(Ω,C∞

0 (Rd,Rd)) such that

〈´
Rd ∇vr · L∇vr

〉
〈´

Rd |∇vr|2
〉 ≤ λ+ 1/r. (3.25)

Here comes the argument. For all L > 0, we let C∞
0,L(R

d,Rd) be the set of smooth functions
from R

d to R
d whose support has a diameter at most 2L (i. e. the support is contained in

some ball of radius L). Choose a sequence rk1 → 0 and a sequence Lk2 → ∞. Since the
random variable

inf
v∈C∞

0,L(Rd,Rd)

´

Rd ∇v(x) · L(x, ·)∇v(x)dx
´

Rd |∇v(x)|2dx
is Zd-invariant, it is deterministic (up to a negligible set of events), and there exists a
set of events of full measure Ω1 such that for all k1 and k2 there exists a stationary field
wk1,k2 ∈ L2(Ω,C∞

0,Lk2
(Rd,Rd)) such that for all ω ∈ Ω1

inf
v∈C∞

0,Lk2
(Rd,Rd)

´

Rd ∇v(x) · L(x, ω)∇v(x)dx
´

Rd |∇v(x)|2dx
≥
〈´

Rd ∇wk1,k2 · L∇wk1,k2
´

Rd |∇wk1,k2|2
〉
− rk1/2.

Likewise, there exists a set of events of full measure Ω2 such that for all k1 and all ω ∈ Ω2

there exists wk1 ∈ C∞
0 (Rd,Rd) such that

´

Rd ∇wk1(x) · L(x, ω)∇wk1(x)dx
´

Rd |∇wk1(x)|2dx
≤ λ+ rk1/2.

Since Ω1 ∩ Ω2 has full measure, there exists ω ∈ Ω such that for all k1, if we choose k2
large enough such that wk1 ∈ C∞

0,Lk2
(Rd,Rd). We then have

λ+ rk1/2 ≥
´

Rd ∇wk1(x) · L(x, ω)∇wk1(x)dx
´

Rd |∇wk1(x)|2dx

≥ inf
v∈C∞

0,Lk2
(Rd,Rd)

´

Rd ∇v(x) · L(x, ω)∇v(x)dx
´

Rd |∇v(x)|2dx

≥
〈´

Rd ∇wk1,k2 · L∇wk1,k2
´

Rd |∇wk1,k2|2
〉
− rk1/2,

which yields the desired estimate (3.25). Without loss of generality we assume that〈´
Rd |∇vr|2

〉
= 1.

By ergodicity, (3.25) implies that almost surely
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´

Rd ∇vr · L∇vr
´

Rd |∇vr|2
≤ λ+ 1/r.

In order to use the Bloch transform we need the support of vr to be included in a single
open bounded set for almost every ω ∈ Ω. This is incompatible with stationarity, and we
have to truncate the field vr: for all R > 0 let QR = (−R/2, R/2)d, and define vr,R ∈
L2(Ω,C∞

QR
(Rd,Rd)) by

vr,R(x, ω) := vr(x, ω)× ρ(x/R),

where ρ is a smooth cut-off function with support in (−1/2, 1/2)d. For all γ ∈ [0, 2π)d,
we consider the Bloch transform ṽr,R,γ of vr,R. Let Q∗ = [0, 2π)d. We then have for almost
every ω ∈ Ω:

ˆ

Q

ˆ

Q∗
∇ṽr,R,γ(x, ω) · L(x, ω)∇ṽr,R,γ(x, ω)dγdx

=

ˆ

Q

ˆ

z∈Zd

ˆ

z′∈Zd

ˆ

Q∗
e−iγ·(z−z′)∇vr,R(x+ z, τ−zω) · L(x, ω)∇vr,R(x+ z′, τ−z′ω)dγdx

= (2π)d
ˆ

Q

ˆ

z∈Zd

∇vr,R(x+ z, τ−zω) · L(x, ω)∇vr,R(x+ z, τ−zω)dx

= (2π)d
ˆ

Q

ˆ

z∈Zd

∇vr,R(x+ z, τ−zω) · L(x+ z, τ−zω)∇vr,R(x+ z, τ−zω)dx,

using that
´

Q∗ e
−iγ·(z−z′)dγ = (2π)dδzz′, and the stationarity of L. Since the translation

group is measure preserving, the expectation of this identity turns into
〈
ˆ

Q

ˆ

Q∗
∇ṽr,R,γ(x, ω) · L(x, ω)∇ṽr,R,γ(x, ω)dγdx

〉

= (2π)d
〈
ˆ

Q

ˆ

z∈Zd

∇vr,R(x+ z, ω) · L(x+ z, ω)∇vr,R(x+ z, ω)dx

〉

= (2π)d
〈
ˆ

Rd

∇vr,R · L∇vr,R
〉
.

Likewise, 〈
ˆ

Q

ˆ

Q∗
|∇ṽr,R,γ(x, ω)|2dγdx

〉
= (2π)d

〈
ˆ

Rd

|∇vr,R|2
〉
.

By definition of λ1 and Fubini’s theorem, since for all γ ∈ [0, 2π)d, ṽr,R,γ(x, ω) =
eiγ·xv̂r,R,γ(x, ω) with v̂r,R,γ ∈ H1

1, we have

ˆ

Q∗

〈
ˆ

Q

∇ṽr,R,γ(x, ω) · L(x, ω)∇ṽr,R,γ(x, ω)dx

〉
dγ ≥ λ1

ˆ

Q∗

〈
ˆ

Q

|∇ṽr,R,γ(x, ω)|2dx
〉
dγ,

so that 〈
ˆ

Rd

∇vr,R · L∇vr,R
〉

≥ λ1

〈
ˆ

Rd

|∇vr,R|2
〉
.
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For almost every ω ∈ Ω, vr(·, ω) has compact support in Rd and L is bounded. Hence the
Lebesgue dominated convergence theorem ensures that

lim
R→∞

ˆ

Rd

∇vr,R · L∇vr,R =

ˆ

Rd

∇vr · L∇vr

lim
R→∞

ˆ

Rd

|∇vr,R|2 =
ˆ

Rd

|∇vr|2

almost surely. Since
´

Rd |∇vr|2 = 1 and L is bounded,
´

Rd ∇vr,R · L∇vr,R and
´

Rd |∇vr,R|2
are bounded uniformly in R and ω. Another use of the Lebesgue dominated convergence
theorem finally yields

〈
ˆ

Rd

∇vr · L∇vr
〉

≥ λ1

〈
ˆ

Rd

|∇vr|2
〉
,

from which we deduce
λ+ 1/r ≥ λ1,

and therefore the desired inequality λ ≥ λ1 by the arbitrariness of r.

3.5.3 Application to nonlinear problems

Recall that W satisfies Hypothesis 2 for a discrete group of translation (see Remark 4), so
that Theorem 19 ensures the existence of a deterministic homogenized integrand Whom. In
this subsection we’d like to apply the analysis sketched above for linear problems to this
nonlinear case. To this aim we need linearization and homogenization to commute, which
we ensure by the following assumption. Let Λ ∈ Md be fixed.

Hypothesis 3 There exists t0 > 0 such that for all 0 ≤ t ≤ t0 and all H = a × b ∈ Md

with |H| = 1, there exists a stationary field ∇φΛ+tH ∈ L∞(Rd ×Ω) which satisfies

Whom(Λ+ tH) = lim
R→∞

 

QR

W (x, Λ+ tH +∇φΛ+tH(x, ω), ω)dx (3.26)

almost surely, and such that

‖∇φΛ+tH −∇φΛ+tH‖L∞(Rd×Ω) ≤ r(t) (3.27)

where r(t) → 0 as t→ 0.

Equation (3.26) states that there exists a corrector whose gradient is stationary (which is
not known a priori since Whom is only defined using the subadditive ergodic theorem, and
not using the corrector equation), while (3.27) requires that no discontinuous bifurcation
of correctors occurs. To prove the validity of these assumptions remains an open problem
in any framework which makes sense (even in the case of stochastic homogenization of
discrete linear elliptic equations with i. i. d. coefficients !).
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Under this assumption, the linearized elasticity tensor is defined by

LΛ(x, ω) :=
∂2W

∂Λ2
(x, Λ+∇φΛ(x, ω), ω),

and the homogenized Piola stress tensor by

Πhom(Λ) := lim
R→∞

 

QR

∂W

∂Λ
(x, Λ+ tH +∇φΛ+tH(x, ω), ω)dx.

Note that the limit exists almost surely and is deterministic by the ergodic theorem since
the integrand is Zd-stationary. We may then define the associated ellipticity constants λ(Λ),
λ4(Λ), and λ6(Λ). Provided λ(Λ) ≥ 0, LΛ can be homogenized and we denote by Lhom(Λ)
the homogenized elasticity tensor.

The main result of this section is the following (partial) characterization of the strong
ellipticity of Whom at Λ:

Theorem 22 Let 1 < p < +∞. Assume that W satisfies Hypotheses 2 (for a discrete
translation group) and 3, that for almost every x ∈ Rd and ω ∈ Ω the function F 7→
W (x, F, ω) is three times continuously differentiable on Md and that it satisfies for almost
every x ∈ Rd, ω ∈ Ω and all F ∈ Md,

∣∣∣∣
∂W

∂F
(x, F, ω)

∣∣∣∣ ≤ C(1 + |F |p−1),

∣∣∣∣
∂W

∂F
(x, F, ω)

∣∣∣∣ ≤ h(F ),

for some constant C > 0 and some locally bounded function h.

(i) If λ4(Λ) > 0, then for all H = a⊗ b ∈ Md with |H| = 1,

Whom(Λ+ tH) = Whom(Λ) +Πhom(Λ) ·Ht+
t2

2
H · Lhom(Λ)H + o(t2)

as t→ 0 (and H · LhomH ≥ λ4(Λ)).
(ii) If λ4(Λ) = 0 and λ6(Λ) > 0, then there exists H = a⊗ b ∈ Md with |H| = 1 such that

Whom(Λ+ tH) = Whom(Λ) +Πhom(Λ) ·Ht+ o(t2)

as t→ 0.

This theorem shows that Whom is strictly strongly elliptic at Λ in the case (i), and loses
strong ellipticity in the case (ii). As in [38], we also have results when λ6(Λ) = 0, but
they are less complete. The proof of this theorem is a direct adaptation of the proof of [38]
provided we have the stochastic linear theory of Subsection 3.5.2.
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3.6 Perspectives

The following three problems are in the continuation of the results of this section:

• are there nontrivial cases for which the cell integrand coincides with the homogenized
integrand in the periodic case ?

• homogenization of one-dimensional elasto-dynamics;
• homogenization of polyconvex energy densities which do not satisfy the standard growth

condition from above.

Again, the difficulty to deal with periodic homogenization in nonlinear elasticity partly
comes from the asymptotic character of the homogenization formula (3.4). We’ve seen
that, in general, the quasiconvex envelope of the cell integrand does not coincide with the
homogenized integrand. This does not preclude the existence of interesting cases for which
Whom ≡ Wcell. The asymptotic formula does not reduce to the unitary cell formula in
general due to nonconvexity. The simplest nontrivial such energy density we can consider
splits into two parts: a homogeneous nonconvex part, and a heterogeneous convex part.
For d = n = 2, a typical example is

W (x, Λ) := a(x)|Λ|4 + f(detΛ),

with f convex, non-negative, and at most quadratic at infinity, and 0 < α ≤ a(x) ≤ β <∞
a Q-periodic function. The precise question is: prove or disprove that Wcell ≡Whom in this
case. Note that all the known counterexamples to the equality Wcell = Whom (Section 3.3
and [2, 64]) crucially rely on the nonconvexity of the heterogeneous part of the energy
density. A related question will appear Subsection 4.5.3.

The homogenization of scalar hyperbolic equations has been treated by Dalibard [27]
using a kinetic formulation. Since there also exists a kinetic formulation for one-dimensional
elastodynamics [77], one may hope to successfully combine the two approaches to homog-
enize the system of one-dimensional elasto-dynamics of hyperelastic materials.

The last mentioned open question is related to the treatment of the volumetric term in
nonlinear elasticity. A standard requirement in hyperelasticity is the blow up of the energy
density when the determinant of the deformation gradient tends to zero. This models the
fact that one has to pay an infinite amount of energy to compress a piece of material to
a point. This behavior is incompatible with the standard growth condition from above in
(3.1). In his fundamental contribution [5] Ball has shown that integral functionals whose
integrands are polyconvex are lower semi-continuous for the weak topology of W 1,p(D)
and may satisfy the desired physical behavior in compression, which has allowed him to
obtain general existence results in nonlinear elasticity. Yet polyconvexity can be lost by
homogenization [6, 14] (even if W (x, ·) is polyconvex for almost every x ∈ Q, the asso-
ciated homogenized integrand Whom may be quasiconvex but not polyconvex), so that it
is not clear whether polyconvexity is the best notion to start with at this stage. There
are at least two approaches to prove the periodic homogenization result of Theorem 18:
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the abstract approach by Braides [13] which relies on the growth condition (it uses in-
tegral representation results whose proofs crucially rely on the growth condition), and a
more direct approach by Müller [64] for which the growth condition from above is not
that relevant (in particular Müller extends homogenization results to the case of convex
integrands which do not satisfy the standard growth condition from above). The difficulty
to prove the homogenization result for general polyconvex integrands is the construction
of the recovery sequence. A crucial density result was obtained recently [43] for d = n = 2
by Iwaniec, Kovalev, and Onninen. This result could be used to complete the proof of the
homogenization of general polyconvex integrands for d = n = 2 when Dirichlet boundary
conditions are considered.





4

Homogenization of discrete systems and derivation of

rubber elasticity

In his review paper on open problems in elasticity [4], Ball mentions the issue of establishing
the status of nonlinear elasticity theory for rubber with respect to the point of view of
polymer physics. The aim of this chapter is to fill (part of) this gap.

We start with the derivation of a model at the level of the polymer chain network from
a full statistical mechanics description. This model is derived using heuristic arguments
only. A crucial geometric object is the network, which we assume to be given by an ergodic
random point set.

In the second section, we turn to the core of the analysis: we let the typical size of
the polymer chains go to zero, and rigorously derive a continuous model using a discrete
stochastic homogenization process. The integral functional obtained at the limit is proved
to satisfy several typical requirements of nonlinear elasticity models (such as hyperelasticity,
frame-invariance, isotropy, minimality at identity, etc.). The homogenized integrand is given
by an asymptotic homogenization formula.

In the third section we make the model more specific by considering a particular example
of random point set, the so-called random parking measure. This point set has the property
to be ergodic and statistically isotropic (which implies the isotropy of the homogenized
model).

In the fourth section we turn to the numerical approximation of the homogenized model.
We propose and test a numerical method to approximate the random parking measure,
and the asymptotic homogenization formula. This allows to compare this homogenized
model to the popular mechanical experiments by Treloar, and show they are in very good
agreement.

In the fifth section we address the issue of strong ellipticity. Rubber is usually a strictly
strongly elliptic material. It is therefore to be expected that the discrete homogenization
process yields such a property. We show that the specific form of the polymer chain free
energies plays an important role for the strong ellipticity of the homogenized integrand.

The aim of the last section is to construct an analytical approximation of the homog-
enized energy density. We devise a numerical procedure to approximate the homogenized
energy density in a subclass of Ogden materials. The excellent adequacy between the ho-
mogenized energy density and its analytical approximation shows the capability of standard
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energy densities used in the mechanical community to correctly fit the models obtained by
discrete homogenization.

In this chapter we go from polymer physics to Ogden laws, using modeling, analysis,
and numerical simulations.

4.1 A discrete model for rubber [GLTV]

We consider a macroscopic sample of natural rubber D, whose boundary is linearly de-
formed through the map x 7→ Λ · x, Λ ∈ M3

+. The sample is made of a network of cross-
linked polymer chains. The cross-links are assumed to be permanent. In this first (rough)
model, we neglect entanglements, that is, we neglect topological constraints (this will be
made clear in the definition of the network). Each polymer chain is itself made of a given
number of monomers: the energy of a chain for a given configuration is obtained through
the probability density of a random walk (see for instance [50], [86]). We assume that each
monomer is surrounded by a fixed volume (from which other monomers are excluded), and
that the network of chains is packed and almost incompressible. This assumption adds a
volumetric term to the energy which depends on the configuration of the network. This
volumetric term accounts for the interaction between the chains (which does not appear
in the energy of one single chain). Note that the relevant scale associated with this contri-
bution is much smaller than the one corresponding to the contribution associated with the
random walk variable.

A polymer chain network is parametrized as follows: we denote by u the positions of the
cross-links, and by s = {si} the positions of the monomers of the chain i. The Hamiltonian
of the system can be split into two parts:

H(u, s) = Hvol(u, s) +
∑

i

Hi(u, si).

The first part Hvol(u, s) is the volumetric energy of the network, which models the interac-
tions between the chains, whereas the second part Hi(u, si) is the energy of each chain as
if it were isolated (and for which u prescribes the end-to-end vector, and si describes the
positions of the monomers constituting the chain).

At finite temperature β = 1
kBT

, the Gibbs distribution yields the following formula for
the free energy of a given deformed network:

F (Λ,D) = − 1

β
lnZ

= − 1

β
ln

[
ˆ

U

ˆ

∏
Si(u)

exp

(
−βHvol(u, s)−

∑

i

βHi(u, si)

)
du
∏

i

dsi

]
,

where Z is the partition function, U is the set of admissible positions of the cross-links (sat-
isfying the constraint on the boundary), and Si(u) denotes the set of admissible positions
of the monomers composing the chain i whose head and tail are prescribed by u.
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This free energy is far from being explicit. However, it is possible to further simplify the
problem and still capture some interesting features. We present a heuristic reasoning which
leads to the decoupling of the si variables. We first assume that Hvol(u, s) = Hvol(u) only
depends on u and not on s, which amounts to replacing the excluded volume constraint
around monomers by an excluded volume constraint between cross-links. Note that this
is a rather strong assumption whose effect is to make chains interact via their cross-links
only: this decouples the variables si from one another. We may then rewrite the free energy
as follows:

F (Λ,D) = − 1

β
ln

[
ˆ

U

exp

(
− βHvol(u)

+β
∑

i

1

β
ln
[ˆ

Si(u)

exp
(
− βHi(u, si)

)
dsi

])
du

]
.

We thus have the following effective Hamiltonian:

HΛ(u, β) := Hvol(u)−
∑

i

1

β
ln
[ˆ

Si(u)

exp
(
− βHi(u, si)

)
dsi

]
. (4.1)

We then make the strong assumption that one can replace the integration on U by taking
the infimum. This amounts to treating the cross-links at zero temperature and all the other
monomers at finite temperature. We are thus lead to

F (Λ,D)

|D| ≃ infuHΛ(u, β)

|D| . (4.2)

In terms of orders of magnitude, recall that polymer chains are typically 100nm long
whereas the macroscopic sample is of the order of the cm, which yields a factor 105. Hence,
provided D is a macroscopic sample, (4.2) will be close to the “thermodynamic limit”

WV(Λ) := lim
|D|→∞

F (Λ,D)

|D| , (4.3)

where D properly invades R3 (see for instance [80]). For such a limit to exist, the network
of polymer chains should have some ergodic property: either the network has some peri-
odic structure (yet we are not dealing with crystals), or the network should yield spatial
decorrelations (in a statistical or stochastic framework) — although other less physically
relevant properties could also be considered stricto sensu.

Such a limiting process is addressed in the following section.

4.2 Homogenization of discrete systems on stochastic lattices
[ACG]

In this section we introduce a general framework which covers the discrete model for
rubber and which is suitable for the analysis. In particular, we first make precise what
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a discrete network is by the use of stochastic lattices — or more precisely random point
sets. We then introduce a “discrete” functional, and prove a homogenization result in the
spirit of Theorem 19. We then study the properties satisfied by the homogenized integrand
associated with the network-based model for rubber. The details on how to make the
network-based model enter this framework will be given in Section 4.4.

4.2.1 Stochastic lattices

Definition 19 Let Σ ⊂ Rd be a locally finite set of points. We say that Σ is general if no
d+ 1 points lie in the same hyperplane and if no d+ 2 points lie in the same hypersphere.

Definition 20 Let 0 < ρ1 ≤ ρ2 ≤ ∞. Given D ⊂ Rd, suppose Σ is a subset of D. Then
Σ is said to be (ρ1, ρ2)-admissible in D iff for all x 6= y ∈ Σ, |x − y| ≥ ρ1, and for all
z ∈ D, B(z, ρ2) ∩ Σ 6= ∅, where B(z, ρ2) denotes the open ball centred in z of radius ρ2
(and B(z,∞) := Rd)). The set of (ρ1, ρ2)-admissible point sets in Rd is denoted by Aρ1,ρ2.

In other words, an admissible point set in D is one which satisfies the hard-core and non-
empty space conditions. We shall sometimes write simply ‘admissible’ for ‘admissible in
Rd’.

Definition 21 A random subset L of Rd is called a point process. We say that a point
process L in Rd is isotropic if the distribution of L and of RL are the same for every
rotation R ∈ SOd.

Let 0 < ρ1. Suppose Σ ∈ Aρ1,∞. If Σ is general and its convex hull has strictly positive
d-Lebesgue measure, then there is a unique Delaunay triangulation of the convex hull
of Σ, by simplices with edges given by the edges of the Delaunay graph of Σ (see [30]
for Delaunay triangulations of R

d, and for instance [35] for Delaunay triangulations of
a bounded domain). If Σ is not general, there exists a possibly non-unique Delaunay
triangulation of the convex hull of Σ.

4.2.2 Discrete homogenization result

Recall that d and n are dimensions. Let 0 < ρ1 < ρ2 <∞. Suppose Σ ∈ Aρ1,ρ2. Let T (Σ)
denote a Delaunay triangulation of the convex hull of Σ, chosen by some deterministic rule
if the Delaunay triangulation is not unique. We denote by N (Σ) the associated neighbour
pairs, that is, those unordered pairs of points {x, y} such that (x, y) is an edge of T :=
T (Σ). For all ε > 0 and for every Lipschitz bounded domain D of Rd, this allows us to
uniquely define a space of continuous piecewise-affine functions SD

ε (Σ) on D ∩ εΣ:

S
D
ε (Σ) := {u ∈ C0(D,Rn)

∣∣∀T ∈ T (Σ), with εT ∩D 6= ∅, u|εT∩D is affine}, (4.4)

From now on, we identify u : εL ∩D → Rn with its class of piecewise-affine interpolations
(still denoted by u) in SD

ε (Σ) ⊂W 1,∞(D,Rn). Note that the extension of u : εL∩D → Rn

to D\∪T∈T ,T⊂DT is not uniquely defined — as we shall see, the energy under consideration

does not depend on the extension. In order to define an energy functional on the set SD
ε (Σ),

we first introduce the following energy functions:
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Definition 22 Let p > 1. We denote by Up the subset of functions fnn of C0(Rd ×
Rn, [0,+∞)) for which there exists C > 0 such that, for all z ∈ Rd and s ∈ Rn,

1

C
|s|p − C ≤ fnn(z, s) ≤ C(|s|p + 1). (4.5)

We denote by Vp the subset of functions Wvol of C0(Md×n, [0,+∞)) for which there exists
C > 0 such that for all Λ ∈ Md×n,

Wvol(Λ) ≤ C(|Λ|p + 1). (4.6)

Let p > 1 and fnn ∈ Up,Wvol ∈ Vp. For all u ∈ Lp(D,Rn) we define the energy of the
network defined by u by

FD
ε (Σ, u) :=

{
FD
nn,ε(Σ, u) + FD

vol,ε(Σ, u) if u ∈ S
D
ε (Σ),

+∞ otherwise,
(4.7)

where (with D denoting the closure of D) we have set

FD
nn,ε(Σ, u) =

∑

(x, y) ∈ N (Σ)
[εx, εy] ⊂ D

εdfnn

(
y − x,

u(εy)− u(εx)

ε|y − x|

)
, (4.8)

and

FD
vol,ε(Σ, u) =

∑

T ∈ T (Σ)
T ⊂ Dε−1

εd|T |Wvol(∇u|εT ). (4.9)

As announced, if u1, u2 ∈ SD
ε (Σ) are such that u1 = u2 on ∪T∈T ,T⊂ε−1DεT , then

FD
ε (Σ, u1) = FD

ε (Σ, u2).
Recall d∞ denotes the distance of the supremum in Rd. The following Γ -convergence

(or discrete homogenization) result holds

Theorem 23 Let 0 < ρ1 < ρ2 < ∞, let 1 < p < ∞, and let D be a bounded Lipschitz
domain of Rd. Let L be a stationary and ergodic point process in Aρ1,ρ2, which is almost
surely general. Let fnn and Wvol be of class Up and Vp, respectively. Let FD

ε (L) be the
energy functional given by (4.7). Then for every sequence εk → 0, the functionals FD

εk
(L)

Γ -converge to the deterministic integral functional FD
hom : Lp(D,Rn) → [0,+∞] defined by

FD
hom(u) :=





ˆ

D

Whom(∇u(x))dx if u ∈ W 1,p(D,Rn),

+∞ otherwise.
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where Whom : Md×n → [0,+∞) is a deterministic quasiconvex function which depends only
on fnn, Wvol, and on the point process, and which satisfies a standard growth condition (3.1)
of order p. In addition it satisfies the following asymptotic homogenization formula almost
surely:

Whom(Λ) = lim
R→∞

1

|QR|
inf
u

{
FQR
1 (L, u)

∣∣∣∣ u ∈ S
QR
1 (L) such that u(x) = Λ · x

if x ∈ L ∩QR and d∞(x, ∂QR) ≤ 2ρ2

}
. (4.10)

Theorem 23 is a particular case of a more general theorem (see [ACG]) which covers
not only nearest-neighbour interactions but also long-range (yet integrable) interactions.
The structure of the proof of this result is standard and follows the abstract approach used
by Marcellini [58], by Braides [13, 15], and by Dal Maso and Modica [26] to prove homog-
enization results for integral functionals. This approach has been adapted by Alicandro
and Cicalese [1] to treat the homogenization of discrete systems on periodic lattices (i. e.
Σ = Z

d).

In the present stochastic setting it consists in four steps:

Step 1 Prove a so-called Γ -compactness result for functionals defined on sets (say Lipschitz
domains) and functions;

Step 2 Prove that any Γ -limit is the restriction of a Borel function by the De Giorgi-Letta
criteria;

Step 3 Using the Buttazzo-Dal Maso characterization of integral functionals, prove that any
Γ -limit is an integral functional (on some Sobolev space) associated with a quasiconvex
integrand;

Step 4 Conclude that the integrand is deterministic and homogeneous in space by a suitable
use of the subadditive ergodic theorem and the characterization of integral functionals
by their minima.

The structure of the proof is quite clear and essentially dates back to Dal Maso and
Modica [26]. The central achievement of the proof of Theorem 23 lies in its level of techni-
cality.

4.2.3 Qualitative properties

Once we have proved the existence of a homogenized model, one may try to identify
the (mechanical) properties satisfied by the homogenized integrand. We now restrict the
analysis to nonlinear elasticity and set d = n. Properties of interest include:

• hyperelasticity,
• frame-invariance,
• isotropy,
• blow up of the integrand Whom(Λk) when detΛk → 0+,
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• strong ellipticity of Whom.

In this section we address the first three properties. The blow up property will be
touched upon in Section 4.7 whereas Section 4.5 is precisely dedicated to the issue of
strong ellipticity.

Hyperelasticity is obvious since the “homogenized material” is chacterized by an energy
which is the integral of an energy density depending locally on the strain gradient.

We also have the following two results:

Theorem 24 In addition to the assumptions of Theorem 23, let us assume that there exists
f̃nn : Rd × [0,+∞) → [0,+∞) such that

for all z1, z2 ∈ R
d, fnn(z1, z2) = f̃nn(z1, |z2|),

for all Λ ∈ Md,R ∈ SOd, Wvol(RΛ) = Wvol(Λ).

Then the energy density Whom is frame-invariant: for all Λ ∈ Md and R ∈ SOd,

Whom(RΛ) =Whom(Λ).

Theorem 25 In addition to the assumptions of Theorem 23, let us assume that the point
process L is isotropic and that there exists f̄nn : [0,+∞)× Rd → [0,+∞) such that

for all z1, z2 ∈ Rd, fnn(z1, z2) = f̄nn(|z1|, z2),
for all Λ ∈ Md,R ∈ SOd, Wvol(ΛR) = Wvol(Λ).

Then the energy density Whom is isotropic: for all Λ ∈ Md and R ∈ SOd,

Whom(ΛR) =Whom(Λ).

Note that if L = Z
d, the associated homogenized integrand cannot be isotropic. What

is not clear a priori is whether stationary ergodic isotropic point processes in Aρ1,ρ2 do
indeed exist !

4.3 Existence of isotropic stochastic lattices and approximation
result [GP]

In this section we show that the so-called random parking measure studied by Penrose [76]
is a stationary ergodic isotropic point process in Aρ1,ρ2 (for some suitable 0 < ρ1 < ρ2).
In addition this point process can be easily approximated on bounded domains QR, and
these approximations can be used in (4.10) in place of L (the convergence holding almost
surely as well).
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4.3.1 Random parking measure

Rényi’s model of random parking (also known as random sequential adsorption or random
sequential packing), is defined in d dimensions as follows. A parameter ρ0 > 0 is specified,
and open balls of radius ρ0 (say B1,R, B2,R, . . . ) arrive sequentially and uniformly at random
in the d-dimensional cube QR, R > 2ρ0. The first ball is packed. And recursively, an
incoming ball is accepted if it does not overlap the balls that are already packed. Since QR is
bounded, this process stops after a finite number of arrivals almost surely. We denote by ξR

the point process associated with the centers of the packed balls in QR. Penrose [76] proved
that the random parking measure ξR in QR weakly converges in the sense of measures to
a measure ξ in Rd, called the random parking measure in Rd.

We first quickly recall the graphical construction of the random parking measure ξA in
some Borel set A ⊂ Rd, as introduced by Penrose [76]. Let P be a homogeneous Poisson
process of unit intensity in Rd ×R+. An oriented graph is a special kind of directed graph
in which there is no pair of vertices {x, y} for which both (x, y) and (y, x) are included as
directed edges. We shall say that x is a parent of y and y is an offspring of x if there is
an oriented edge from x to y. By a root of an oriented graph we mean a vertex with no
parent.

The graphical construction goes as follows. Let ρ0 > 0 and let B denote the Euclidean
ball in Rd of radius ρ0 centred at the origin. Make the points of the Poisson process P
on Rd × R+ into the vertices of an infinite oriented graph, denoted by G, by putting in
an oriented edge (X, T ) → (X ′, T ′) whenever (X ′ + B) ∩ (X + B) 6= ∅ and T < T ′. For
completeness we also put an edge (X, T ) → (X ′, T ′) whenever (X ′+B)∩(X+B) 6= ∅, T =
T ′, and X precedes X ′ in the lexicographical order — although in practice the probability
that P generates such an edge is zero. It can be useful to think of the oriented graph as
representing the spread of an “epidemic” through space over time; each time an individual
is “born” at a Poisson point in space-time, it becomes (and stays) infected if there is an
earlier infected point nearby in space (in the sense that the translates of B centred at the
two points overlap). This graph determines which items have to be accepted.

For (X, T ) ∈ P, let C(X,T ) (the “cluster at (X, T )”) be the (random) set of ancestors of
(X, T ), that is, the set of (Y, U) ∈ P such that there is an oriented path in G from (Y, U)
to (X, T ). As shown in [76, Corollary 3.1], the “cluster” C(X,T ) is finite for (X, T ) ∈ P with
probability 1. It represents the set of all items that can potentially affect the acceptance
status of the incoming particle represented by the Poisson point (X, T ). The method of
recontructing the set of accepted items from the graph G goes as follows. Let A ⊂ Rd be a
(possibly unbounded) Borel set, and let PA denote the set P ∩ (A × R+), i. e. the set of
Poisson points that lie in A×R+. Let G|A denote the restriction of G to the vertex set PA.
Recursively define subsets Fi(A), Gi(A), Hi(A) of A, i = 1, 2, 3, . . . as follows. Let F1(A) be
the set of roots of the oriented graph G|A, and let G1(A) be the set of offspring of roots. Set
H1(A) = F1(A)∪G1(A). For the next step, remove the set H1(A) from the vertex set, and
define F2(A) and G2(A) the same way; so F2(A) is the set of roots of the restriction of G to
vertices in PA\H1(A), and G2(A) is the set of vertices in PA\H1(A) which are offsprings of
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F2(A). Set H2(A) = F2(A)∪G2(A), remove the set H2(A) from PA \H1(A), and repeat the
process to obtain F3(A), G3(A), H3(A). Continuing ad infinitum gives us subsets Fi(A),
Gi(A) of PA defined for i = 1, 2, 3, . . . . These sets are disjoint by construction. In the case
when A = Rd, we drop the reference to A and use the abbreviation Fi and Gi for Fi(R

d)
and Gi(R

d).

As proved in [76, Lemma 3.2], for every bounded nonnull Borel set A in R
d, the sets

F1(A), G1(A), F2(A), G2(A), . . . form a partition of PA, and F1, G1, F2, G2, . . . form a
partition of P with probability 1. In addition, the random parking measure ξA in A is given
by the projection of the union ∪∞

i=1Fi(A) on Rd. Likewise, the random parking measure ξ
in Rd is given by the projection of the union ∪∞

i=1Fi on Rd. As shown in [76, Theorem 2.2],
ξA weakly converges in the sense of measures to ξ as A tends to R

d.

The random parking measure ξ satisfies the following properties:

Proposition 4.1. The random measure ξ is stationary (under real shifts), ergodic, isotropic,
and almost surely general.

These properties are essentially inherited from the associated space-time Poisson process
P, as we quickly show below.

Proof. Step 1. Stationarity.
By definition, the Poisson point process P on Rd×R+ and its translation (x1, . . . , xd, 0)+P
have the same distribution for all x = (x1, . . . , xd) ∈ Rd. Hence the graphical construction
is stationary, and therefore also the random parking measure ξ.

Step 2. Isotropy.
The proof of the isotropy of ξ is similar to the proof of the stationarity. For all R ∈ SOd,
the Poisson point process P and its rotated version RP := {(Rx, t) : x ∈ Rd, t ∈
R+, (x, t) ∈ P} have the same distribution, which implies that the random parking measure
ξ is isotropic.

Step 3. General position.
For all t > 0 we set P t = {x ∈ Rd : ∃τ ∈ [0, t], (x, τ) ∈ P}. Since ξ ⊂ ∪n∈NPn, and since
Pn ⊂ Pn+1 for all n ∈ N, the event that ξ is not in general position is contained in the
union over n ∈ N of the events that Pn is not in general position. Since Pn is a Poisson
process of intensity n in Rd, the probability that Pn is not in general position is zero, so
that the union of this countable set of events has also probability zero, and ξ is almost
surely general.

Step 4. Ergodicity.
Let us view ξ and P as elements of Ad

lf and Ad+1
lf respectively. Also let us extend P to

a homogeneous Poisson process of unit intensity on the whole of Rd+1 (also denoted P).
Let Tx denote translation by an element x of Rd (acting either on Ad

lf or Ad+1
lf according

to context). Then as described earlier in this section, ξ is the image of P under a certain
mapping h from Ad+1

lf to Ad
lf , which commutes with Tx for any x ∈ Rd, that is Tx◦h = h◦Tx.
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Suppose A is a measurable subset of Ad
lf which is shift-invariant, meaning Tx(A) = A

for all x ∈ Rd. Then for x ∈ Rd,

h−1(A) = h−1(Tx(A)) = Tx(h
−1A)

so h−1(A) is invariant under the mapping Tx acting on Ad+1
lf . Now, P is ergodic under

translations, that is if B ⊂ Ad+1
lf satisfies Tx(B) = B for some non-zero x ∈ R

d+1, then
P [B] ∈ {0, 1}. See for example the proof of Proposition 2.6 of [60]. Therefore with A as
above,

P [ξ ∈ A] = P [P ∈ h−1(A)] ∈ {0, 1},
for any x ∈ Rd. Thus ξ is ergodic.

This answers the question left open in the last section.

4.3.2 Approximation result

Another question of practical interest concerns the approximation of the homogenized
integrand Whom associated with the random parking measure ξ. Since the convergence in
(4.10) does hold almost surely, a possible approximation of Whom is given for all Λ ∈ Md

by

WR
hom(Λ) =

1

|QR|
inf
u

{
FQR
1 (ξ, u)

∣∣∣∣ u ∈ S
QR
1 (ξ) such that u(x) = Λ · x

if x ∈ ξ ∩QR and d∞(x, ∂QR) ≤ 2ρ2

}
(4.11)

for some R large enough. By Theorem 23, limR→∞WR
hom(Λ) = Whom(Λ) almost surely.

The question we address in this paragraph is whether one may “replace” ξ by ξR (the
random parking measure in QR) in (4.11), and still have the almost sure convergence to
the homogenized integrand.

We solve this problem in two steps. First we show that for local functionals of bounded
domains and point sets, provided they satisfy some averaging property and they are “in-
sensitive” to boundary effects, ξ can be replaced by ξR. Second, we show that although the
discrete model for rubber does not yield a local functional (it depends on the Delaunay
triangulation which is itself slightly nonlocal), it can be approximated by a local functional.

Let 0 < ρ1 < ρ2. Let O(Rd) be the set of bounded Lipschitz domains of Rd. Given D ∈
O(Rd) and R > 0, let DR := {Rx, x ∈ D} be the dilation of D by a factor R > 0. For r > 0
set DR,r := {x ∈ DR : d∞(x, ∂DR) ≥ r}. Let D(D) := {DR,r : R > 0, r ≥ 0, DR,r 6= ∅}. We
now define functions parametrized by point sets (or restrictions of point sets on bounded
domains).

Definition 23 Let D ∈ O(Rd). A measurable function S : O(Rd)×Aρ1,ρ2 → R is said:
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• to be local on D(D) if for all D̂ ∈ D(D), and all ζ, ζ̃ ∈ Aρ1,ρ2 such that ζ ∩ D̂ = ζ̃ ∩ D̂,
we have

S(D̂, ζ) = S(D̂, ζ̃);

• to be insensitive to boundary effects on D(D) if there exists 0 < α < 1 such that we
have

lim sup
R→+∞

sup
ζ∈Aρ1,ρ2

{ |S(DR, ζ)− S(DR,Rα , ζ)|
Rd

}
= 0. (4.12)

• to have the averaging property on Aρ1,ρ2 with respect to D if for any stationary point set
ζ whose realization almost surely belongs to Aρ1,ρ2, there exists S ∈ R such that almost
surely

lim
R→+∞

S(DR, ζ)

|DR|
= S. (4.13)

For such functions S, we then have:

Theorem 4.2. Let 0 < ρ1 < ρ0 < ρ2 <∞. Let D ∈ O(Rd), and for all R > 0, let ξR = ξDR

denote the random parking measure on DR := {Rx, x ∈ D}, and let ξ be the random parking
measure on Rd with parameter ρ0. If the measurable function S : O(Rd)× Aρ1,ρ2 → R+ is
local on D(D), insensitive to boundary effects on D(D), and has the averaging property on
Aρ1,ρ2 with respect to D, then with S given by (4.13), almost surely

lim
R→+∞

S(DR, ξ
R)

|DR|
= lim

R→+∞

S(DR, ξ)

|DR|
= S. (4.14)

This theorem directly follows from the fact that for all 0 < α < 1, there exists an almost-
surely finite random variable R0 such that for all R ≥ R0,

S(DR,Rα , ξDR) = S(DR,Rα , ξ).

This is a consequence of the stabilization properties of the random parking measure proved
by Penrose, Schreiber and Yukich [81], combined with the Borel-Cantelli lemma.

It remains to apply Theorem 4.2 to the homogenized integrand. For all R > 0 large
enough, we define ζR = (ξR ∩QR−dρ1)∪ SR, where SR is a deterministic point set on ∂QR

such that the convex hull of SR is QR and such that ζR is (ρ1, 2dρ2)-admissible. Hence, the
Delaunay triangulation of ζR is a triangulation of QR, and we may define

W̃R
hom(Λ) =

1

|QR|
inf
u

{
FQR
1 (ζR, u)

∣∣∣∣ u ∈ S
QR
1 (ζR) such that u(x) = Λ · x if x ∈ ∂QR

}
,

(4.15)
which is a computable quantity. Using a variant of Theorem 4.2 and results of [ACG] one
may indeed prove that almost surely,

lim
R→∞

W̃R
hom(Λ) = Whom(Λ).
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4.4 Numerical approximation of the homogenized energy density
[GLTV]

4.4.1 The discrete model for rubber revisited

Let us come back to the discrete model for rubber introduced in Section 4.1. The “coarse-
grained” Hamiltonian of the polymer-chain network at deformation u is given by (4.1), and
we have formally argued that the free energy of a macroscopic sample whose boundary is
deformed by the linear map x 7→ Λx for some Λ ∈ M3

+ is given by (4.2).

In order to make use of this model in practice, one needs to make precise the structure
of the network and derive some formula for HΛ(u, β). The strongest assumption we shall
make is that the polymer-chain network is a (Delaunay) triangulation of D into tetrahedra
whose edges are the polymer chains themselves. This allows us to see u as a continuous and
piecewise affine function. For the volumetric energy, we may then consider the standard
Helmholtz energy density WHelm : M3

+ → [0,+∞), given by:

WHelm(Λ) = K
(
det(Λ)2 − 1− 2 log(det(Λ))

)
, (4.16)

for some K ≥ 0, so that

Hvol(u) =

ˆ

D

WHelm(∇u(x))dx.

The second part of the Hamiltonian corresponds to the sum of the free energies of the
polymer chains at temperature β if they were isolated and their end-to-end vectors were
given by u. This free energy does have an analytic form derived by Kuhn and Grün in [50]
under a non-Gaussian assumption: each segment of the chain obeys a non-Gaussian random
walk. We refer to [34] for details. In particular, given a polymer chain made of N rigid
segments of length l at absolute temperature β = 1

kBT
, with a chain density n, the free

energy (of entropic origin) for a chain of length rc can be modeled by

Wc(rc, N) =
n

β
N

(
rc
Nl

θ
( rc
Nl

)
+ log

θ
(
rc
Nl

)

sinh θ
(
rc
Nl

)
)

− c

β
, (4.17)

where c is a constant and θ the inverse of the Langevin function t 7→ coth t− 1
t
.

Note that this free energy is infinite as soon as rc > Nl, the total length of the chain.
For discrete to continuum derivations, θ is usually replaced by the first terms of its series
expansion:

θ(r) = 3r +
9

5
r3 +

297

175
r5 +

1539

875
r7 +

672

359
r9 +O(r11), (4.18)

although this simplification is not essential for our discussion (e.g. Padé approximations
behave better close to the finite extensibility limit). A series expansion of Wc then reads:

Wc(rc, N) =
n

β
N

[
3

2

( rc
Nl

)2
+

9

20

( rc
Nl

)4
+

9

350

( rc
Nl

)6
+

81

7000

( rc
Nl

)8

+
243

673750

( rc
Nl

)10]
+O

(( rc
Nl

)12)
.

(4.19)
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The behavior of the polynomial approximation at infinity satisfies the classical coercivity
assumption on hyperelastic materials at infinity. Replacing the inverse of the Langevin
function by the first terms of a series expansion is a rather good modeling at high temper-
ature (see [53]). A remarkable property of such an energy is Wc(0) = 0 and Wc(1) > 0. In
particular the prefered configuration of a polymer chain satisfies rc = 0.

When N is fixed, we simply write Wc(rc) instead of Wc(rc, N).

We may now put (4.1) into the form of (4.7). Let ε0 > 0 be the intrinsic lengthscale of
the polymer network, that is, the length of a monomer, also denoted by l. We denote by Σε0

and Tε0 the point set and the Delaunay triangulation associated with the polymer-chain
network. An edge e of the polymer chain network is then supposed to be made of

Ne ≃
( |e|
l

)2

=

( |e|
ε0

)2

segments (or monomers) —
√
Nel is indeed the average distance of the random walker

from the origin after Ne jumps. Hence, if the edge e has length L after deformation, its
free energy is given by

Wc(L,Ne) =
n

β
Ne


 L

Nel
θ

(
L

Nel

)
+ log

θ
(

L
Nel

)

sinh θ
(

L
Nel

)




=
n

β

( |e|
ε0

)2

Lε0

|e|2 θ
(
Lε0
|e|2
)
+ log

θ
(

Lε0
|e|2
)

sinh θ
(

Lε0
|e|2
)


 .

This formula allows us to properly define the energy function fnn : Rd × Rd → [0,+∞]
used in (4.7), and we set

fnn(e, λ) =
n

βε30
|e|2

 |λ||e|

|e|2 θ
( |λ||e|

|e|2
)
+ log

θ
(

|λ||e|
|e|2
)

sinh θ
(

|λ||e|
|e|2
)




=
n

βε30
|e|2

 |λ|

|e| θ
( |λ|
|e|

)
+ log

θ
(

|λ|
|e|

)

sinh θ
(

|λ|
|e|

)


 (4.20)

whereas Wvol : M3 → [0,+∞] is given by

Wvol(Λ) =

{
WHelm(Λ) if Λ ∈ M3

+,
+∞ otherwise.

(4.21)

With these definitions, we then have

HΛ(u, β) = FD
ε0
(Σ, u),
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for Σ = ε−1
0 Σε0 (which we assume to be in Aρ1,ρ2).

Provided fnn and Wvol are of class Up and Vp for some 1 < p < +∞, Theorem 23 and
(a variant of) Lemma 3.1 imply that

|D|Whom(Λ) = lim
εk→0

inf
u

{
FD
εk
(Σ, u)

∣∣∣∣ u ∈ S
D
εk
(Σ) such that u(x) = Λ · x

if x ∈ εkΣ ∩D and d∞(x, ∂D) ≤ 2εkρ2

}

or equivalently

lim
R→∞

F (Λ,DR)

|DR|
= Whom(Λ),

which is the rigorous version of (4.3).

Note however that Wvol and fnn are not of class Up and Vp for any p > 1 because they
blow up on a bounded set. The blow up of Wvol is related to the issue mentioned in the
first chapter. The second blow up models finite extensibility of the chains. In any case, one
may at first use a cut-off procedure in order to apply Theorem 23. Note that the estimate
from above is satisfied by fnn provided we consider any order of the Taylor expansion of
the inverse of the Langevin function (for instance (4.19), in which case p = 10).

4.4.2 Numerical method

The starting point for the numerical approximation of Whom is (4.15), and we proceed in
two steps.

• We first generate the deterministic set of points on ∂QR and a realization of the random
parking measure of parameter 1/2 in QR−1. We then construct the associated Delaunay
triangulation of QR.

• In a second step, we solve the minimization problem associated with (4.15) for R finite
and the Delaunay triangulation of QR (well-defined as the minimization of a smooth
coercive function on a finite-dimensional space) by a Newton algorithm, as it is classical
in nonlinear elasticity (see for instance [52], and [87]) provided one adds the energy of
the edges (which are “non-standard” one-dimensional elements). Continuation methods
are also used to ensure the convergence of the Newton algorithm.

In practice, we run several independent realizations of the point process and make an empir-
ical average. This enhances the convergence with respect to the randomness. The analysis
of numerical methods to approximate homogenized coefficients in stochastic homogeniza-
tion of discrete linear elliptic equations has been addressed in Chapter 1. Although the
analysis does not cover this nonlinear vector case, it may serve as a guide to understand
the convergence properties involved.

At the end of the minimization algorithm, the homogenized energy Whom is approxi-
mated by the spatial average over QR of the energy density of the minimizer which has
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been numerically obtained, and the Piola-Kirchhoff stress tensor is given by the spatial
average on QR of the associated local Piola-Kirchhoff stress tensor (provided the mini-
mizer is isolated, and the local Hessian is strongly elliptic, see [39, Section 4.2] for related
arguments in the continuous case).

We have conducted two series of tests with two different strain gradients Λ1 and Λ2, the
first in small deformation (∼ 25%), and the second in large deformation (∼ 300%):

Λ1 =



1.1 0 0
0 1.2 0
0 0 25/33


 , Λ2 =



2 0 0
0 3 0
0 0 1/6


 .

Both deformations are isochoric: detΛ1 = detΛ2 = 1.

We focus on the first Piola-Kirchhoff stress tensor ∂Whom(Λ)
∂Λ

. We expect the stress tensors
Π1(NR, KR) = [Π1(NR, KR)]ij and Π2(NR, KR) = [Π2(NR, KR)]ij, associated with Λ1 and
Λ2 respectiveley, to be diagonal. We therefore focus on the principal stresses. Each effective
stress tensor is obtained as the empirical average over KR realizations of a point process
in QR (with approximately NR edges). These numbers are gathered in Table 4.1.

NR 130 1 600 6 000 16 000 33 000 59 500
KR 2160 270 80 34 18 10

Table 4.1. Number of edges and associated number of realizations.

The (square root of the) variance of each diagonal term is plotted in function of NR

on Figure 4.1 for Λ1 and Figure 4.2 for Λ2, in log-log scale. The straight lines are linear
fittings. Their slopes are approximately −1/2 (between −.45 and −.5), as expected (see
Chapter 1 for related results).

To conclude, we show on Figures 4.3–4.5 and 4.6–4.8 the convergences of the diagonal
terms of the Piola stress tensor (together with their standard deviations) in function of
NR, for Λ1 and Λ2, respectively. As can be seen, the global error may largely dominate the
standard deviation (see in particular Figure 4.8) so that we expect the systematic error
to be the dominant error (recall that in the linear case, the numerical method used here

is similar to (1.24), which is expected to yield a systematic error of order N
−1/3
R and a

standard deviation of order (KRNR)
−1/2 for d = 3). Throughout this chapter, we shall

consider that the approximation has converged for NR ∼ 100 000 and KR ∼ 10.

4.4.3 Comparison to mechanical experiments

In this subsection we compare the homogenized limit of the discrete model for rubber to
the popular mechanical experiments by Treloar. The plots 4.9, 4.10, and 4.11 display the
engineering stresses (or nominal stresses) associated with the mechanical experiments in
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Fig. 4.1. Variance of the diagonal terms of the Piola
stress tensor for Λ1
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Fig. 4.2. Variance of the diagonal terms of the Piola
stress tensor for Λ2

uniaxial traction, biaxial traction, and in planar tension, respectively. We quickly recall the
definitions of the engineering stress for these sollicitations. Uniaxial traction corresponds
to a deformation gradient Λ of the form

Λ = diag(λ, λ−1/2, λ−1/2)

for some λ ≥ 1. The quantity λ−1 is called the engineering strain. The associated Cauchy
stress tensor σ is diagonal, and the associated engineering stress is given by

λ− 1 7→ Suniaxial =
σ11 − σ22

λ
.

For biaxial traction the deformation gradient Λ is of the form

Λ = diag(λ−2, λ, λ)

for some λ ≥ 1. The quantity λ−2 − 1 is called the engineering strain. The associated
Cauchy stress tensor σ is diagonal, and the associated engineering stress is given by

λ−2 − 1 7→ Sbiaxial =
σ11 − σ22
λ−2

.

Finally, the planar tension experiment corresponds to a deformation gradient Λ of the form

Λ = diag(1, λ, λ−1)

for some λ ≥ 1. The quantity λ−1 is called the engineering strain. The associated Cauchy
stress tensor σ is diagonal, and the associated engineering stress is given by

λ− 1 7→ Splanar =
σ22 − σ11

λ
.
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In addition to the homogenized limit of the discrete model, we also display the results
for two other models: Treloar’s model and the popular Arruda-Boyce model (also based on
polymer-chain statistics) with its standard coefficients to fit Treloar’s data, namely N =
26.5 and n

β
= 0.27. We have not tried to optimize the parameters for the homogenized limit,

and have taken N = 26.5 and n
β
= 0.27 as well, and set K = 5. As can be seen, the results

are promising. The mismatch in large deformations is due to the (bad) approximation of
the Langevin function by its Taylor expansion.

0 1 2 3 4 5 6 7
0

1

2

3

4

5

6

 

 

data
AB
T
V

Engineering strain

E
n
gi

n
ee

ri
n
g

st
re

ss

Fig. 4.9. Uniaxial traction — Treloar’s experiments (AB: Arruda-Boyce, T: Treloar, V: variational — or homog-
enized)

4.5 Strong ellipticity and discrete homogenization [Glo11b]

In this section we address the question of the strong ellipticity of homogenized energy densi-
ties obtained by discrete homogenization. Using discrete Bloch waves it is possible to adapt
the theory by Geymonat, Müller and Triantafyllidis [38] to the periodic homogenization
of discrete systems. Instead of presenting the general theory, we prefer to give two mean-
ingful examples which yield both a material which fails being strictly strongly elliptic in
compression, and a material which is strictly strongly elliptic at any deformation gradient.
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Fig. 4.10. Biaxial tension — Treloar’s experiments (AB: Arruda-Boyce, T: Treloar, V: variational — or homoge-
nized)

The second example exploits the specific structure of the energy functions of Section 4.1
derived in statistical mechanics. We show in the last subsection that this specific structure
also implies strict strong ellipticity in the case of discrete stochastic homogenization — at
least in a perturbation regime. This result sheds some light on the possible microscopic
origin of macroscopic strong ellipticity of rubber-like materials.

4.5.1 Loss of strong ellipticity in the periodic discrete case

Before we present this example, let us quickly recall some results on periodic homogeniza-
tion of discrete systems. Let T be a Q = (0, 1)d-periodic triangulation of Rd with vertices in
Zd. For every integer N ≥ 1 we denote by S(QN ,R

d) the set of continuous functions from
QN to R

d which are piecewise affine on T , and by S#(QN ,R
d) the corresponding subset

of QN -periodic functions. Any functional F (·, Q) from S(QN ,R
d) to R can be extended by

periodicity to a functional F (·, QN) on S(QN ,R
d) by setting for all v ∈ S(QN ,R

d)

F (v,QN) :=
∑

k∈[0,N)d∩Zd

F (τzv,Q),

where τzv(x) = v(x+ z) for all x ∈ Q and z ∈ Zd.
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Fig. 4.11. Planar tension— Treloar’s experiments (AB: Arruda-Boyce, T: Treloar, V: variational — or homoge-
nized)

The model is written on Z2 and the geometry corresponds to Figure 4.12, with

z1 = (0, 0), z2 = (1, 0), z3 = (1, 1), z4 = (0, 1),

NN = {(z1, z2), (z2, z3), (z3, z4), (z4, z1)},
NNN = {(z2, z4), (z1, z3)},

and T ∩Q = {T1, T2} with

T1 = {x = (x1, x2) ∈ Q : x2 > x1},
T2 = {x = (x1, x2) ∈ Q : x1 > x2}.

It is characterized by the following energy on S(Q,R2):

F η(v,Q) =
∑

(i,j)∈NN
(|vi − vj | − 1)2 + η

∑

(i,j)∈NNN
(|vi − vj | −

√
2)2,

where vi := v(zi), and η > 0 is a physical parameter, which may be seen as the strength of
the soft matrix (and should be small with respect to 1).

This discrete model loses strong ellipticity in compression, and we therefore consider
strain gradients of the form

Λδ :=

(
1 0
0 δ

)
, δ ∈ (0, 1).

Recall that for all Λ ∈ M2, we set ϕΛ : x 7→ Λx. We make the following assumption:
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Fig. 4.12. Geometry, 1-periodic and 2-periodic deformations.

Hypothesis 4 For all δ ∈ (0, 1) and every integer N ≥ 1, there exists a minimizer φ of
F η(ϕΛδ

+ ·, QN) on S#(QN ,R
2) which satisfies φ(z + e1) = φ(z) for all z ∈ Z2.

This assumption is strong: it implies that the minimizer φ : QN → R
2, (x1, x2) 7→ φ(x1, x2)

only depends on x2 (and not on x1), which is reasonable physically. The same type of
assumption is made in [38, Section 6], where the lateral stress is assumed to vanish (see in
particular [38, p. 271]).

We now define the cell integrand W η
1 by

W η
1 : M2 → R

+

Λ 7→ inf{F η(ϕΛ + φ,Q), φ ∈ S#(Q,R
2)},

and we define the homogenized integrand W η
hom by

W η
hom : M2 → R

+

Λ 7→ lim
N→∞

1

|QN |
inf{F η(ϕΛ + φN , QN), φ ∈ S#(QN ,R

2)},

which is well-defined quasiconvex function (see [1]).
Note that in this case, since the only elements φ of S#(Q,R

2) are constant functions
φ ≡ c ∈ R, we have

W η
CB(Λ) := F η(ϕΛ, Q) = inf{F η(ϕΛ + φ,Q), φ ∈ S#(Q,R

2)} = W η
1 (Λ).

The model is said to satisfy the strict Cauchy-Born rule at Λ ∈ M2 if

W η
hom(Λ) = W η

CB(Λ).

We have the following lemma.

Lemma 4.3. Under Hypothesis 4, for all δ ∈ (0, 1) we have

W η
hom(Λδ) = QW η

1 (Λδ) = RW η
1 (Λδ), (4.22)

where QW η
1 and RW η

1 denote the quasiconvex and rank-one convex envelopes of W η
1 , re-

spectively.
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Lemma 4.3 is a discrete and stronger version of Lemma 3.3: in this specific case, the
homogenized energy density is precisely given by the quasiconvex envelope of the cell energy
density, whereas in the continuous case, we only know that QW η

1 and W η
hom are bounded

from above by some constant times η. In a recent work [62] it is actually shown that, in
the two-dimensional case above, the identity QW η

1 (Λ) = W η
hom(Λ) holds for all Λ ∈ M2,

independently of Hypotheses 4. Yet this does not imply the conclusion of Lemma 4.3 for
the rank-one convex envelope, so that it seems that Hypotheses 4 cannot be skipped.

From this lemma, we deduce the main result of this paragraph.

Proposition 1 Under Hypothesis 4, there exists η∗ > 1 such that for all η < η∗, there
exists δ∗ ∈ (0, 1) such that

ei ⊗ ej · D2
Λ2 W

η
1 (Λδ)ei ⊗ ej > 0 ∀i, j ∈ {1, 2} and all δ ∈ (δ∗, 1),

e1 ⊗ e2 · D2
Λ2 W

η
1 (Λδ∗)e1 ⊗ e2 = 0,

(4.23)

and
W η

hom(Λδ) =W η
1 (Λδ) for all δ ∈ [δ∗, 1),

W η
hom(Λδ) < W η

1 (Λδ) for all δ ∈ (0, δ∗).
(4.24)

Hence, the homogenized material loses strong ellipticity at Λδ∗.

Remark 7 Note that the condition on η in Proposition 1 essentially encodes the fact that
the matrix (or the diagonal springs) is weaker than the fiber (or the vertical springs).

4.5.2 The case of periodic polymer networks

The model is written on Z2 and the geometry corresponds to Figure 4.13, with

z1 = (0, 0), z2 = (1, 0), z3 = (1, 1), z4 = (0, 1), z5 = (1/2, 1/2),

NN1 = {(z1, z2), (z2, z3), (z3, z4), (z4, z1)},
NN2 = {(z5, z1), (z5, z2), (z5, z3), (z5, z4)},
NN = NN1 ∪NN2,

and T ∩Q = {T1, T2, T3, T4} with

T1 = {x = (x1, x2) ∈ Q : x2 > x1, x2 < 1− x1},
T2 = {x = (x1, x2) ∈ Q : x2 > x1, x2 > 1− x1},
T3 = {x = (x1, x2) ∈ Q : x1 > x2, x2 > 1− x1},
T4 = {x = (x1, x2) ∈ Q : x1 > x2, x2 < 1− x1}.

It is characterized by the following energy on S(Q,R2):

F (v,Q) =
∑

(i,j)∈NN
|vi − vj |2(|vi − vj |2 + 1) +

ˆ

Q

Wvol(det∇v),
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Fig. 4.13. Geometry

where vi := v(zi), and Wvol : M2 → R+, Λ 7→ (detΛ − 1)2 is a volumetric energy. This
model satisfies a standard growth condition of order p = 4, and can be homogenized.
We denote by W1 andf Whom the associated cell integrand and homogenized integrand,
respectively.

Proposition 2 For all Λ ∈ M2,

Whom(Λ) = W1(Λ) = WCB(Λ), (4.25)

and ei ⊗ ej ·D2
Λ2 Whom(Λ)ei ⊗ ej ≥ 4 for all i, j ∈ {1, 2}. Hence, the homogenized material

is strictly strongly elliptic for all Λ ∈ M2.

Equality (4.25) is a consequence of the decomposition of the energy sketched on Fig-
ure 4.14. The first contribution is given by
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Fig. 4.14. Decomposition of the energy

F1(v,Q) =
∑

(i,j)∈NN1

|vi − vj|2(|vi − vj |2 + 1),

the second by

F2(v,Q) =
∑

(i,j)∈NN2

|vi − vj|2(|vi − vj |2 + 1),

and the third one by

F3(v,Q) =

ˆ

Q

Wvol(∇v).

We claim that for each contribution, the Cauchy-Born rule holds. In particular, the first
two terms F1 and F2 are the combination of convex potentials in independent directions,
for which Jensen’s inequality implies that the linear deformation has least energy. The
same conclusion holds for the term F3 by definition of quasiconvexity (recall that Wvol is
polyconvex). The three contributions are therefore minimized independently at the same
Cauchy-Born deformation, from which we deduce (4.25).

The strict strong ellipticity follows from an elementary calculation.
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4.5.3 Perturbation result for stochastic polymer networks

In this subsection we turn to the discrete model of rubber elasticity introduced in Sec-
tion 4.1. The energy functional splits into two parts: a convex energy (the contributions
of the edges), and a nonconvex energy (the volumetric energy). The nonconvex part is
homogeneous whereas the convex part is heterogeneous. Under the affine assumption this
model yields a strictly strongly elliptic energy density at the “homogenization” limit as
shown above in the periodic case. The aim of this section is to prove that this argument
is stable under suitable perturbations. Our strategy relies on the specific form of the en-
ergy functional. Assuming that the minimizer in the asymptotic homogenization formula
is (uniformly) close to the affine deformation, we shall prove that the convex part of the
energy functional compensates for the variations of the nonconvex part at the level of the
quadratic expansions, so that the sum remains strictly strongly elliptic.

To implement this strategy, we need to introduce several notions and quantities. Let T
be a Delaunay triangulation of Rd, and let N be the associated set of (undirected) edges.
We say that T is nS-admissible for some nS ∈ N if any edge of T is shared by at most nS

simplices.

We start with some assumptions on the energy functions which are compatible with the
discrete model for rubber:

Hypothesis 5 The functions fnn : Rd × Rd → R+ and Wvol : Md → R+ are of class Up

and Vp for some 1 < p <∞. In addition,

• there exists a continuous function f̃nn : Rd×R
+ → R

+ which is three times continuously
differentiable, convex, increasing in its second variable, satisfies f̃ ′

nn(z, 0) > 0 locally
uniformly in z ∈ Rd, and such that for all x, λ ∈ Rd, fnn(x, λ) = f̃nn(x, |λ|2);

• Wvol is a three times continuously differentiable quasiconvex function.

Under these assumptions, we define two maps A : Md ×T → (Md)2 and B : Md ×Md ×
T → (Md)2 by: for all G,Λ ∈ Md and every simplex T ∈ T

A(G, T ) =
1

nS

∑

(x,y)∈N∩T

[
2f̃ ′

nn

(
x− y, |G · x− y

|x− y| |
2
) d∑

j=1

x− y

|x− y| ⊗ ej ⊗
x− y

|x− y| ⊗ ej

+4f̃ ′′
nn

(
x− y, |G · x− y

|x− y| |
2
) x− y

|x− y| ⊗ (G · x− y

|x− y|)⊗
x− y

|x− y| ⊗ (G · x− y

|x− y|)
]
,

B(Λ,G, T ) = |T |
(
∂2Wvol

∂Λ2
(Λ)− ∂2Wvol

∂Λ2
(G)

)
,

where f̃ ′
nn and f̃ ′′

nn denote the first and second derivatives of f̃nn with respect to its second
variable. These maps take values in the set of symmetric fourth-order tensors and are
essentially parts of the local elasticity tensor associated with the energy functional (recall
however that this is a discrete energy).

Let Λ ∈ Md, and θ > 0. We say that an open set O of Md is (Λ, θ)-admissible for T ,
fnn and Wvol if
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• Λ ∈ O;
• for all T ∈ T and all G ∈ O,

(1− θ)A(G, T )− B(Λ,G, T ) > 0

in the sense of symmetric fourth order tensors.

Let L be an admissible stochastic lattice and T be the associated Delaunay triangulation
of Rd. The definition above makes sense for L and T for d = 2 and d = 3 since

• the hard-core and the non-empty space conditions yield a deterministic bound on nS;
• for all Λ ∈ Md, (Λ, θ)-admissible subsets of Md exist for θ > 0 small enough.

We focus on the second statement. Since Wvol is three-times continuously differentiable,
B(Λ,G, T )|T |−1 is arbitrary small provided O is included in some sufficiently small ball
centered at Λ. Note that T has uniformly bounded edge lengths because of the non-empty
space condition, so that |T | is uniformly bounded. If T was a simplex with d edges oriented
in the d canonical directions, the first term in A(G, T ) would yield a coercive fourth-order

tensor with coercivity constant 2
nS

infO inf(x,y)∈N f̃ ′
nn

(
x − y, |G · x−y

|x−y| |2
)
, which is positive

uniformly with respect to O, provided O is included in some ball centered at Λ and of
arbitrary (yet fixed) radius, since x− y lies in a compact set of Rd for the random parking
measure. It remains to treat general simplices. In dimension d = 2, the hard-core and
non-empty space conditions together with the properties of the Delaunay triangulation
imply a uniform lower bound on the angles of T , so that A(G, T ) is a coercive fourth-
order tensor uniformly in T ∈ T . In dimension d = 3, this is not enough, and nothing
prevents the vertices of the tetrahedron T to lie “almost” on the same equatorial plane
of its circumscribed sphere. Denoting by hT the smallest height of T , one may prove
that (hT )

−1A(G, T ) is a coercive fourth-order tensor uniformly in T ∈ T . Noticing that
(hT )

−1 ∼ |T |−1 since the edge lengths are uniformly bounded from above and below, the
additional factor |T | in the definition of B(Λ,G, T ) compensates for the term (hT )

−1 needed
to have the uniformity of the coercivity constant of A. It is now elementary to deduce the
existence of (Λ, θ)-admissible sets of Md for θ > 0 small enough, for d = 2, 3.

We have all the ingredients to prove the perturbation result. The perturbation assump-
tion is as follows:

Hypothesis 6 Let Λ ∈ Md, H = a⊗ b ∈ Md with |H| = 1, and t0 > 0. In addition to the
assumptions of Theorem 23, we let fnn and Wvol satisfy Hypothesis 5. For all 0 ≤ t ≤ t0,
we set ϕΛ+tH : x 7→ (Λ + tH)x and let φN

Λ+tH ∈ W 1,∞
0 (QN ,R

d) be a sequence of functions
such that almost surely

FQN
1 (L, φN

Λ+tH + ϕΛ+tH) = inf
u

{
FQN
1 (L, u)

∣∣∣∣ u ∈ S
QN
1 (L) such that

u(x) = (Λ+ tH) · x if x ∈ L ∩QN and d∞(x, ∂QN ) ≤ 2ρ2

}
.
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We assume that there exists r(t) with r(t) → 0 as t→ 0 such that for all N ≥ 1,

‖∇φN
Λ+tH −∇φN

Λ ‖L∞(QN ) ≤ r(t)

almost surely, and that there exist θ > 0 and a (Λ, θ)-admissible open subset O of Md such
that for all N large enough Λ+∇φN

Λ ∈ O pointwise almost surely.

The first assumption is similar to Hypothesis 3, and ensures the commutation of lineariza-
tion and homogenization. The second part of Hypothesis 6 is the perturbation assumption,
since it implies that ∇φN

Λ is small. The theorem then reads:

Theorem 26 Let d = 2 or d = 3, let Λ ∈ Md, and let fnn and Wvol be as in Hypothesis 6. If
for all H = a⊗ b ∈ Md with |H| = 1, Hypothesis 6 holds, then there exists a deterministic
matrix Πhom ∈ Md, and a strictly strongly elliptic elasticity tensor Lhom such that the
homogenized energy density Whom of Theorem 23 satisfies the Taylor expansion

Whom(Λ+ tH) = Whom(Λ) + tΠhom ·H +
t2

2
H · LhomH + o(t2)

for all H = a⊗ b ∈ Md with |H| = 1. Hence Whom is strictly strongly elliptic at Λ.

There are two steps in the proof of this theorem. First we prove the strict strong ellipticity of
WN(Λ) = FQN

1 (L, φN
Λ+tH+ϕΛ+tH) uniformly with respect to N by introducing an elasticity

tensor LN . Then we show that one can take the limit as N goes to infinity using the
perturbation assumption. We only display the argument for the first step.

For all N ≥ 1, we define the elasticity tensor LN by: for all G ∈ Md,

G · LNG :=
1

|QN |
inf

{
ψ · D2 FQN

1 (L, ϕΛ + φN
Λ )ψ

∣∣∣∣ ψ ∈ S
QN
1 (L) such that ψ(x) = G · x

if x ∈ L ∩QN and d∞(x, ∂QN ) ≤ 2ρ2

}
,

where ψ ·D2 FQN
1 (L, ϕΛ + φN

Λ )ψ is a notation for the second variation of FQN
1 (L, ϕΛ + φN

Λ )
in the direction ψ. We denote by ψN

G an associated minimizer.
Recall that ∇ψN

G and ∇φN
Λ are piecewise constant on T . By definition of A and B, we

have:

|QN |G · LNG ≥
∑

T∈T ,T⊂QN

∇ψN
G · A(Λ+∇φN

Λ , T )∇ψN
G

+
∑

T∈T ,T⊂QN

|T |∇ψN
G · ∂

2Wvol

∂Λ2
(Λ+∇φN

Λ )∇ψN
G ,

=
∑

T∈T ,T⊂QN

(
∇ψN

G ·A(Λ+∇φN
Λ , T )∇ψN

G −∇ψN
G · B(Λ,Λ+∇φN

Λ , T )∇ψN
G

)

+
∑

T∈T ,T⊂QN

|T |∇ψN
G · ∂

2Wvol

∂Λ2
(Λ)∇ψN

G ,
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so that by the perturbation assumption,

|QN |G · LNG ≥ θ
∑

T∈T ,T⊂QN

∇ψN
G · A(Λ+∇φN

Λ , T )∇ψN
G

+
∑

T∈T ,T⊂QN

|T |∇ψN
G · ∂

2Wvol

∂Λ2
(Λ)∇ψN

G .

Let now G be a rank-one matrix, that we denote by H = a⊗ b ∈ Md with |H| = 1. Then,
since ψN

H − ϕH ∈ H1
0 (∪T⊂QN

T ),

∑

T∈T ,T⊂QN

|T |∇ψN
H · ∂

2Wvol

∂Λ2
(Λ)∇ψN

H ≥
∑

T∈T ,T⊂QN

|T |H · ∂
2Wvol

∂Λ2
(Λ)H ≥ 0

by rank-one convexity of the elasticity tensor
∂2Wvol

∂Λ2
(Λ) (see for instance [19]). Hence

|QN |H · LNH ≥ θ
∑

T∈T ,T⊂QN

∇ψN
H · A(Λ+∇φN

Λ , T )∇ψN
H .

To conclude we recall that due to the admissibility of L, |T |−1A(Λ, T ) is coercive uniformly
in T ∈ T with constant c. The same holds for |T |−1A(Λ + ∇φN

Λ , T ) using in addition
Hypothesis 5. Hence

|QN |H · LNH ≥ θ
∑

T∈T ,T⊂QN

|T |∇ψN
H · |T |−1A(Λ+∇φN

Λ , T )∇ψN
H

≥ θ
∑

T∈T ,T⊂QN

c‖∇ψN
H‖2L2(T )

= cθ‖∇ψN
H‖2L2(∪T⊂QN

T ),

so that
H · LNH ≥ cθ|H|2 = θc

by convexity of the L2-norm using again the fact that ψN
H − ϕH ∈ H1

0 (∪T⊂QN
T ). This

ellipticity constant θc is uniform in N , as desired.

4.6 Towards an analytical formula for the homogenized energy
density [BGLTV]

In view of the previous sections one could be satisfied with the analysis and numerical
simulation of the discrete model for rubber. Yet, in order to use this model in computational
mechanics softwares, the evaluation of the Piola-Kirchoff stress tensor should be fast (this
routine is called at each Gauss point of the quadrature rule). Unfortunately this is a very
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expensive computation. To approximate the stress tensor at one single deformation using
the method of Subsection 4.4.2, one needs to solve 10 nonlinear problems with 105 degrees
of freedom. This is too prohibitive and one cannot afford to include it into a nonlinear
elasticity software. (This problematics is similar to the one treated in Subsection 2.4.3 in
another context.)

The aim of this section is to construct an analytical proxy for Whom using a set of data
generated by the method of Subsection 4.4.2. Data assimilation in rubber elasticity may
be an ill-posed problem because the sets of data which are available are often too partial
(engineering stress for uniaxial and biaxial tractions for instance). In particular all the
regimes cannot be tested by mechanical experiments. On the contrary, for the discrete
model for rubber any strain gradient can be considered. In particular we have at our
disposal an arbitrary amount of data at arbitrary values of the strain gradient. This opens
the door to the use of reliable and efficient data assimilation techniques. In addition, the
analysis of the model and of its thermodynamic limit is also a very good guide to restrict
the class of admissible energy densities in which to solve the inverse problem.

4.6.1 Choice of a parametrization: Ogden’s laws

From the analysis of Section 4.2 we learn that the homogenized integrand Whom (after a
change of reference configuration) associated with the discrete model for rubber is quasicon-
vex, frame-invariant, isotropic, minimal at identity, and hopefully strictly strongly elliptic.
Ideally we’d like to use a characterization of this class of functions to devise a paramet-
ric data assimilation method. Yet there does not exist any tractable characterization of
quasiconvexity [49]. This is a serious practical handicap.

As seen in Section 4.5, the specific form of the discrete model for rubber is very “close”
to polyconvexity. In particular if the affine assumption held, the minimum in (4.10) as-
sociated with the energy functions (4.20) and (4.21) would be attained for u(x) = Λ · x,
and Whom would be a polyconvex function. Yet, the affine assumption does not hold. Fur-
thermore, unlike quasiconvexity, polyconvexity is not preserved by homogenization (see for
instance [2,14]). Although it is not clear whether replacing quasiconvexity by polyconvex-
ity is justified here, polyconvexity can be handled whereas quasiconvexity cannot and we
shall look for an analytical approximation of Whom in the class of polyconvex, isotropic,
and frame-invariant, strictly strongly elliptic energy densities, which admit the identity as
unique natural state.

To proceed we need a characterization of this manifold (that we shall denote by P).
Using the density of convex polynomials in the set of convex functions on bounded domains
for the norm of the supremum, we directly deduce the density of polyconvex polynomials
in the set of polyconvex functions. Again, it is not an easy task to characterize the set of
polyconvex polynomials in terms of their coefficients, and this remains a handicap for the
numerical practice of parameter identification. This is where Ogden’s laws come into the
picture.
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As a first practical example of polyconvex functions, Ball considers in his seminal paper
[5] the case of the Ogden laws introduced in [72] to model frame-invariant isotropic rubber
materials. Relying on the Rivlin-Eriksen representation theorem, Ogden has proposed a
restricted class of energy densities:

Wog(Λ) =

k1∑

i=1

ai(λ
αi
1 + λαi

2 + λαi
3 ) +

k2∑

j=1

bj
(
(λ1λ2)

βj + (λ2λ3)
βj + (λ3λ1)

βj
)
+W3(λ1λ2λ3),

(4.26)
where λ1, λ2 and λ3 are the square-root of the eigenvalues of the Cauchy-Green strain
tensor ΛTΛ (or singular values of Λ), k1, k2 ∈ N, ai, bi, αi, βi ∈ R, and W3 is a convex
function. This class of constitutive laws is rather large, although it is not clear whether its
intersection with P is dense in P for the topology of local uniform convergence. The interest
of Ogden’s laws is the following: Ball has obtained in [5] (see also [21, Theorem 4.9-2]) a
rather simple set of conditions which ensures the polyconvexity of Ogden’s laws:

∀ i ∈ {1, . . . , k1}, ai > 0, αi ≥ 1, ∀ j ∈ {1, . . . , k2}, bj > 0, βj ≥ 1. (4.27)

This is of utmost interest to solve the identification problem with the constraint of poly-
convexity (at least in this subclass of polyconvex Ogden’s laws).

The second constraint requires that Wog be minimal at identity:

Wog(Id) = infWog. (4.28)

The class of functions in which we shall approximate Whom is the following: Ogden’s laws
(4.26) satisfying the conditions (4.27) and (4.28), with W3 : (0,+∞) → R characterized by

W3(t) = K1t
2 − 2K2 log t

for some K1, K2 ≥ 0, which is a variant of the Helmholtz energy density (replacing a single
constant K by two constants K1 and K2 ensures that one can impose the identity to be a
natural state of (4.26)). This manifold is rather complex. Let k1 and k2 be implicitly fixed,
and set n = 2(k1 + k2 + 1). Given p = (p1, p2) ∈ R

n with p1 = (α1, · · · , αk1, β1, · · · , βk2)
and p2 = (K1, K2, a1, · · · , ak1 , b1, · · · , bk2), we denote by W p

og the associated Ogden law.

4.6.2 Choice of a cost-function

To find the Odgen constitutive law (4.26) which best approximates Wvol, we have to identify
the corresponding set of parameters p = (p1, p2) ∈ Rn. This is done by minimizing a
cost function E depending on the difference between quantities associated with the energy
density W p

og (seen as a function of p) and the corresponding quantities obtained by “in
silico experiments” (namely numerical approximations of Whom).

Since we are interested in boundary value problems, the important quantity is not the
energy density Whom itself, but rather its derivatives. The numerical method of Section 4.4



136 4 Homogenization of discrete systems and derivation of rubber elasticity

which allows us to evaluate Whom(Λ) at any deformation gradient Λ relies on a Newton
algorithm. In particular this method provides as outputs approximations of:

Πhom(Λ) =
∂Whom

∂Λ
, the first Piola-Kirchhoff stress tensor and

Lhom(Λ) =
∂2Whom

∂Λ2
, the Hessian tensor.

These approximations are the observations for the inverse problem. Since the material is
isotropic and frame-invariant, Whom is characterized by its values on diagonal matrices
Λ = diag(λ1, λ2, λ3) and we only consider such deformation gradients. In particular, the
associated Piola-Kirchhoff stress tensor is diagonal and we denote by {Π̃i}1≤i≤3 its diagonal

entries. We also set {H̃ij}1≤i,j≤3 the entries
∂2Whom

∂Λ2
ij

of the Hessian tensor (which is positive

for strongly elliptic materials).

With this preliminary, we are in position to introduce the cost function we shall consider:

c(p;λ1, λ2, λ3) :=

∑3
i=1

(
Πp

i − Π̃i

)2

∑3
i=1 Π̃

2
i

+ η
3∑

i=1

3∑

j=1

(
Hp

ij − H̃ij

H̃ij

)2

, (4.29)

where η ≥ 0 is a small regularization parameter, and Πp and Hp are used for the first
Piola-Kirchhoff stress tensor and Hessian tensor associated with the Ogden law W p

og of
parameter p.

In the cost function, we would like to restrain the values of the admissible deformations
Λ = diag(λ1, λ2, λ3) to entries in the interval (1/6, 6) (deformation up to 500%), and to
give a bigger weight to strain gradients in small deformations (λi close to 1). In order to
do so, we introduce the following importance measure on (1, 6):

µκ(x) = Kκ(x− 1)κ, (4.30)

where κ > −1 and Kκ is a normalization factor such that :

ˆ 6

1

µκ(x)dx = 1 ⇐⇒ Kκ =
1 + κ

51+κ
. (4.31)

The parameter κ can be chosen such that, for some fixed x0 ∈ (1, 6), we have

ˆ x0

1

µκ(x)dx =

ˆ 6

x0

µκ(x)dx ⇐⇒ κ =
log(2)

log(5)− log(x0 − 1)
− 1, (4.32)

that is the weights given to the intervals (1, x0) and (x0, 6) are the same. This is a convenient
way to give more importance to the small deformation regime. In Figure 4.15, the weight
function (x−1)κ is plotted for different values of κ. The formula (4.30) defines µκ on (1, 6)
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Fig. 4.15. Jacobi weight function x 7→ (x− 1)κ (for κ ∈ {−1,−0.75,−0.5,−0.25})

and we extend this function to (1/6, 1) by setting µκ(1/x) = µκ(x) for all x ∈ (1, 6). Thus,
the measure µκ gives equal weight to compression and extension.

In the case of quasi-incompressible materials, the nonlinear constraint detΛ = λ1λ2λ3 ≃
1 has to be taken into account. To this end, we consider the reduced principal strains

J = λ1λ2λ3, ν1 =
λ1
J1/3

, ν2 =
λ2
J1/3

, and ν3 =
λ3
J1/3

.

As primary variables we take J , ν1 and ν2, and restrict J to (1− δ, 1 + δ), for some small
δ > 0. Finally, we define the following global cost function:

F(p) =




ˆ 6

1

ˆ 6

1

ˆ 1+δ

1−δ

c

(
p; J1/3 1

ν1
, J1/3ν2, J

1/3 ν1
ν2

)
µκ(ν1)µκ(ν2)dJdν1dν2

ˆ 6

1

ˆ 6

1

ˆ 1+δ

1−δ

µκ(ν1)µκ(ν2)dJdν1dν2




1/2

. (4.33)

Note that by symmetry of c, we take into account all the possible deformation gradients
Λ = J1/3diag(ν1, ν2, ν3) with ν1, ν2, ν3 ∈ (1/6, 6) such that ν1ν2ν3 = 1. The identification
problem consists in finding p ∈ Rn that minimizes F with the constraints (4.27) and (4.28).

We then approximate the integral in J with a standard three points integration rule
and the integrals in ν1 and ν2 by the Jacobi integration rule of order m ∈ N, that is:

ˆ 6

1

f(x)(x− 1)κdx ≃
m∑

k=1

ωkf(xk), (4.34)

where xk, for k ∈ {1, . . . , m}, are the roots of the (0, κ)-Jacobi polynomial of degree m
(after a mapping from (−1, 1) to (1, 6)) and ωk are the corresponding weights.
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The minimization problem we are considering is as follows:

inf

{
F(p)

∣∣∣∣ p = (p1, p2) ∈ R
n, p1 = (α1, · · · , αk1, β1, · · · , βk2),

p2 = (K1, K2, a1, · · · , ak1, b1, · · · , bk2) :

αi, βi ≥ 1, ai, bi, K1, K2 ≥ 0, W p
og(Id) = infW p

og

}
.

4.6.3 Numerical method

The minimization problem considered here has the following three properties:

• the cost function F is not convex and defines a rather complex energy landscape with
numerous local minima;

• the cost function F is twice-differentiable;
• the set of parameters is a nonlinear implicitly defined manifold.

Due to the complexity of the energy landscape, Newton-type algorithms — or more gen-
erally deterministic algorithms — are very likely to get trapped into local infima.

In order to circumvent (or at least reduce) this difficulty, we shall appeal to a stochastic
optimization procedure — namely, an evolutionary algorithm. The fact that F is twice-
differentiable does not help finding the right region of the energy landscape.

The general procedure is as follows. Assume momentarily that we minimize F without
the constraints (4.27) and (4.28), and that the minimizer p̄ of F on Rn is unique. Instead
of directly looking for p̄ in R

n, we look for a probability measure µ̄ which minimizes
µ 7→

´

Rn F(p)dµ(p). Of course, by uniqueness of the minimizer, µ̄ = δp̄, the direct mass
at p̄. The strategy is now to approximate µ̄ by a sequence of Gaussian measures Gk,
characterized by their means mk ∈ Rn, their covariance matrices Ck ∈ SOn(R), and their
standard deviation σk ∈ R+. The sequence Gk is an approximation of µ̄ if limk→∞Gk = µ̄
weakly in the sense of measures.

The evolutionary algorithm is characterized by its updating procedure, that is the con-
struction of Gk+1 knowing Gk. Let S > s > 0 be integers. Given a sampling pk1, . . . , p

k
S of

Gk, we select the s best search points pki (that is those s points among the S search points
which yield the s minimal values of F). The mean mk+1 of Gk+1 is then obtained by taking
a (suitable) weighted average of the s best search points, the covariance matrix Ck+1 is
chosen so that the s search points are a suitable sampling of a Gaussian measure with this
covariance matrix Ck+1. It remains to choose the standard deviation σk+1. The larger σk+1,
the more regions of the energy landscape will be potentially visited. Yet, Gk → µ̄ requires
σk → 0. The choice of σk+1 is therefore crucial, and case-dependent. Once Gk+1 is defined,
one generates randomly S samples pk+1

i . We shall use the Covariance Matrix Adaptation
Evolutionary Strategy (CMA-ES) algorithm. For the precise update of Gk, we refer to [41].
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Let us now describe how the CMA-ES algorithm is used in our context. We first neglect
the constraint (4.28) that the Odgen energy density should be minimal at identity. The cost
function F has a very specific structure, and the parameters p1 = (α1, · · · , αk1, β1, · · · , βk2)
and p2 = (K1, K2, a1, · · · , ak1, b1, · · · , bk2) do have different roles. In particular, since the
dependence of F upon p2 is quadratic (after taking F to the square), it makes sense to
consider the reduced cost function

Fr(p1) := inf
p2≥0

F(p1, p2).

The infimum can indeed be effectively computed by deterministic methods (recall that we
have neglected the constraint (4.28) that W p

og is minimal at identity). Since

inf
p∈Rn s. t. (4.27)

F(p) = inf
p1 s. t. (4.27)

Fr(p1),

one may either apply the CMA-ES algorithm to F or Fr. There are two main differences:
the nonlinearity of the functionals (Fr is much more nonlinear than F since the minimizers
p2 are themselves nonlinear functions of p1) and the dimension of the parameters (k1 + k2
for Fr, 2(k1+k2+1) for F). In both cases we impose the constraint (4.27) on the parameters
p1 by penalization so that the search space remains the linear space R

k1+k2 , and not {p1 ∈
Rk1+k2 such that (4.27)}.

This picture would be complete if we did not have to deal with the constraint (4.28)
that W p

og should be minimal at identity. In order to take this constraint into account,
we use a splitting method, and add a projection step to the algorithm. The idea is to
proceed by prediction-correction to take into account the constraint (4.28). This amounts
to minimizing a different functional F r defined as follows. Given p1, we let p̃2 be a minimizer
of F(p1, ·) on [0,+∞)k1+k2+2, and set p̃ = (p1, p̃2) ∈ Rn. If W p̃

og satisfies (4.28), we set

Fr(p1) := Fr(p1). Otherwise, we “project” W p̃
og on the set of Ogden laws satisfying (4.28).

To this aim, we let γ > 0 be the unique minimizer of t 7→ W p̃
og(tId) on R, which we may

compute by a Newton algorithm (the problem is strictly convex), and finally define

F r(p1) := F(p1, p2),

where p2 := (γ6K1, K2, γ
α1a1, · · · , γαk1ak1 , γ

2β1b1, · · · , γ2βk2 bk2). Setting p = (p1, p2), this
ensures that W p

og satisfies the minimality condition at identity (4.28).

The splitting method consists in minimizing the functional p1 7→ F r(p1) on [1,+∞)k1+k2

by the evolutionary algorithm. For all p1 ∈ Rk1+k2, F r(p1) ≥ Fr(p1) by definition. Hence it
is not clear whether minimizing F r is equivalent to minimizing Fr. This is the case if any
minimizer p1 of Fr satisfies the identity

inf
p2 s.t. (4.27)&(4.28)

F(p1, p2) = inf
p2 s.t. (4.27)

F(p1, p2). (4.35)

When this condition does not hold, the splitting procedure only gives an approximation of
the minimizer.
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4.6.4 Numerical results

We present two series of tests based on the minimization of Fr by the evolutionary algo-
rithm. In the numerical tests we have not used the stabilization by the Hessian since it does
not provide any significant improvement. It seems from the numerical tests that m = 3 is
enough for the Jacobi integration rule.

In the first series of tests, we start with an Ogden law and try to recover its coefficients.
In the second series of tests, the data are generated by the discrete model for rubber. Note
that in the first case, the property (4.35) holds. In the second case, it is not known whether
(4.35) holds or not.

In the case of the Ogden law, results are gathered in Table 4.2. As can be seen, the coef-
ficients can be recovered quite precisely. In order to check the robustness of the algorithm,

error F k1 k2 K1 K2 a1 α1 a2 α2 a3 α3 b1 β1 b2 β2

exact 2 1 5.86 10.00 0.15 5.10 4.09 1.80 0.03 2.30

10−1 1 0 6.20 8.24 1.05 3.89

10−1 0 1 2.32 13.98 9.00 1.30

10−1 1 1 4.26 12.61 0.35 4.63 7.55 1.00

10−3 2 0 5.90 10.01 0.15 5.10 4.12 1.80

10−7 2 1 5.86 10.00 0.15 5.10 4.09 1.80 0.03 2.30

10−7 2 2 5.86 10.00 0.15 5.10 4.09 1.80 0.03 2.30 10−7 6.57

10−7 3 1 5.86 10.00 0.15 5.10 4.09 1.80 10−8 5.43 0.03 2.30

Table 4.2. Recovering process for different k1 and k2 starting from an Ogden law.

we have performed the same tests with the addition of noise on the data (by independent
and identically distributed random variables on each data, of the order of a few percents).
The results for typical realizations are diplayed in Table 4.3. These tests show that the al-
gorithm is rather robust, and that the problem is stable (the solution seems to vary rather
smoothly).

noise error F k1 k2 K1 K2 a1 α1 a2 α2 b1 β1

2 1 5.86 10.00 0.15 5.10 4.09 1.80 0.03 2.30

0.00 10−7 2 1 5.86 10.00 0.15 5.10 4.09 1.80 0.03 2.30

0.01 10−3 2 1 5.83 10.00 0.15 5.10 4.14 1.79 0.03 2.30

0.02 10−3 2 1 5.81 10.00 0.15 5.09 4.20 1.78 0.03 2.31

0.05 10−2 2 1 5.73 10.00 0.16 5.08 4.39 1.74 0.02 2.35

0.10 10−2 2 1 6.02 10.24 0.16 5.09 3.98 1.88 0.03 2.21

Table 4.3. Recovering process with noisy data.

We turn now to the core of this section: the analytical proxy for the discrete model for
rubber. The results are gathered in Table 4.4. Note that in this case, the law we try to
reconstruct does not belong a priori to the search space. In addition, the data we have
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error k1 k2 K1 K2 a1 α1 a2 α2 a3 α3 b1 β1 b2 β2

10−2 1 0 4.76 5.01 0.22 2.22

10−2 1 1 4.75 5.02 0.21 2.26 0.04 1.00

10−3 2 1 4.78 5.05 0.26 2.03 0.001 4.45 0.002 1.81

10−3 2 2 4.78 5.05 0.25 2.05 0.001 4.58 0.01 1.00 10−5 3.43

10−3 3 1 4.78 5.05 0.21 2.16 0.07 1.16 0.0002 5.16 0.002 1.97

10−3 3 2 4.78 5.05 0.21 2.15 0.07 1.16 0.0002 5.16 0.002 1.97 10−10 8.26

Table 4.4. Recovering process for the data generated with the discrete model for rubber.

are only approximations of the homogenized model (cf. Section 4.4), so that a relative
error of order 10−3 can be considered as a very good result. To complete this picture, we
have plotted on Figure 4.16 the comparison between the engineering stress obtained by a
direct simulation of the discrete model to the engineering stress given by the reconstructed
analytical law on the Treloar experiments (uniaxial compression, uniaxial traction, planar
tension). This illustrates the capability of the reconstructed law to reproduce the behavior
of the homogenized integrand Whom in various regimes.

4.7 Perspectives

There are several perspectives to the theory for rubber developed in this chapter.

From the analysis point of view, the discrete homogenization result could be extended
to the case of volumetric energies which blow up as the determinant of the deformation
gradient vanishes, at least in dimensions d = n = 2 and for Dirichlet boundary conditions
(see Section 3.6).

From the modeling point of view, the connectivity of the network we have considered
(Delaunay triangulation associated with the random parking measure) is too high, typically
around 20. In practice, polymer chain networks have a connectivity between 3 and 4. A
possible solution to reduce the connectivity of the network is to delete edges at random (this
procedure is illustrated on Figure 4.18). Yet it is not clear whether the energy functional
remains coercive. Instead of deleting edges one may also multiply the values of their energies
by a parameter that we slowly set to zero, combined with a continuation method. In the
case of uniaxial traction, this yields the results of Figure 4.17, which illustrates the influence
of the connectivity on the engineering stress.

From the physical point of view, the model is rather simplistic at the polymer chain level.
In particular no entanglements or topological constraints are taken into account. It would
therefore be interesting to check the validity of the discrete model at the scale of the polymer
chain network itself. This could be possible using results obtained by F. Boué’s group at
CEA Saclay. This group of physicists has indeed been able to plot the Fourier transform
of the length distribution of the polymer chains in a (two-dimensional) deformed network,
by using optical measurements. Our numerical procedure to approximate the homogenized
integrand Whom also allows us to compute (as output) the Fourier transform of the length
distribution of the deformed polymer chains. These two plots could definitely be compared.
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(a) (b)

(c)

Fig. 4.16. Comparison between the discrete model for rubber and the reconstructed Odgen law. (a) uniaxial
compression (b) uniaxial traction ξ = diag(λ, 1√

λ
, 1√

λ
) and (c) planar tension ξ = diag(λ, 1

λ
, 1). Evolution of the

engineering stress with respect to the engineering strain λ− 1.

From the numerical point of view, our numerical approximation method of the homog-
enized integrand Whom is rather crude. As we have seen in Chapter 1, an efficient way to
approximate homogenized coefficients in stochastic homogenization of linear elliptic equa-
tions on Zd is the periodization method. In the present case, the method would be as
follows. Let ρ1 > 0 be fixed and let R > 0. Pick a point x0 ∈ QR, and set X0 = x0 +RZd.
The point set X0 is accepted, and we set Y0 = X0. Pick at random another point x1 ∈ QR.
If the points of X1 = x1 + RZd are at distance at least ρ1 from the points of Y0, X1 is
accepted and Y1 = Y0 ∪ X1. Otherwise Y1 = Y0. We continue this process untill QR (and
in fact Rd) is packed by YN for some large but (almost surely) finite N . The point set YN
is QR-periodic. One can associate with YN a QR-periodic Delaunay triangulation of Rd,
and then approximate Whom by the infimum of the discrete energy on QR with periodic
boundary conditions. In view of the analysis of Chapter 1, the convergence rate to Whom is
expected to be better than the method used in this chapter. The practical implementation
of this method is however much more involved.
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Fig. 4.17. Uniaxial traction — affine assumption (dashed line), variational model for K = 50 and connectivities
20 and 4 (from top to bottom)

Fig. 4.18. Networks with connectivities 20 and 4





References

1. R. Alicandro and M. Cicalese. A general integral representation result for the continuum limits of discrete
energies with superlinear growth. SIAM J. Math. Anal., 36(1):1–37, 2004.

2. J.-F. Babadjian and M. Barchiesi. A variational approach to the local character of G-closure: the convex case.
Ann. I. H. Poincaré – AN, (26):351–373, 2009.

3. G. Bal. Central limits and homogenization in random media. Multiscale Model. Simul., 7:677–702, 2008.
4. J. M. Ball. Some open problems in elasticity. In Geometry, mechanics, and dynamics, pages 3–59. Springer,

New York, 2002.
5. J.M. Ball. Convexity conditions and existence theorems in nonlinear elasticity. Arch. Rat. Mech. Anal., 63:337–

403, 1977.
6. M. Barchiesi. Loss of polyconvexity by homogenization: a new example. Calc. Var. Partial Differential Equa-

tions, 30(2):215–230, 2007.
7. M. Bellieud and G. Bouchitté. Homogenization of elliptic problems in a fiber reinforced structure. Nonlocal

effects. Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 26(3):407–436, 1998.
8. A. Bensoussan, J.-L. Lions, and G. Papanicolaou. Asymptotic analysis for periodic structures, volume 5 of

Studies in Mathematics and its Applications. North-Holland Publishing Co., Amsterdam, 1978.
9. P. Binev, A. Cohen, W. Dahmen, R. Devore, G. Petrova, and P. Wojtaszczyk. Convergence rates for greedy

algorithms in reduced basis methods. Preprint.
10. X. Blanc and C. Le Bris. Improving on computation of homogenized coefficients in the periodic and quasi-

periodic settings. Netw. Heterog. Media, 5(1):1–29, 2010.
11. X. Blanc, C. Le Bris, and P.L. Lions. Une variante de la théorie de l’homogénéisation stochastique des opérateurs

elliptiques. C. R. Acad. Sci. Paris, Série I, 343:717–724, 2006.
12. S. Boyaval. Reduced-basis approach for homogenization beyond the periodic setting. Multiscale Model. Simul.,

7(1):466–494, 2008.
13. A. Braides. Homogenization of some almost periodic functionals. Rend. Accad. Naz. Sci. XL, 103:261–281,

1985.
14. A. Braides. Loss of polyconvexity by homogenization. Arch. Rat. Mech. Anal., 127:183–190, 1994.
15. A. Braides and A. Defranceschi. Homogenization of Multiple Integrals, volume 12 of Oxford Lecture Series in

Mathematics and Its Applications. Oxford University Press, 1998.
16. M. Briane. Homogenization of non-uniformly bounded operators: critical barrier for nonlocal effects. Arch.

Ration. Mech. Anal., 164(1):73–101, 2002.
17. A. Buffa, Y. Maday, A. T. Patera, C. Prud’homme, and G. Turinici. A priori convergence of the greedy

algorithm for the parametrized reduced basis. Preprint.
18. L. A. Caffarelli and P. E. Souganidis. Rates of convergence for the homogenization of fully nonlinear uniformly

elliptic pde in random media. Invent. Math., 180(2):301–360, 2010.
19. Y.-C. Chen. On strong ellipticity and the Legendre-Hadamard condition. Arch. Ration. Mech. Anal., 113:165–

175, 1991.
20. C. Choquet and A. Sili. Homogenization of a model of displacement with unbounded viscosity. Netw. Heterog.

Media, 4(4):649–666, 2009.
21. P.G. Ciarlet. Mathematical elasticity. Volume I: three-dimensional elasticity, volume 20 of Studies in Mathe-

matics and its Applications. North-Holland Publishing Co., Amsterdam, 1988.
22. A. Cohen, R. DeVore, and C. Schwab. Convergence rates of best N-term Galerkin approximations for a class

of elliptic sPDEs. Found. Comput. Math., 10(6):615–646, 2010.



146 References

23. A. Cohen, R. Devore, and C. Schwab. Analytic regularity and polynomial approximation of parametric and
stochastic elliptic PDE’s. Anal. Appl. (Singap.), 9(1):11–47, 2011.

24. J.G. Conlon and A. Naddaf. On homogenization of elliptic equations with random coefficients. Elec. Journal
of Probability, 5:1–58, 2000. Paper no. 9.

25. G. Dal Maso and L. Modica. Integral functionals determined by their minima. Rend. Semin. Mat. Univ.,
76:255–267, 1986.

26. G. Dal Maso and L. Modica. Nonlinear stochastic homogenization and ergodic theory. J. Reine Angew. Math.,
368:28–42, 1986.

27. A.-L. Dalibard. Homogenization of non-linear scalar conservation laws. Arch. Ration. Mech. Anal., 192(1):117–
164, 2009.

28. E. De Giorgi and S. Spagnolo. Sulla convergenza degli integrali dell’energia per operatori ellittici del secondo
ordine. Boll. Un. Mat. Ital. (4), 8:391–411, 1973.

29. A. De Masi, P.A. Ferrari, S. Goldstein, and W.D. Wick. An invariance principle for reversible Markov processes.
Applications to random motions in random environments. J. Stat. Phys., 55(3/4):787–855, 1988.

30. B. Delaunay. Sur la sphère vide. Bull. Acad. Sci. URSS, VII.(6):793–800, 1934.
31. R. L. Dobrushin and S. B. Shlosman. Completely analytical Gibbs fields. In Statistical physics and dynamical

systems (Köszeg, 1984), volume 10 of Progr. Phys., pages 371–403. Birkhäuser Boston, Boston, MA, 1985.
32. R. L. Dobrushin and S. B. Shlosman. Constructive criterion for the uniqueness of Gibbs field. In Statistical

physics and dynamical systems (Köszeg, 1984), volume 10 of Progr. Phys., pages 347–370. Birkhäuser Boston,
Boston, MA, 1985.

33. R. Figari, E. Orlandi, and G. Papanicolaou. Mean field and Gaussian approximation for partial differential
equations with random coefficients. SIAM J. Appl. Math., 42:1069–1077, 1982.

34. P.J. Flory. Statistical mechanics of chain molecules. Interscience Publishers, New York, 1969.
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91. V. V. Yurinskĭı. Averaging of symmetric diffusion in random medium. Sibirskii Matematicheskii Zhurnal,

27(4):167–180, 1986.


