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Abstract

This thesis discusses the elastic and inelastic scattering in monolayer graphene, investi-
gated by means of microwave carrier dynamics and noise.

We study in a first part the high frequency properties of graphene field-effect transis-
tors on different substrates. Particular interest lies in the figures of merit like e.g. the
transit frequency fr, defining the transistor’s current amplification capabilities, and the
transconductance g, representing its gate sensitivity. High values are obtained for both
parameters in GHz measurements. We find in particular that these figures remain sub-
stantial even in miniaturised devices.

We introduce top-gated graphene field-effect capacitors as a probe of the elastic scatter-
ing mechanisms in graphene. Employing similar techniques as in the transistor exper-
iments, we are able to directly access the diffusion constant D and its dependence on
carrier density. The latter is the signature of the scattering mechanism present in the
graphene sheet. Our novel GHz experiments reveal a constant transport scattering time
as a function of energy which is in disagreement with conventional theoretical predic-
tions, but supports the random Dirac mass disorder mechanism.

Furthermore, we study inelastic scattering of charge carriers by acoustic phonons in
graphene which is among the first realisations of such an experiment in a genuine two-
dimensional geometry. A broadband cryogenic noise thermometry setup is used to detect
the electronic fluctuations, the current noise, from which we extract the average elec-
tron temperature T, as a function of Joule power P. At high bias we find P oc T} as
predicted by theory and which is the tell-tale sign of a 2D phonon cooling mechanism.
From a heat equation analysis of data in a broad bias range, we extract accurate values
of the electron-acoustic phonon coupling constant . Our measurements point to an

important effect of lattice disorder in the electron-phonon energy relaxation.
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Chapter 1

Introduction

In 2010 the Nobel prize in physics was awarded to K. Novoselov and A. Geim from the
University of Manchester for “groundbreaking experiments regarding the two-dimensional
material graphene” [1]. In their seminal 2004 paper ”Electric Field Effect in Atomically
Thin Carbon Films” [2] and its follow-up [3] they were able to not only obtain atomically
thin carbon layers (coined graphene by Boehm et al. in 1986 according to [4]), but also
to demonstrate that the carriers in this new, purely two-dimensional material behave
like massless Dirac fermions. This new 2D material had been described theoretically
long before the initial experimental discovery, but it was only after the aforementioned
publications that the ”graphene gold rush” [5] truly began: Thanks to the easy technique
of obtaining graphene layers by repeated peeling with ordinary adhesive tape, many
laboratories - including ours, the Laboratoire Pierre Aigrain - begun research into the
film of hexagonally arranged carbon atoms. Prior techniques like the first chemical
exfoliation by Boehm et al. in 1962 [6] or epitaxial growth from silicon carbide wafers
[7] pioneered at Georgia Tech University require more equipment and knowledge than the
simple exfoliation method. The result of any of the above ways of obtaining graphene is
a unique material: Graphene is the first 2D crystal of atomic thickness, while still being
stronger than e.g. steel; it conducts electricity better than most other conventional
conductors; being one atom thin, it is transparent to light ! and also bendable while
still keeping its unique properties.

It is especially graphene’s high conductivity combined with the Dirac fermion nature of
its charge carrier that has sparked the interest for this work: Use graphene to realise a
sub-nanosecond single charge detector. Although the actual device has not been built
yet, we present in the following key elements needed to predict the capabilities of said

detector and facilitate its design.

!Note that even though monolayer graphene is transparent to light it is also quite absorbing at 2.8%
per layer.
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We will begin this thesis by introducing the general properties of monolayer graphene
(MLG), in particular its atomic structure and the resulting linear energy dispersion. The
latter is obtained from a tight binding approximation and allows us to calculate further
properties of interest, as e.g. the density of states and charge carrier concentration
[8, 9]. It is the linear dispersion relation that will lead to the description of charge
carriers in MLG in the framework of the Dirac equation. To point out MLG’s peculiarity
among related materials, we will compare its properties especially to the ones of two-
dimensional electron gases (2DEGs) in semiconductor heterostructures. We will then
briefly introduce the different types of phonons in graphene [10], before we continue
with the description of electronic fluctuations in mesoscopic conductors. Of special
interest here is the so-called shot noise that arises from the granularity of charge carriers
[11, 12]. The chapter concludes with an overview over the state-of-the-art of single
electron detection: The main principles and devices, like e.g. single electron transistors
(SETs) [13] or carbon nanotube field-effect transistors (CNT-FETSs) [14], are presented,
as well as a short description of necessary conditions to be met for sub-nanosecond single

charge detection in graphene based detectors.

In chapter 2 we present the main principles of the nano-fabrication of our devices. The
samples are generally made from exfoliated graphene, employing the famous micro-
cleaving technique developed by the Manchester group [2]. Electric contacts and high
frequency waveguides are patterned by means of electron-beam (e-beam) lithography
followed by a metallisation step. If required the graphene flakes can be tailored into
a desired shape using e-beam lithography and reactive ion etching. Depending on the
sample design and purpose, the samples are either back- or top-gated. In the first
case, doped silicon is chosen as substrate separated from the graphene channel by a
silicon oxide layer. In the top-gate design the gate electrode is formed by means of
e-beam lithography after the deposition of a thin AlOx dielectric layer. Furthermore,
we present in this chapter a wet transfer technique developed at Delft university [15]

that allows us to produce stacks of thin exfoliated layers.

Chapters 3 to 5 finally contain the experimental results we could obtain in the areas of
radio-frequency graphene field-effect transistors (RF-GFETSs), elastic scattering mecha-
nisms probed in a graphene field-effect capacitor (GFEC) and last but not least inelastic
scattering of charge carriers and acoustic phonons in graphene. We will start each topic
by introducing the necessary formulas and concepts and the device specific fabrication
details. Then, we will present our experimental results and analyse them with respect
to expected behaviour introduced beforehand. In the paragraphs below we will give a

short overview over the main results included in this work.
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FIGURE 1.1: GHz characteristics of sapphire RF-GFET. a) RF transconductance
as function of Vys at V;, = —4.3 V. b) Current gain as function of frequency at
Vas = —1.1 V and V;, = —5.2 V, Blue squares show raw data with fr ~ 3 GHz,
red dots correspond to de-embedded data with fr ~ 80 GHz. The inset displays
the maximum available gain (MAG) and the unilateral power gain U as function of
frequency. The solid line in (b) and the inset indicates a 1/f dependence. c) Scan-
ning electron microscope picture of sample GoS. The graphene layer is highlighted

K in green. /

Microwave graphene field-effect transistors We start off with a study of the high

frequency comportment of RF-GFETs. Two types of samples are investigated: The first
is a graphene micro-transistor on sapphire substrate [16], the second a graphene nano-
transistor on Si/SiOg. Both samples are top-gated with a thin AlOx dielectric layer
separating the electrode from the channel. Electric contacts are made from Pd, ensur-
ing low interface resistance. Each transistor is situated in a 50 {2 adapted waveguide
allowing for precise scattering parameter measurements in the GHz range. Both tran-

sistors are characterised at DC and RF using a GHz adapted probe station and suitable
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de-embedding technique. We focus on the RF-GFETs transconductance g, = dlgs/dVj,
i.e. the sensitivity of current with respect to changes in gate potential, and the so-called
transit frequency fr = gm/(27Cy) (here, C, represents the gate capacitance) marking
the limit of current gain. Figs. 1.1(a) and 1.2(a) display the RF transconductance in the
graphene-on-sapphire (GoS) and graphene-on-SiOs (GoSiO) samples, respectively. For
the first we find g2 /(2W V) ~ 0.14 mSpum~'V~! outperforming its DC counterpart,
which is not commonly seen in RF-GFETs and attributed to the fully insulating sapphire
substrate removing most parasitic contributions. Normalised to voltage and unit area
we obtain a maximum RF transconductance of gie' "™ ~ 1 mSV~—lum~! for sample
GoSiO, which is close to the maximum reported value for graphene at high frequencies
(see table 3.2) and closing in on Si and II-V structures [17].

As mentioned before, the second most interesting figure of merit of our RF-GFETs is
the transit frequency fr. It is the frequency at which the current gain |Ha;| becomes
unity and marks the end of a transistor’s current amplification capabilities [18]. In sam-
ple GoS we measure fr ~ 80 GHz close to the estimated value using g7 and Cy (see
Fig. 1.1(b)). The gate length here is Ly, = 200 nm. It can be shown that fr o Lg_2
(for channel diffusion limited devices [19]), i.e. that reducing L, remains an option for
further increase of fr. Despite L, being a crucial element in the design of RF-GFETS,
also the charge carrier mobility p. and the channel width W play a major role in the
transistors RF behaviour. We investigate the effect of scaling on g,,, and fr in the GoSiO
sample, which has a smaller channel width than GoS as well as a smaller gate length
(Lg = 110 nm). Its transit frequency remains below the one of GoS, but still at a high
level of fr ~ 17 GHz (see Fig. 1.2(b)). This result is of particular interest with respect
to the establishing of graphene based sub-nanosecond single charge detectors, where a
low current noise S; o« W is needed. A short outlook on possible ways to improve

RF-GFET properties concludes the chapter.
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FIGURE 1.3: Admittance spectra of sample E9-Zc as function of frequency for three
different carrier densities. The spectra are accurately fitted using the 1D distributed
line model (dashed black lines) and an access resistance R, = 0.15R,. Omitting R,
one obtains a slight mismatch of the fit at high frequencies as indicated by the solid

\ lines in panel (b). j

Probing elastic scattering in a graphene field-effect capacitor In chapter 4 we

investigate the elastic scattering of carriers in MLG. The existing theoretical proposals
are numerous [20] and outlined in the beginning of this part, following an introduction
of the quantum capacitance Cg, which describes the effect of quantum corrections to the
overall capacitance of a device. We add a new facet to the subject by directly accessing
the diffusion coefficient D in a graphene field-effect capacitor (GFEC) [21]. Contrary
to the more usual three terminal devices comprising drain, source and back-gate, our
samples are two-terminal structures: A very thin AlOx dielectric separates the graphene
channel from the top-gate, the latter allowing both to control the Fermi energy and to
probe the AC admittance parameters Y. It is the thin dielectric (~ 8 nm) and the small
density of states that allow us to take advantage of the quantum capacitance and its
energy dependence, Cg x ep at T'=0 K and Cg = Cg(e, T) at T'# 0 K. We are able

to probe simultaneously conductivity o and capacitance Cg via the complex admittance
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FIGURE 1.4: Inverse electron compressibility as a function of resistance in Cascade
setup measurements. Each data point corresponds to a different gate voltage, thus
different energy. The slope to each point gives information about the diffusion

\ coefficient D(e). /

parameters in a GHz probe station setup and using appropriate de-embedding analogue

to the one employed in chapter 3. The forward AC admittance signal Y5; exhibits a
high frequency behaviour reminiscent of an evanescent wave effect in planar conductors:
After the crossover of real and imaginary part of the complex admittance, we obtain
R(Y21) = I(Ya1) (see Fig. 1.3). The complete spectrum, including crossover and high
frequency evanescent wave signature, can be modelled by a 1-dimensional distributed line
of RC parts [21]. The hitherto calculated Y31 carries in its low frequency development
separately o and Cg in the real and imaginary part, respectively. Using the so-called
FEinstein relation o(€) = Cg(e)D(€) we can then directly extract the diffusion coefficient
and transport scattering time 7y, from our experiments; 7. is the average time needed
to reverse the carriers direction of movement. In MLG the Fermi velocity vp = const.
and thus we can directly convert to 7. via D = V%Ttr /2. We find values of D in
accord with reported estimates, but differ in the conclusion on the main scattering
mechanism. In contrast to other experiments, our measurements show that in the energy
range investigated here, ¢ >~ 0-230 meV, the diffusion coefficient is independent of
energy (see Fig.1.4) and therefore also 74,(kp) = const. This result may be explained
by the so-called random Dirac mass disorder mechanism, where carriers locally acquire
a finite mass, m * (r) # 0, while on the average < mx >= 0, as usual in MLG [22].
Alternative explanations could be a particular form of ripples or an admixture of several

more conventional mechanisms. Experiments probing diffusion in MLG generally find a
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sublinear dependence of o on carrier concentration n,; in our case o o< \/ns. Another
more application oriented result of our GFEC experiments concerns the afore mentioned
crossover of R(Ya1) and I(Y2;): Its frequency w, = 2022# + ng exceeds the Thouless
frequency wrpoutess = D/L? which has the effect that w, stays finite even at the charge
neutrality point (CNP). In other words, even at the CNP the probing 1D wave can
penetrate the gate region. Therefore RF-graphene devices show no critical slowing down

even at neutrality.

/ 40— ‘ ‘ ——— 464 \
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FiGURE 1.5: Electronic temperature in sample BN1 as function of voltage bias
for a set of gate voltages. T, = S;V/(4kpI) is deduced from the S;(V) and I(V)
data shown in Fig. 5.18(c) and (b). Unlike S;(V'), T.(V) is nearly independent of
gate voltage and closely follows the T, o vV law (black solid line) expected for
2D phonons. A T, « V?/% law (grey dashed line) is also plotted to highlight the
difference with a standard 3D-phonons mechanism. Deviations are observed at low

\ bias where a T, < V behavior is found. j

Electronic noise and phonon cooling in graphene Finally in chapter 5, we present

a study of the electronic noise and cooling of hot carriers by acoustic phonons (APs) in
graphene. We detail further the description of phonons, which we will initiate in chap-
ter 1, followed by an introduction to the temperature dependence of electron-acoustic
phonon cooling in 2 dimensions. It will reveal that in graphene the crossover between
regimes takes place at the so-called Bloch-Grueneisen temperature Tpg as opposed to
normal 2D systems, where the Debye temperature Op is the natural scale [23]. The dif-
ferent scale is a result of the small Fermi surface of graphene, thus a direct consequence
of the linear energy dispersion, vanishing at the K, K’ points. We will also discuss the
electron-AP cooling in graphene at high and low carrier density [24]; in the first case,
). Here,
L, W are the samples length and width, respectively, ¥ is the electron-AP coupling

where the MLG is metallic, one expects a cooling power Q = LW X (T4 —T4

phonon
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plotted as T4(V)/P, where P is the Joule heating per unit area, P = V2/RLW.

The plateau at high bias is at a value T#/P ~ 1/3. The dip at low V is due to

electron heat diffusion to the leads. Dashed lines are one-parameter fits with ¥ as
free parameter.
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K value of CVDL1 is displayed as an indicator.

NG

J

constant and T, Tpponon are the average electron and phonon temperature. Such a T 4

dependence is therefore one of the tell-tale signs of a two-dimensional electron-phonon
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interaction, in contrast to a T° (T3) law for a 3D (1D) phonon system. In addition
to Q o T*, hot carriers and cold phonons are further signatures of the expected 2D
mechanism, as ¥ is predicted to be much smaller than the coupling of phonons to the
cold substrate. Experimentally the average electron temperature can be extracted from
noise measurements [25], where an incoming Joule power P = V?2/(LWR) heats the
carriers and a heat balance with the phonon cooling establishes. Here, R = V/I. Using
precise calibration we obtain 7, from the current noise S; = 4kgT./R, where R is the
sample’s differential resistance. The investigated samples are backgated graphene FETs
(GFETSs), either on Si/SiO2 or on hBN substrates. The latter is fabricated by means
of a wet transfer technique introduced in chapter 2. Measurements take place at liquid
helium temperature (4 K) and involve a GHz bandwidth amplification line. We find that
in the investigated bias range, which is chosen small enough to discard the contribution
of optical phonons, T, is well fitted by v/V (see Fig. 1.5). This confirms the 2D phonon
cooling mechanism. Furthermore, as can be seen from Fig. 1.5, the carriers remain much
hotter than the bath. Also, we confirm the cold phonon hypothesis via ”in situ” Raman
spectroscopy. In order to highlight the carrier density dependence of the electron-AP
cooling and to analyse data further including the electron heat diffusion to the leads, we
plot data as Ti/P (Fig. 1.6). Using the solution of the heat equation

Lo 1 d*>T?(x) &

snl e =g TIWE(T - Dhonon) (1.1)

where L, is the Lorentz number, we accurately fit the average electron temperature with
Y as only free parameter [26]. In Fig. 1.7 we display ¥ as a function of carrier density. At
a reference density ns = 10'? cm™2 predictions for the coupling between carriers and the
longitudinal acoustic branch of 2D phonons [24] are still several times bigger than values
extracted from our experiments. However, using the carrier mobility u. as indicator for
the amount of lattice disorder, our findings suggest an effect of lattice disorder on the
electron-AP coupling. Further experimental and theoretical investigation is needed to
clarify this topic.

At the end of this chapter we present recent measurements showing deviations from the
P o T* law towards the charge neutrality point: A P o T2 dependence arises which
might be explained by a supercollision mechanism including two-phonon processes or
phonon-impurity scattering [27]. Supercollisions are rare events that play a negligible
role in electron scattering but show up strongly in the the electron energy relaxation

close to neutrality.

At the end of this thesis, we briefly review the different charge detection devices in-
troduced priorly in chapter 1 and estimate the single charge detection capabilities of a

similar device based on MLG. A sub-nanosecond single charge detector design proposal
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based on the knowledge acquired during the previous chapters and utilising quantum
Hall edge channels in MLLG and an RF-GFET capacitively coupled to the former com-

pletes this section.

Let us however first of all introduce graphene, its atomic and electronic properties, as

well as general concepts and formulas important for this work.

1.1 Graphene: description and properties

1.1.1 Atomic structure

4 N

F1GURE 1.8: Left: Graphene lattice, made of two inter-penetrating triangular lat-
tices (al and a2 are the lattice unit vectors and i ,i=1,2,3, are the nearest neighbour
vectors); Right: Corresponding Brillouin zone. The Dirac cones are located at the

\ K and K’ points. From Castro Neto et al. [28]. j

MLG is a two-dimensional lattice of carbon atoms arranged in a honeycomb like shape.
The atoms are equally distanced giving the honeycomb a side length of ac_¢ ~ 1.42A.
Although exhibiting a certain symmetry, the resulting lattice is not Bravais, but a su-
perposition of two Bravais sub-lattices, formed by atoms of type A and B as shown in

Fig. 1.8. For each sub-lattice the real space unit vectors are given by

and in reciprocal space, also defining the fist Brillouin zone,
2r 2w 2 2
' (3a’¢§a> P <3a’ \/§a> -

with @ = v/3- ac_c. Although the honeycomb lattice is not a Bravais one in itself,

one can construct a Bravais lattice taking a base of two carbon atoms (one from each
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sub-lattice). Then, the unit vectors remain the same as for the sub-lattices. In the
reciprocal lattice we define four high symmetry points K, K’ ; M and I', which are the
corners of the first Brillouin zone, its centre and the middle of the connection between
two neighbouring atoms. Their importance will reveal later. Last but not least, there is

a third set of vectors which we will use in the following paragraphs:

(51 = (;,@) 5 52 = (;,—@) s (53 = (—a,O) (1.4)

Hybridisation of orbitals The electron configuration of a single C atom is 1522522p?.
Due to a very small energy separation between 2s and 2p the hybridisations sp, sp® or sp®
can arise. In the case of graphene, it is sp? with three orbitals arranged in the graphene
plane at 120 ° to each other. These o-bonds bind the C atoms in plane, whereas the
fourth, unaffected orbital can form a covalent m-bond to the next plane. The electronic
properties are mostly depending on the 7 electrons, since the o-bonds are far from the

Fermi level.

1.1.2 Electronic properties

Graphene’s astonishing properties arise from its planar nature and the hexagonal ar-
rangement of its atoms. In the following we will give a short theoretical description of
the tight-binding approach in graphene in nearest-neighbour approximation. This will
be helpful in the following parts where we will briefly study several other important
implications arising from graphene’s particular structure: the linear energy dispersion,
the linear density of states and the massless charge carriers. A more detailed description

can be found e.g. in [29] and references therein.

1.1.2.1 Tight-binding approach

In the tight-binding approach one assumes first of all that at each node in a lattice the
potential is mainly given by the on-site atom and all corrections AU (r), establishing
the full periodicity, are small. Secondly, in order to satisfy Bloch’s theorem [30], one
constructs the eigenfunctions of the Hamiltonian as a linear combination of atomic wave
functions [9]:

U(r)=> *Rg(r-R) (1.5)

R
Note that in the general description of a tight-binding model the above mentioned func-
tion ¢(r) is not necessarily an atomic wave function but can usually be written as a

linear combination of a small number of such.
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Since graphene contains two atoms per unit cell, the description above has to be slightly
modified. The wave function has two components, to take into account the sub-lattices
A and B [8]:

T (1) = T (r) + T (r) (1.6)
_ \/1N S R [ b(r — RY) + bed(r — RP)] (1.7)
R,

Here Rf/ B is a lattice vector in sub-lattice A or B, N the number of unit cells and the
®(r) the wave functions of the 2p, orbitals. The origin of the Bravais lattice is chosen

to coincide with an atom of sub-lattice A.

We can now turn to solving the Schriodinger equation HWy = €, V) by multiplying it
from the left with ¥} [9]:

Ul HYy, = 0] 0, (1.8)
a a
(o) (b:) — e (oo 1]) 5 (Ji) (1.9

Above Hy is the Hamiltonian matrix

v Hd vl Hep
Hi= | ¥ 5 (1.10)
UTHUY v T HOE

(1.11)

and Sy the wave function overlap matrix

A A
B e (1.12)
v nhey

Finally, computing det (Hk — Eﬁsk) = 0 yields the eigenvalues eﬁ or energy bands. There

are as many bands as there are atoms per unit cell, thus A = 1,2 = + in the case of

MLG. In the end one obtains the energy dispersion relation

2¢g — €1 = \/(—260 + 61)2 — 4deges

1.13
2es (1.13)

=
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with
€0 = H{ASAA (1.14)
a1 = SEPHPM 4+ HEB S (1.15)
ey = HAA? — HAB AP (1.16)
€5 = SPA7 — SABGABT (1.17)
(1.18)
HI =wilgw] | 57 =wilw] (1.19)

1.1.2.2 Nearest neighbour approximation

The computation of the eigenstates can be simplified by considering only nearest neigh-
bours (nn) to a given atom on e.g. sub-lattice A. All 3 nearest neighbours are then
of type B. We defined 6; = RP — R{* (see Eq.(1.4)) and calculate the off-diagonal
Hamiltonian elements
HP =) ™% =ty (1.20)
J

Here, t is the nn hopping energy, or transfer integral, of ~ 2.8 eV [28] and is due
to the perturbation AV of the single carbon Hamiltonian by the surrounding atoms:
t = [rdWDT(r)AVOPB)(r + d3). ®U)(r) is the orbital wave function with respect
to sub-lattice j. Recent calculations show that an extension to next-nearest neighbours
(nnn), thus then of the same sub-lattice, can be omitted since ty,, ~ 0.1 eV [31]. Owing
to symmetry, we also have Hﬁm = HEB and Hl‘:‘B = Hf At Restricting calculations to

nn, the diagonal elements of Hlij yield
HY = Ui HU = e, (1.21)
which will be our energy reference, i.e. €3, = 0.

Since the wave functions are assumed to be normalised we find the diagonal overlap

elements sz = 1. The off-diagonals contribute a phase factor as HI‘:‘B above:
Spm = W .y (1.22)

The electrons accounting for transport are, as mentioned previously, those of the 2p,
orbitals. These are perpendicular to the sheet, i.e. the spatial extension into the x-y-

plane is very small and we can therefore neglect the off-diagonal elements of Sy.
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1.1.2.3 Electronic band structure

The nn considerations above greatly simplify equation (1.8) and the energy dispersion

(1.13). It reduces now to

3k 3k 3k
6 = 4t |1+ 4cos (f :Da) cos < 2ya> + cos? (f zd) (1.23)

2 2

Fermi energy

Valence band

MOMENTUM

FIGURE 1.9: left: Energy dispersion of graphene monolayer. From Castro Neto et
\ al [28]. right: Band structure of MLG. From Geim and MacDonald [32]

The energy vanishes at two inequivalent points [29]

2 2 2 2
K = (”, T > , K = (”,_ T > (1.24)
3a’ 3v/3a 3a’  3v3a

They are the corners of the first Brillouin zone and are responsible for one of the re-

markable properties of MLG: valence and conduction band cross. As a consequence,
graphene is often referred to as a semi-metal or zero-gap semiconductor. The band
structure, or energy dispersion, of MLG obtained from Eq.(1.23) is shown in Fig. 1.9.
K and K’ are also-called Dirac points or charge neutral points. They come in pairs
due to time-reversal symmetry (e_x = €x) and give rise to a two-fold, so-called valley

degeneracy of the zero-energy states.

Low energy linearisation Fig.1.9 already points out one major feature of the graphene
energy dispersion: the conical shape in the vicinity of the Dirac points and the depen-
dence on the two-dimensional wave-vector k. Before we start the low energy lineari-

sation, it is useful to define an effective tight-binding Hamiltonian matrix with the

Hy = ( OT t’m) (1.25)

e O

previously obtained results:
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This highlights again the necessity of including both sub-lattices in the description by

) — (% (1.26)
k

In order to describe the low energy excitations in graphene, i.e. electronic excitations

using the spinors

close to the Fermi level, one has to investigate the states in close vicinity to the Dirac
points K and K’. There, we define the displacement of the wave vector from the charge
neutrality point K():

q=k-K" |q|<K~1/a (1.27)

For the ease of calculation, we will consider a lattice rotated by 90 © with respect to the
one shown in Fig.1.8 and shift K and K’ 2.

From the effective Hamiltonian (1.25) one immediately recognises that i is the entity

to be expanded in the low energy linearisation.

V3a a 2n . V3a a o .
Tk (1 +1( qz + *Qy) es + | 1+i(——5—q + §Qy) e +(1- Z(“Qy))

2 2 2
(1.28)
3a )
=5 (qz +iqy) (1.29)
for K and for K’ analogously
e =2 (g — i) (1.30)

The above is achieved with the help of sin(+27/3) = +1/3/2 and cos(+27/3) = —1/2.
Introducing the wvalley isospin & = &, where + denotes K and — K’, we can then

reformulate (1.25)

0 —3ta(qy + i
Hé :é- (3 ' 2 a(q qu)) — ghVF(qxo-x + é-qyo.y) (131)
§ta(‘h - ZQy) 0

where we defined the Fermsi velocity

3ta N

6
-~ 10°m/s (1.32)

Vp =

and use the Pauli matrices

0 1 0 —1
o’ = and o¥ = ' (1.33)
1 0 i 0

2K = (:I:Sf/%a , 0) and §; = (@“,%) , 02 = (723a7—%) , 03 = (0, —a)
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The energy dispersion (1.23) then reads
€qiet = MNwp | q] (1.34)

which is now linear in wave vector q for small deviations from the neutrality points (see

Fig.1.9). Here, A = + denotes the conduction and A = — the valence band. Note also
that although both neutrality points have the same energy dispersion, charge carriers on
different sub-lattices will propagate with a phase shift in k space of ¢4 = arctan <Z—‘Z>.
Also, the Fermi velocity introduced above has been experimentally verified by [3].
Introducing a four-spinor representation of the wave function
" 1
B [N
1 Ae
Ue=|""t|=—= (1.35)
$B V2|1
YA — ek
we can further reformulate the effective Hamiltonian to
o- 0
Hy=twr |7 1 — hvra - q (1.36)
0 —0-q

where

0 —-o

a= <G 0 ) and o = (0%, 0Y) (1.37)

The off-diagonals zeros in Eq. (1.36) indicate the independence of the energy dispersion
cones around the points K and K’. We will therefore consider only one cone in the
applied sections of this work and take into account the two-fold degeneracy by a simple

factor 2.

1.1.3 Dirac fermions in graphene

The effective tight-binding Hamiltonian (1.36) is reminiscent of the Dirac equation in 2
dimensions for particles without mass. We cannot give a full introduction to the Dirac

equation here and refer the interested reader thus to e.g. [33].
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1.1.3.1 Dirac equation in 2D

In two dimensions one needs three mutually anti-commuting objects ay, as and [ sat-

isfying the Clifford algebra, which are in this case identified as the Pauli matrices

(0 1) (o —i) (1 0 )
ot = o¥ = o° = . (1.38)
1 0 i 0 0 -1

Hence one obtains the 2D Hamiltonian

2

H?* =co - p+mc?o® where o= (0% 0Y) (1.39)

Substituting the speed of light ¢ by the Fermi velocity vr and assuming zero mass, this is
of the same form as the effective tight-binding Hamilitonian (1.31) at the point K'. An
z

equally valid choice in the Clifford algebra in 2D is a3 = —0%, as = —¢¥ and f = —0¢

which then gives the Hamiltonian for K.

1.1.3.2 Band, valley and chirality

Note that in the general Dirac equation o describes the physical spin of a particle. In
the case of graphene, o describes the sub-lattice isospin, as introduced in Eq.(1.36). It
is of importance for transport experiments since o is intimately related the band index

and o||q. In terms of application of the Dirac equation, an often used operator is the

conduction
band
(h=+)

valence
band
(A=-)

energy
(=]
Density of states

—t 0 t '
momentum Energy

FIGURE 1.10: Left: Relation between band index A, valley isospin £, and chirality

in graphene. From M. Goerbig [9]. Right: Sketch of the density of states in graphene

in nn-approximation. The dashed lines indicate the density of states obtained in the
K low energy linearisation. From M. Goerbig [9)].

helicity: It is the projection of the spin onto the direction of propagation of the particle

p-o
hp = —— 1.40
1Y p| ( )
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with eigenvalues 7 = £. In the absence of mass, thus e.g. approximately for neutrinos,
hp commutes with the Dirac Hamiltonian and 7 is a good quantum number. Since, as
mentioned above, in the case of graphene o refers to sub-lattice isospin hp is also-called
chirality operator and commutes with the effective Hamiltonian in Dirac representation.

We can therefore reformulate (1.36)
HS = ¢ 1| hy (1.41)

taking into account the K, K’ valley degeneracy via the valley isospin £ = £. The band
index A (see also (1.23)) describing valence and conduction band is fully determined by
chirality and valley isospin:

A=n-¢& (1.42)

It is displayed in Fig.1.10.

1.1.4 Consequences of Dirac equation in graphene
1.1.4.1 Massless charge carriers

Eq.(1.34) also highlights another of graphene’s surprising properties: The square root
dependence on charge carrier density of the carrier mass. This can easily be seen from
the semi-classical definition of the cyclotron mass [30]

. WP0A(e) _ KO |af _ yrns

= = 1.4
2 Oe 2 Oe VF (1.43)

m

where Ay is the cross section of the Dirac cone in k space. Owing to the near-vanishing
charge carrier density close to the Dirac point, we find massless quasi-particles as charge
carrier in graphene, in contrast to a constant mass m* for conventional free electrons.
Novoselov et al. demonstrated that in MLG m* — 0 [3] for p and n-type carriers. It is
in particular this massless character, which justifies the name Dirac quasi-particle and
leads to a high charge carrier mobility.

If the sub-lattice symmetry is broken, e.g. in case of a potential difference between
A and B sites, carriers become massive again. As discussed in chapter 4, a potential
difference u between the sub-lattices would create a bandgap of the same spacing at
k=0: e =+y/u?+ h?v%k?. Hence m* # 0 even at k = 0 [29].

The vanishing mass makes graphene favourable for high frequency applications, similar
to the low m* in GaAs and InGaAs heterostructures, as it will result in a high carrier
mobility [34].
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1.1.4.2 Klein tunnelling and absence of backscattering

FIGURE 1.11: 1) Carrier incident on a barrier of height V4. 2) Bandstructure in
the p—n junction. The Fermi levels are uniform and aligned. Filled zones represent
occupied states. 3) Geometric overview of the reflection of the incident wave on the

K barrier. Adapted from D. Torrin [35].

In quantum mechanics one finds the probability of particles travelling through a potential
barrier to be decreasing exponentially with the barriers height. In the case of relativistic
particles however, and we shall here for simplicity restrict the description to electrons, a
counter-intuitive effect takes place, the so-called Klein tunneling. Here, the transmission
probability rises with rising potential step, reaching unity for an infinitely high barrier.
This can be explained by the fact that while a potential is repulsive for electrons it is at
the same time attractive for positrons, thus creating positron states inside the barrier.
The greater the barrier height, the greater also the possibility of alignment between
electron and positron state energies, thus the greater the transmission probability. This
phenomenon has been first described by Klein [36] in 1924 and coined Klein paradoz.
Although discussed widely, the Klein paradox could not be observed experimentally be-
fore the discovery of MLG [37]. Now, thanks to the Dirac nature of carriers in MLG,
Klein tunnelling and related effects can be studied. We will however not go into detail
on the subject of e.g. Veselago lens or triangular gated graphene [35] here, but focus on

the consequences of Klein tunnelling on the electron transport.
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It is generally found, both theoretically and experimentally (see e.g. [38] and [39] as
well as ([29] and references therein), that carriers incident upon e.g. a p—n junction in
MLG are transmitted perfectly if coming in normal to the boundary. For angles ¢ > 0,
a transmission probability D depending on ¢ is found: D(¢) = cos?¢. This can be
understood in terms of chirality of carriers and the conservation of the pseudo-spin. In
order for backscattering to occur, k needs to reverse to —k. At the same time chirality
will change (see Fig. 1.11(2)) which leads to a vanishing probability of reflection. For
finite angles of incidence, the situation is sketched in Fig. 1.11(3) and one obtains the
aforementioned angle dependent transmission probability.

The absence of backscattering upon a potential barrier has consequences especially for
the electronic transport: Even at low carrier concentration, where electron-hole inhomo-
geneities are likely to create random p—n junctions, these barriers remain transparent
to the carriers. The high carrier mobility achievable in graphene devices is thus closely
related to this absence of backscattering.

Despite Klein tunnelling being a promising subject, we will not exploit its effects in this
work, as it requires high purity graphene samples that allow for the device to work in
close vicinity of the charge neutral point. The samples presented during this thesis are
limited by chemical potential fluctuations of the order of several meV. New fabrication
techniques recently introduced at the LPA may allow investigation of this interesting

subject in the near future.

1.1.5 Density of states

The density of states (DOS) p(e) is a representation of the number of quantum states

N per k-space unit area S in the vicinity of the energy level € [9, 30]:

oe) = 20 (1.44)

In the two dimensional MLG one finds the number of states e.g. for the conduction
band (i.e. A =+)

k(&) kdk
Nt=g > =~ gS/ o (1.45)
K, k<e/hvp 0 T

and thus for the DOS of the full (positive and negative) energy range

_ 9 k(e _ 2]€]
ple) = 271 9e/Ok  m(hwp)?

(1.46)

where we have used the inverted low energy linearisation of the dispersion relation (1.34)

and g = 4 due to the 2-fold valley degeneracy and the electron spin.
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Therefore, as also depicted in Fig.1.10 for the full DOS calculated by Hobson and Nieren-
berger [40], the DOS is linear in energy and vanishes at the Dirac point. This is in strong
contrast to conventional 2D metals, where the DOS is constant. We will use the energy

dependence of the DOS in our experiments on GFECs (chapter 4).

Density of charge carriers Integrating the DOS over the whole energy range up to

the Fermi level one finds the density of charge carriers (DOCC)

(e’ 62
ne = /0 O (e = i (1.47)

e—ep -1
1@ = (1 emf )

where f(€) is the Fermi-Dirac distribution. The right hand side of Eq. (1.47) is the

valid solution for zero temperature. The DOCC will reach typical values of n, = 1011~

10" ¢cm~2 in MLG devices. The lower limit is limited by fluctuations in ex

For the ease of calculus we can now express the Fermi energy as function of the charge

carrier concentration:

€ = hwpkp = hvpy/mns = 116.3 meV - /17 (1.48)
kp ~ 1.77 - 105/7,

~ Ng

Ns = 1012

with ng in units of cm™2.

1.1.6 Charge carrier mobility

A property vital for graphene applications and frequently cited in favour of MLG is its
high room temperature carrier mobility p.. It relates the conductivity o to the carrier
density ns and is generally a measure of how quickly carriers move in a material under

the influence of an electric field E. From the definition in terms of drift velocity [30]
vg = puE (1.49)

and the current density
J = nsevq (1.50)

we can immediately obtain the desired formula

0 = Ngellc (1.51)
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FIGURE 1.12: a) Electron mobility versus bandgap in different materials at low
electric fields. From F. Schwierz [41]. b) Comparison of charge carrier mobilities
in GaAs/GaAlAs hetero structures and graphene. Blue and red dots: Evolution of
GaAs mobilities over the years. Adapted from Schlom et al. [42]. Additional solid
lines are experimental graphene mobilities: green) CVD graphene on hBN [43]. ma-
genta) Exfoliated graphene on hBN [44]. brown) Exfoliated graphene encapsulated

K in hBN [45] -

Given the right choice of substrate and dielectric, room temperature mobilities of the
order of 10> cm?V~!s~! can be achieved in MLG devices. As can be seen from Fig.
1.12(b) values are still well below record mobilities in e.g. GaAs heterostructures at low
temperatures. However, experiments [41, 43-45] show that MLG mobilities can already
reach considerable values of several 10 cm?V~!'s~! and most notably that p. remain
high even at room temperature, contrary to its semiconductor counterparts, where p.
decreases rapidly with increasing temperature. Record values for MLLG are achieved in
pure systems, e.g. in MLG encapsulated in hexagonal boron nitride (see description
below) or in suspended graphene devices. Typical mobilities of MLG devices on Si/SiO9
are of the order of 103-10* cm?V~1's™! at room temperature. For a more detailed

comparison see [41] and references therein.

1.1.7 Other related materials

Besides the monolayer of graphite, there are several related materials, each with their

own astounding properties.
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FIGURE 1.13: (a) schematic of the bilayer lattice containing four sites in the unit
cell: Al (white circles) and Bl (grey) in the bottom layer, and A2 (grey) and B2
(black) in the top layer. (b) schematic of the low energy bands near the K point
obtained by taking into account intra-layer hopping, B1A2 interlayer coupling, A1B2
K interlayer coupling and zero layer asymmetry. From Falko et al. [46] /

1.1.7.1 Bilayer graphene

Despite the name graphene having been coined for the monolayer, also the bilayer of
graphite shows interesting properties. It consists of two graphene layers in Bernal-
stacking, coupled vertically, which changes the energy dispersion (see Fig.1.13) and
related properties. Its bandstructure can also be calculated by means of a tight-binding
approach, introducing inter-layer hopping between the planes spaced d ~ 3.34A. For a
more detailed description see e.g. [29, 46]. The DOS e.g. is now similar to conventional

two-dimensional electron gases (2DEGs), i.e., constant:

*

7 (1.52)

ple) =

Here, the effective mass obtained from bandstructure calculations is m* ~ 0.03-0.05my
[29], where mg is the electron mass. The non-zero mass m* comes alongside a small

separation of the bands, which can be tuned electro-statically. [29, 46].

1.1.7.2 Carbon nanotubes

Carbon nanotubes (CNTs) are essentially rolled up graphene sheets. Their intrinsic
properties mainly stem from the underlying honeycomb lattice arrangement of carbon
atoms and the additional circular confinement. The exact way of rolling up the graphene
sheet into a tube, the resulting diameter and the zigzag or armchair termination define
the microscopic structure and therefore the transport behaviour CNTs. One defines a
circumferential vector Cy, = naj +masy connecting two equal atoms (in terms of lattice)
[47]. Due to the circumferential confinement only a discrete set of wave vectors k is

allowed in the Brillouin zone, resulting in the point K being include or excluded. This
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determines if a bandgap arises and the CNT becomes semiconducting or if it remains
metallic. Semiconducting CN'Ts have recently been used to realise field-effect transistors

(see also section 1.4.3).

1.1.7.3 Hexagonal Boron Nitride

Hexagonal boron nitride (hBN) is often also-called white graphene, due to its close match
with the graphene lattice. Indeed, the mismatch between the two lattices is only of about
1.7% with boron and nitride atoms taking the place of the carbon in the sub-lattices.
It is an ionic crystal with strong in-plane bonds. It is relatively inert and expected to
have no dangling bonds or surface charge traps. On the contrary to graphene, hBN is an
insulator with a bandgap of 5.97 eV [48]. Due to the close lattice match, low roughness of
its surface and the reduction of dangling bonds, hBN is becoming increasingly interesting

as a substrate for graphene devices [44].

1.1.8 Differences between MLG and 2D semiconductors

There exists a great number of quasi 2-dimensional systems, which have all been studied
extensively over the last decades. Of special interest are here the semiconductor systems,
i.e. for example inversion layers in Si or GaAs-AlGaAs heterostructures, which are quasi

2D, but exhibit several major differences compared to MLG as pointed out in [29]:

e Contrary to MLG, 2D semiconductor systems have rather large bandgaps, mak-
ing it necessary to distinguish between electron and hole conduction devices. In
graphene, both regimes are accessible within one device and conduction can be
changed from electrons to holes by a gate potential. This gapless energy disper-
sion (see also Fig. 1.9) makes it however difficult to obtain an insulating state,
in contrast to the 2D semiconductors, where the Fermi level can be placed in the

bandgap.

e Additionally to being gapless, graphene’s energy dispersion is also approximately
linear in the vicinity of the Dirac points. 2D semiconductors in constrast exhibit

a quadratic dispersion
h2k?
2m*

e(k) = eo + (1.53)

The linearity in graphene has a strong impact on its transport behaviour. Energy

is proportional to /ng in MLG, whereas one finds € « ng in 2D semiconductors.
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The carriers in graphene are chiral with a strong pseudo-spin orbit coupling, as we
have seen in section 1.1.3.2. This leads to effects like the suppression of backscat-

tering.

Graphene is a true 2D system, with thickness of one atom. 2D semiconductor
electron gases are quasi 2-dimensional as they are governed by 2D quantum physics,
but their thickness is always of several nanometers. Their phonons are therefore

3-dimensional.

2D semiconductors have a constant DOS, as predicted by quantum mechanics,

whereas MLG’s DOS is linear in energy.

Finally, graphene’s carrier are massless in the vicinity of the Dirac points, as estab-
lished theoretically and experimentally. Carriers in semiconductors are always of
finite mass m*, its value depending on bandstructure. Typically e.g. m* ~ 0.07m,

and ~ 0.38m, for electrons and holes in GaAs, respectively.

It is interesting to mention that BLG shows properties of MLG and 2D semiconductors

alike [29]: For example the DOS is constant, but carriers are still chiral as the A/B

sublattice symmetry remains.

1.2 Phonon modes in graphene

energy (meV)

FIGURE 1.14: Phonon modes in graphene. Blue lines are flexuaral phonons and

only of importance in suspended graphene layers. From Falkovsky et al. [49]. j

In a generic crystal, atoms are not fixed to their lattice position, but can vibrate around

their center of mass. The stable equilibrium position of the mass centres in the lattice

is a result of atomic interactions as e.g. Van-der-Waals forces, covalent bonds or others

[30, 34]. Periodic, elastic displacements of crystal planes can be described by a set of
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1-dimensional equations of motion. The dimensionality of the problem is given by the
number of atoms in the unit cell. In the simplest case of a one-atomic unit cell, the

equation of motion of a given lattice plane s is

RITA
dt?

M = C(Ust1 + Us—1 — 2us) (1.54)

with M the mass of the atom, C' the force constant between planes s and s + 1 and u;
the displacement of plane i. The solving of the system of equations of motion leads in
the case of a two-atomic unit cell to two sets of dispersion relations in reciprocal space,
called acoustic and optical modes. These names are due to the in-phase (acoustic) or
opposite-phase (optical) vibrations of neighbouring atoms and the possibility to excite
the latter by means of electro-magnetic waves. The energy of these lattice vibrations
is quantised and gives thus rise to a description in terms of harmonic oscillators. A
quantum of of vibrational energy is called a phonon [30, 34].

Let us now turn to the phonon modes in graphene. These have been studied extensively
even before the discovery of stable MLLG flakes by Novoselov and Geim in the framework
of e.g. carbon nanotubes. Similar to the electronic properties, lattice vibrational modes
in CNTs can be understood from the ones of their precursor, monolayer graphene. We
will base this brief description of graphene phonon modes on [10] and references therein.
Due to the two-atomic unit cell of ML G, six degrees of freedom arise for lattice vibrations.
It can be shown [10] that the motion of the carbon atoms within their lattice and
couplings to neighbouring atoms can be described by a 3N x 3N dynamical matrix,
where NN is the number of atoms in the unit cell. Calculations were performed up to
the fourth-nearest neighbour, sufficiently describing the experimentally found phonon
dispersion. A theoretical sketch of this dispersion can be found in Fig. 1.14. There
is a total of six branches, which in order of increasing energy from the G point are:
Out-of-plane acoustic (ZA), in-plane bond-bending (TA) and in-plane bond-stretching
(LA) acoustic phonons, as well as the corresponding optical phonon modes ZO, TO and
LO.

We will not consider out-of-plane modes in this work. They are mainly important in
suspended graphene samples, whereas the samples we will present throughout this work
are all supported by a substrate. As can be seen from Fig. 1.14, the optical phonon
modes TO and LO have a considerable energy of ~ 200 meV. Their effect will thus
be accessible only at high electric fields, where carriers have acquired enough energy to
interact with them. They are nevertheless of great importance as their electron-phonon
coupling is strong enough to provide effects visible in DC transport measurements: Here,
the drain-source current of a MLG device will show a current saturation at high field
[50]. We will come back to this effect in chapter 3. Acoustic, in-plane phonons (AP)

have low energies and could potentially show up in measurements even at low electric
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field. However, their coupling to electrons is only weak [24] and special experiments

have to be devised in order to see their effect (see chapter 5).

1.3 Electronics in mesoscopic systems

1.3.1 Length scales of mesoscopic systems

A macroscopic conductor or resistor is defined by the Ohmic relation G = a%, where G
is the conductance, S and L represent the conductor’s cross-sectional area and length,
and o is a material dependent parameter. In a two-dimensional system like MLG, S
can be replaced by the system’s width W. Within the conductor the charge carriers
can undergo elastic scattering processes for which we define the elastic mean free path
lmpp = ToVF, giving the average distance an electron is travelling between two scattering
processes. Ty is the time interval between two scattering events and vg the particle’s
velocity. If the conductor’s length L is greater than l,,f,, the charge transport will be
diffusive.

Another important length scale is the temperature T' dependent phase coherence length
lp =vp -1y <Vp- kBiT (in the case of vanishing voltage bias V). If it exceeds L quantum
effects can be expected, as the phase information of the electron is not randomised. In
the case of graphene l4 is on the nm scale at 300 K and on the pm scale at 4 K (liquid
helium temperature). Typically, the channel length of our MLG devices is of the order of
1-2 pm. At low temperatures, we are thus approaching a quantum system and need to
take into account its stochastic nature, i.e. the granularity of charge. The fact of having
macroscopic sample dimensions on the one hand and quantum effects on the other hand
is the reason to call these kind of systems mesoscopic (from greek meso=between).
Additionally, if one shrinks the system to scales comparable to l,,f, or smaller, a phe-
nomena called ballistic transport occurs. The electrons are now no longer scattered but
will always pass the conductor, meaning that the transmission probablity D reaches

unity. We will however only deal with diffusive devices in this work.

1.3.2 Transport in mesoscopic graphene
1.3.2.1 Quantum description of the current and scattering approach
To arrive at a formula predicting the current through a mesoscopic system (which we take

to be 1-dimensional for the sake of simplicity), one starts from a second quantisation

approach with creation and annihilation operators acting on incoming and outgoing
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states of the system [51]. The system is connected to large reservoirs at either side.

Such a system can formally be described by the scattering matrix S formalism:

b Spr, S a

L) _ LL OLR AL (1.55)

br SrL SRR aRr
Here the operators a and b act on incoming and outgoing waves, respectively and L
(R) denotes the left (right) contact. We will not go into details on the exact quantum
mechanical calculus of the sample current, but refer the interested reader to the review

by Blanter and Biittiker [51]. Let us simply state that the overall current through the

system is in the end given by

e

=2 / delf316) = (@) 3 Dy (1.56)

where f; denotes the Fermi-Dirac distribution of contact ¢ and D, the transmission
probability of the n-th electronic mode. This is closely related to the Landauer-Biittiker
description of conductance, which is also readily extended to account for multiple elec-

h n n ’

where V is the voltage applied to the sample. The above formula is of great help e.g. in

semiconductor 2DEGs.

1.3.2.2 Number of modes in graphene and impact on channel current

In the case of MLG however, there is a large number of modes to take into account;
up to 10* depending on the width of the layer and the carrier concentration ng. There
is also a four-fold degeneracy arising from the electron spin and the two valleys K and
K’. Near the Dirac point the energy dispersion is linear in wave vector kg, as found
earlier. Combining this fact with Eq. (1.47) we arrive at a relation between the Fermi

wavelength and the density of charge carriers in the sheet:

_ 2 4
kp \ ng

AF (1.58)

ranging from 10~"m to 10~8m for n, = 10! to 10'3 em™2. Assuming standard potential

step boundary conditions, we now find the number of electronic modes in the graphene
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layer

M= 2;4}: =Wy /= (1.59)
Since M depends on ng, the number of modes nearly vanishes at the Dirac point. Several
modes are always open, however, making it impossible to create a real OFF-state of the
current. This is due to the minimum conductivity o, = 4e?/7h generally found in
graphene, whose origin we will not discuss here, but refer the reader to [29] and ref-
erences therein. For typical charge carrier densities (ns = 101103 ¢cm™2) and sheet
width of W =1 um, the number of modes is of the order of 20 to 200.

Besides tuning carrier concentration, the second option to control the number of trans-
mission modes is to change the layer’s aspect ratio W/L. In practical that usually means
to use so-called nano ribbons of a width of several hundred nanometers to obtain only a
few modes. Eq. (1.59) also highlights the possibility to modulate the current I flowing in
the channel by changing the carrier density, i.e. by applying an external electric poten-
tial, the gate potential. In experiments we will thus in general deal with a drain-source
current

Igs = I(Vas, V) (1.60)

where Vg, is the voltage between the contacts and V; the gate voltage modulating n.

1.3.3 Noise in mesoscopic systems

The stochastic nature of the charge transport aforementioned (see 1.3.1) leads us to
another important topic in this work: charge fluctuations or electronic noise. They

occur in every conductor as variations of the current around its average value.

1.3.3.1 Thermal noise

The first source of noise in an electric circuit is caused by finite temperature, due to which
the occupation numbers n of the electronic states will fluctuate, even at equilibrium,
where no driving potential difference is applied between the reservoirs. These occupation
numbers are described by the Fermi-Dirac statistics, i.e. in equilibrium all states are
occupied up to the Fermi level and the average number of occupied states is simply
< n(e) >= f(e), where f is the Fermi-function. The probability for a state being
empty is thus 1 — f and f for being occupied. At finite temperature these probabilities
deviate from the zero temperature values 0 or 1, as generally described by the Fermi
function. The subsequent random changes in the occupation number of the electronic

states, of variance f(1 — f) and caused by the finite temperature of the conductor, then
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give rise to equilibrium current fluctuations 61(t): the charge carriers close to the Fermi
level receive enough energy to contribute to the transport. Thermal noise is also-called

Johnson-Nyquist noise with its spectral density given by [52, 53]

 4kpT
" R

St (1.61)

This noise source can be suppressed by decreasing the system’s temperature, e.g. by the
use of liquid helium (4.2 K).

1.3.3.2 Shot noise

A second source of noise in mesoscopic systems arises from the quantisation of charge
and the stochastic character of quantum diffusive charge transport: The so-called shot
noise. In order to observe it, the system needs to be in the non-equilibrium or transport

state. The following description is adapted from [11], [54] and [12].

Poissonian noise In 1918 Walter Schottky was the first to investigate current fluctu-
ations in conductors and coined the term shot noise. His result describes the noise due
to uncorrelated variations around an average value, i.e. a random Poissonian process.

Let us consider a flow of particles emitted independently during a time intervall 7. The
average number of events is (n) = my7, where n; is the average number of particles
emitted per unit time. The probability to find exactly n events occurring during the

time 7 = (n)/n; is given by the Poissonian distribution

Pn) = " =tn) (1.62)

Such uncorrelated events can e.g. be found in vacuum diodes or also tunnel junctions,

where the average current (I) = e(n)/t creates a noise power spectral density (PSD)
S = 2¢(I) (1.63)

We will make use of this relation in chapter 5 when calibrating our noise thermometry

setup.

Current correlations and noise In order to derive the above formula (1.63), we have
to study the correlations of the electrical current in our simple 1D model conductor. For
the sake of simplicity we shall only consider a single electronic mode in the following

description. Similar to Eq. (1.56) this can easily be extended to multiple modes.
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The quantity of interest is the correlation function of the current with respect to time

Clt) = ;/dt( () I(E+ 1) (1.64)

where T represents a sufficiently long time interval. For a random quantity z(t) fluc-
tuating around its average (z) by dx(t) = z(t) — (x), C(t) is a measure of how the
fluctuations evolve in time on average [54].

In a more formal way this can be described in terms of time-dependent current operators
fm(azm, t). To this effect one has to rewrite the corresponding current operators I in the
Heisenberg picture [11, 51], and integrate over two different energies (¢ and €’). Ref-
erences [51] and [11] give the precise formulas of the above mentioned quantities. Our
interest lies however on the noise spectral density of the conductor, which is given by
twice the Fourier integral of the correlation function with respect to the two reservoirs.

In terms of the current I(¢) and its average, it yields [11]

T/2
Spon(w) = lim = / dt / 4t (L (Ot + 1)) — L)LY (1.65)

T—)OO T T/2

The solution of the above formula requires the evaluation of expectation values of four
annihilation or creation operators, which can be simplified by using Wick’s theorem [55].
Again we refer the interested reader to the reviews [51] and [11] for more details.

It is generally sufficient to calculate the noise in the zero frequency limit [11]. For the

case of a two-probe system only autocorrelation is of importance and we find:

Suao=0)= 2 [ 4D~ f2) + a1 — i)+ (1.66)

+ D(e)[L = D(e)] - [fo(1 = fr) + frR(L = fL)]}
We can now evaluate (1.66) and obtain [11, 51]

2e3V eV
D(1 — D)coth( kT

4 2
S1(0) = ~—kpTD? +

- - ) (1.67)

To conclude this short introduction of electronic fluctuations let us have a closer look
at the two limiting cases of the above expression. Taking T' = T, where Tj is the bath
temperature and independent of bias, we will be in the limit of 0 < eV < kgT. Using

the first order approximation coth(x) ~ z~!, Eq. (1.67) can then be transformed into

4e? 5 2e?
2
D
= de - eT kT
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where we recover the Johnson-Nyquist formula (1.61) with R = h/e?D.
One can consider another limit, the very hot electron limit, where the electron temper-
ature T'e ~ eV/(2kp). Then, we obtain

2e3V 2e3V
S1(0) =~ eh D* + eh D(1- D) (1.69)
eV D

h

= 2e

where we recover the shot noise formula (1.63) with I = ¢2DV/h.The usefulness of both

limits will reveal in chapter 5.

1.4 Single charge detection

Mesoscopic physics lies, as mentioned in the beginning of the previous section, at the
border of macroscopic and microscopic physics; Quantum effects of the microscopic
world are made visible using macroscopic tools and devices. One of the most interesting
and important challenges here is the emission, manipulation and detection of single
carriers. Many experiments deal e.g. with quantum hall effect edge channels in two-
dimensional electron gases in semiconductor heterostructures. Here, coherent transport
can be achieved, with single electron injection into the channel, as shown recently at
the LPA [56, 57]. It is however not the goal of this section to provide insight into this
field, but merely point out the importance of single charge detectors and highlight the
state-of-the-art.

Sensitive electrometers exist for DC, but difficulties start to arise once repetitive, single-
shot detection is required. Then, one has to deal with the electronic noise proportional
to the bandwidth of the frequency spectrum used in the detector. Nevertheless, such fast
single charge detectors would make the ideal companion of the aforementioned single-
charge emitters: Coupled capacitively to e.g. the edge channel it would be possible to
read out single charge events at high precision. Ideally, the dimensions of the detector
need to remain smaller than the coherence length of the carriers I, < vp - kBLT’ which in
turn translates into the requirement of sub-nanosecond time resolution for the typical
Fermi velocity vp < 10° ms™! in 2DEGs. A second possibility is to trap the charge
in a quantum confinement for a sufficiently long time in order to gain a good charge
resolution. This second techniques is used throughout many detectors, as we will see in
the following.

The most commonly used technique of detection today is the employing of the field-
effect on a gate electrode of a transistor. Without going into details, which will be

given in chapter 3, the working principle of a generic field-effect transistor (FETS) is the
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following:

A conducting channel is connected to two reservoirs, allowing for a charge transfer
between them. A third electrode, the gate, is coupled capacitively to the channel and
generally modifies its conductance. Thus, in very broad strokes, the current I will

depend on the amount of charge Aggqse on the gate electrode. We find

ol
I<q9at€) = I(O) + 8 AQQate (1.70)
QQate
and define our generic signal as the change of current with respect to the change of gate

charge
ol oI a‘/gate _ 9m

B 8quate B a‘/vgate 8qgate B Cgate

S = wr (1.71)

In the last two right-hand side terms we have introduced three quantities crucial to the
description of FETs: The transconductance g, = dI/ dVyate, the gate capacitance Cyqe
and the transit frequency wr/(27). Their exact purpose will reveal in chapter 3, where
we will go into more detail. The last parameter, wr, identifies the frequency at which the
current gain of a given transistor has decreased to unity. Since the device itself, as well
as all components in the measuring setup exhibit electronic noise, one has to assure a
strong signal S in order to achieve a high resolution. In a later chapter, we will introduce
the current noise spectral density Sy of which the square root has to be compared to
S to give an estimate of the charge resolution of a transistor. The maximum charge
resolution is given when the ratio of signal-to-noise reaches 1 and therefore we find

_ Vo8 _ VS
S

O0Grms = 1.72
q or (1.72)

8Grms is in units of e/v/Hz and signifies the following: Charge fluctuations on the gate
inferior to d¢,ms Will not be visible within the noise background in a single-shot exper-
iment. Only fluctuations Aq > ¢qms can be detected without difficulty. There is of
course the possibility of averaging over a sufficient number of events, however this defies
the single-shot approach.

A sensitive single-charge detector is thus characterised by a large transconductance,
small gate capacitance and small intrinsic electronic noise. The first two quantities can
be probed by measuring the device’s high frequency admittance (see chapters 3 and 4),
the last one by means of noise thermometry (see chapters 5). Two kinds of transis-
tors fitting the above mentioned requirements are mainly used today: Single-Electron-
Transistors (SETs) and nano transistors based on quantum-point contacts (QPCs) or

carbon nanotubes (CNTs).
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(a) G Vg (b) Gate Vg

FIGURE 1.15: a) Working principle of an SET. b) Working principle of a QPC-FET
or CNT-FET. From [58].
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FIGURE 1.16: (a-c) Spaceenergy diagrams of a single-electron transistor in which
electrons are confined between two tunnelling barriers. The gate voltage is increased
from (a) to (c). (d) Current can flow only in the gray-shaded regions, where one of
\ the energy levels is within the bias window. From Thn et al. [59]. /

1.4.1 Single-electron transistors

A single-electron transistor (SET) consists of a conducting island, connected capaci-
tively to two leads, as shown schematically in Fig. 1.15(a), allowing for tunnel events
to happen. Islands can be made from metallisations, commonly Al, or defined electro-
statically in the channel of a metal-oxide semiconductor FET (MOSFET). This spatial
confinement of electrons creates a quantum well and a distribution of discrete energy
levels within. The position of these energy levels can typically be changed by the vari-
ation of a gate potential. Charge transport between the two contacts is then possible
through tunnelling of electrons from a contact into the island and further on into the
second electrode, given a discrete level is within the window of contact potentials (see
Fig. 1.16(a-c)). This results in the so-called Coulomb blockade, which is presented in Fig.
1.16(d): Diamond-shaped regions of suppressed conductance which repeat periodically.

For a more detailed description please refer to e.g. [13]. SETs are typically limited to
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the kHz frequency range, but RF-SETs operating in the MHz region are possible [60] as
well by inserting the SET in a resonating cavity. Charge detection capabilities of such
RF-SETs are of the order of 10~%¢/v/Hz [60].

1.4.2 Quantum-point-contact transistors

In 2DEGs it is possible to control the carrier concentration in a given region by applying
an electro-static potential. This is usually achieved with the help of a capacitively
coupled gate electrode that can increase or reduce the number of carriers in the region
and hence creates a channel of variable transparency. Such gating allows for the creation
of a narrow channel with very low transparency, i.e. transport can be restricted to very
few electronic modes, down to complete closure of the contact. This is called a quantum-
point contact (QPC) (see Fig. 1.15(b)). Charge sensing in a QPC-FET is achieved by
the variation of QPC transparency upon arrival of an additional charge on the gate
electrode [61] and can be used e.g. to establish the so-called full counting statistic [62].
The change in gate potential will be visible in the current across the QPC. Similar
to the SET detectors, an RF version of QPC-FETSs exists with a charge resolution of
2-10~*¢/v/Hz in a bandwidth of 20 MHz at a temperature of 60 mK [63].

1.4.3 Carbon nanotube transistors

Another possibility for a fast an sensitive charge detector is the carbon-nanotube (CNT)
FET. This kind of device, studied e.g. by Chaste et al. here at the LPA [14, 58, 64],
constitutes the ultimate nano-transistor as it consists of a semiconducting CNT con-
nected to two contacts and capacitively coupled to a gate electrode. The gate potential
will essentially introduce a barrier of variable transparency in the ballistic CNT channel,
whereas the gate charge controls the amount of carriers in the channel. The transit fre-
quency wr, mentioned previously, is inversely proportional to the gate length L here and
can reach values up to 50 GHz. This is due to the small gate capacitance and the high
transconductance values g, that can be achieved in CNT-FETs [58]. Chaste et al. were
able to extract the aforementioned parameters from RF scattering-parameter character-
isations (see also section 3.2.2.2) and low temperature noise thermometry experiments
(see chapter 5) and estimate a charge sensitivity of 13 - 10~%¢/v/Hz in a bandwidth of
0.8 GHz at liquid helium temperature.
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1.4.4 Sub-nanosecond charge detection in graphene transistors

Very good charge sensitivities and large bandwidths can already be obtained with differ-
ent kinds of detectors, as we have seen previously. However, several drawbacks exist for
each kind: SETs and QPC-FETs operate in the kHz to MHz range and thus limit the
temporal resolution of the detector. CNT-FETSs could possibly overcome this problem,
as their bandwidth is in the GHz range. However, CNT-FETs, as well as SETs, exhibit
a large impedance of the order of several k{2, which makes it difficult to integrate these
devices in a standard 50 € high frequency setup. Also, the carriers in CNTs are typically
very hot, giving rise to an unsuppressed shot noise of the form (1.63) [64].

An option to overcome both restrictions, i.e. a device of large bandwidth and low
impedance, could be the use of RF graphene-FETs (RF-GFETSs). Typical graphene de-
vices show impedances of the order of several hundreds of € [2, 16], much closer to the
standard 50 €. Also very high transit frequencies can be achieved: A record 300 GHz
was recently reported by Wu et al. [65]. This is related to the high transconductance
and small gate capacitance achievable in RF-GFETs. As for the current fluctuations ex-
pectations are that current noise remains low, but still finite even in the ballistic regime.
Tworzydlo et al. predicted [66] that due to evanescent wave transport shot noise is sup-
pressed with a corresponding Fano factor of 1/3 at the charge neutral point of ballistic
graphene. This was confirmed experimentally by Danneau et al. [25]. F then decreases
further with increasing carrier density in the ballistic case. In diffusive graphene devices
no ng dependence is expected [67] but other effects like e.g. electron-phonon interactions
may reduce the electronic noise. An additional option for noise reduction in RF-GFETs
stems from the fact that the drain-source current I;; of a RF-GFET is proportional
to the channel width W, as we will discuss in chapter 3. Scaling the channel width
will also decrease the noise level. Besides the RF-GFET design, other detectors based
on graphene have been suggested, as e.g. bolometers taking advantage of the metal-
insulator transition in superconductor-graphene hybrids [68, 69].

Overall, the low intrinsic impedance, good RF performance and a low noise level make
graphene based microwave field-effect transistors suitable candidates for sensitive, sub-

nanosecond charge detectors.

In order to study the fundamental problems involved in the sub nano-second charge
detection we will concentrate in this work on the high frequency dynamics and noise in
graphene field-effect devices. The next chapter will first of all give an overview of the
typical fabrication process of the samples presented in this work. Device-specific details
will be described in the corresponding chapters.

In chapter 3 we will then investigate the high frequency behaviour of RF graphene
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field-effect transistors (RF-GFETSs), in order to answer the question of maximum cut-
off frequency in graphene nano-transistors mentioned in 1.4.4. It will be followed by a
study of diffusion mechanisms in graphene devices involving a simplified structure, the
graphene field-effect capacitor (GFEC, chapter 4). Last but not least we will approach

the topic of charge noise in graphene in chapter 5.
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Fabrication of graphene devices

2.1 Obtaining graphene layers

Since the first experimental observation of graphene by Boehm et al. [6] several different
ways have been explored to create stable graphene mono-layers and incorporate them in
devices. Besides early methods of chemically separating or intercalating graphite layers
[70], three main techniques of producing MLG are being used today: Micro-mechanical
cleavage, growth on silicon carbide (SiC) [71, 72] substrates and more recently chemical
vapour deposition (CVD). We will omit the SiC method in the following as only the
other two techniques are used in this work. Other techniques of obtaining MLG exist

and comprise e.g. anodic bonding [73, 74] and epoxy reversed exfoliation [75].

2.1.1 Exfoliation

The key to success for the fabrication of the first graphene devices in 2004 was the use
of an unconventional tool: adhesive tape. In one of their "Friday evening experiments
[...] where you do just crazy things... ”[76] the Manchester group managed to produce
very thin stacks of graphite layers with their so-called exfoliation technique [2].

Micro-mechanical cleavage, or ezfoliation, of bulk graphite has not only been the first
way to isolate stable graphene monolayers on a substrate at ambient conditions, but is
still a widely used, fast and easy approach to obtaining quality MLG. Also, it is not
limited to graphite but a wide selection of layered materials, e.g. hBN, can be treated
this way. This way of producing thin flakes of graphite down to MLG relies on the
rather large separation between graphite layers of more than twice the in plane nearest

neighbour distance and the weak attractive force between them [30].

39
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First, one sticks a piece of graphite (NGS Dragon Seal) to the adhesive tape, in our case
Blue Low Tack tape (Semiconductor Equipment Corp.). Detaching it leaves behind a
layer of carbon, which will then be separated into thinner layers by repeatedly folding
the tape onto itself and peeling away again. This produces an increasing area dotted
with thinner and thinner graphite flakes on the tape. Some of these flakes will have
broken down to single atom thickness after a few times of folding. Finally, the graphite
layers can be transferred to a substrate by simply sticking it to the tape. The carbon
will partly adhere and after detaching the substrate one obtains a surface covered in
graphite pieces and, amongst them, also few-layer graphene (FLG) and MLG. Isolated
flakes can now be localised on the wafer by means of optical microscopy or other imaging
techniques (see also p. 41). The surface area of exfoliated MLG is usually limited to a
few tens of ym? but sizes up to ~ 100 um? have been reported [45]. Despite the need to
actively search and localise MLG flakes, they remain unchallenged in terms of quality

and electronic properties, such as mobility or low intrinsic doping.

2.1.2 Chemical Vapour Deposition

A second approch to producing MLG is the use of Chemical Vapour Deposition (CVD).
This rather recent technique, first demonstrated in 2008 by Yu et al. [77] for growth on
Ni substrates, consists of growing graphene from gaseous precursors on a metal surface
that acts as catalyst to the reaction. Several methods are available, e.g. different
catalyst substrates, that all result in large, more or less homogeneous films of MLG.
Our CVD samples were produced by collaborators at the Laboratoire de Photonique et
de Nanostructures (LPN) using the growth technique on Cu substrates introduced by
Li et al. [78].

At the LPN, the Cu substrate, cut from a high quality Cu foil (in our case Alfa Aesar 5N
quality), is placed in a furnace, where it is heated to 1040 ° C under a flow of 65 sccm Ho
at a pressure of 200 Torr. When the Cu reaches the desired temperature, an additional
flow of C3Hg is introduced to the chamber. It pyrolises, decomposing into C and Hs
[79], and forms the mono-atomic carbon layer on the Cu surface. During this part of
the cycle, the substrate is exposed to 65 sccm Ho and 35 sccm CgHg at 200 Torr for 25
min. After cooling down under He atmosphere, a thin layer of PMMA is spun on the
graphene/Cu stack. Note that graphene will form on both sides of the Cu film, but using
the PMMA transfer only one side can effectively be used. One then proceeds to etching
away the Cu in an aqueous solution of iron nitrate, which leaves the PMMA /graphene
stack floating at the solution’s surface. The PMMA /graphene layer can now be ”fished”
from the solution by sliding the desired, final target substrate (e.g. Si/SiOg) under it

and lifting it off the solution. Finally, the iron nitrate residues are rinsed off in several
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de-ionised water baths.

The advantage of CVD grown graphene over its exfoliated counterpart is its sheer size:
while exfoliated flakes remain on the pm? scale, the size of a CVD grown MLG sheet is
mainly limited by the size of the substrate: CDV graphene layers of sizes > 1 mm? can
usually be achieved [78]. It is thus easier applicable in large scale production and allows
e.g for a statistical evaluation of the contact resistance (see also chapter 5). However,
due to the transfer from the growth to the final substrate a disadvantage remains: the
pollution of the sheet with polymer residues and an intrinsic doping coming along with
it. An annealing step (see 2.3.3) can help to reduce this problem, though. Recently,
Petrone et al. [80] reported on a new, dry transfer technique which overcomes the

previously outlined problems and results in very high mobility devices.

[Characterisation of graphene Iayers}

In general, exfoliated MLG flakes have to be localised manually, e.g. via their
optical contrast.

Optical contrast Despite being of mono-atomic thickness and thus transpar-
ent to the naked eye, one can make MLG visible nonetheless. In conjunction
with a carefully selected oxide thickness of the underlying Si/SiOg, interference
effects create a slight contrast between the flake and the substrate [81]. This
effect can also be used to characterise MLG flakes by comparing their contrast
to that of a verified reference sample.
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Raman spectroscopy A way to verify the mono-layer character of a flake is to
analyse its Raman spectra. Without going into detail, one mainly studies here the
intensity and shape of the so-called 2D and G’ peaks, at ~ 1580 and ~ 2700 cm ™!
respectively. Raman spectroscopy is a useful tool since it allows to distinguish
between mono-, bi- and few-layer grapehen. With increasing number of layers,
the peaks broaden from a single Lorentzian to a superposition of Lorentzian
curves. Also the difference in intensity drastically changes. For a more complete
description of this MLG characterisation tool, please refer to e.g. [82, 83] and
references therein.
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2.2 Manual stacking of thin layers: Wedging transfer

As already mentioned in 1.1.7.3 the electrical properties of a graphene flake will benefit
greatly if placed on top or encapsulated between hexagonal boron nitride (hBN). There-
fore, different methods have thus been developed in the last years to fabricate stacked
graphene-hBN devices (see e.g. [84]). In this work we will use a technique developed at
Delft University [15].

2.2.0.1 Wedging transfer setup

The employed method to transfer arbitrary thin films, in our case MLG and hBN flakes,
from a donor to a target substrate calls for the following material: an optical microscope,
a syringe pump, a micro-positioner and a cellulose based polymer. The complete setup is
shown in Fig.2.1. It is crucial to use large working distance objectives in the microscope
(MITUTOYO MF-U), in our case MITUTOYO M plan APO SL x20 and x80. The
polymer is cellulose acetate butyrate (CAB), dissolved in ethyl acetate. The setup is

completed by a Cascade micro-positioner and a Razel R-99 reversible syringe pump.
l_._| - \_;_|

\ FIGURE 2.1: Transfer Setup /

2.2.0.2 Wedging transfer technique

Preparation Before depositing graphene or hBN flakes on the donor substrate, both
donor and, if possible, target wafer are cleaned chemically (acetone, IPA) and exposed
to a strong Oo plasma (RIE) for several minutes. Prior to the cleaning step a grid
of Cr/Au localisation marks has been prepared on the donor, via UV-lithography and

Joule evaporation (see p. 49). The plasma renders the SiOg surface hydrophilic and
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removes any organic residue. The donor is then cleaned again in a second, lower power
O plasma oven. We have found that this second plasma exposure enhances the lift-off

of the polymer, possibly due to a condensation of water on the surface.

Now, exfoliated hBN or graphite is deposited on the donor as described in 2.1.1 and
suitable flakes are localised optically. Using a spin coater at very high speed (see table
2.2.0.2 ) the polymer solution is then spun over the substrate. In our opinion spin
coating the CAB is favourable compared to the suggested dipping into the solution, as
it results in a thinner CAB layer. It is thus more transparent and more easily removed
from the target after the transfer. An additional useful feature are the imprints of the
Cr/Au marks left in the thin CAB film, which greatly aid in finding and placing the

flake to be transferred.

Transfer The target substrate is now placed in de-ionised water under the microscope.
After removing the edges of the CAB film, which opens a path for the water to separate
the polymer from the substrate, the donor is slowly dipped into the same beaker. This
needs to be done very slowly and at a low angle in order to give the water ample time
to lift the CAB layer off the donor. All thin layers, graphene or hBN, remain attached
to the polymer and are now floating on the water. The desired flake is localised and
moved above the target structure by means of the micro-positioner. Slowly lowering the
water level and keeping its position steady, the flake is then precisely deposited on the
target. The precision is of the order of a few pm. Once the transfer is completed, water
residues are removed by baking the target substrate above 80 °C or simply leaving it to
dry overnight. Finally the CAB layer is dissolved in ethyl acetate. An overview of the

wedging transfer process and details for each step can be found in table 2.2.0.2.
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step | description tool(s) notes
1 CAB preparation magnetic mixer dissolve CAB in ethyl
acetate ~ 30 mg/mlL,
mix well (1-2 h)
2 | substrate(s) preparation RIE Corail 200R 3-5 min Oy plasma,
60 W, P < 12 nbar
3 | substrate(s) preparation Harrick plasma oven 5-10 min Os plasma,
200 W, P < 10 pbar
4 exfoliation & localisa- graphene/hBN & see 2.1.1
tion Semiconductor
Equipment Corp ”Blue
Low Tack” & Olympus
microscope
5 spin coating spin coater & CAB 10 s, 8000 rpm,
5000 rpm/s
6 donor preparation remove CAB around
substrate edges
7 lift-off de-ionised water separate CAB  from
donor, low angle
8 positioning microscope & move flake over target
micro-positioner
9 deposition microscope & lower water level & de-
micro-positioner & posit flake on target
syringe pump
10 | drying heater plate > 10 min. at > 80° C
11 | CAB removal ethyl acetate >1h

2.3 Device fabrication

TABLE 2.1: Wedging transfer of graphene or hBN flakes.

This section will describe the different procedures employed to realise the graphene

based microwave devices studied during this theses. For the purpose of simplicity and

completeness we will follow the production steps of a top-gated device based on exfoliated

graphene and point out the differences to the fabrication of CVD and graphene-on-hBN

samples where necessary. A short description of the main fabrication tools, such as

electron-beam lithography, UV-lithography and metal evaporation, will also be given
(see p. 49).
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substrate ‘ size (mm?) ozide thickness(nm) p(Qcm)/o
doped Si/SiOy 8 x8 1000 ~ 1073
high resistivity Si/SiO 8 x 8 90 > 20000
sapphire circular @ = 9.5 mm 0 )

TABLE 2.2: Different substrates and their characteristics.

2.3.1 Substrate preparation

2.3.1.1 Choice of substrate

Before carrying out the actual exfoliation and deposition of MLG, the backing substrate
has to be chosen and prepared. Depending on the intended measurements we have used
doped Si/SiOq, highly resistive Si/SiOy and also sapphire substrates in this work. See
2.2 for a list of their individual characteristics. The pre-deposition steps are the same for
all substrates: The substrates are cleaned and a grid of metallised crosses and numbers
is produced on the surface. This grid will serve as orientation marks in the following

steps, as e.g. during the localisation of graphene flakes.

2.3.1.2 Cleaning

As a first step, the substrates undergo a cleaning procedure of 10 minutes in acetone
and isopropyl alcohol (IPA), respectively, in conjunction with ultrasound. After drying
with nitrogen gas follows a 10-15 minute Oy plasma treatment. UV-lithography (see p.
49) and Joule evaporation (~ 2 nm Cr, 50-100 nm Au) are then used to create a grid
of crosses and numbers on the wafer. The spacing of 500 pm horizontally and 400 pm
vertically between crosses was chosen with respect to the field of view of our microscope
and the mounted ALTRA 20 CCD camera.

2.3.2 Deposition and localisation

For a successful deposit of exfoliated MLLG the underlying substrate has to be vigorously
striped of all organic residues, as an insufficiently cleaned wafer will result in graphene
flakes prone to detaching and crumbling during the following production steps. There-
fore, we expose the substrates to a strong Os plasma at very low pressure (~ 12 nbar)
for ~ 5 minutes prior to depositing the exfoliated graphene as described in the end of
2.1.1. With the help of the localisation grid we can now search optically for suitable

flakes. Please see 41 for more information about the optical discrimination of MLG. Due
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\_

FIGURE 2.2: Fabrication steps of a top-gated graphene device. a) Exfoliated
graphene flake C16-A on Si/SiOs. b) GDSII mask with underlying micrograph
of targeted graphene flake. ¢) GDSII FET structure design. The flake has been
dry etched into a handle shape. Contacts (green) will be made from Pd, the gate
electrode (blue) from Cr/Au. The separating AlOx layer is not shown. Ground
plane dimensions: 550 pm x 400 um. Note that this design was adapted for Janis
microwave probe heads. d) SEM micrograph of graphene FET C16-A. The handle
shape and gate electrode (here gold) were superposed manually to indicate their lo-
cation. e) Micrograph of a complete graphene FET. Note the larger design adapted
for the pitch of Cascade microwave probe heads.

/

to the well defined grid, we can calculate the coordinates of the graphene flakes with

respect to a chosen origin (here, the first cross bottom left) at a precision of +10 pm.

2.3.3 GHz adapted coplanar waveguide

The final aim is to measure our graphene devices in a macroscopic GHz frequency setup.

It is therefore necessary to provide a) an interconnect between the micrometer sized RF

environment and the nanometer sized graphene and b) a good match to the standard

50 Q impedance of our high frequency equipment. We achieve this by creating a coplanar

waveguide around the MLG as shown in Fig. 2.2, which gradually decreases in size all

the whilst keeping 50 €2 impedance.

Pre-contacts The first step in the production of the coplanar waveguide, is to define

the so-called pre-contacts by means of e-beam lithography. The pre-contacs consist of

the ground and preliminary drain electrodes (light grey structures in Fig. 2.2 (b)), as

well as a set of localisation marks in a 1002100 pm? window around the MLG flake.
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step | description duration temperature gas fluz

°C seem

1 flush 2 min 0 Ar 1500

2 heat up 20 min 300 Ar 1500
3 anneal 2-5h 300 Ar & H 1500 & 800

4 cool down 60 min 0 Ar 1500

TABLE 2.3: Thermal annealing under Hy/Ar atmosphere of graphene devices.

Joule evaporation of ~ 2 nm chromium (Cr) and 100-150 nm gold (Au) is used to
metallise the structures. After the lift-off process, optical imaging allows to determine
the position of the MLG with respect to the localisation marks at a sub-micron precision.
These images, imported into the GDSII lithography database, will then serve to design
the desired etching masks, small contact electrodes and top-gates; in short the overall

functional design of the device.

Etching In some cases, e.g. when the MLG is surrounded by thicker graphene layers
or if a specific shape is desired, it is necessary to cut the MLG sheet. This can be
done by exposing the areas to be eliminated to a strong O plasma for 5-8 s. Prior
to this, one needs create an etching mask by means of e-beam lithography and diluted
PMMA, opening windows where etching is to occur. Also, it is advisable to reduce
the exposure dose and developing time, as the plasma will also attack the edges of the
windows. A slightly underexposed PMMA will minimise the risk of unwanted etching
into the graphene channels. After removal of the remaining PMMA the samples can be

checked for successful etching and then undergo the creation of the contact electrodes.

Note that in the case of CVD graphene devices a first etching step has to occur before
the pre-contacts, in order to open windows for the metallisations. Due to the rather
large scale production (30-40 devices on one sheet), the finer etching of the graphene
channels is automated and wider contact electrodes will prevent a possible mismatch

with the graphene sheets. Graphene-on-hBN samples require no different treatment.

Contacts After having isolated the MLG, or having brought it into the desired shape,
the contact electrodes are formed. We use again e-beam lithography, diluted PMMA and
a carefully calibrated exposure dose, in order to prevent proximity effects. The contacts

are usually 1-1.5 um wide, but are generally tailored and orientated to suit the MLG
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flake. One of the electrodes connects the graphene channel to the drain, the second
one establishes a connection to the ground (source). After developing the polymer, the
groves in the PMMA are filled with 100-150 nm palladium (Pd) by means of e-gun

evaporation and a lift-off in acetone is performed (see also 49).

Hydrogen/Argon annealing As reported in [85], a thermal treatment under H/Ar
atmosphere enhances graphene device properties, as e.g. the graphene-metal interface
or the sheet resistance. Especially the latter is important in our case, since several
lithography steps are necessary and each one leaves behind PMMA residues. See table
2.3.3 for a description of the annealing process. It occurs in general after the contact

electrode creation.

Dielectric and top-gate The final step of the fabrication process is to create a top
gate, separated from the graphene channel by a thin dielectric: We use a very thin
(< 2 nm) layer of Al, deposited on the sample via Joule evaporation. The Al film is then
oxidised in the evaporator chamber for 15-30 min. at an oxygen pressure P ~ 10~% mbar.
Several steps of deposition and oxidation assure a thin but electrically tight dielectric.
In general we achieve a thickness of 8-10 nm. The relative dielectric constant of such
a AlOx layer is ~ 7. The top-gate electrode is finally formed by means of e-beam
lithography and Joule Cr/Au evaporation. Top-gate sizes depend on the type of device
and the length of the graphene channel, defined by the Pd contacts (see chapters 3 and
4).
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[E-beam Lithography}

Micro- and nano-structures are generally created by means of a type of lithog-
raphy and a subsequent metallisation. During this work, we have employed
electron-beam (e-beam) and ultraviolet light (UV) lithography, as well as Joule
and e-beam evaporation.

The principle of operation of e-beam lithography is the precise exposure of a
polymer solution to a beam of electrons. The exposure degrades the poly methyl
methacrylate (PMMA) chains, making it possible to remove only the exposed
parts during the developing process. With our Raith e-Line e-beam lithography
setup we can create structures at a resolution of ~ 15 nm. Table 2.4 and Fig.2.3
(steps 1-4) summarise a typical process.

e one
é - i -

Hinnu ‘

I I -

step | description tool(s) notes
1 substrate preparation acetone & IPA 1-5 min, if possible
2 | spin coating spin coater & PMMA 30 s, 4000 rpm,

4000 rpm/s, PMMA
AZ6 —~ 550 nm or
~ 260 nm if diluted

& baking heater plate 10 min., 165 ° C
3(b) | Al coating Joule evaporator > 15 nm, sapphire
substrates
4 e-beam lithography Raith e-Line small structures:

7.5 pum  aperture,
20 kV, 250 pC/cm?

large structures:
120 pm  aperture,
20 kV, 260 uC/cm?

5 developing MIBK & IPA small structures:
1.5 min. MIBK /30 sIPA

6 large structures:
2 min. MIBK /30 sIPA

The developing agent is methyl isobutyl ketone (MIBK) diluted with IPA at a
ratio 1 : 3.

TABLE 2.4: Typical e-beam lithography process.
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UV-lithography

E-beam lithography is a very precise, but rather time consuming technique. For
repetitive structures with no need for nano-metric resolution optical lithography
is a good choice to speed up the process. Here, the use of UV light and a
shadow mask (created once beforehand by means of e-beam lithography) made
from a quartz sheet and Al metalisations, allow for a fast production of e.g. the
localisation marks at a resolution of ~ 2 ym. The basic working principle is the
same as for e-beam lithography: UV light changes the properties of a polymer
layer and the exposed or shadowed parts can be eliminated during the developing.
We have used the so-called negative lithography process for our samples, where
it is the shadowed parts that are removed in the end. Table 2.5 gives a summary
of a typical localisation marks lithography.

step | description tool(s) notes
1 substrate preparation acetone & IPA & 5-10 min
ultrasound

2 substrate preparation  Harrick plasma oven  10-15 min Oy plasma,
200 W, P < 10 pbar

& spin coating spin coater 30 s, 4000 rpm,
4000 rpm/s, resin
AZ5214E —~ 1.4 pym

4 pre-bake heater plate 1 min.50 s, 125 ° C
4 align & expose StssMicroTec MJB4 128

mask aligner
5 | reversal bake heater plate 1 min.50 s, 125° C
6 | flood exposure StussMicroTec MJB4 30 s

mask aligner
7 | developing AZ726 & de-ionised 355 & >30s

H>O

TABLE 2.5: Typical UV-lithography process.
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Metallisation

As indicated in Fig. 2.3 the last steps of a typical nano-fabrication are the
metallisation of the created structures and the lift-off of the unwanted parts. Two
of the most common ways are evaporation by Joule heating and by electron gun.
To obtain a long mean free path of the metal atoms, evaporation systems need
a high vacuum (P< 107° mbar) and thus generally require two-stage pumping.
Both consists of heating a small piece of metal (in our case Al, Cr, Au and Pd) to
the point of sublimation by either sending a large current through a molybdenum
or tungsten crucible (Joule) or irradiating it with a beam of high energy electrons
(e-gun). The latter is especially needed for metals like Pd or Ti.

Joule evaporation

metal | pressure velocity current thickness
(mbar) (nm/s) (A) (nm)
Cr |107° <0.01 65 1-2
Au | 2x1076 0.15 75 100-150
Al | 5x10°6 <0.01 50 <2

E-gun evaporation

metal | pressure velocity current thickness
(mbar) (nm/s) (mA) (nm)
Pd | 8x107" 0.15 45 100-150
Al | 8x1077 0.1 50 <2

Lift-off After the successful evaporation, the unexposed, metal covered resin
parts are removed by a lift-off in acetone. Preferably this is done at ambient
temperature over night, or for at least several hours. If however necessary, the
process can be sped up to about 15 min. by heating the acetone to 45 ° C.

TABLE 2.7: Typical e-gun evaporation parameters.
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Microwave graphene field-effect

transistors

The discovery of semiconductors and the invention of the field-effect-transistor (FET)
have greatly shaped today’s way of life and technology. The first device based on semi-
conductors was a Germanium bipolar transistor developed at Bell Laboratories in 1947
[86], leading to a Nobel prize for Shockley, Bardeen and Brattain in 1956.
Metal-oxide-semiconductor field-effect transistors (MOSFETSs) only played a minor role
in the early days of semiconductors, but became more and more popular in the course of
the years, taking the lead during the 1980’s. This was in particular due to the scalability
of MOSFET devices to smaller planar sizes. The probably most well known statement
about the scalability issue is the so-called Moore’s law: the number of components on
an integrated circuit (IC) doubles every 12 months. With planar scales reaching pre-
dicted technological obstacles also vertical scalability becomes a new challenge. Suitable
candidates for such new concepts could be layered materials like graphene or carbon
nanotubes (CNTs).

An example is the carbon nanotube FET (CNT-FET) which followed the discovery of
the carbon nanotube in 1991 by Ijima. As pointed out e.g. in J. Chaste’s PhD thesis
[58], expectations were high for CNTs playing a major role in micro-electronics due to
their high current transport ability and gate sensibility, outshining standard metal-oxide-
semiconductor field-effect transistors (MOSFETSs) and high electron mobility transistors
(HEMTs). CNT-FETs can operate at high frequencies, the GHz regime, again making
them suitable for fast micro-electronics and moreover, as will be revealed in the follow-
ing, ultra-fast, sensitive charge detectors. Additionally, due to the small tube diameter
they are the ultimate nano-MOSFET.

Another example for new candidates in micro-electronics are graphene FETs (GFETS)

and top-gated graphene-oxide FETs (RF-GFETSs). As already pointed out in chapter 1
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graphene shows, just as CN'Ts, a large mobility and is predicted to have low charge noise

(this subject will be addressed in detail in chapter 5). Graphene FETs have much lower

impedance than their CNT counterparts, making impedance matching a less sensitive

issue than in CNT-FETSs [58], and a much greater and tunable number of conduction

channels (4 in CNTs). Furthermore, due to graphene’s planar nature gate access is op-

timal as well as the control of device geometry.

Let us now briefly study the main characteristics and working principle of field-effect
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FIGURE 3.1: Schematic overview of a) Metal-oxide-semiconductor FET (MOSFET).
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transistors, taking as a first example a standard Si/SiOg n-type metal-ozide-semiconductor
FET (MOSFET), schematically shown in Fig. 3.1(a). It is governed by the following

principles [86]: Two n-doped regions of silicon are separated by a p-doped channel (or



95

vice versa in a p-type MOSFET). If a sufficiently large voltage is applied to the gate
situated above the the channel, an inversion layer is created and the channel becomes
conductive. Thus, a current can flow if a bias voltage is applied between source and
drain. Through variation of the gate voltage Vj it is then possible to create an ON-
state, where current flows and an OFF-state, where the channel is completely depleted
of n-type carriers, thus blocking the current. Most commonly used are so-called enhance-
ment MOSFETSs, which are in the OFF-state at zero gate voltage. Semiconductors other
than Si are used, such as Ge and GaAs for example as well as different gate dielectrics.
The Si/SiOy combination remains however the industrially most important. Also, more
complicated transistor designs are used, as e.g. double- and tri-gate structures, enhanc-
ing the transistors’ properties and scalability. A similar type of transistor relies on the
effect of a Schottky diode between gate and channel and is called metal-semiconductor
FET (MESFET). It is not displayed among Figs. 3.1. The difference to MOSFET
devices is the direct contact of the metal gate with the semiconductor channel. Fig.
3.1(b) is yet a third type of transistor, the high electron mobility transistor (HEMT)
[87], often employed for high frequency applications. In a HEMT, a heterojunction of
semiconductors with different bandgaps creates a two-dimensional electron gas (2DEG)
in the channel region with considerably high carrier mobilities and velocities. Upon
application of a bias voltage between drain and source a current is established, which
can be controlled by the gate potential to create ON and OFF states. Previously, we
have already briefly introduced the carbon-nanotube FET (CNTFET) (see Fig. 3.1(c)).
Here, a semiconducting carbon-nanotube is used as channel, connected to two leads and
separated from the gate by a thin oxide. It is thus a metal-oxide-CNT-FET and due to
the semiconducting nature of the CNT total current suppression is possible. Switching
speeds are in the GHz frequency range [58]. Fig. 3.1(e) depicts a top-gated metal-
oxide-graphene FET (RF-GFET) which relies on the same principles as MOSFETs and
CNTFETSs but has a monolayer graphene (MLG) channel. Similarly, a non-RF graphene
transistor will simply be called GFET throught this work. It is a back-gated devices
as shown in Fig. 3.1(d), where a doped silicon substrate acts as gate electrode and is
separated from the MLG by a layer of SiOs. In both cases, the gate electrode controls
the charge carrier concentration in the MLG channel, effectively varying the current be-
tween drain and source. Let us now point out a few differences between RF-GFETs and
conventional MOSFETs. While MOSFETSs are suitable for logical applications due to
the possibility of distinct current-ON and current-OFF states, the drain-source current
cannot be completely suppressed in a RF-GFET. Extensive research into the creation of
a bandgap in graphene is thus under way: The use of bi-layer graphene or the reduction
of the channel width into the nanometer region, i.e. the creation of so-called graphene
nano-ribbons, are highly investigated routes [88-92]. If a sufficient ON/OFF ratio can

be achieved, logical transistors with clock speeds higher than today’s silicon technology
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are possible (see table 3.2), since RF-GFETSs are closing in on MOSFETSs in terms of
transit frequency fr. A second possible application of RF-GFETSs are high frequency
low-noise amplifiers (LNAs). Here however, graphene transistors still suffer from their
low power gain and maximum frequency fq: as compared to their silicon counterparts.
This chapter follows however the spirit of [58], i.e. we will not be as much interested
in the micro-electronic applicability of GFETSs, but in their use as fast single charge
detectors for mesoscopic science, where one most prominently is in need of high transit
frequency and a low charge noise.

In this section, after a short description of charge detection in CNT nano-FETs, we will
first introduce the concepts necessary to understand and model charge detection at high
frequencies in GFETSs, in particular the transconductance g, and cut-off frequency fr.
The following part will then describe how we access these quantities in our experiments.

Finally, we will discuss the results in the light of ultra fast charge detectors.

3.1 Single charge detection in CNT nano-FETSs

FIGURE 3.2: SEM micrograph of a double-gated CNT-FET with gate length L, =
\ 300 nm. Adapted from Chaste et al. [58]. J

Chaste et al. have studied in detail the DC and RF behaviour of CNT-FETs and in par-
ticular their use as fast single charge detectors[58]. From high frequency measurements
at room and liquid helium temperature they were able to extract the cut-off frequency
of CNT-FETs, their input charge noise and finally estimate the CNT-FETs charge sen-
Sitivity dgrms = V/Sr/wr = 13 pe/ VHz [14]. These results have been obtained with a
GHz setup of bandwidth 0.8 GHz. Chaste et al. found cut-off frequencies as high as
50 GHz (see also section 3.2.3.1) and concluded that CNT-FETs suitable for fast single
charge detection [58].
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However, despite being the ultimate nano-detector, their small size also carries disad-
vantages, like the high impedance and large contact resistance, which makes it difficult

to measure and integrate into a standard RF setup.

3.2 Important concepts and formulas

Some important quantities describing FET behaviour, as e.g. the transit frequency
fr, have already been mentioned throughout this thesis. Let us now introduce more
formally the concepts and formulas that will allow us to quantify our RF-FET properties
and compare them to other transistors. First, the DC transport characteristics will be

mentioned, followed by a brief description of radio frequency (RF) properties.

3.2.1 DC characteristics of graphene FETs

As pointed out in chapter 1 section 1.3.2.2, the current through the sample I, is governed
by the electric field applied between the contacts (drain and source) and, as mentioned

previously, the gate potential changing the charge carrier density.

3.2.1.1 Drain-source dependence

4 )

| o Exp. Exp.
B S | oaf P
s 3.
@ —0.2;
E 2] <
o E
1. = 0.1
; <— Dirac point
30 15 0 15 30 0O 05 1 15 2
Vg (V) Vit (V)

FIGURE 3.3: a) Conductivity as function of back-gate voltage at Vy; = 0. Note
that here the notation differs from the rest of this work. b) I — V' characteristics
for different gate voltages in a 4-point measurement. The mobility of this device is
K fte =~ 14000 cm?V~1s~1. Both graphs from Barreiro et al. [50]

The dependence of drain-source current on drain-source voltage Vys can be divided in
two regimes: A bias voltage region of linear behaviour and a saturation region, where
I4s does not increased linearly with Vg, any more (see Fig. 3.3(b)).

In the linear regime, the sample’s 15— Vs characteristic follows Ohm'’s law, i.e. increases
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with a constant slope, for a fixed gate potential. Note that this assumes negligible
interface resistance [50] between the metal contact and the graphene in a two-point
device. Four-point measurements as performed by [50] circumvent this problem. The
slope of the I — V curve expresses the drain-source conductance

_ aIds<Vd57 V;]A>

A
= 1
gdS(VdS) va ) anS (3 )

VA=const.

which nearly vanishes at the Dirac point due to the density of charge carriers dropping
to its minimal value. VgA signifies now and in the following the change of gate voltage
V, with respect to the charge neutrality point (CNP): VgA =V, —Vonp.

As can be seen in Fig. 3.3(b) [50], the graphene I — V' characteristic deviates from the
linear Ohmic behaviour from a certain threshold voltage onwards. The current starts
to saturate to a value I., which can nevertheless be modulated by gate voltage. This
(incomplete) saturation is attributed to the scattering of electrons with optical phonons:
Once the accelerating electric field provides enough energy, electrons can activate an
optical phonon and are subsequently backscattered. This effectively decreases the to-
tal current I;s. The fact that the saturation remains incomplete in graphene devices
is due to elastic scattering events in addition to the scattering of electrons with opti-
cal phonons [50]. In other words, considerable current saturation can only be achieved
in high mobility samples. Otherwise, the electron elastic mean free path remains sub-
stantially shorter than the optical phonon activation length and only little inelastic
electron-optical phonon scattering occurs. Thus, the charge carrier mobility MC(VQA),
effectively a measure of sheet quality, also provides insight into the dominant scattering
mechanism. A more detailed study of scattering mechanisms in graphene will follow in
chapter 4. An interesting side note is the possibility to observe Zener-Klein tunnelling
in the I-V curves close to the CNP. Vandecasteele et al. [93] showed that a power law
I x V& correctly models the characteristics and stems from defect related Zener-Klein

tunnelling.

3.2.1.2 (ate dependence

The charge carriers in graphene form effectively a two dimensional electron gas with
certain particularities due to graphene’s planar nature and honeycomb arrangement
(see chapter 1). One of these particular features is the possibility to tune the charge
carrier density by field-effect [2]: The gate voltage VgA modulates the charge density and
therefore the Fermi energy ep. This behaviour is displayed in Fig. 3.3(a).

In back-gated GFETs it is usually assumed that ng o« VgA. This is not generally valid
for top-gated RF-GFETSs, however we will neglect the effect of electron compressibility
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here and assume perfect coupling of ng and VgA. The aforementioned correction due to
electron compressibility will be discussed in more detail in chapter 4. Note also that as
mentioned before VgA =V, —Venp.

The carrier concentration can be estimated from the empirical formula

ny(VA) = \/n2 + (CyV2 fe)? (3.2)

where ng is the minimum sheet carrier density, C’; the gate capacitance per unit area and
V, the gate voltage with respect to the Dirac point [94]. Typically, ng ~ 2.2 - 10*! cm =2
for graphene on SiOg [95, 96]. This is generally attributed to the presence of electron-
hole puddles in the graphene sheet, making the exact value of ng dependent on graphene

quality.

3.2.1.3 Drain-source current I

Eq. (1.51) leads us now directly to the dependence of drain-source current on V4 and
Vy:

w
as (Vass V) = "o\ + (V2 /) el Vi) eVa (3.3)

W, L are sample width and length, respectively, u. the charge carrier mobility and e the

electron charge. Note that this description remains valid only in the ohmic regime.

3.2.1.4 DC-transconductance

As pointed out above, the drain-source current depends on the applied gate voltage.
The sensibility of current variation with respect to gate voltage is generally expressed

by the transconductance at fixed drain-source voltage [86]

o1,

AN ds

gm(Vdsy‘/g )_ VA v (3'4)
ds

g =const.

The highest reported values of g,,, per unit gate width for RF-GFETs are [17]: 0.15 mS ym ™!
for SiC grown, 0.02 mS pum~! for CVD grown and 1.27 mS gm™! for exfoliated graphene.
The highest obtained value for a III-V device is 1.62 mS um™~! as of November 2011 [17].
CNT-FETs reach transconductance values of the order of 11.4 mS ym~" (see also table
3.2).

Besides a few exceptions [17], the transconductance of RF-GFETSs remains still lower
than in MOSFETSs. Note also the dependence of g,,, on gate length and carrier mobility:

Jm X ,uCLgl. This will be of importance in the assessment of the transit frequency fr.
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3.2.1.5 Voltage gain

Another important property of transistors is their voltage gain

N WVout Vs _ 9m Vis

Vin  OVy  gas VA

Gy (3.5)
where we have used Eq. (3.4) and Eq. (3.1). In RF-GFETSs the voltage gain remains
still below 1, in contrast to e.g. silicon MOSFETs or CNTFETs. Also GFETs based on
bilayer graphene show substantial voltage gain, as shown e.g. by Szafranek et al. [92]

who measured G?}lay” ~ 35.

3.2.1.6 Gate capacitance

Contrary to CNTFETSs, where the gate capacitance is between a cylinder (the CNT)
and a plane (the gate), capacitance calculation in GFETs is fairly simple: That of two

planes separated by a dielectric.

LW
C'geo = GOGTT (36)

where ¢ is the distance between MLG and gate, €y and €, are the vacuum and relative per-
mittivity, respectively. In our devices we generally use the high-x dielectric aluminium
oxide with €, ~ 7 at a thickness of the order of 10 nm. The value ¢, ~ 7 is within
the range outlined e.g. by Gloss et al. [97] of eA!0r < 4203 — 45 8.9 for ultra-thin
AlOx layers. For the devices presented in this chapter, the total gate capacitance is thus
typically of the order of a few fF.

Note that here we assume the total gate capacitance Cy to be dominated by the geo-
metrical capacitance, as we generally have ng > ng, and we neglect corrections due to
electron compressibility, which may dominate close to the Dirac point. This particular

issue will be addressed in more detail in chapter 4.

5109 hBN Al O3 HfOq

€r

3.9 [98] 3-4 [44] 4.5-8.9 [97] 25 [98]

TABLE 3.1: Comparison of different gate dielectrics for RF-GFETs.
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3.2.2 RF characteristics of graphene FET's
Let us now turn to the high frequency properties of GFETs. In the following we will

always work in the linear response regime, i.e. the intrinsic properties of our transistor

as e.g. gm or Cy will remain unchanged when changing the excitation magnitude.

3.2.2.1 Small signal equivalent circuit

port 1 | ICogd ;port 2
|1—> ---------------I--I ---------------------------------------- 4._|2
1 o i drai
gate : ; | | —4 : o drain
v, J_Cogs ::Cgs gnVg L Ras lC dsé Ve
. T ‘ T o SsoOUrce
\ FIGURE 3.4: Small signal equivalent circuit for graphene FETs /

Contrary to DC measurements, where the characteristics only depend on the geometries
of channel and gate and the device’s dependence on drain-source and gate voltage, the
whole device layout is important in RF experiments, in particular at GHz frequencies.
There, contributions due to coupling between gate and drain/source can occur, as well
as parasitic contributions due to the environment. Fig. 3.4 shows the simplest small
signal equivalent circuit of a graphene FET (see also [18]). Here, the label ”gs” denotes
gate-source, "gd” gate-drain and ”ds” drain source couplings. The superscript © points
out the parasitic contributions. g,, is the transconductance.

The currents I; and I can be calculated by short circuit analysis, where one considers
a shunt across one of the voltage sources and calculates the current flow in the circuit.
This technique will be used in the following calculation of admittance parameters (see
3.2.2.3).

3.2.2.2 Scattering parameters

A versatile tool to study the high-frequency properties of a given object, without any
prior specification, is the technique of the so-called scattering parameters (S-parameters).
They have been very briefly introduced in chapter 1 Eq. (1.55). We will now adapt this
formalism for an AC-voltage signal incident on a two-terminal electric device. In more

general terms, the frequency dependent elements of the scattering matrix S describe the
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FIGURE 3.5: Left: Scattering matrix S and applied voltages and currents. Right:
Admittance matrix Y and corresponding currents and voltages

transmission between ports and the reflection at each individual port:

D-Eug -
by So1 S22/ \a2

The scattering parameter approach is in principle valid for any number of ports. How-
ever, in Eq. (3.7) we only consider two ports, for the sake of simplicity and applicability
to our measurements.

Here, the elements of S are

b; .
Sij = <> , )= 1,2 (3.8)
a; a; =0
wherein a; and b; are defined by
a1:E:I+\/ZO agzﬁzli ZO (39)
N/ ’ N
‘/17 +

|2
=I1\VZ , bo=-"2 =172 (3.10)

I; and Vj; are the incoming/outgoing current and voltage at port i, Zyp = 50 Q is the

standard input and output impedance of our measuring system.

3.2.2.3 Y-parameters

Although S-parameters are widely used to characterise RF components, the use of ad-
mittance parameters is more beneficial for our devices [86]. They offer the possibility
to easily subtract parallel elements, such as the parasitic contributions to the device
capacitance. As can be seen from Fig. 3.4, the parasitic contributions (highlighted in

red) are in parallel to the intrinsic circuit elements (green in the diagram). For our
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considered two-port, 4-terminal system the admittance matrix is defined by

I Y1 Y, V;
) _ (Yu Y 1 ’ VZ-:Vf—FVf Li=1,2 (3.11)
I, Yor Yoo/ \ V2

IA
Yij = <Z> i,j=1,2 (3.12)
‘/j Vk;,gj:()

The Y-parameters can easily be derived from S-parameters via the following relations:

where

Vi — 1 (1= S11)(1+ Sa2) + 512521 1 —2815
n=r>z" Y12 = — -
Zo (14 S11)(1+ S22) — 51252 Zy (14 511)(1 + Sa2) — S12591
(3.13)
Yaop = 1 —2521 Yy — 1 (L4 81)(1 — S2) + 51259
Zo (1 + Sll)(l + 522) — 512591 ’ 20 (1 + 511)(1 + S22) — 51259

Performing the aforementioned short circuit analysis of the equivalent circuit model, the
admittance parameters can be linked to the elements in the circuit: Placing a short at
port 1 (port 2), i.e. V3 =0 (V2 =0), and calculating currents I; and I, we obtain (see
3.12)

Yn(w) = jw (Cgs + Ogs + ng + ng) Ylg(w) = —jw (ng + ng) (3.14)
Y21(w) = gm — jw (Cgq + Cya) Yas(w) = Ry + jw (Cog + Cya + CY)

where j signifies the imaginary unit.

3.2.2.4 RF-transconductance

As discussed previously in the DC description, the drain-source current depends on both
the drain-source and gate voltages. In order to quantify the change of I;; with respect
to Vy, we introduced the transconductance g2¢ (see Eq. (3.4)).

At high frequencies the transconductance g& can be extracted from Eq. (3.14):
gl =R (Ya1) (3.15)

It is often slightly inferior to its DC counterpart in RF-GFETs. Note that in CNTFETs
g,f;F > ggc due to capacitive shunting of the interface resistance between nanotube
and metal electrode. For a comparison of typical transconductance values for different

materials see table 3.2.
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3.2.3 Current gain and characteristic frequencies

port 1 port 2

drain

ng Rds
VQ ¢ Vds

source

FiGURE 3.6: Simplified model of a transistor. The transfer function is given by
T = Vg /VE.

In order to understand another couple of figures of merit, the cut-off frequency fr and
maximum frequency faz, it is helpful to study a simplified schematic of a transitor
shown in Fig. 3.6. It contains only the drain-source resistance Rgs, the gate-drain
capacitance Cyq and the current generator g,,V,, which models the impact of gate po-
tential on the channel conductance. The transfer function can then be derived by circuit
analysis as described in 3.2.2.3 and yields

Vs 1—jw/wr

= gmBRas— LT Gy (3.16)

T =% _
va oo 1+ jw/wre

with the two cut-off frequencies wr = g,/Cyq and wre = (Rdngd)_l and the voltage
gain g, Rys.

In the case of high-impedance samples with rather small gate-drain capacitance, which
typically describes back-gated samples, the response is mainly characterised by wgrc. It
is the frequency at which half of the original power is attenuated. Thus, these samples

are rather dissipative and mainly governed by the channel resistance Rgs.

3.2.3.1 Transit frequency fr

Of greater interest to us is the transit frequency wr = gm/Cyq. Its importance is best

highlighted by considering the short circuit current gain of a given transistor [18]

Yo, W

Horl —
[Hail Y11

=1+ (3.17)

j=
w
which describes the gain in drain-source current due to the effect of the gate potential.

As one can immediately see from (3.17),

Im
= 1
Jr 21C4gq (3.18)
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characterises the frequency at which the device’s gain becomes inferior to 1. It thus
defines the limit of current amplification capability of the transistor. Eq. (3.18) is yet
another reason to engineer large transconductance values and reduce the gate capac-
itance to a minimum. The transit frequency is of special relevance for logic devices.
Here, the output current due to gate switching must be large enough to control the next
gate in line, i.e. sufficient current gain is needed. We will see later that 27 f7 also has

great impact on the charge resolution of a RF-GFET (see chapter 5).

3.2.3.2 Maximum oscillation frequency f,q.

Another figure of interest in a transistor is its unilateral power gain U and the associ-
ated maximum oscillation frequency fy,q. [86], which describes up to which point the

transmitted power ratio is greater than 1:

fr
fma.’l} N ————————
227 frRyCyq

The above equation is an approximated evaluation. More detailed expressions can be
found in [18, 86].

(3.19)

There is no general rule as to which values fr and fy,4,; should have, but as a rule of
thumb it is generally accepted that for RF-FETS f,4, should be comparable to fr [86].
Also, these two maximum frequencies should be considerably higher than the desired
operating frequency [86].

It is also clear from Eq. (3.19) that in order to obtain a large f.. the drain-source

conductance must be minimised in addition to a large transconductance.

3.2.3.3 Recent achievements in terms of fr in GFETs and other materials

As mentioned previously, one expects fr ~ fiae for good RF FETs. However, for the
development of a single charge detector the transit frequency fr is most important. A
sensitive charge detection on the sub nano-second time scale (see chapter 1) calls for a
fr > 1 GHz in addition to a low current noise (see chapter 5).

Different attempts using diverse materials such as CNTs, nano wires or semiconductor
hetero-structures have been made, in particular here at the Laboratoire Pierre Aigrain,
where J. Chaste et al. investigated ultra-fast CNT based single charge detectors [58].
As shown in [14, 58] transit frequencies up to 50 GHz could be estimated with single
nanotube nano-FETSs. Higher values are possible with more conventional micro-scale Si
or III-V devices: frs up to 485 GHz and 628 GHz have been demonstrated for Si and
InAs FETs, respectively [17] (see also table 3.2).
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-~

graphene CNT St 11-v
mobility (em?V~1s71) | > 10945 1400 1.5-10°
max. giF /W (mSpum~1) | 1.27 [99) 11.4[100] 1.3 1.62
fr (GHz) 300 [65] 50 [58] 485 628
estimated:
1400
frmaz (GHz) 44 [65] - - 1100

TABLE 3.2: Overview of important properties of different materials for RF transi-
tors. Values are measured at room temperature and according to [17] if not stated
otherwise.
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Ficure 3.7: Cut-off frequencies for different FETs as a function of gate length.
From F. Schwierz [41].

N

As for the case of graphene, transit frequencies of 210 GHz and 300 GHz have been
reported by [101] and [102] (see Fig. 3.8). While [102] uses a self-aligned nano-wire as
gate, very recently similar values of fr = 300-350 GHz have been reported by researchers
at IBM [65] for CVD based RF-GFETs with conventional 40 nm long gates . However,
the still modest values of fiq. (see table 3.2), i.e. the low power gain, and the lack
of a significant bandgap make the development of RF applications involving graphene
a difficult, yet highly active subject. As we saw earlier f,,q, gives information about
the power gain of a given RF-GFET. A large maximum oscillation frequency is thus
necessary for the use of RF-GFETs as RF amplifiers. Great effort is invested here

especially at IBM (US). On the other hand, graphene based logic applications are highly

'Note that these fr values, while being most impressive, are obtained by extrapolation.
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FIGURE 3.8: a) Micrograph and current gain measurement of an RF-GFET with a
self-aligned nanowire as gate electrode. fr reaches 300 GHz. From Liao et al. [102].
b) Micrograph and current gain of an RF-GFET with 40 nm long gate, entirely
fabricated on a SiC terrace. The transit frequency reaches 210 GHz. From Lin et

\ al. [101].

sought after as well. The creation of a bandgap in the otherwise linear band structure
is thus another vibrant subject. Besides the creation of nano-ribbons, the use of bilayer
graphene may lead to a break through in this area. An electrically tunable bandgap
can be opened here and good current ON/OFF ratio can be obtained, as shown e.g. by
Szafranek et al. [90-92].

In the light of the above mentioned efforts towards high-speed graphene electronics, it
is not the aim of this work to improve the standard, but to investigate the possibilities

of RF-GFETs as robust and sensitive charge detectors.

3.3 Experimental techniques

In the following section we will present experimental data of two RF-GFETs. They will
be use exemplary, as we have studied several similar devices with similar DC and RF
properties. A more systematic study of effect of scaling on the transconductance and

transit frequency could not be carried out due to technical problems unresolvable at the
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time. The collaboration with Karlsruhe Institute of Technology in Germany provides us
therefore with the means to further compare the DC and high frequency behaviour of

top-gated graphene FETs.

3.3.1 Device fabrication

source

peoe e s dde il a s

High resistivity Si + SIO,

FIGURE 3.9: Left: Schematic overview of a top-gated GFET on a Si/SiO5 substrate.
\ Right: Micrograph of complete GFET j

Our GFETs are fabricated from exfoliated graphene on two different highly resistive
substrates. The main production steps follow the description in 2: After exfoliation
and optical localisation of the graphene flakes the pre-contacts are patterned (see Fig.
2.2(b)). The flakes are then brought into a desirable shape by means of dry etching (see
Fig. 2.2(c) and (d)). After the Pd contact electrodes are defined and metallised, a thin
layer of AlOx is formed and lastly the top-gate electrode is created (golden structure
in Fig. 2.2(d)). The Pd metallisation was carried out by means of e-gun evaporation
in the Paris-Centre clean-rooms (Salle Blanche Paris Centre (SBPC) facility): First at
the Ecole Supérieure de Physique et de Chimie Industrielles under the supervision of
T. Kontos and later at Paris Diderot University in collaboration with the Matériauz et
Phénomeénes Quantiques group. A more detailed overview of the characteristics of the

samples presented in this work can be found in table 3.3

3.3.1.1 Substrates

The substrates used for our RF-GFETs are either undoped silicon of high resistivity or

sapphire wafers. This choice is due to the high-frequency measurements to be performed
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Source Source

FIGURE 3.10: a) Schematic overview and micrograph of graphene-on-sapphire RF-
GFET. b) Micrographs of graphene-on-SiOs RF-GFET. The graphene flake is indi-
cated in red.

sapphire Si/Si09 units
RF-GFET RF — GFET
oxide/substrate thickness | 330 190 pm
contacts Ti/Al (10/120) Pd (100) nm
dielectric AlO, (25) AlO, (5) nm
gate length L, 200 110 nm
channel dimensions (L x W) | 1 x 3.7 0.3x0.9 pm X pm
gate capacitance C, ~ 3.5 ~ 2.6 fF
carrier mobility s, 200500 < 300 em?V—lsT!
max. gD¢ 0.22 2.3 mS pm~t VI
max. giFf 0.25 1 mS pm~! V1
fr 80 17 GHz
Jmaz 3 GHz
K TABLE 3.3: Overview of RF-GFET characteristics /

on the chips, which calls for an avoidance of electrical conduction via the substrate. Oth-
erwise, charging effects in the silicon could open a pathway for the RF signal and make
it more likely for the electromagnetic waves to travel through the substrate instead of
the device. This was previously shown for RF carbon nanotube FETs at our lab [58].

The main properties of the two highly resistive types of substrate can be found in table
2.2. The oxide thickness of the silicon type wafer was chosen with respect to the en-

hanced contrast predicted for graphene [81].
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Sapphire is another very good choice of substrate regarding RF applications, as it is
completely insulating and devoid of trapped charges which are likely to induce extrin-
sic noise.. However, this property also complicates the fabrication process of sapphire
based GFETs: It is necessary to provide a means of charge evacuation during e-beam
lithography, due to which an Al evaporation step has to occur prior to each lithography
(see also table 2.4). The Al layer is subsequently removed chemically (KOH solution).

3.3.1.2 Pd contacts

(@)
Ll

w b
Ll

Rchannel (kQ)
.

—
Ll

intercept = 360Q ‘

o

01 2 3 4 5 6 7 8 9
I-channel (pm)

FIGURE 3.11: Estimation of contact resistance from R panner(L) measurements in
back-gated CVD samples of channel width W = 1 pm [103]. The charge carrier
\ density is of the order of 103 cm 2.

As mentioned in chapter 2, we use palladium (Pd) as contact metallisation. This renders
the production more intricate (Pd needing to be deposited by means of e-beam evap-
oration), but also has one advantage over standard Cr/Au or Ti/Au contacts: a lower
interface resistance. Fig. 3.11 shows a statistical analysis of Pd contacted, back-gated
GFETSs of various channel lengths L made from CVD graphene (provided by A. Madouri,
LPN). Extrapolating to zero channel length we find a contact resistance R. ~ 360 (2.
We conclude that compared to typical channel resistances of the order of k2, R, remains
negligible [103]. These measurements were carried out by Andreas Inhofer during his BSc
internship at our laboratory. The charge carrier density is estimated at n, ~ 10" cm =2

from Hall bar measurements on similar CVD sheets performed at LPN.

3.3.1.3 Coplanar waveguide

All RF-GFETSs are embedded in a coplanar waveguide, as described in subsection 2.3.3.
It serves to avoid mismatch with the standard 50 € impedance of RF equipment and to

allow a lossless propagation of electromagnetic waves. It also provides the possibility to
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FIGURE 3.12: GHz verification of coplanar waveguide structure: Drain and gate
k are connected to create a through line.

establish a connection between the macroscopic probe heads and the microscopic sample
contacts. Hence the progressive scaling from 400 pm appropriate for the probe heads
to ~ pm of the contact electrodes. We tested the quality of the structures in terms
of GHz frequencies by establishing a connection between drain and gate electrode: a
custom made through line. From Fig 3.12 it is clear that our waveguides are of good
quality and allow a nearly lossless propagation: The magnitude of the transmitted signal
(parameter So1) decreases by only 6% over a frequency range of 20 GHz. This highlights
again the importance of the high resistivity of our substrates for RF experiments: For

a given material resistivity p the dielectric relaxation frequency is given by

1

= 3.20
2megerp ( )

fdr

This is the frequency above which the free carriers in the substrate cannot follow the
signal excitation any more. For a highly doped Si substrate of p = 1 m{2cm we obtain
thus fg- ~ 1507 H z, whereas in the case of highly resistive (p = 20 kQ2cm) substrates
this frequency drops to fg. ~ 8 M Hz. Hence the advantage of high resistivity Si/SiOs.
For more details on the RF measurement techniques please refer to subsection 3.3.2

below.

3.3.1.4 Gate dielectric

The gate dielectric of our RF-GFETs is a thin layer of AlsOgs, as mentioned previously

in chapter 2. To ensure a pin-hole free dielectric we employ a multi-step process: less
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than 2 nm of Al are deposited on the sample per step. This means that we can convert
the Al layer to AlsOg3 at the full layer depth by in-situ oxidation. The resulting 5-25 nm
thin film is a high-x dielectric with €, ~ 7.

3.3.2 Experimental setup

3.3.2.1 RF probe station setup

Sample characterisation at room temperature is performed on a Cascade Summit 9000
probe station (Fig. 3.13(a) and (b)). The DC and AC voltages are supplied via a
bias-T connected to each probe head. We use two Yokogawa 7651 voltage sources to
polarise the drain and gate, respectively. DC currents are measured with a Keithley
2000 multimeter, via the voltage drop at a bias resistance (see Fig3.13(d)). The AC
excitations and subsequent S-parameter measurements are performed using a Anritsu
37369C vector-network analyser (VNA).

DC measurements As displayed in Fig. 3.13(d), we supply a drain-source current I
to the sample by applying a bias voltage Vj;.s to the series combination of the sample
and a bias resistance Rpqs. Igs and the sample resistance Rgs are then calculated
from the voltage drop across Rpi.s, typically 4.9 k2. On the gate side the resistance
Rgate, typically 3.2 M€, allows us to detect leak currents towards the drain and prevent

dielectric break-down.

RF measurements High-frequency S-parameter characterisation is carried out in a
frequency range of 0.1 GHz up to 20 GHz. The VNA’s two ports are connected to the
sample’s source and gate electrode via the bias-Ts and probe heads. The excitation levels
are kept inferior to the thermal energy of 25 meV (at 300K) to ensure linear conditions.

Typically, each data point is averaged 100 times at 1600 points per bandwidth.

3.3.2.2 Cryogenic probe station setup

We also have the possibility to carry out RF experiments at low temperatures using a
Janis cryogenic, variable temperature probe station (see Fig. 3.13 (c)). Here, a flow
of cooling agent (liquid nitrogen or helium) and a heatable chip holder allow to vary
the temperature in the range T ~ 4.2 K(liquid helium) to 7' ~ 400 K in vacuum. The
calibration and measuring procedures remain unchanged. Data presented in this chapter

was obtained essentially on the Cascade room temperature setup, however. RF-GFET



Ezperimental techniques 73

(d) E

source

VNA bias tee

port 1 " gate

bias tee VNA

drain “ port2

source

AAAA

Fvvvv

Rgate Rbias

AAMA

lﬁvvvv

FIGURE 3.13: a) Cascade probe station. b) Cascade probe heads with a device
under test. c¢) Janis cryogenic probe station. d) Schematic circuit diagram of the
K probe station setups. /

measurements at low temperature are less stable and more difficult to perform and do

not generate new physical insight, as could be shown in [16].
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3.3.2.3 Calibration

Both probe systems have to be calibrated thoroughly in order to take into account any
spurious contribution of cables, connectors and the electrical environment of the device
under test (DUT) and finally subtract them from the measured signal. This is done in

a first step by means of a calibration pad and secondly by means of a dummy structure.

Short-open-load-through calibration The first step of calibration consists of the
subtraction of all spurious contributions up to the tips of the probe heads. To this
purpose we use a standard short-open-load-through (SOLT) procedure for the required
frequency range and at low input power (typically —27 dBy,).

Dummy structure In order to also eliminate any parasitic contributions on-chip, we
use a dummy structure. This device is fabricated in the exact same way as the actual
DUT, but leaving out the graphene layer, i.e. no graphene mediated transmission can
occur. After conversion from S to Y-parameters, all parasitic on-chip contributions can
be subtracted from the measured signal:

(i ) (T ) (Y

o DUT  DUT d d :
ot Yo' Yo Y3 Yo, ™M Yo

The dummy subtraction is possible and easy in this case, since all parasitic contributions
are in parallel to the intrinsic ones (see Fig. 3.4). This dummy-subtraction approach

is especially important for the extraction of e.g. the cut-off frequency fr or the device

capacitance in chapter 4.

3.4 Results

We will now turn to the result obtained on two kinds of samples. For each type we will
show data of one exemplary device: first a large, double gated graphene-on-sapphire
(GoS) RF-GFET [16], then a small single gate graphene-on-SiOy (GoSiO) device. The
graphene-on-sapphire results have been obtained in collaboration with the Karlsruhe
Institute of Technology (KIT): Sample fabrication was carried out at KIT, measurements
at LPA.

This section deals at first with the stationary electronic properties of the samples: I-V-
characteristic, channel resistance and DC transconductance. In a second step, the RF
characteristics will be presented, followed by a short conclusion of the obtained results

and a description of the evolution of fr in GFETSs over the years.
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3.4.1 Graphene-on-sapphire micro-transistor

-

\_

FI1GURE 3.14: SEM picture of GoS sample. The graphene layer is highlighted in

-

green.
3.4.1.1 DC characteristics
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FIGURE 3.15: DC characteristics of sapphire RF-GFET. a) I;; and Ry, as function
of gate voltage, measured at Vgs = 10 mV. b) I-V characteristics for different gate
voltages in the range V, = [-2, ...,—0.25]V in 0.25 V steps. c¢) Maximum DC
transconductance versus drain-source voltage. The black line is a guide for the eye.

/

All samples are first of all characterised at continuous voltage, before being examined

at high frequency. This provides information e.g. about the devices’ conductance and




76 Chapter 3:  Microwave graphene field-effect transistors

the position of the charge neutrality point with respect to gate voltage. Knowing the

DC behaviour then helps in determining the AC experimental parameters.

I-V characteristic The I — V characteristics can be found in Fig. 3.15(b) for the
GoS device.

The sample exhibits a non-linear I;5(Vys) at high electric field as expected from section
3.2.1.1. Despite the high current of ~ 5.5 mA through the sample, the saturation is
however not complete. A lack of full saturation at high field is commonly observed in
GFETs [50, 94].

In Fig. 3.15(a) we present the sample’s drain-source resistance Rgs as a function of gate
voltage V,. Note that we use "raw” gate voltage V, here and not VgA, i.e. it is not with
respect to the Dirac point. As a matter of fact, the charge neutrality point was not in the
range of applied gate voltage. We nevertheless can state that the sample’s impedance
remains low at Rgs ~ 100-200 2. We find sample GoS to be n-doped, in agreement
with the expectations for Al as contact metal: The work function of aluminium is lower
than carbon’s with a difference of 720 meV between the two (see Fig. 3.16). Additional
doping is present in GoS, which is generally a contribution of impurities at the substrate-
channel interface. As a result of the strong doping, the charge neutral point could not

be reached with this sample.
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F1GURE 3.16: Extract of the periodic table of elements. First row: symbol of
elements, second row: ionisation energy, third row: work functions, fourth row:
electron affinities, all given in eV/atom. From [104]. Highlighted are carbon (cyan)
and suitable contact metals with work functions smaller (yellow) and bigger (green)

k than carbon.
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Charge carrier mobility We estimate charge carrier mobilities from Eq. (1.51) as
pe = e lo/ng, where the carrier density is obtained from Eq. (3.2). For the device

under investigation we find 200 < p, < 500 cm?V~1s1

Transconductance and voltage gain Although the Dirac point was out of reach
and therefore saturation of the transconductance gP¢ could not be obtained, the value
reaches nevertheless a valuable maximum of g% /(2W V) = 0.22 mSp~1V~1. A factor
2 intervenes here, due to the double gate design. The maximum transconductance is
plotted in Fig. 3.15(c) versus drain-source voltage. It increases with bias as expected
from Eq. (3.3) and 3.4. However, as pointed out before, this only remains valid in the
limit of Ohmic behaviour. Beyond this regime, I, starts to saturate which in turn also
means a saturation of g,,. An onset of this behaviour can be seen in Fig. 3.15(c), when
data deviates from the solid line indicating the linear regime [16].

Using conductance values gg4s extracted from Fig. 3.15(b) (e.g. g4s ~ 8.6 mS and
5 mS) in conjunction with the corresponding maximum transconductance (Fig. 3.15(c),
gm =~ 0.9 mS and 1.5 mS), the voltage gain (see (3.5)) reaches values Gy = ¢y, /gqs =~ 0.1-
0.3. Compared to e.g. CNT-FETSs, where Gy can reach values > 1 [58], this remains
to be improved. Conventional MOSFET amplifiers can exceed these values by orders of

magnitude.

3.4.1.2 RF characteristics

In this section we will be interested in the high frequency behaviour of our graphene
transistor. The focus will lie on the RF transconductance and the cut-off frequency fr.
The high frequency transconductance can be extracted from the complex admittance
parameter Y2 as shown in section 3.2.2.4: gfF = R(Y;). The intrinsic values are
obtained via the de-embedding procedure described earlier.

From the transconductance and the gate capacitance we can then estimate the cut-off

frequency and compare to experimental results.

Transconductance and gain For our GoS sample, the maximum RF transconduc-
tance is displayed in Fig. 3.17(a) as a function of V. It reaches values of the order of
1mS at V, = —4.3V and Vg = £1 'V, thus g,/ (2W V) =~ 0.14 mSpm V1. Slightly
off the presented data points we were able to reach even higher RF transconductance:
gﬁF’mam/W ~ 0.25 mSV~lum~! at Vg = =52V and V4, = —1.1 V. Comparing to its
DC counterpart,where gﬁc = 0.22 mSp~ 'V, we find gﬁp to be superior to g7DnC, a
fact that is not commonly seen in RF-GFETs. This excellent agreement between the

DC and RF behaviour could be due to the fully insulating sapphire substrate and the
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FIGURE 3.17: GHz characteristics of sapphire RF-GFET. a) RF transconductance
as function of Vys at V; = —4.3 V. b) Current gain as function of frequency at
Vas = —1.1 V and V; = —5.2 V, Blue squares show raw data with fr ~ 3 GHz,
red dots correspond to de-embedded data with fr ~ 80 GHz. The inset displays
the maximum available gain (MAG) and the unilateral power gain U as function of
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