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Notations and Abbreviations

KS : Kuramoto-Sivashinsky

KPZ : Kardar-Parisi-Zhang

RD : Random deposition

RDR : Random deposition with surface relaxation

BD : Ballistic deposition

R : the set of all real numbers

Z : the set of all integer numbers

N : the set of all natural numbers

L : system size

k : wave number

lc : typical length scale

h(t) : mean high of surface

w(L, t),W (L, t) : interface width

h(x, t) : the height of interface at position x and time t

u(x, t) : the velocity field

ρ(x, t) : density field

ρin(x) : initial density

uin(x) : initial velocity

mi(t) : mass of i-th particle

xi(t) : position of i-th particle

ui(t), vi(t) : velocity of i-th particle

pi(t) : momentum of i-th particle

ξi(t) : distance between two particles

N : number of time steps

I : number of particles

f(x, t), g(X, τ) : scaling function
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Chapter 1

Introduction to the problem

1.1 Motivation

In this PhD thesis we deal with finding a model of interacting particles on the line that

exhibits spatiotemporal chaos and evolution of Kuramoto-Sivashinky (KS) equation. Es-

sentially, the thesis is made up of two parts.

In the first part (Chapter 2 and Chapter 3), we introduce the Rost-Krug model that

hold some symmetry and elementary microscopic properties of the one-dimensional KS

equation. From this model, simulations are carried out and we consider evolution and av-

erage of number of particles. The point is that after considering Rost-Krug model, we can

not obtain evidently KS equation. Then we propose the new particle model for KS equa-

tion. In Chapter 3 we construct the model and scaling functions then using continuum

limit to lead to KS equation. Moreover, we investigate various interesting properties by

taking simulation of the model on power spectrum, variance of velocity, interface width,

mean square displacement.

In the second part (Chapter 4), we would like to investigate the sticky particle model

for viscous pressureless gases. With a discrete system of a finite particles, we obtain esti-

mates of solution in terms of initial velocity.

Let us now review introduction about the root of physical problem of interacting

interface and also about Kuramoto-Sivashinsky equation.

5



CHAPTER 1. INTRODUCTION TO THE PROBLEM 6

1.2 The physical problem

1.2.1 Surface and interface evolutions

Studying the interface in nature has been considered for a long time by various fields

of science. It is the essence of growth/evolution of a dynamical system. The following

section will introduce a view of surface growth studies with some concepts and examples

(refer to [1]).

1.2.1.1 Some examples

Some surfaces are formed as a result of a deposition, propagation or erosion process. Let

us see some simple examples [1].

+ Propagation of water: Immersing one paper into color water, water will spread the

paper until balance.

+ Propagation of flame fronts: Burning a part of paper, the considered interface is be-

tween the burned and unburned parts of paper.

+ Flux lines in a superconductor: In clear superconductor, the flux lines form ordered

lattice. In impurity one, the flux lines stretch to get close the impurity sites.

+ Atom deposition: Coating substrate is an important technological issue. Up to date

technique vapor phase deposition allows atom by atom film growth.

+ Bacterial growth: The bacterial colonies multiply and become growth with various

shape and rough surfaces.

1.2.1.2 Growth process models

In this part, we will introduce some simple growth process models that are described by

stochastic equations. Let us consider the surface h(i, t) to be the set of particles that

are at highest position in each column i. To quantitatively describe the growth and how

rough is the interface, we define two functions

- The mean height of surface h(t)

h(t) ≡ 1

L

L∑

i=1

h(i, t)
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where h(i, t) is the height of column i at time t and L is the size of surface.

- The interface width w(L, t)

w(L, t) ≡

√√√√ 1

L

L∑

i=1

[h(i, t)− h(t)]2.

As deposition is going on, the interface is roughening and displays some specific scaling

behavior as follows

(a) w(L, t) ∼ tβ where t≪ tx, tx is crossover time, β is growth exponent.

w(L, tx) ≈ wsat(L) where wsat(L) is saturation value.

(b) wsat(L) ∼ Lα, α is roughness exponent.

(c) tx ∼ Lz, z = α
β
is dynamic exponent.

(d) w(L, t) ∼ Lαf( t
Lz ), f(u) is scaling function, f(u) ∼ uβ, if u ≪ 1 and f(u) = const

if u≫ 1.

α, β, z characterize the roughness of surface are the important exponents which we expect

to determine, for instance, in following models of deposition. We note that the notations

α, β here are different from the parameters used in later model for KS equation.

In remaining part of this section, we would like to review three popular simple models

issued from the deposition of many particles with typical laws. For each model, there is

the experiment that highlights the position of interface at successive time intervals, so

that the growth process can be followed qualitatively.

Random deposition(RD): In this model, position of particle is chosen random above

the surface. Then it fall vertically and is deposited on the top of column under it. Let

h(i, t) be the height of the interface of site i(i = 1, 2, ..., L) at the time t, we have the

discrete formula

h(i, 0) = 0 for all i

h(i, t+ 1) = h(i, t) + 1.
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Figure 1.1: Random deposition model

For this model, the growth exponents are determined that α = ∞, β = 1
2
which is

suitable with continuum equation

∂h(x, t)

∂t
= F + η(x, t)

where F is average number of particles arriving at site x. η(x, t) is random fluctuations

in deposition process such that

< η(x, t) >= 0

< η(x, t)η(x′, t′) >= 2Dδd(x− x′)δ(t− t′)

Figure 1.2: Random deposition model after depositing 16000 particles on a substrate of

size L = 100.
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Random deposition with surface relaxation (RDR): We choose a random posi-

tion above the surface and allow a particle to fall vertically toward it. The particle does

not stick irreversibly, but rather it can relax to nearest neighbor which has lower height.

So, we have the discrete formula

h(i, 0) = 0 for all i

h(i, t+ 1) = min{h(i, t), h(i− 1, t), h(i+ 1, t)}+ 1.

The growth exponents of this model are α = 1
2
, β = 1

4
, z = 2. The Edwards-Wilkinson

Figure 1.3: Random deposition with surface relaxation model.

equation is the stochastic growth equation that describes this model.

∂h(x, t)

∂t
= ν∇2h(x, t) + η(x, t)

where ν is surface tension and ∇h << 1.
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Figure 1.4: The interface after depositing 35000 particles on substrate with size L = 100.

Ballistic deposition (BD): A random position above the surface is chosen that

allows a particle to fall vertically toward it. The particle sticks to the first side along it

trajectory that has an occupied nearest neighbor. So, we have the discrete formula

h(i, 0) = 0 for all i

h(i, t+ 1) = max{h(i, t), h(i− 1, t), h(i+ 1, t)}.

Figure 1.5: Ballistic deposition model.
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The growth exponents of this model are α = 1
2
, β = 1

3
, z = 3

2
. The Kardar-Parisi-Zhang

(KPZ) equation is the stochastic growth equation that describes this model.

∂h(x, t)

∂t
= ν∇2h(x, t) +

λ

2
(∇h(x, t))2 + η(x, t)

where ν is surface tension and ∇h << 1.

Figure 1.6: Ballistic deposition model with 35000 particle and length size L = 200.
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1.2.2 Kuramoto-Sivashinsky equation

1.2.2.1 Introduction

Numerous phenomena are exhibiting self-organisation of structures eventually coupled to

some space-time chaotic behavior. Among them, we can cite surface nanostructuration

under ion bombardment [22, 23, 24, 25, 26] (see figure 1.7) or flame front evolution [27]

(see figure 1.8).

Figure 1.7: Scanning Tunneling Microscopy image of nanostructured Pd surface after ion

sputtering. Reproduced from Ref. [22]

For describing such phenomena, the non-linear Kuramoto-Sivashinsky (KS) was first

proposed by Kuramoto, Tsizuki, Sivashinsky in the ’70s [9, 10, 11, 12, 13, 14]. In one

dimension, it takes the form:

∂th =
λ

2
|∂xh|2 + ν2∂xxh + ν4∂xxxxh, x ∈ [0, L], ν2, ν4 < 0 (1.1)

and in the velocity form :

∂tu = λu∂xu+ ν2∂xxu+ ν4∂xxxxu, x ∈ [0, L], ν2, ν4 < 0 (1.2)

where u = −∂xh, and the solutions satisfy periodic boundary conditions. L is the system

size.
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Figure 1.8: (a) Flame stabilized on point source. Arrows indicate direction of gas stream-

lines. (b) Freely expanding flame. Arrows indicate main direction of motion of front.

(1)combustible mixture region; (2) combustion products region; (3) surface of disturbed

flame front. Reproduced from Ref. [27]

KS equation is considered as the simplest model that can describe spatio-temporal

chaotic systems. 2-dimensional simulation of this equation is reported in figure 1.9.

The KS equation have been studied with various space and time scaling. It can de-

scribe instabilities of dissipative trapped ion modes in plasma, instabilities in laminar

flame front, phase dynamics in reaction-diffusion systems and fluctuations in fluid films

on tilted supports, oscillatory chemical reactions, flow of a thin viscous film along a wall.

Moreover, it describes the long-wavelength dynamics [15] at the large length and time

scales.

In KS equation, uxx term carries an instability at large scales, uxxxx term makes

damping at small scales and the nonlinear term uux (the same term as in one-dimensional

Navier-Stokes, KPZ and Burgers equation) is crucial for the global stability of the solu-

tion and transport energy between large and small scales.Indeed, with periodic boundary

condition, the zero solution u(x, t) = 0 is linearly unstable growing at rate σ = k2− k4 to
modes with |k| < kc =

√
ν2
ν4

[2].
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Figure 1.9: (a) KS equation for h(x,y,t) for deposition λ > 0 (b) KS equation for h(x,y,t)

for erosion λ < 0
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1.2.2.2 Solutions of Kuramoto-Sivashinsky equation

The solution of KS equation has two main symmetries. First, it is invariant under ar-

bitrary shifts h → h + const that is if h(x, t) is the solution of KS equation, then

h̃(x, t) = h(x, t) + const is also the solution of KS equation. It is easy to see because

all terms in equation are the derivative terms. Second, the important symmetry is

Galilean invariance which is obtained by the nonlinear term. For any constant u0,

if h(x, t) is the KS equation’s solution, then the new function defined by

h̃(x, t) = h(x− u0t, t)− u0x−
1

2
u20t

is also the solution of (1.1). The derivatives with respect to t and x for h̃ are obtained as

following

h̃t(x, t) = −u0hx(x− u0t, t) + ht(x− u0t, t)−
1

2
u20

h̃x(x, t) = hx(x− u0t, t)− u0

h̃xx(x, t) = hxx(x− u0t, t)

h̃xxxx(x, t) = hxxxx(x− u0t, t).

Then, let sum these in the form of the KS equation :

h̃t(x, t) +
1

2
h̃2x(x, t) + h̃xx(x, t) + h̃xxxx(x, t)

= −u0hx(x− u0t, t) + ht(x− u0t, t)−
1

2
u20 +

1

2
(hx(x− u0t, t)− u0)

2

+ hxx(x− u0t, t) + hxxxx(x− u0t, t)

= ht(x− u0t, t) +
1

2
h2x(x− u0t, t) + hxx(x− u0t, t) + hxxxx(x− u0t, t)

= 0.

In the velocity form, the Galilean invariance for u(x, t) is , ũ(x, t) = u(x − u0, t).

Physically it means that viewing the fluid from a system of coordinates that moves with

velocity u0 does not change the law of physics.

In Fourier transform, (for example, we take ν2 = ν4 = 1) the equation with periodic

boundary condition may be written as

d

dt
ûk + (k4 − k2)ûk +

∑

k′

ik′ûk′ûk−k′ = 0 (1.3)
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where

ûk(t) =
1

L

L∫

0

u(x, t) exp(−ikx)dx, q = 2π

L
, k = nq, n ∈ Z, i =

√
−1

u(x, t) =
∑

k

ûk(t) exp(ikx).

The Fourier transform solutions of (1.1) also satisfy

d

dt
ĥk + (k4 − k2)ĥk +

1

2

∑

k′

k′(k − k′)ĥk′ĥk−k′ = 0. (1.4)

With periodic boundary condition, the zero solution u(x, t) = 0 is linearly unstable

growing at rate

σ = k2 − k4

to modes with |k| < 1. However, if system of size L < 2π, then kmin = 2π
L
> 1. These

modes are so damped modes and u = 0 is stable. As the size L increase, the zero solution

is unstable leading to bifurcations.

For large scales, the solution has cellular structure with motion of appearing and van-

ishing cells and cell radius is depending on L [25, 19]. In figure 1.8 and 1.9, the apparence

of cell structure is clearly visible. The turbulence in KS essentially is weaker than in

Navier-Stokes equation for fluids, that means its time or space averages are not too dif-

ferent from former values.

KS equation is non-integrable. There is no explicit general analytical solution. How-

ever, there are many numerical solutions have been studied. It is shown the bounded

solutions u(x, t), that is the L∞ norm ||u||∞ is bounded independent of L which can

imply the existence of finite energy density

||u||22 =
L∫

0

u2(x, t)dx.

For power spectrum,

S(k) = L 〈||ûk||〉

where the angular brackets denote average over time t, there are three distinct regimes of

the dynamics. It is flat for large scale (small k) and recalls that the solution at this scal-

ing is well-described by a noise-driven Burgers equation or Kardar-Parisi-Zhang (KPZ)
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equation for kinetic roughening. There is a hump around kc = 1/
√
2 which is the most

linearly unstable mode and has the spatio-temporal disorder. The Fourier spectrum of

those fluctuation is decaying quickly at small scales (large k) an in exponential way. This

is related to the dissipative provide by linear terms.

Beside the results are mentioned, there are many extended studies on dynamics and

analysis of the Kuramoto-Sivashinsky equation in different length scales, generalization

to higher space dimensions , non-periodic boundary condition and the effect of additional

terms in equation.

1.2.2.3 Particle models connecting with Kuramoto-Sivashinsky equation

By many important properties of KS equation, it is interesting and useful to find a particle

model that exhibits these characteristics. It is interesting, for understanding KS associated

phenomena to connect the KS equation with a particle model as suggested by rost and

Krug [2]: they follow particle evolving in the velocity field u. They propose a system of

interacting particles in an harmonic potential limited to first neighbours in one dimension

:

ẋi = ui, u̇i = (xi−1 − 2xi + xi+1), (1.5)

with collision rules which are not allowing mass conservation, but allowing particle cre-

ation when two adjacent particle becomes more separated than a defined length. This

length might connected to the typical length of 1.1 lc =
2π
kc

= 2π
√

2ν4
ν2
.

Moreover, this length is related to the coefficient of equation (1.1) as resulting from bal-

ance from unstable erosion (ν2∂xxu) and diffusion (ν4∂xxxxu) terms when considering, for

example, a deposition/erosion process in surface physics. As pointed out by the authors,

this particle form is faling in reproducing the partial derivative equation, especially the

forth derivative term. Nevertheless, it is reproducing some qualitative macrosopic prop-

erties of the KS equation.Moreover using such harmonic potential rather leads to a wave

equation rather than KS equation, when using a scaling of the form : εxi(t) = X(εt, εi)

with ε→ 0, ε being the inverse of particle number in the system.

When considering early stages of thin film growth there can exist some typical length

associated with clustering phenomena or leading to pattern growth [28, 29]. To recover

the quasi-periodic structures without introducing artificially length, we start from the

following observation, based on Monte Carlo simulations. Kinetic Monte-Carlo simula-
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tions of atom deposition [18], with repulsive 1st and attractive 2nd neighbour interactions,

shows that interaction up to the second neighbours results in atom clustering, . Including

such 2nd neighbour interaction in Equation (1.5) does not leads to KS equation but also

to a wave equation.

While the KS equation also has a velocity form displayed by Equation (1.2), it is

interesting to investigate a velocity analog of Equation (1.5) which can be written:

ẋi = vi (1.6)

miv̇i = α(vi−1 − 2vi + vi+1) + β(vi−2 − 2vi + vi+2) (1.7)

where α > 0, β < 0 are the coefficients of the velocity interactions under dynamics of

particles : if 2 particles collide, they will cross over so they exchange their velocity that

influences on their acceleration. Hence, the mass is conserved. More details of this model

will be exposed in Chapter 3.
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1.3 The mathematical problem

1.3.1 Sticky particle model for pressureless gas

A sticky particle model method is studied in many researches. It describes the one-

dimensional model of pressureless gases at a discrete level by a finite collection of particles

that get stuck together after they collide with conservation of mass and momentum. In

particular, if 2 particles collide, they create a single particle, whose mass is the sum of

the previous two, and the rate calculated to maintain the momentum.

m

At a continuous level, this scalar conservation laws can be shown to be the pressureless

Euler system 


∂tρ+ ∂x(ρu) = 0

∂t(ρu) + ∂x(ρu
2) = 0

(x, t) ∈ R× (0,+∞) (1.8)

with the initial condition 


ρ(x, 0) = ρin(x)

u(x, 0) = uin(x)
(1.9)

where ρ(t, x) is density field and u(t, x) velocity field. The first equation is for the con-

servation of mass and the second one for momentum.

For smooth solutions of (1.8), we can obtain the inviscid Burgers equation

∂tu+ ∂x

(
u2

2

)
= 0. (1.10)

and the solutions satisfy initial condition

u(x, 0) = uin(x)

However, the smooth solutions of the invisced Burgers equation are not suitable for

general data. The obvious question is that how to find the correct solutions of this

system, first for approximate solutions. This problem have been investigated in many

contributions. Bouchut’s approach in [3] is to construct exact solutions, with nonnegative

ρ and a well-defined velocity field u deduced from momentum q = ρu, in case of particles

system and of Riemann problem with special initial data and these solution satisfy the

entropy conditions

∂t (ρU(u)) + ∂x (ρuU(u)) ≤ 0 (1.11)
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for all smooth convex functions U .

After that, Grenier [31] and Rykov, Weinan, Sinai [32] proved the global exsistence of

measure solutions of system (1.8, 1.9, 1.11) by taking the limits of the discrete particle

evolution ρn when the number of particles tends to +∞ with bounded mass and initial

velocities. Brenier and Grenier [4] then improved this approach with nondecreasing initial

condition and general fluxes. We also refer the other approaches by Bouchut and James

[33], Poupaud and Rascle [34], Sever [35], Berthelin [5]. The following section introduces

the model for the viscous version.
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1.3.2 The new sticky particle model for pressureless gases dy-

namics with small viscosity

A further step is reached in including a viscous term in the Euler system (1.8) [21, 36].

A new sticky particle model, in which we consider interaction force between particles,

is proposed in Chapter 4. From this model, we can recover to the system dynamics of

pressureless gases with viscosity




∂tρ+ ∂x(ρu) = 0

∂t(ρu) + ∂x(ρu
2) = α∂xxu(t, x)

(x, t) ∈ R× (0,+∞) (1.12)

with the initial condition (1.9).



Chapter 2

The previous particle models

concern KS equation

2.1 Introduction

In physics, the motion of particles describe the physical phenomena involved in solid, liq-

uid and gas phases. In this thesis, we consider the motion of N particles in one-dimension

line. The particles usually are numbered by integer i, i = 1, ..., N such that the position

of particle xi < xj then i < j. We also label Pi(t) = (mi(t), xi(t), vi(t), mi(t)v̇i(t)) for each

element with its mass, position, velocity and affection force, where v̇i(t) is the time deriva-

tive of vi(t) and t ≥ 0. We have definition of momentum of particle pi(t) = mi(t)vi(t).

In the dynamical system, the particles move with initial condition Pi(0) = (mi, xi, vi, miv̇i),

with x1 < ... < xn. The system obeys mass conservation if

n∑

i=1

mi =
n∑

i=1

mi(t), for t ≥ 0,

and momentum conservation if

n∑

i=1

mivi =

n∑

i=1

mi(t)vi(t), for t ≥ 0.

When particle has collision, that makes a shock and its velocity may change. In sticky

particle model, when shocks occur, the particles which have the same position will stick

together into one particle. The velocity of this particle is defined such that it satisfies

22
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momentum conservation. More details are reported in the section of sticky particle model

for pressureless gas dynamics.

2.2 Rost-Krug model

2.2.1 Introduction

We consider a dynamical particle model proposed by Rost, Krug [2]. The particles

move on the line and exhibits spatiotemporal chaotic motion described by the Kuramoto-

Sivashinsky(KS) equation. It has some symmetry properties of the one-dimensional KS

equation.

Let us label the particles by an integer number i, for each particle:

- Mass : mi(t) = m = 1

- Position at time t : xi(t)

- Momentum at time t : pi(t). Note that since mi(t) = 1 for all time, pi(t) is velocity, too.

- Distance between two particles : ξi(t) = xi(t)− xi−1(t) ∈ [0, 1)

- Velocity at time t : u(xi(t), t) = pi(t)

Moreover, the velocity field u(x, t) is defined as a sequence of straight lines connecting

the points (xi(t), pi(t))

u(x, t) =
pi(t)(x− xi−1(t)) + pi−1(t)(xi(t)− x)

xi(t)− xi−1(t)
, x ∈ [xi−1(t), xi(t)) (2.1)

then, we have u(xi(t), t) = pi(t).

Within this model, two cases occur :

• The collision is the case that when xi(t) = xi−1(t), two neighboring particles col-

liding and then being replaced by a new particle (m = 1) at the position x(t) = xi(t) =

xi−1(t) with the new velocity

p(t) =
ξi−1(t)pi−1(t) + ξi+1(t)pi(t)

ξi−1(t) + ξi+1(t)
.

• Case of creation is that when ξi(t) = xi(t) − xi−1(t) = 1, two adjacent parti-

cles reaches a maximal distance and then the new particle is created at the position

x(t) = xi−1(t)+xi(t)
2

with the new velocity



CHAPTER 2. THE PREVIOUS PARTICLE MODELS CONCERN KS EQUATION24

p(t) =
pi−1(t) + pi(t)

2
.
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Figure 2.1: Example of the particle trajectories with periodic boundary condition.
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2.2.2 The new momenta

The new momenta of particles in two cases are given by following lemma.

Lemma 2.2.1. For all a, b, in the both cases,
b∫
a

u(x, t)dx is unchanged if only if the new

momentums are

p =
ξi−1pi−1 + ξi+1pi
ξi−1 + ξi+1

in case of collision (2.2)

p = βpi−1 + (1− β)pi in case of creation. (2.3)

In Rost-Krug model, β = 1
2
.

Proof.

• Assume that (2.1) and (2.2). For each a < b, let a = xia, b = xib. We have

xi∫

xi−1

u(x, t)dx =
1

2
(xi − xi−1)(pi + pi+1),

then,
xib∫

xia

u(x, t)dx =
1

2

i=ib∑

i=ia+1

(xi − xi−1)(pi + pi+1)

In the case of creation, we have p = βpi−1 + (1 − β)pi and x = βxi−1 + (1 − β)xi. So

(p, x) lies on the previous line segment from (xi−1, pi−1) to (xi, pi). Therefore u(x, t) is

unchanged on [xi−1, xi)

In the case of collision, we have (x = xi = xi−1). Let us consider the integral of u(x, t)

before replacing new particle

xi+1∫

xi−2

u(x, t)dx =
1

2
(xi−1 − xi−2)(pi−2 + pi−1) +

1

2
(xi+1 − xi)(pi + pi+1)

=
1

2
ξi−1(pi−2 + pi−1) +

1

2
ξi+1(pi + pi+1)
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and after replacing new particle

xi+1∫

xi−2

u(x, t)dx =
1

2
(x− xi−2)(pi−2 + p) +

1

2
(xi+1 − x)(p + pi+1)

=
1

2
ξi−1(pi−2 +

ξi−1pi−1 + ξi+1pi
ξi−1 + ξi+1

)

+
1

2
ξi+1(

ξi−1pi−1 + ξi+1pi
ξi−1 + ξi+1

+ pi+1)

=
1

2
ξi−1pi−2 +

1

2

(
ξ2i−1pi−1 + ξi−1ξi+1pi

ξi−1 + ξi+1

)
+

1

2
ξi+1pi+1

+
1

2

(
ξi−1ξi+1pi−1 + ξ2i+1pi

ξi−1 + ξi+1

)

=
1

2
ξi−1pi−2 +

1

2
ξi−1pi−1 +

1

2
ξi+1pi +

1

2
ξi+1pi+1

=
1

2
ξi−1(pi−2 + pi−1) +

1

2
ξi+1(pi + pi+1).

Hence,
xib∫
xia

u(x, t)dx is unchanged.

• Assume that for all a, b, in both cases
xib∫
xia

u(x, t)dx is unchanged.

In the case of creation, x = βxi−1 + (1− β)xi. We have before creating new particle

xi∫

xi−1

u(x, t)dx =
1

2
(xi − xi−1)(pi + pi+1)

and after creation
xi∫

xi−1

u(x, t)dx =
1

2
(x− xi−1)(pi−1 + p) +

1

2
(xi − x)(pi + p).

Since
xib∫
xia

u(x, t)dx is unchanged, we get

(xi − xi−1)(pi + pi+1) = (x− xi−1)(pi−1 + p) + (xi − x)(pi + p).

Notice that x = βxi−1 + (1− β)xi, then

(xi − xi−1)(pi + pi+1) = (1− β)(xi − xi−1)(pi−1 + p) + β(xi − xi−1)(pi + p)

pi + pi+1 = (1− β)(pi−1 + p) + β(pi + p)

p = (1− β)pi + βpi−1
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In the case of collision, xi = xi−1. We have before collision
xi+1∫

xi−2

u(x, t)dx =
1

2
ξi−1(pi−2 + pi−1) +

1

2
ξi+1(pi + pi+1)

and after collision
xi+1∫

xi−2

u(x, t)dx =
1

2
ξi−1(pi−2 + p) +

1

2
ξi+1(p+ pi+1).

Since
xib∫
xia

u(x, t)dx is unchanged, so

ξi−1(pi−2 + pi−1) + ξi+1(pi + pi+1) = ξi−1(pi−2 + p) + ξi+1(p+ pi+1)

ξi−1pi−1 + ξi+1 = ξi−1p+ ξi+1p

p =
ξi−1pi−1 + ξi+1pi
ξi−1 + ξi+1

.

2.2.3 Particle model for Burgers’ equation

2.2.3.1 Burgers’ equation

First, we introduce the simple model that connects the constructed model with Burgers’

equation.

There are some conditions within this model:

- without acceleration (ẍi = 0)

- mi = 1

- ẋi = pi, ṗi = 0

- velocity field u(x, t)

u(x, t) =
pi(t)(x− xi−1(t)) + pi−1(t)(xi(t)− x)

xi(t)− xi−1(t)
, ∀x ∈ [xi−1(t), xi(t))

In case of no collision and no creation, taking the derivative with respect to time u(x, t),

we have

ut(x, t) =
(xi(t)− xi−1(t)) [ṗi(t)x− ṗi(t)xi−1(t)− pi(t)ẋi−1(t)]

[xi(t)− xi−1(t)]
2

+
(xi(t)− xi−1(t)) [ṗi−1(t)xi(t) + pi−1(t)ẋi(t)− ṗi−1(t)x]

[xi(t)− xi−1(t)]
2

− (ẋi(t)− ẋi−1(t)) [pi(t)(x− xi−1(t)) + pi−1(t)(xi(t)− x)]

[xi(t)− xi−1(t)]
2
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Since ṗi = 0, then

ut(x, t) =
[−pi(t)ẋi−1(t)]
xi(t)− xi−1(t)

+
[pi−1(t)ẋi(t)]

xi(t)− xi−1(t)
− (ẋi(t)− ẋi−1(t))

xi(t)− xi−1(t)
u(x, t)

and ẋi = pi, so

ut(x, t) =
−pi(t)pi−1(t)
xi(t)− xi−1(t)

+
pi−1(t)pi(t)

xi(t)− xi−1(t)
− ẋi(t)− ẋi−1(t)

xi(t)− xi−1(t)
u(x, t)

= − ẋi(t)− ẋi−1(t)

xi(t)− xi−1(t)
u(x, t)

Moreover, we have

∂xu(x, t) =
pi(t)− pi−1(t)

xi(t)− xi−1(t)
=
ẋi(t)− ẋi−1(t)

xi(t)− xi−1(t)

At the result,

ut(x, t) = −∂xu(x, t)u(x, t)

or

ut(x, t) + ∂xu(x, t)u(x, t) = 0 (Burgers’s equation) (2.4)

2.2.3.2 The particle trajectories

By using Matlab, we obtain a typical portrait of the particle trajectories in the model

for Burgers’ equation. The idea for constructing this program is explained in appendix.

The particle momenta at starting (t = 0) are 1,−1, 1,−1, .... Notice that there is periodic
boundary conditions, so the velocities are the same at the boundary. Then, we also see

the momenta of these particles and their height in two later figures. In this example, we

put α = 1.



CHAPTER 2. THE PREVIOUS PARTICLE MODELS CONCERN KS EQUATION29

Figure 2.2: The particle trajectories in model for Burgers’ equation.

Figure 2.3: The velocity for the same numerical simulation.
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Figure 2.4: And the height function h(x, t).

We have above three figures show trajectories, the velocity field and interface height.

The figure 2.2 displays the particles move straight until they have collision. The velocity

field in figure 2.3 has relaxation after collision, then it tends to constant after time.
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2.2.4 The chaotic particle model

2.2.4.1 Some characteristics of the chaotic particle model

In this model, there are some characteristics:

- mi = 1

- ẋi = pi

- The force ṗi = ξi − ξi+1 = (xi − xi−1)− (xi+1 − xi) = 2xi − xi−1 − xi+1

- And the velocity field u(x, t)

u(x, t) =
pi(t)(x− xi−1(t)) + pi−1(t)(xi(t)− x)

xi(t)− xi−1(t)
, ∀x ∈ [xi−1(t), xi(t))

In case of no collision and no creation, taking the derivative with respect to time u(x, t),

we have

ut(x, t) =
ṗi(t)(x− xi−1(t))− pi(t)ẋi−1(t) + ṗi−1(t)(xi(t)− x) + pi−1(t)ẋi(t)

xi(t)− xi−1(t)

− ∂xu(x, t)u(x, t)

or

ut(x, t) + ∂xu(x, t)u(x, t) =
ṗi(t)(x− xi−1(t)) + ṗi−1(t)(xi(t)− x)

xi(t)− xi−1(t)
(2.5)

2.2.4.2 The particle trajectories

In this section, The particle trajectories are characterized. At t = 0, the momenta are

zeros. Notice that there is periodic boundary conditions,thus u(0, t) = u(L, t). Then, we

also see the momenta of these particles and their height in two later figures. Let momenta

be zero at t = 0.



CHAPTER 2. THE PREVIOUS PARTICLE MODELS CONCERN KS EQUATION32

Figure 2.5: The particle trajectories in chaotic model.

Figure 2.6: The velocity of particles in chaotic model.
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Figure 2.7: The interface height of particles in chaotic model.

The particles trajectories were identified as the minimum points of cellular structures

in KS equation. The velocity is unstable under the repulsive force and the interface height

shows cellular characteristic.
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2.2.5 Simulation on number of particles

2.2.5.1 Number of particles in the model for Burgers equation

In the model was constructed, we see that there are two cases may occur, the case of

creation and the case of collision. Therefore, the number of particles in this model may

be changed according to time or not have conservation. We watched for what happened

with particles in above section and following is estimation the number of these particles

at time by time N(t).

We put α to be the distance for case of creation, L to be is a part of length’s box (notice

that there is periodic boundary condition, so the same phenomenon at the left and the

right box), N0 is number of particles at time t = 0 or number of particles at starting,

N(0), P0 is momenta of these particles at starting.

Now we consider some examples for different values of α. In the model, we begin with N0

particles and P0 = (1,−1, 1,−1, ...) and consider for the time being T = 30 and L = 20.

Example 1 This is the case for α = 1. Some following figures show the number of parti-

cles in the model for Burgers equation according to time.

Figure 2.8: The number of particles in the model for Burgers equation with N0 =

50, 60, 70, 80.

We can see that, although starting with many or less than of particles, we also have

N(30) ∈ [29, 38] at the end. So we can hope that the number of particles will be around

in small interval after a long time (oscillate but be stable in this interval). We continue

to consider some similar examples with α smaller and see what we hope if it is real.
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Example 2 This is the case for α = 0.9. Some following figures show the number of

particles in the model for Burgers equation according to time.

Figure 2.9: The number of particles in the model for Burgers equation with N0 =

50, 60, 70, 80.

In this example, we also have N(30) ∈ [34, 38] at the end. The final number of particle

does not depend on the initial number of particle.
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Example 3 This is the case for α = 0.7. Some following figures show the number of

particles in the model for Burgers equation according to time.

Figure 2.10: The number of particles in the model for Burgers equation with N0 =

50, 60, 70, 80.

In this example, we also have N(30) ∈ [42, 47] at the end.
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Example 4 This is the case for α = 0.5. Some following figures show the number of

particles in the model for Burgers equation according to time.

Figure 2.11: The number of particles in the model for Burgers equation with N0 =

50, 60, 70, 80.

In this example, we also have N(30) ∈ [61, 77] at the end.

The final number of particle is stable, does not depend on initial number of particle, but

depends on the strength of force.
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Average number of particles In this section, we present the previous examples in

other view with average numbers of particles corresponding α.

Figure 2.12: The average numbers of particles in the model for Burgers equation with

N0 = 70.

Remarks

(i) From these examples, we may assume that for each positive α and L, there exist

N1 < N2 and t0 such that N(t) ∈ [N1, N2] for all t ≥ t0 where |N2 −N1| is small enough

- N(t) is number of particles at time t .

(ii) Notice that, when α is smaller, average N(T ) is larger and perhaps more unstable

that is the distance |N2 −N1| is larger.
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Figure 2.13: The comparison the average numbers of particles in three previous examples.

We can see that they are nearly same.
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2.2.5.2 Number of particles in the chaotic model

In this section, we also investigate the effect of damping the number of the particles for

the chaotic model on the remaining particle at the end of run.

We put α to be the distance for case of creation, L to be is a part of length’s box

(notice that there is periodic boundary condition, so the same phenomenon at the left

and the right box), N0 is number of particles at time t = 0 or number of particles at

starting, N(0), P0 is momenta of these particles at starting.

Now we consider some examples that are different from α. In the model, we begin with

N0 particles and momenta of particles are zero. We consider for the time being T = 30

and L = 20.

Example 1 This is the case for α = 1.

Figure 2.14: The number of particles in the chaotic model with N0 = 50, 60, 70, 80.

We have N(T ) ∈ [30, 37] at the end and we can also hope that the number of particles

will be around in small interval after a long time. We continue to consider some similar

examples with α smaller and see what happened.
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Example 2 This is the case for α = 0.9.

Figure 2.15: The number of particles in the chaotic model with N0 = 50, 60, 70, 80.

In this example, we also have N(T ) ∈ [38, 40] at the end.
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Example 3 This is the case for α = 0.7. Some following figures show the number of

particles in the chaotic model according to time.

Figure 2.16: The number of particles in the chaotic model with N0 = 50, 60, 70, 80.

In this example, we also have N(30) ∈ [47, 54] at the end.
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Example 4 This is the case for α = 0.5.

Figure 2.17: The number of particles in the chaotic model with N0 = 50, 60, 70, 80.

In this example, we also have N(30) ∈ [66, 70] at the end.
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Average number of particles In this section, similarly with the model for Burgers’

equation, we present the number of particles in other view with its average corresponding

α.

Figure 2.18: The average numbers of particles in the chaotic model with N0 = 70.
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Figure 2.19: The comparison the average numbers of particles in three previous examples.

We can see that they are almost same.



CHAPTER 2. THE PREVIOUS PARTICLE MODELS CONCERN KS EQUATION46

Conclusion In the chaotic model, there is similar phenomena as Burgers model but

the number of particles are more unstable, it is easier to change in a short time. Following

data are the average number of particles and the variance we get from two models.

Figure 2.20: The average number of particles N̄ .

Figure 2.21: The variance σ2.
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2.3 Bohr-Pikovsky model with anomalous diffusion

To consider the connection with particle model in the Kuramoto-Sivashinsky equation,

Bohr and Pikovsky [6] showed the numerical simulation of particle displacement that lead

to anomalous diffusion in KS equation.

2.3.1 Definition for particle model

Let us consider KS equation in one-dimension with velocity version

∂tu(t, x) + u∂xu(t, x) = −∂xxu− ∂xxxxu. (2.6)

The particle at position x in model have the velocity u(t, x). Denote r(t) be trajectory of

a particle. It must satisfy

∂tr(t) = u(t, r(t)). (2.7)

The anomalous diffusion in KS equation was proved by considering average the square of

displacement [∆r(t)]2 over the starting time t′

〈
[∆r(t)]2

〉
=

〈
[r(t′ + t)− r(t′)]2

〉
. (2.8)

2.3.2 Numerical results
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Figure 2.22: The anomalous diffusion in KS equation by following 50 ’walking’ particles.
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Figure 2.23: The minimum points of KS evolution time.
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Figure 2.24: The velocity field of KS equation with length size L = 1000. Left: T = 100.

Right: T = 1000
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Figure 2.25: The velocity field of KS equation with length size L = 1000. Left: T = 3000.

Right: T = 5000



Chapter 3

The new model for

Kuramoto-Sivashinsky equation

3.1 The new model for Kuramoto-Sivashinsky equa-

tion

3.1.1 Introduction

We will consider the motion of N particles in line with periodic boundary condition and

the size of system is L. We describe the i-th particle by its weight mi(t), position xi(t),

velocity or momentum vi(t), and acceleration or force ai(t) at time t ∈ [0, T ]. For this

model, the particle dynamics has initial condition (mi, xi, vi) where mi = 1, xi = i L
N
, vi

get random value for all 1 < i < N . Moreover, we consider particles moving with the

velocity changing due to first and second neighbor velocity interactions such that




vi(t) = ẋi(t)

ai(t) = v̇i(t) = α(vi−1(t)− 2vi(t) + vi+1(t)) + β(vi−2(t)− 2vi(t) + vi+2(t))

where α, β are coefficients to be precised later. We define a continuous velocity field as a

sequence of straight lines connecting the points (xi(t), vi(t))

u(t, x) =
vi(t)(x− xi−1(t)) + vi−1(t)(xi(t)− x)

xi(t)− xi−1(t)
for x ∈ [xi−1(t), xi(t))

From there, we define the height field as in KS equation such that u(t, x) = −∂xh(t, x).
The feature of this dynamic is that when two neighbor particles reach collision, they do not

stick together nor make annihilation. They are crossing and the system status is updated.

51
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As long as the particles do not meet, they move at the velocity vi(t). We assume that

at time t0, there exists j such that xj(t0) = xj+1(t0) and xj(t0) < xj+1(t0)for all t < t0.

This effects on system since after that we have vj(t0+) = vj+1(t0) and vj+1(t0+) = vj(t0).

Therefore the velocity of neighbor particles will exchange bringing about influence on

acceleration. The i-index must be changed by its position-order to suit the order in

definition of force.

We note that by this feature, the number of particle N is constant and the mass of each

of particle is always 1.

3.1.2 Particle models

3.1.2.1 Particle model for zero-pressure gas

We know that the particle motion without forces (α = β = 0), coupled with sticky

particles dynamics, yields to the system of pressureless gases (see [30, 31, 32, 33]):

∂tρ+ ∂x(ρu) = 0, ∂t(ρu) + ∂x(ρu
2) = 0

where ρ is density and u velocity of gas. First equation is for mass conservation and

second one for momentum conservation. If ρ(x, t) and u(x, t) are smooth solutions, then

we get the Burgers equation for u by multiplying the first one by u and subtracting it to

second one

∂tu+ u∂xu = 0.

In this case, we consider the particle motion which is described by

vi(t) = ẋi(t), ai(t) = v̇i(t) = 0.

The particles move without force (α = β = 0) so that the velocity of the particles is

constant until collision. When a collision occur, the involved particles stick together to

create a new particle, with mass equal to the sum of preceding masses, and velocity

computed such that the momentum is preserved. That implies the global conservation

of mass and momentum. When there is no collision, the velocity field u(x, t) satisfies

Burgers equation. It is easy to see by taking derivative with respect to time on formula

of u(x, t). We cannot get that is always true since ∂tu(t−, x) 6= ∂tu(t+, x) while collision.

A variant of this model, with β = 0 and α > 0 will be studied in Chapter 4.

3.1.2.2 Particle model for Kuramoto-Sivashinsky equation

In this section, we consider the particle model with interaction force within both first

and second neighbors (α, β 6= 0). The introduction of the second neighbor interaction is
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motivated by a remark from [18], where it is shown that, in a different context, quasi-

periodic structures can be obtained by taking into account such interactions.




vi(t) = ẋi(t)

v̇i(t) = α(vi−1(t)− 2vi(t) + vi+1(t)) + β(vi−2(t)− 2vi(t) + vi+2(t)).

Assuming α > 0 makes an attractive force between next neighbors and its discrete form

connects to the second order derivative or viscosity term in KS equation. Similarly, the β

term relates the fourth derivative term. It is clearly evidenced by rewriting the force as

following

v̇i(t) = (α+4β)(vi−1(t)−2vi(t)+vi+1(t))+β(vi−2(t)−6vi−1+4vi(t)−6vi+1+vi+2(t)). (3.1)

To link to KS equation, where the coefficients in front of both second and fourth order

derivatives are negative, several conditions will be needed on α and β, as we will see below.

It will turn out that the particle model has attraction to first neighbor and repulsion to

second one.

The dynamics of collisions is supposed to be elastic, in order to keep the total number

of particles constant. This is similar to the Rost-Krug model [2] where particle system in

which the interaction force is defined by limit of potential

vi = 2xi − xi−1 − xi+1

with annihilation and creation of particles without mass conservation. Some results given

in Chapter 2 show that this procedure approximately preserves the particle number.

However, it is impossible to recover the KS equation, especially the fourth derivative

terms.

In the following part we propose a hyperbolic scaling function X that connects the

model with KS equation and we also consider some simulations on this model. The

hyperbolic scaling is usually given by

xi(t) =
1

ε
X(εt, εi). (3.2)

The function X introduced in (3.2) is actually the flow of the particle system, in the sense

that x = X(t, x0) is the position at time t of a particle that was at time 0 in position

x0. Therefore it has to be understood that there are initial N particles equally disposed

at positions i/L, i = 1, . . . , N , and the scaling means that we are interested in long time

evolution (t ∼ 1/ε), and high density of particles (∼ 1/ε), since in this context, ε is L/N ,
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where N is the number of particles, and L the length of the interval.

We introduce the new variables

τ = εt, y = εx.

From any (smooth) function g(t, x), we can define a scaled function f(τ, y) by writing

f(τ, y) = g

(
τ

ε
,
X(τ, y)

ε

)
, (3.3)

For instance, suppose that there exists a function v(t, x) such that for each i one has

vi(t) = v
(
t, xi(t)

)
. Then using the scaled variables, we can define a function u(τ, y) so

that we have obviously

vi(t) = v
(
t, xi(t)

)
= u(εt, εxi(t)) = u

(
εt,X(εt, εi)

)
, (3.4)

the hyperbolic scaling is designed to preserve the velocities. On the other hand, we have

also, by using the usual chain rule,

vi(t) = ẋi(t) = ∂τX(εt, εi). (3.5)

From (3.4) and (3.5) we deduce

v̇i(t) = ε∂τu+ ∂yuε∂τX = ε(∂τu+ u∂yu). (3.6)

With this scaling, we obtain the usual Burgers term. If one wishes to obtain λu∂xu as in

Kuramoto’s paper, the scaling should be τ = εt, y = λεx.

On the other hand, we can write

vi−1(t)−vi(t) = v
(
t, xi−1(t)

)
−v

(
t, xi(t)

)
=

(
xi−1(t)−xi(t)

)
∂xv+

(
xi−1(t)− xi(t)

)2

2
∂xxv+· · · ,

with

xi−1(t)− xi(t) =
1

ε

(
− ε∂yX +

ε2

2
∂yyX + · · · .

vi−1(t)− vi(t) = −∂yX∂xv + (∂yX)2∂xxv + ε
(
∂yyX∂xv − ∂yX ∂yyX

)
+ · · · ,

Rewriting this for vi+1 − vi, and taking care of the signs in front of ∂yX , we get

vi−1 − 2vi + vi+1 = (∂yX)2∂xxv + ε∂yyX∂xv + · · · .

From the definition of u (3.4), we obtain

∂yu =
1

ε
∂xv ∂yX, ∂yyu =

1

ε2
∂xxv(∂yX)2 +

1

ε
∂xv ∂yyX,
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so that

vi−1 − 2vi + vi+1 = ε2∂yyu+
ε4

12
∂yyyyu+ · · · . (3.7)

Similarly, we also obtain

vi−2(t)− 6vi−1(t) + 4vi(t)− 6vi+1(t) + vi+2(t) = ε4∂yyyyu+ · · · .

This kind of relation holds for any pair of functions related by (3.3). Recalling now (3.6),

we see that we can simplify by ε the velocity equation, and get

(∂τu+ u∂yu)(τ, yi) = ε(α+ 4β)∂yyu(τ, yi) + (α + 4β)
ε3

12
∂yyyyu(τ, yi) + βε2∂yyyyu(τ, yi)

= ε

[
(α + 4β)∂yyu+ ε2

( α
12

+
4β

3

)
∂yyyyu

]
.

(3.8)

where yi denotes X(τ, εi).

In this form, it is clear that when ε → 0 (recall it means high density and long time

scale), formally, this equation tends to the Burgers equation. Therefore to observe more

complex phenomena, one has to rescale the microscopic forces, hence α and β. Setting

for instance αε = α/ε and βε = β/ε leads to an asymptotic behavior following the the KS

equation

(∂τu+ u∂yu)(τ, yi) = ν2∂yyu(τ, yi) + ν4∂yyyyu(τ, yi),

with the following values for ν2 and ν4:

ν2 = α + 4β, ν4 = ε2
( α
12

+
4β

3

)
. (3.9)

This means that for fixed values of α and β, we recover for small ε, the long time dynamics

for which ν2 is dominating. If one wishes to observe the KS-like behavior on a given time

interval for some ε then for ε/10, one has to rescale the coefficients by a factor 10.

Notice that, since for the KS equation we must have ν2 < 0 and ν4 < 0, we find the

required conditions on α, β: α+4β < 0 gives ν2 < 0, which in turns imply α/12+4β/3 < 0,

that is ν4 < 0. Since we have assumed α > 0, we get finally

0 < α < −4β.

In the converse way, to obtain given values for ν2 and ν4, α and β can be rescaled as

α =
4

3
ν2 −

4ν4
ε2
, β =

ν4
ε2
− ν2

12
. (3.10)

This possibility was not investigated in the present chapter, where fixed values for the

microscopic forces are used.
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3.2 Simulation results

3.2.1 The general view of the particle model

In this part, there are some figures about particle trajectory, velocity field.
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Figure 3.1: Trajectories of particles on line.
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The figure (3.1) shows the trajectories of 100000 particles in time T = 5000. The

system size L = 1000 and the coefficients α = 3.5, β = −1. The particles aggregate to big

particles after long time. In the figure (3.1), the time period for each step is a little long

(50). So in order to see more details and investigate the KS regime in the model, we have

following example
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Figure 3.2: The trajectory of particles shows chaotic regime.
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Figure 3.3: Zoom out of the trajectory of particles where x ∈ [100, 200] .
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Figure 3.4: Zoom out of the trajectory of particles where x ∈ [400, 500] .

The figure (3.2) shows the trajectories of 10000 particle on line. The figure (3.3), (3.4)

are parts of the trajectories of particles where x ∈ [100, 200], [400, 500] and t ∈ [0, 150]

(thank to refer appendix for full zoom out of figure (3.2)). The system size L = 1000 and

the coefficients α = 3, β = −1. The trajectory shows chaotic regime in KS equation. Some

particles collide in big particle, others separate to create new big particle. It corresponds

to cellular structure in KS equation. Let recall the minimum points revolution of the KS

equation in figure (3.5) in which cells annihilation and splitting . In some times, there are

two minima get stick together or appearing new minima between two. The main particles

is considered as minimum points. The particles tend to aggregate after long time but in

former they obtain chaotic regime as figure (3.3), (3.4).

The minimum points are corresponding to the cellular structure. The merging of two

minima is like the collision procedure and new cell respectively creation.
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Figure 3.5:
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Velocity field.
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Figure 3.6: And the velocity field.

The figure (3.6) is an example of velocity field at time t = 1000 corresponding to figure

(3.1). The mean velocity remains close to zero, due to the high number of big particles

with almost zero velocity.

The following figures (3.7) and (3.8) give the average velocity field over 50 runs for 2

different value of coupling α, ie. α = 3 and 3.5 at early and late time t = 10 and 100.

For α = 3, the oscillatory behavior is smooth. This effect is less pronounced for

α = 3.5.
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Figure 3.7: Average of velocity field. The system size L = 200, α = 3, β = −1, dt = 0.001.

Initial velocity is random value in [−0.5, 0.5], average over 50 runs. T = 10, 100.
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Figure 3.8: Average of velocity field. The system size L = 200, α = 3.5, β = −1, dt =
0.001. Initial velocity is random value in [−0.5, 0.5], average over 50 runs. T = 10, 100.
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3.2.2 Powerspectrum

First, we recall the definition of powerspectrum

S(k) = L 〈||ûk||〉

where the angular brackets denote average over time t and ûk is Fourier transform of

velocity u.

The erosion process described by the linear equation

∂tu = ν2∂xxu+ ν4∂xxxxu (3.11)

where ν2, ν4 < 0. The solutions of (3.11) has form

u(x, t) = ceσt+ikx.

So, we imply

cσeσt+ikx = −ν2ck2eσt+ikx + ν4ck
4eσt+ikx

σ = −ν2k2 + ν4k
4

0

k

σ

k
c

Figure 3.9: Rate evolution.

To obtain kc, we can not use the estimation of ν2, ν4 as (3.9) because in fact, the

value ε changes in time. We can see the figure trajectory of particles: after a long time,
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many particles aggregate to become some big particles, then the scaling value ε must be

increased. Comparing the formula of force

v̇i(t) = (α + 4β)(vi−1(t)− 2vi(t) + vi+1(t)) + β(vi−2(t)− 6vi−1 + 4vi(t)− 6vi+1 + vi+2(t)).

and (3.11), we choose

ν2 = α + 4β, ν4 = β,

then

kc =

√
α + 4β

β
.

The powerspectrum are calculated for the different defined α values (2.5, 3, 3.5, 3.8) and

for the different system size but with ε = 0.1 the particle number is changed accordingly

and they are displayed in figures (3.10) to (3.12).
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3.2.2.1 Length size 256

The parameters are chosen using ε = 0.1, so there are 2560 particles and discrete Fourier

points, β = −1, T = 100,∆t = 0.001. Initial velocity is random value in [−0.1, 0.1].
Average over 80 times.
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Figure 3.10: The powerspectrum with system size L = 256 .
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3.2.2.2 Length size 512

The parameters are chosen using ε = 0.1, so there are 5120 particles and discrete Fourier

points, β = −1, T = 100,∆t = 0.001. Initial velocity is random value in [−0.1, 0.1].
Average over 80 times.
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Figure 3.11: The powerspectrum with system size L = 512 .
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3.2.2.3 Length size 1024

The parameters are chosen using ε = 0.1, so there are 10240 particles and discrete Fourier

points, β = −1, T = 100,∆t = 0.001. Initial velocity is random value in [−0.1, 0.1].
Average over 80 times.
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Figure 3.12: The powerspectrum with system size L = 1024 .

Conclusion for powerspectrum

Let ks be typical wavenumber obtained from figures above. We consider following

tables.

α, β Wavenumber ks Wavelength ls Wavenumber kc Wavelength lc

2.5,−1 1 6.2832 1.2247 5.1302

3,−1 0.9 6.9813 1.0000 6.2832

3.5,−1 0.4 15.7080 0.7071 8.8858

3.8,−1 0.2 31.4159 0.4472 14.0496
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Simulated values are closed to predicted one for small α coupling values while the

wavelength increases when increasing α above 3.

We can observe that the k-value of the slope change is decreasing when increasing α

when comparing fig. 3.10, 3.11, 3.12. Moreover, the increase of simulation size with ε

identical, does not change the k-value of the slope change. It means that the smallest size

is large enough for preventing boundary effect. This is also favored by periodic boundary

conditions.
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3.2.3 Variance of velocity

The variance of velocity is written as

I2v (t, L) =< (v(t)− v̄)2 > where v̄ =
1

N

N∑

i=1

vi(t).

It is a measure of the roughness of the velocity field. Moreover it characterize its growth

mode. It is calculated for 2 large size L = 1024 and 2048 for the four α values.

3.2.3.1 Length size 1024

The parameters are chosen that ε = 1, so there are 1024 particles, β = −1, T = 1000,∆t =

0.001. Initial velocity is random value in [−0.1, 0.1]. Average over 50 times.
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Figure 3.13: The velocity interface width with system size L = 1024 .

We see that with α = 3.8, the velocity interface is almost flat. It takes longer time to

reach saturation regime. Therefore in order to estimate saturation time and investigate

its behavior, the calculations are performed up to T = 104 for α = 3.8.
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Figure 3.14: The velocity interface width with α = 3.8 .

3.2.3.2 Length size 2048

The parameters are chosen that ε = 1, so there are 2048 particles, β = −1, T = 1000,∆t =

0.001. Initial velocity is random value in [−0.1, 0.1]. Average over 50 times.

We see that with α = 3.8, the velocity interface is almost flat. It takes longer time to

reach saturation regime, which is not reached at T = 104 for α = 3.8.
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Figure 3.15: The velocity interface width with system size L = 2048 .
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Figure 3.16: The velocity interface width with α = 3.8 .
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Conclusion for the variance of velocity. The velocity field interface width shows

a primary stable phase which is increasing duration when increasing α. This is followed

by an unstable behavior at an exponential rate. Then a stable regime is reached in a form

of a plateau, for which the height is decreased when increasing α. This behavior is not

dependent on the system size but depends on the α-value.
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3.2.4 Height interface width

The height interface width is defined by

W 2(t, L) =< (h(t)− h̄)2 > where h̄ =
1

N

N∑

i=1

hi(t) and ∂xhi(t) = ui(t).

It measures the roughness of the interface defined by the function hi(t)

3.2.4.1 Length size 1024

The parameters are chosen ε = 1, so there are 1024 particles, β = −1, T = 1000,∆t =

0.001. Initial velocity is random value in [−0.1, 0.1]. Average over 50 times.
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Figure 3.17: Left: α = 2.5. Right: α = 3 .
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Figure 3.18: Left: α = 3.5. Right: α = 3.8 .
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3.2.4.2 Length size 2048

The parameters are chosen ε = 1, so there are 2048 particles, β = −1, T = 1000,∆t =

0.001. Initial velocity is random value in [−0.1, 0.1]. Average over 50 times.
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Figure 3.19: Left: α = 2.5. Right: α = 3 .
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Figure 3.20: Left: α = 3.5. Right: α = 3.8 .
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Conclusion for height interface width

For t < t∗, the interface width increase exponentially as W ∼ exp(λt) after some time

delay which depends on the α-value. For t > t∗, W still increases but at a smaller rate

close to a saturation behavior. We also see that the height interface width W does not

change so much when we increase the length size L. As for velocity interface width, the

height interface width shows an increasing duration of the primary stable phase prior to

the exponential increasing phase. The cross over time t∗ is then also increasing. The

magnitude of the saturation plateau is decreasing when α is increasing above α = 3. As

pointed out by Khang et al [25], a signature of the KS behavior is given by the height

interface width w(L, t):

w(L, t) ≡

√√√√ 1

L

L∑

i=1

[h(i, t)− h(t)]2.

where h is the interface height. Especially, it is also observed that the interface width

displays a crossover regime at a characteristic time t∗: for t < t∗ , the width w(L, t)

increases exponentially as w(L, t) ∝ exp

(
ν2t

l2c

)
, while for t > t∗ , w(L, t) still increases

but at a considerably smaller rate than an exponential function. Figure 3.17 on the right

shows a typical plot of w(L, t) for L =1024 and α = 3 and β = −1.
The values of t∗ are very close in both situations except for the highest α-value, while the

λ-parameters are very different, by roughly a factor 10. The crossover time is around 40.

The rate of instability issued from direct simulation [25] is t∗ = l2c/|ν2| ≈ 39. Using the

particle model and fitting the exponential increase in the Figure 3.17 using w(L, t) ∝ eλt,

one find λ = 0.289, far from the expected value ν2/l
2
c=0.025.

The following table gives the value of parameters λandt∗. s subscript refers to values

deduced from graphics and c values comes from analytical values.

α, β Exponential rate λs Saturation time t∗s
2.5,-1 0.6215 20

3, -1 0.2893 40

3.5, -1 0.0889 100

3.8, -1 0.0026 3000
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α, β Exponential rate λc =
|ν2|
l2c

Saturation time t∗c =
l2c
|ν2|

2.5,-1 0.0380 26

3, -1 0.0253 39

3.5, -1 0.0127 79

3.8, -1 0.0051 197
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3.2.5 Mean square displacement

The mean square displacement of particle trajectory is written as

σ2 =< (y(t)− y(0))2 >L where ẏ(t) = u(y(t), t).

ẏ(t) is the velocity of the particle at the position y(t).

3.2.5.1 Length size 1024

The parameters are chosen that ε = 1, so there are 1024 particles, β = −1, T = 1000,∆t =

0.001. Initial velocity is random value in [−0.1, 0.1]. Average over 50 times.
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Figure 3.21: Left: α = 3. Right: α = 3.5 .

3.2.5.2 Length size 2048

The parameters are chosen that ε = 1, so there are 2048 particles, β = −1, T = 1000,∆t =

0.001. Initial velocity is random value in [−0.1, 0.1]. Average over 50 times. Remarks

The mean square of the tracer particle’s displacement grows with time σ2 ∼ t8/3 for α = 3

and σ2 ∼ t2 for α = 3.5, and it is not dependant on the length zize. Moreover, the

crossover time between the regimes is the same as t∗ for height interface width.
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Figure 3.22: Left: α = 3. Right: α = 3.5 .

3.2.6 Conclusions

The first information that can be extracted from the present model is the particle trajec-

tory in the fluid. Figure 3.1 display a set of trajectories for 100000 particles submitted

to equation KS force (3.1) on a system of size L = 1000 with α = 3.5 and β = −1.
Set of trajectories are converging for forming a cluster during a time, after which some

trajectories are leaving the cluster. The initial convergence is consistent with trajectories

issued from the direct resolution of the KS equation [6].

The interface height h(x, t) is obtained by integrating u(x, t) = −∂xh(x, t). The os-

cillatory behavior is clearly visible and it is consistent with the KS length scale lc =

2π

√
β

α + 4β
, which gives lc=6.2 for α = 3 and β = −1.

The evolution of the height interface width is consistent with the one predicted by the

KS theory [25]. a two step evolution starting with an exponential increase is observed,

followed by a quasi-saturating regime.



Chapter 4

A sticky particles model for viscous

pressureless gases

4.1 Introduction

We investigate here a variant of the preceding models, which approximates the system of

viscous pressureless gases. We consider only attractive forces between nearest neighbours,

and the collision dynamics is now sticky, which means that two colliding particles result in

a single one, with mass and momentum conservation. Sticky particles dynamics without

interaction leads to the pressureless gases system

∂tρ+ ∂x(ρu) = 0, ∂t(ρu) + ∂x(ρu
2) = 0,

where ρ is the gas density, and u its velocity, see [3, 4]. A specific feature of this model

is that the sticky particles dynamics leads directly to a distribution solution for the pres-

sureless gases. When an interaction force is present, this is no longer the case, and some

specific time and space scalings have to be performed in order to obtain the viscous

pressureless gases system

∂tρ+ ∂x(ρu) = 0 (4.1)

∂t(ρu) + ∂x(ρu
2) = α∂xxu (4.2)

ρ(., 0) = ρin, u(., 0) = uin (4.3)

4.2 The particle dynamics

Consider initially N particles on the real line, the observation time T > 0 and label the

particles by integers 0 ≤ i ≤ N . Then, for each of particle we define functions of time t:

78
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• mass : mi(t)

• position at time t : xi(t)

• velocity at time t : vi(t) = ẋi(t)

• acceleration at time t : ai(t) = v̇i(t) = ẍi(t)

where 1 ≤ i ≤ N , t ∈ [0, T ]. We have xi(t) ∈ [0, 1] since we study a finite system with

periodic boundary condition on a system of size 1. We define ε = 1/N .

For this model, we consider particles moving with the velocity changing in time. The

principle is as following: for fixed N , that is fixed ε, as long as the particles do not meet,

they move accordingly to the dynamics

ẋεi (t) = vεi (t), mε
i (t)v̇

ε
i (t) = αε(v

ε
i−1(t)− 2vεi (t) + vεi+1(t)).

The coefficient αε is positive, and is the strength of the interaction. Sometimes we drop

the ε dependence when the context is clear.

The dynamics of collisions is defined as follows. We assume that at time t0, there

exists j such that xj(t0) = xk(t0) and xj(t0) 6= xk(t0) for all t < t0. Note that there is a

finite number of shocks because particles coalesce together. Put A = {j ∈ [1, I] : xj(t0) =

xk(t0)}(k = min(A)). The new velocity after sticking is given by

v′k(t0) =

∑
j∈A

mjvj(t0)

∑
j∈A

mj
.

where v′i(t) is the velocity after shock. Therefore, the momentum is conserved

(
∑

j∈A

mj)v
′
k(t0) =

∑

j∈A

mjvj(t0).

The new particle get the new mass by the total mass of stuck particles

mk(t0) =
∑

j∈A

mj.

We also note that after collision, the i-index must be changed by its position-order to suit

the order in the definition of force.

In this model, we define a continuous velocity field as a sequence of straight lines

connecting the points (xεi (t), v
ε
i (t))

vε(x, t) =
vεi (t)(x− xεi−1(t)) + vεi−1(t)(x

ε
i (t)− x)

xεi (t)− xεi−1(t)
for x ∈ [xεi−1(t), x

ε
i (t)). (4.4)
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4.3 Towards the continuous model

We have the definition of the empirical density function ρε(x, t) and momentum ρεvε(x, t)

given by

ρε(x, t) =
1

N

N∑
i=1

mε
i (t)δ(x− xεi (t)),

qε(x, t) =
1

N

N∑
i=1

mε
i (t)v

ε
i (t)δ(x− xεi (t)).

(4.5)

Notice that we kept the notation mε
i (t) to be consistent with the dynamics, but in these

formulas particles have mass 1, and are counted with repetition if collisions have oc-

cured. These quantities are defined in the sense of distribution: for any test function

ϕ ∈ C∞([0, 1]× [0, T )), periodic in space and compactly supported in time,

〈ρε, ϕ〉 =
1

N

T∫

0

N∑

i=1

mε
i (t)ϕ(x

ε
i (t), t)dt, 〈qε, ϕ〉 =

1

N

T∫

0

N∑

i=1

mε
i (t)v

ε
i (t)ϕ(x

ε
i (t), t)dt.

To study the limit as ε → 0 of the system, we need to perform the same hyperbolic

scaling as in Chapter 3, which we describe in more details here. Starting from the velocity

field (4.4), we introduce the scaled velocity uε and the scaled flow Xε by

vε(t, x) = uε(εt, εx),

∂sXε(s, y) = uε
(
s,Xε(s, y)

)
, Xε(0, y) = y.

(4.6)

A straightforward computation shows that the hyperbolic scaling is given by

xεi (t) =
1

ε
Xε(εt, εi). (4.7)

It has to be understood that there are initial N particles equally disposed at positions

i/L, i = 1, . . . , N . The scaling means that we are interested in long times (t ∼ 1/ε), and

high density of particles (∼ 1/ε).

The rescaled functions obtained from ρε and qε in (4.5) are defined by

〈ρ∗, ϕ〉 = ε2〈ρ, ϕε〉, 〈q∗, ϕ〉 = ε2〈q, ϕε〉.

Using the fact that ε = 1/N , and performing the variable change τ = εt in the time
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integrals, we have

〈ρ∗, ϕ〉 =
∑

i

∫
mi(t)ϕ

(
τ,Xε(τ, εi)

)
dτ,

〈q∗, ϕ〉 = ε
∑

i

∫
mi(t)v

ε
i (t)ϕ

(
εt, εxεi (t)

)
dt

= ε
∑

i

∫
mi(t)vε(t, x

ε
i (t))ϕ

(
εt, εxεi (t)

)
dt

= ε
∑

i

∫
mi(t)uε(εt, εx

ε
i (t))ϕ

(
εt, εxεi (t)

)
dt

=
∑

i

∫
mi(t)uε(τ,Xε(τ, εi))ϕ

(
τ,Xε(τ, εi)

)
dτ.

Thus for ε > 0, ρ∗ε and q∗ε are defined in terms of the variables τ = εt, y = εx, and in

some sense q∗ε = ρ∗εuε.

Proposition 4.3.1. For ε > 0, (ρ∗ε, q
∗
ε) are solutions of the system in sense of distribution,

∂τρ
∗
ε + ∂yq

∗
ε = 0 (4.8)

∂τq
∗
ε + ∂y(ρεu

2
ε) = Sε (4.9)

where S∗ε is the distribution defined by

〈S∗ε , ϕ〉 = ε

∫ ∑

i

mi(t)
d

dτ

[
uε

(
τ,Xε(τ, εi)

)]
ϕ
(
τ,Xε(τ, εi)

)
dτ.

Proof. For each ε > 0, for any ϕ ∈ C∞([0, L]× [0, T ))

〈∂τρ∗ε, ϕ〉 = −〈ρ∗ε, ∂τϕ〉
= −ε2

∫ ∑

i

mi(t)∂τϕ(εt, εx
ε
i (t)) dt = −ε

∫ ∑

i

mi(t)∂τϕ
(
τ,Xε(τ, εi)

)
dτ

= −ε
∫ ∑

i

mi(t)
d

dτ

[
ϕ] dτ + ε

∫ ∑

i

mi(t)∂sXε(τ, εi)∂yϕ
(
τ,Xε(τ, εi)

)
dτ

Since ϕ is compactly supported in time, the first term of the right-hand side in the

preceding equation vanishes, we use (4.6), and we obtain −N〈qε, ϕ〉. When collisions

occur, these computations can be justified as in Bouchut’s paper [3], by writing the mass

balance at each collision time, which are in finite number.
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Let us consider the second equation.

〈∂τq∗ε , ϕ〉 = −〈q∗ε , ∂τϕ〉
= −ε2

∫ ∑

i

mi(t)vε(t, x
ε
i (t))∂τϕ(εt, εx

ε
i (t)) dt

= −ε
∫ ∑

i

mi(t)uε
(
τ,Xε(τ, εi)

)
∂τϕ

(
τ,Xε(τ, εi)

)
dτ

= −ε
∫ ∑

i

mi(t)uε
(
τ,Xε(τ, εi)

) d
dτ

[
ϕ
(
τ,Xε(τ, εi)

)
] dτ

+ ε

∫ ∑

i

mi(t)u
2
ε

(
τ,Xε(τ, εi)

)
∂yϕ

(
τ,Xε(τ, εi)

)
dτ

= −ε
∫ ∑

i

mi(t)
d

dτ

[
(uεϕ)

(
τ,Xε(τ, εi)

)]
dτ

+ ε

∫ ∑

i

mi(t)ϕ
(
τ,Xε(τ, εi)

) d
dτ

[
uε

(
τ,Xε(τ, εi)

)]
dτ

+ ε

∫ ∑

i

mi(t)u
2
ε

(
τ,Xε(τ, εi)

)
∂yϕ

(
τ,Xε(τ, εi)

)
dτ

Using the same remark as before, we have mi is a constant between collisions, which are

in finite number. Thus the conservation of momentum at each collision time implies that

the first term in the right-hand side is zero. The second term defines Sε,and the third one

is −N〈∂y(ρ∗εu2ε), ϕ〉. �

We turn now to the following formal result of consistency for the particle system.

Theorem 4.3.1. Assume that the scaled distributions ρ∗ε, q
∗
ε converge towards ρ and

q, and that the velocity field uε converges to some smooth enough u, and let X by the

associated flow. Assume finally that we have αε = α/ε, for some α > 0. Then (ρ, u) are

distributional solutions of the system

∂τρ+ ∂y(ρu) = 0 (4.10)

∂τ (ρu) + ∂y(ρu
2) = α∂yyu (4.11)

Proof. First, we observe that by the convergence assumptions, we have in the sense of

distributions

∂τρ
∗
ε + ∂y(ρ

∗
εuε)→ ∂τρ+ ∂y(ρu)

and

∂τ (ρ
∗
εuε) + ∂y(ρ

∗
εu

2
ε)→ ∂τ (ρu) + ∂y(ρu

2).

when ε → 0. Thus we prove (4.11) by using the following lemma on hyperbolic scaling

and recalling the definition of S∗ε .
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Lemma 4.3.2. For each ε > 0,

ϕ(τ,X(τ,X(τ, ε(i+1))−2ϕ(τ,X(τ, εi))+ϕ(τ,X(τ, ε(i−1))) = ε2∂yyϕ(τ,X(τ, εi))+o(ε2).

The proof of this lemma consists in a sequence of tedious but straightforward computa-

tions.

We turn now to the study of S∗ε . Going back to the definition of uε, we first notice

that, with τ = εt,

ε
d

dτ

[
uε

(
τ,Xε(τ, εi)

)]
= v̇εi (t) =

αε

mi

(
vεi+1(t)− 2vεi (t) + vεi−1(t)

)

=
αε

mi

(
uε

(
τ,Xε(τ, ε(i+ 1)

)
− 2uε

(
τ,Xε(τ, εi

)
+ uε

(
τ,Xε(τ, ε(i1)

))
,

where we have used the definition of the interaction force. Thus S∗ε can be rewritten

〈S∗ε , ϕ〉 = αε

∑

i

∫
(uε(τ,Xε(τ, ε(i+ 1))− 2uε(τ,Xε(τ, εi)) + uε(τ,Xε(τ, ε(i− 1)))

× ϕ
(
τ,Xε(τ, εi)

)
dτ,

which can be rewritten by switching the indices and using periodicity

〈S∗ε , ϕ〉 = αε

∑

i

∫
(ϕ(τ,Xε(τ, ε(i+ 1))− 2ϕ(τ,Xε(τ, εi)) + ϕ(τ,Xε(τ, ε(i− 1)))

× uε
(
τ,Xε(τ, εi)

)
dτ.

We write 〈S∗ε , ϕ〉 = 〈S∗ε −S0
ε , ϕ〉+ 〈S0

ε , ϕ〉, where S0
ε is defined as S∗ε , but with Xε replaced

by X .

We apply lemma 4.3.2 to ϕ, and get

〈S0
ε , ϕ〉 = αε

∑

i

ε2
∫
u(τ,X(τ, εi))

[
∂yyψ

(
τ,X(τ, εi)

)
+ o(ε2)

]
dτ.

The sum over i can be replaced by an integral on y using the quadrature formula∑
i εχ(εi) ∼

∫
χ(y) dy + o(ε), so that, recalling that αε = α/ε,

〈S0
ε , ϕ〉 = α

∫

]0,∞[

∫ 1

0

u(τ,X(τ, y))
[
∂yyψ

(
εt,X(τ, y)

)
+ o(ε2)

]
dτ dy.

Finally, we notice that S∗ε − S0
ε → 0 when ε → 0, thus together with the preceding

formula for S0
ε one gets for ε→ 0 that S∗ε → S defined by

〈S, ϕ〉 = α

∫

]0,∞[

∫

L

u
(
τ,X(τ, y)

)[
∂yyψ

(
τ,X(τ, y)

)]
dτ dy,

that is S = α∂yyu.
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4.4 Estimates on the velocity in the particle model

The particles are numbered in such a way that i < j ⇒ xi ≤ xj . For theoretical results,

the number of particles remains constant, so that there may be several indices i1, . . . , ik

such that xi1 = · · · = xik . For practical computations, one has to renumber the particles,

thus the total number decreases. Recall that, following Grenier [31], one has the following

estimates for the sticky particles dynamics:

xi(t) < xj(t) =⇒ vj(t)− vi(t) ≤
xj(t)− xi(t)

t
and vj(t)− vi(t) ≥ −

2A

t
, (4.12)

assuming that the support of ρ0 lies in [−A,A]. The first estimate is the discrete analogue

of the OSL estimate at the continuous level, namely ∂yu ≤ 1/t, the second one corresponds

to a bounded variation estimate.

To prove the OSL estimate in (4.12), first notice that, if particles i and j never en-

counter collisions between 0 and t, then one has 0 > x0i −x0j = xi(t)−tvi(t)−xj(t)+tvj(t),
and the estimate is optimal. Now, ab absurdo, if one has xi(t) = xj(t) and vj − vi >

(xj − xi)/t, then for h > 0 small enough to ensure that no collision occur, we get

xi(t + h)− xj(t+ h) = xi(t) + hvi(t)− xj(t) + hvj(t) <
(
xi(t)− xj(t)

)(
1 +

h

t

)
= 0.

Therefore, two particles that coincide at time t are separated at time t+h, which contra-

dicts the sticky particle dynamics. In the same way, the BV estimate holds true when no

collisions occur, since t(vj − vi) = xj − xi− (x0j − x0i ) ≥ −2A, and the same contradiction

argument gives the general estimate.

The numerical scheme for the scalar pressureless gases system with viscous was con-

sidered by Boudin and Mathiaud in [21]. They proposed the upwind diffusive scheme

for density and velocity that satisfy one-side Lipschitz (OSL) condition which is required

for the duality solution. In this work, we also consider this system in view of particle

model which is introduced as above. For estimates with attractive force, we do not obtain

exact OSL estimate but BV norm estimate. This is enough to get compactness, hence

convergence. This will be checked in lemma 4.4.1.

Now we introduce some notations. Let ∆t > 0, time step tn = n∆t, vni = vi(t
n), L is

the system size and I is the number of particle. We denote the density and velocity ρni , u
n
i

which are respected the approximation of solutions of (4.1,4.2,4.3) at time n∆t ∈ [0, T ]

and coordinate xi(n∆t). Assume that the periodic initial data uin, ρin(u0, ρ0) ∈ C1([0, L]).

First we consider lemma (4.4.1) for BV norm estimate on velocity field of particles.
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Lemma 4.4.1. For any n ≥ 0, we have

TV (vn) ≤ TV (u0) where TV (u) =
∑

i |∆ui+1/2| is the discrete BV norm of u = (ui)i.

Proof. . For the BV norm estimate, since we have a finite number of collisions, we can

first check with ∆t small enough such that there are no collisions until tn +∆t. Thus we

compute

v∗i = vni +
α∆t

mi

(
vni+1 − 2vni + vni−1

)
.

We introduce the so-called incremental coefficients

Ci+1/2 = Di+1/2 =
α∆t

mi
≥ 0, (4.13)

so that the preceding relation becomes

v∗i = Ci+1/2v
n
i+1 +

(
1−Di+1/2 − Ci+1/2

)
vni +Di−1/2v

n
i−1.

It is clear that, provided 1 −Di+1/2 − Ci+1/2 ≥ 0, we have a convex combination on the

right-hand side, which gives readily the maximum principle for v∗i . Since mi ≥ 1 for all i,

this is satisfied if

2α∆t ≤ 1. (4.14)

To get BV estimates, we set ∆vi+1/2 = vi+1 − vi, so that we can write

∆v∗i+1/2 = ∆vni+1/2 +
α∆t

mi+1
∆vni+3/2 − α∆t

(
1

mi
+

1

mi+1

)
∆vni+1/2 +

α∆t

mi
∆vni−1/2. (4.15)

Using the same incremental coefficients (4.13), we can rewrite (4.15) as

∆v∗i+1/2 = Ci+3/2∆v
∗
i+3/2 +

(
1−Di+1/2 − Ci+1/2

)
∆v∗i+1/2 +Di−1/2∆v

∗
i−1/2. (4.16)

Under condition (4.14), all coefficients in (4.16) are nonnegative, so that

|∆v∗i+1/2| ≤ Ci+3/2|∆v∗i+3/2|+
(
1−Di+1/2 − Ci+1/2

)
|∆v∗i+1/2|+Di−1/2|∆v∗i−1/2|.

In the definition of the BV norm, a telescopic summation is involved, so that we get

TV (v∗) ≤ TV (vn).

Hence when no collisions occur, we have the maximum principle as well as a (local in

time) BV estimate for u.
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Now we consider a collision time t, assuming that u∗ stands for the velocities at t−, and

denoting the post-collisional velocities by u′. The maximum principle is strightforward,

since for all i u′i is convex combination of the pre-collisonal velocities:

v′i =

∑
j mjv

∗
j∑

j mj
∈ [min(v∗j )j,max(v∗j )j].

Concerning the BV estimate, we notice that, for a binary collision between i and i + 1

(the generalization is obvious), indexing the outgoing particle velocity with index i,

|v′i+2 − v′i| ≤ |v∗i+2 − v∗i+1|+
mi

mi +mi+1
|v∗i+1 − v∗i | ≤ |v∗i+2 − v∗i+1|+ |v∗i+1 − v∗i |

since
mi

mi +mi+1
< 1.

Iterating this method must lead to maximum principle and BV estimate such as

‖vn‖∞ ≤ ‖u0‖∞, TV (vn) ≤ TV (u0),

for a “theoretical” scheme where for a given ∆t, un+1 is computed from un by iterating

the preceding steps a finite number of times on one time step.

Assume that at tn, one has TV (vn) =
∑

i |vi+1(t
n) − vi(t

n)‖ ≤ TV (v0). Up to the first

collision time, say t∗ > tn, we can apply the Euler scheme described above, and let ∆t go

to zero. This will lead to TV (v(t∗−) ≤ TV (vn). Since collisions decrease the TV norm, as

we have seen before, we have after collision TV (v(t∗+) ≤ TV (vn). To obtain the estimate

for any given T > 0, we proceed step by step since we have a finite number of collisions.

�

Theorem 4.4.2. Let v = (vi)i is the velocity field of particle model and uε is the scaled

function of v. Then there exists u in BV ([0, L]) that uε → u when ε→ 0 .

Proof. Applying the scaling (??), which defines the function uε by (??), we have

∑
i |vi+1(t)− vi(t)| =

∑

i

∣∣uε
(
εt,X

(
εt, ε(i+ 1)

))
− uε

(
εt,X

(
εt, εi

))∣∣

= ε
∑

i

∣∣uε
(
τ,X

(
τ, ε(i+ 1)

))
− uε

(
τ,X

(
τ, εi

))∣∣
ε

.

By the same quadrature formula we already used in theorem 4.3, this should go to
∫
|∂yu(τ, y)| dy = TV (u(τ, .)).

From this we can get the decrease of the TV norm by lemma 4.4.1, hence the compactness

that is enough to get convergence.
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4.5 Numerical illustration

We illustrate here the behavior of the particle system for two values of N (hence of ε).

Notice that, as noticed for instance in [36], solution to the viscous pressureless gases

system are smooth, and that, provided ρ remains positive, the velocity is solution to the

Burgers-like equation

∂τu+ u∂yu =
α

ρ
∂yyu.

Initial datum for velocity is a sine function with five oscillations on [0, 1]

u0(x) =
1

2
(1.1 + sin(10π)),

and the particles are regularly disposed in [0, 1].

The particles tend to concentrate on five aggregates which increase and propagate in

time. This is illustrated in figure 4.1, for an initial number of particles N = 10000, and

αε = 500 (which corresponds somehow to α = 0.05).
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Figure 4.1: N = 10000, αε = 500

Now we compare the velocity profiles at fixed times, for N = 10000 and N = 100000

particles, that is ε = 10−5 and ε = 10−6. Accordingly, the two values of αε are respectively

αε = 500 and αε = 5000. Figures 4.2 and 4.3 show the corresponding velocity profiles.

We notice a very similar behavior between the two computations, the sharper form of the
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profiles in Figure 4.3 likely results from a better numerical diffusion due to the higher

number of particles.
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Lemma A.0.1. For each L is the size of the system. We have

L∫

0

u(x, t)dx =
1

2

∑

i

(xi − xi−1)(pi + pi+1)

where u(x, t) is defined

u(x, t) =
pi(t)(x− xi−1(t)) + pi−1(t)(xi(t)− x)

xi(t)− xi−1(t)

Proof.

We have

xi∫

xi−1

u(x, t)dx =
1

2

(
pi − pi−1
xi − xi−1

)
x2

∣∣xi

xi−1
+

(
pi−1xi − pixi−1
xi − xi−1

)
x|xi

xi−1

=
1

2
(pi − pi−1)(xi − xi−1) + pi−1xi − pixi−1

=
1

2
(pixi + pixi−1 − pi−1xi − pi−1xi−1) + pi−1xi − pixi−1

=
1

2
(pixi − pixi−1 + pi−1xi − pi−1xi−1)

=
1

2
(xi − xi−1)(pi + pi+1)

Hence
L∫

0

u(x, t)dx =
1

2

∑

i

(xi − xi−1)(pi + pi+1)

90
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Lemma A.0.2. Put function v(x) as the right hand side of (4.1)

v(x) =
ṗi(x− xi−1) + ṗi−1(xi − x)

xi − xi−1

with

ẋi = pi

ṗi = ξi − ξi+1 = (xi − xi−1)− (xi+1 − xi) = 2xi − xi−1 − xi+1

then,
xib∫

xia

v(x)dx =
1

2

i=ib∑

i=ia+1

(x2i − x2i−1 − xixi+1 − xixi−2 + xi−1xi+1 + xi−1xi−2)

Proof.

Rewrite the function v(x),

v(x) =
ṗi − ṗi−1
xi − xi−1

x+
ṗi−1xi − ṗixi−1
xi − xi−1

.

Taking integral this function in interval [xi−1, xi]
xi∫

xi−1

v(x)dx =
1

2

(
ṗi − ṗi−1
xi − xi−1

)
x2

∣∣xi

xi−1
+

(
ṗi−1xi − ṗixi−1
xi − xi−1

)
x|xi

xi−1

=
1

2
(ṗi − ṗi−1)(xi − xi−1) + ṗi−1xi − ṗixi−1

=
1

2
(ṗixi + ṗixi−1 − ṗi−1xi − ṗi−1xi−1) + ṗi−1xi − ṗixi−1

=
1

2
(ṗixi − ṗixi−1 + ṗi−1xi − ṗi−1xi−1)

=
1

2
(xi − xi−1)(ṗi + ṗi+1),

then, we get
xib∫

xia

v(x)dx =
1

2

i=ib∑

i=ia+1

(xi − xi−1)(ṗi + ṗi+1)

=
1

2

i=ib∑

i=ia+1

(xi − xi−1)(2xi − xi−1 − xi+1 + 2xi−1 − xi−2 − xi)

=
1

2

i=ib∑

i=ia+1

(xi − xi−1)(xi + xi−1 − xi+1 − xi−2)

=
1

2

i=ib∑

i=ia+1

(x2i − x2i−1 − xixi+1 − xixi−2 + xi−1xi+1 + xi−1xi−2).
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A.1 Explanation of the matlab program for simula-

tion

A.1.1 The trajectories of particles

In this program, we consider the motions of n particles which depend on time t. We have

the position of the particle at time t is xi(t) and its velocity is pi(t). Since the position

xi(t) depends on pi(t), so in the program, we also find pi(t) after each step.

The following conditions are necessary for the simulation.

(i) The position of particle:

We have

ẋi(t) = pi(t)

and

xi(t+ ε) ≈ xi(t) + εẋi(t),

thus

xi(t+ ε) ≈ xi(t) + εpi(t). (A.1)

(ii) The velocity of particle:

We can see that in order to find the position xi(t+ ε) on the next steps of time, we need

to know its velocity which is different from two models.

- In the particle model for Burgers’ equation, we have

ṗi(t) = 0,

so

pi(t+ ε) = pi(t). (A.2)

- In the chaotic model, we have

ṗi(t) = 2xi(t)− xi+1(t)− xi−1(t), (A.3)

so

pi(t+ ε) ≈ pi(t) + ε(2xi(t)− xi+1(t)− xi−1(t)). (A.4)

(iii) The collision:

This condition make an effect on the models. If two neighboring particles (xi and xi+1)

collide, then they are replaced by a single one (with mass m = 1). We have its new
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position and velocity as following

x(t) = xi(t) = xi+1(t)

p(t) =
[xi(t)− xi−1(t)]pi(t) + [xi+2(t)− xi+1(t)]pi+1(t)

xi+2(t)− xi−1(t)

(iv) The creation:

If the distance between two neighboring particles is α, then there is new particle created

at the position

x(t) =
1

2
(xi(t) + xi+1(t))

and its velocity is

p(t) =
1

2
(pi(t) + pi+i(t))

(v) The starting condition:

We begin the program with n0 particles as a random vector x(0) = (x1(0), ..., xn0
(0)) such

that

• xi ∈ [a, b]

• xi < xi+1

• ξi = xi+1 − xi ∈ (0, α)

We also put a random velocity vector p(0) = (p1(0), ..., pn0
(0)) at the beginning. Then,

we chose ε small enough, we can calculate xi(t) and pi(t) by (7.1), (7.2), (7.4). After each

step, the positions xi(t) are plotted.

A.1.1.1 The velocity

We use the previous program to plot the velocity pi(t) instead of xi(t). That portrait is

also the velocity field u(x, t)

u(x, t) =
pi(t)(x− xi−1(t)) + pi−1(t)(xi(t)− x)

xi(t)− xi−1(t)
, x ∈ [xi−1(t), xi(t))

that are the segments from (xi−1(t), pi−1(t)) to (xi(t), pi(t)).

A.1.1.2 The height function

We will plot the value of function h(xi, t) = h(xi(t)) and begin program with h(x1(0)) = 0.

Following is explanation how to compute h(xi+1(t)) by h(xi(t)) and h(xi(t+ε)) by h(xi(t)).
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Notice that by previous program, we have xi(t) and pi(t) for all i, t.

First, we consider the following equation

u(x, t) = −∂xh(x, t) (A.5)

and get

h(xi+1, t)− h(xi, t) = −
xi+1∫

xi

u(x, t)dx

h(xi+1, t)− h(xi, t) = −
1

2
(xi+1(t)− xi(t))(pi+1(t) + pi(t))

so

h(xi+1, t) = h(xi, t)−
1

2
(xi+1(t)− xi(t))(pi+1(t) + pi(t)). (A.6)

Second, we must find h(xi(t + ε)) by h(xi(t)). The equations that characterize for two

models are considered in this part.

- In the model for Burgers equation:

We replace the Burgers equation (3.1) by (7.5) and get

−∂txh(x, t) + u(x, t)∂xu(x, t) = 0 (Burgers’s equation),

∂x(−∂th(x, t) +
1

2
(u(x, t))2) = 0

that implies

−∂th(x, t) +
1

2
(u(x, t))2 = ct

∂th(x, t) =
1

2
(u(x, t))2 − ct.

Then, we have the approximation

h(x, t + ε) ≈ h(x, t) +
1

2
ε(u(x, t))2 − εct.

In the program, we chose ε small enough so that we can ignore εct and obtain

h(xi(t+ ε)) ≈ h(xi(t)) +
1

2
ε(u(xi, t))

2

h(xi(t+ ε)) ≈ h(xi(t)) +
1

2
ε(pi(t))

2 (A.7)
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- In the chaotic model:

To be simple equation (4.1), put

f(x, t) =
ṗi+1(t)(x− xi(t)) + ṗi(t)(xi+1(t)− x)

xi+1(t)− xi(t)
, x ∈ [xi(t), xi+1(t))

and take its integral

∫
f(x, t)dx =

(ṗi+1(t)− ṗi(t))

2(xi+1(t)− xi(t))
x2 +

ṗi(t)xi+1(t)− ṗi+1(t)xi(t)

xi+1(t)− xi(t)
x+ ct.

Then, we replace the equation (4.1) by (7.5),

−∂txh(x, t) + u(x, t)∂xu(x, t) = f(x, t)

∂x(−∂th(x, t) +
1

2
(u(x, t))2) = f(x, t).

that implies

−∂th(x, t) +
1

2
(u(x, t))2 =

∫
f(x, t)dx

∂th(x, t) =
1

2
(u(x, t))2 −

∫
f(x, t)dx.

By the similar steps as for Burgers equation, the result is

h(xi(t+ε)) = h(xi(t))+
1

2
ε(pi(t))

2− (ṗi+1(t)− ṗi(t))

2(xi+1(t)− xi(t))
εx2i (t)−

ṗi(t)xi+1(t)− ṗi+1(t)xi(t)

xi+1(t)− xi(t)
εxi(t).
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A.2 Trajectory of particles
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Figure A.1: Zoom out of the trajectory of particles where x ∈ [0, 100] .
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Figure A.2: Zoom out of the trajectory of particles where x ∈ [100, 200] .
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Figure A.3: Zoom out of the trajectory of particles where x ∈ [200, 300] .
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Figure A.4: Zoom out of the trajectory of particles where x ∈ [300, 400] .
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Figure A.5: Zoom out of the trajectory of particles where x ∈ [400, 500] .
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Figure A.6: Zoom out of the trajectory of particles where x ∈ [500, 600] .
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Figure A.7: Zoom out of the trajectory of particles where x ∈ [600, 700] .

700 710 720 730 740 750 760 770 780 790 800
0

50

100

150

X

t

Figure A.8: Zoom out of the trajectory of particles where x ∈ [700, 800] .
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Figure A.9: Zoom out of the trajectory of particles where x ∈ [800, 900] .
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Figure A.10: Zoom out of the trajectory of particles where x ∈ [900, 1000] .
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Thanh-Tam PHUNG

Vers un modèle particulaire de l’équation de

Kuramoto-Sivashinsky

Résumé : (1700 caractères max.)

Dans cette thèse, on étudie des systèmes de particules en interaction dont le comportement est lié à

certaines équations aux dérivées partielles lorsque le nombre de particules tend vers l’infini. L’équation de

Kuramoto-Sivashinsky modélise par exemple la propagation de certains fronts de flamme, la topographie de

la surface d’une couche mince en cours de croissance, et fait apparaître des structures macroscopiques.

Un modèle de particules en interaction par un couplage harmonique des vitesses, attractif aux premièx

vitesses voisines, répulsive aux secondes voisines, associée à des collisions élastiques, produit des profils

de vitesses analogues aux fronts de flamme. On observe également la création et l’annihilation d’agrégats de

particules. Un autre modèle, où les particules fusionnent lors des collisions en préservant masse et quantité

de mouvement, et avec uniquement attraction au plus proche voisin, permet de retrouver un modèle de type

gaz sans pression avec viscosité. Ces modèles sont étudiés théoriquement, en particulier les facteurs de

mise à l’échelle des forces d’interaction sont précisés pour obtenir les équations correctes dans la limite du

grand nombre de particules. Des simulations numériques confirment la validité et la pertinence des modèles.

Mots clés : modèle particulaire, Kuramoto-Sivashinsky, gaz sans pression

Particle models in connection with Kuramoto-Sivashinsky equation

Résumé : (1700 caractères max.)

This work is concerned by systems of interacting particles, which are linked to partial derivative equa-

tions when the particle number becomes large enough. The Kuramoto-Sivashinsky equation is actually

modeling as well the front flame propagation as the morphology of growing interfaces, in deposition, for

example. Moreover, surface periodical macroscopic structuring is occurring. An interacting particle model

through an harmonic velocity coupling, attractive with the first velocity-neighbor and repulsive for the second

neighbors, associated with elestic collisions. This model thus provides us with velocity profiles close to those

of front flame propagation. Creation and annihilation of particle clusters is also observed. Another model,

where particle are merging during collisions, while retaining mass and momentum conservation and with only

nearest neighbor attraction, allows to recover a viscous pressureless gas model. These models are studied

using mathematical tools. Especially interaction scaling factors are determined for obtaining the suitable

equations in the large particle number limit. The numerical simulations confirm the relevance of the models.

Keywords : particle model, Kuramoto-Sivashinsky, pressureless gas
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