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Introduction

Let f(X) be a polynomial with rational coefficients, S be an infinite subset of the
rational numbers and consider the image set f(S). If g(X) is a polynomial such that
f(S) = g(S) we say that g parametrizes the set f(.S). Besides the obvious solution g = f
we may want to impose some conditions on the polynomial g; for example, if f(S) C Z
we wonder if there exists a polynomial with integer coefficients which parametrizes the
set f(9).

Moreover, if the image set f(S) is parametrized by a polynomial g, there comes the
question whether there are any relations between the two polynomials f and g. For
example, if h is a linear polynomial and if we set g = f o h, the polynomial g obviously
parametrizes the set f(Q). Conversely, if we have f(Q) = ¢g(Q) (or even f(Z) = g(Z))
then by Hilbert’s irreducibility theorem there exists a linear polynomial h such that
g = foh. Therefore, given a polynomial g which parametrizes a set f(5), for an infinite
subset S of the rational numbers, we wonder if there exists a polynomial h such that
f = goh. Some theorems by Kubota give a positive answer under certain conditions.

The aim of this thesis is the study of some aspects of these two problems related to
the parametrization of image sets of polynomials.

In the context of the first problem of parametrization we consider the following
situation: let f be a polynomial with rational coefficients such that it assumes integer
values over the integers. Does there exist a polynomial g with integer coefficients such
that it has the same integer values of f over the integers?

This kind of polynomials f are called integer-valued polynomials. We remark that the
set of integer-valued polynomials strictly contains polynomials with integer coefficients:
take for example the polynomial X (X — 1)/2, which is integer-valued over the set of
integers but it has no integer coefficients. So, if f is an integer-valued polynomial,
we investigate whether the set f(Z) can be parametrized by a polynomial with integer
coefficients; more in general we look for a polynomial g € Z[Xy,...,X,,], for some
natural number m € N, such that f(Z) = ¢g(Z™). In this case we say that f(Z) is
Z-parametrizable.

In a paper of Frisch and Vaserstein it is proved that the subset of pythagorean
triples of Z3 is parametrizable by a single triple of integer-valued polynomials in four
variables but it cannot be parametrized by a single triple of integer coefficient poly-
nomials in any number of variables. In our work we show that there are examples of
subset of Z parametrized by an integer-valued polynomial in one variable which cannot
be parametrized by an integer coefficient polynomial in any number of variables.

If f(X) is an integer-valued polynomial, we give the following characterization of
the parametrization of the set f(Z): without loss of generality we may suppose that
f(X) has the form F(X)/N, where F(X) is a polynomial with integer coefficients and
N is a minimal positive integer. If there exists a prime p different from 2 such that p
divides N then f(Z) is not Z-parametrizable. If N = 2™ and f(Z) is Z-parametrizable
then there exists a rational number ¢ which is the ratio of two odd integers such that
f(X) = f(=X + ). Moreover f(Z) = g(Z) for some g € Z[X] if and only if f € Z[X]
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or there exists an odd integer b such that f € Z[X (b— X)/2]. We show that there exists
integer-valued polynomials f(X) such that f(Z) is Z-parametrizable with a polynomial
G(X1,X2) € Z[ X1, X2], but f(Z) # g(Z) for every g € Z[X].

In 1963 Schinzel gave the following conjecture: let f(X,Y’) be an irreducible poly-
nomial with rational coefficients and let S be an infinite subset of Q with the property
that for each x in S there exists y in S such that f(z,y) = 0; then either f is linear in
Y or f is symmetric in the variables X and Y.

We remark that if a curve is defined by a polynomial with Schinzel’s property then
its genus is zero or one, since it contains infinite rational points; here we use a theorem of
Faltings which solved the Mordell-Weil conjecture (if a curve has genus greater or equal
to two then the set of its rational points is finite). We will focus our attention on the
case of rational curves (genus zero). Our objective is to describe polynomials f(X,Y)
with Schinzel’s property whose curve is rational and we give a conjecture which says
that these rational curves have a parametrization of the form (o(7'), o(r(T))).

This problem is related to the main topic of parametrization of image sets of polyno-
mials in the following way: if (¢(T"),v (7)) is a parametrization of a curve f(X,Y) =0
(which means f(¢(T"),%(T)) = 0), where f is a polynomial with Schinzel’s property, let
S = {p(t)|t € S’} be the set of the definition of Schinzel, where S’ C Q. Then for each
t € S’ there exists t' € S” such that ¥(t) = p(t'), hence ¥(S") C ¢(S’). So, in the case
of rational curves, the problem of Schinzel is related to the problem of parametrization
of rational values of rational functions with other rational functions (we will show that
under an additional hypothesis we can assume that (¢(7'),¢ (7)) are polynomials). In
particular, if (¢(7'),1(T)) is a parametrization of a curve defined by a symmetric poly-
nomial, then ¢(T") = ¢(a(T)), where a(T) is an involution (that is a o a = Id). So in
the case of rational symmetric plane curves we have this classification in terms of the
parametrization of the curve.

It turns out that this argument is also related to Ritt’s theory of decomposition of
polynomials. His work is a sort of ”factorization” of polynomials in terms of indecompos-
able polynomials, that is non-linear polynomials f such that there are no g, h of degree
less than deg(f) such that f = g o h. The indecomposable polynomials are some sort of
”irreducible” elements of this kind of factorization.

In the first chapter we recall some basic facts about algebraic function fields in one
variable, the algebraic counterpart of algebraic curves. In particular we state the famous
Luroth’s theorem, which says that a non trivial subextension of a purely trascendental
field of degree one is purely trascendental.

We give the definition of minimal couple of rational functions that we will use later to
characterize algebraically a proper parametrization of a rational curve. We conclude the
chapter with the general notion of valuation ring of a field and we characterize valuation
rings of a purely trascendental field in one variable (which corresponds geometrically to
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the Riemann sphere, if for example the base field is the field of the complex numbers).
Moreover valuation rings of algebraic function fields in one variable are discrete valuation
rings.

In the second chapter we state the first theorem of Ritt, which deals with decompo-
sition of polynomials with complex coefficients with respect to the operation of compo-
sition. In a paper of 1922 Ritt proved out that two maximal decompositions (that is a
decomposition whose components are neither linear nor further decomposable) of a com-
plex polynomial have the same number of components and their degrees are the same
up to the order. We give a proof in the spirit of the original paper of Ritt, which uses
concepts like monodromy groups of rational functions, coverings and theory of blocks in
the action of a group on a set.

This result can be applied in the case of an equation involving compositions of poly-
nomials: thanks to Ritt’s theorem we know that every side of the equation has the same
number of indecomposable component.

In the third chapter we give the classical definition of plane algebraic curves, both
in the affine and projective case. We show that there is a bijection between the points
of a non-singular curve and the valuation rings of its rational function field (which are
called places of the curve). More generally speaking, if we have a singular curve C, the
set of valuation rings of its rational function field is in bijection with the set of points of
a non-singular model C’ of the curve (that is the two curves C' and C’ are birational),
called desingularization of the curve.

Then we deal with curves whose points are parametrized by a couple of rational
functions in one parameter; we call these curves rational. From a geometric point of
view a rational curve has desingularization which is a compact Riemann surface of genus
zero, thus isomorphic to P!. Finally we expose some properties of parametrizations of
rational curves; we show a simple criterium which provides a necessary and sufficient
condition that lets a rational curve have a polynomial parametrization in terms of places
at infinity.

In the fourth chapter we study the aforementioned conjecture of Schinzel.

For example, if f(X,Y) =Y —a(X) then by taking S the full set of rational numbers
we see that the couple (f,S) satisfies the Schinzel’s property. If f is symmetric and the
set of rational points of the curve determined by f is infinite, then if we define S to
be the projection on the first coordinate of the rational points of the curve we obtain
another example of polynomial with the above property.

The hypothesis of irreducibility of the polynomial f is required because we want to
avoid phenomenon such as f(X,Y) = X2 —Y? and S = Q, where f is neither linear nor
symmetric. In general if a polynomial f(X,Y) has X — Y as a factor, then it admits
the full set of rational numbers as set S. Another example is the following (private
communication of Schinzel): let

fX,Y)=(Y?-XY - X?-1)(Y?> - XY - X2 41)
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and S = {F,}nen, where F,, is the Fibonacci sequence which satisfies the identity
Fg_ﬂ — Fy11F, — F? = (—1)" for each natural number n; if f1, fo € Q[X, Y] are the two
irreducible factors of f then for each n € N the couple of integers (F),, Fj,+1) is a point
of the curve associated to the polynomial f; or fa, according to the parity of n.

Zannier has recently given the following counterexample to Schinzel’s conjecture:

FXLY)=Y2 - 2(X2+ X)Y + (X? - X)?

with S equal to the set of rational (or integer) squares. The idea is the following:
it is well known that for each couple of rational functions (p(t),(t)) with coefficients
in a field k there exists a polynomial f € k[X,Y] such that f(o(t),%(t)) = 0. In fact
k(t) has trascendental degree one over k; we also say that ¢ and v are algebraically
dependent. Moreover if we require that the polynomial f is irreducible then it is unique
up to multiplication by constant.

This procedure allows us to build families of polynomials with Schinzel’s property:
it is sufficient to take couples of rational functions (¢(t),¢(r(t))), where ¢(t),r(t) are
rational functions. If we consider the irreducible polynomial f € Q[X,Y] such that
f(e(t),o(r(t))) = 0 and the set S = {¢(t)|t € Q}, we see that (f,S) has Schinzel’s prop-
erty. In particular Zannier’s example is obtained from the couple of rational functions
(o), r(t)) = (3, t(t + 1)). If deg(¢) > 1 and deg(r(t)) > 1 then it turns out that f is
neither linear nor symmetric in X and Y, but it is a polynomial with Schinzel’s property.

In the last chapter we deal with the problem of parametrization of integer-valued
polynomials and we prove the results mentioned at the beginning of this introduction.
The idea of the proof is the following: let f(X) = F(X)/N be an integer-valued poly-
nomial as above; since the set of integer-valued polynomials is a module over Z, we can
assume that N is a prime number p. We remark that a bivariate polynomial of the form
f(X) — f(Y) has over Q only two linear factors; moreover, the set of integer values n
such that there exists ¢ € Q such that (n, q) belongs to an irreducible component of the
curve f(X)— f(Y) = 0 which is not linear in Y, has zero density, by a theorem of Siegel.
If f(Z) is Z-parametrizable by a polynomial g € Z[X1, ..., X;,] = Z[X] then by Hilbert’s
irreducibility theorem there exists @ € Q[X] such that F(Q(X)) = pg(X); we obtain
necessary conditions for such polynomial @ in order to satisfy the previous equality. In
the same hypothesis, for each n € Z there exists z,, € Z™ such that f(n) = f(Q(z,,))-
So we study how the points (n, Q(z,,)), for n € Z, distribute among the irreducible com-
ponents of the curve f(X)— f(Y) = 0; by the aforementioned theorem of Siegel it turns
out that, up to a subset of density zero of Z, they belong to components determined by
linear factors of f(X) — f(Y). For each of them, the projection on the first component
of this kind of points is a set of integers contained in a single residue class modulo the
prime p. So if p is greater then two, which is the maximum number of linear factors of
a bivariate separated polynomial over Q, the set f(Z) is not Z-parametrizable.

The problem of factorization of bivariate separated polynomials, that is polynomials
of the form f(X) — g(Y), is a topic which has been intensively studied for years (Bilu,
Tichy, Zannier, Avanzi, Cassou-Nogues, Schinzel, etc...)
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Our next aim is the classification of the integer-valued polynomials f(X) such that
f(Z) is parametrizable with an integer coefficient polynomial in more than one variable
(for example f(X)=3X(3X —1)/2). I conjecture that such polynomials (except when
f € Z[X]) belong to Z[p* X (p* X —a)/2], where p is a prime different from 2, a is an odd
integer coprime with p and k a positive integer. I show in my work that if f(X) is such
a polynomial, then f(Z) is Z-parametrizable.

Moreover we want to study the case of number fields, that is the parametrization of
sets f(Og), where O is the ring of integers of a number field K and f € K[X] such
that f(Ok) C Ok, with polynomials with coefficients in the ring Og.
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Chapter 1

Algebraic function fields in one
variable

The algebraic analogue of algebraic plane curves, that is the zero-locus of a polyno-
mial f(X,Y’) (see chapter 4), are algebraic function fields in one variable; we are going
to explain some basic facts about them.

Let k£ be a field which from now on we call the base field; an algebraic function
field in one variable over k is a field K finitely generated over k such that the
trascendence degree of K over k is equal to 1 and k is algebraically closed in K.

1.1 Luroth theorem

The ”simplest”, so to speak, algebraic function field in one variable is the pure
trascendental field in one indeterminate k(t). Here we give some details about this kind
of algebraic function fields.

Definition 1.1.1 If f(t) = % is a rational function in reduced form (that is ¢ and 1)

are coprime polynomials) then the degree of f is defined as

deg(f(t)) = max{deg(p(t)), deg(s(t))}

Lemma 1.1.2 If f(t) is a rational function over k then the extension of field k(f) C k(t)
is finite and its degree is equal to deg(f).

Proof : Let f(t) be of the form % where r, s € k[t] are coprime polynomials; then
t satisfies the following polynomial with coefficients in K(f):
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This polynomial is irreducible in k[f, X| = k[X][f] because it has degree 1 in f and
it is primitive over the ring k[X]; by Gauss Lemma it is irreducible in k(f)[X]. The
X-degree of F' is equal to deg(f). O

Every non-trivial subextension of a pure trascendental extension of degree one is a
pure trascendental extension of degree one, as the following theorem says (this is false
for trascendental extension of higher degree).

Theorem 1.1.3 (Liroth) Let k be a field and t a trascendental element over k. If K
is a field such that k C K C k(t) then there exists a rational function g in k(t) such that
K =k(g).

Proof : The field k(¢) is a finite algebraic extension of K because if g € K — k then
k(t)/k(g) is a finite extension by previous lemma.
Let

FX) = X"+ ap 1 (DX + ..+ ao(t)

be the minimal polynomial of ¢ over K, where a;(t) € K C k(t) for each i =0, ...,
n — 1; since t is trascendental over k, there exists an index j € {0,...,n — 1} such that
a;(t) ¢ k. If we multiply f(X) by the least common multiple of the denominators of the
coefficients a;(t)’s we obtain a primitive irreducible polynomial in k[t, X]

folt, X) = an(t)X™ + ... + ao(t)

where «; € k[t] for each i = 0,...,n ; let m be the degree of fy(t, X) in ¢, that is the
maximum of the degrees of the a;(t)’s.

If 6 = p(t)/q(t) is the reduced representation of a;(t), where p, ¢ € k[t] are coprime,
then ¢ is root of the polynomial

H(X) = q(X)0 — p(X)

with coefficients in the field k(f) C K; indeed H(X) is the minimal polynomial
of t over k(). So f(X) divides H(X) in K[X] and consequently fo(¢, X) divides the
primitive polynomial Hy(t, X) = ¢(X)p(t) — p(X)q(t) in k[t, X]. We have the following
equality in k[t, X]

q(X)p(t) — p(X)q(t) = folt, X)s(t, X)

where s € k[t, X].

Observe now that the degree in ¢ of the first member is less or equal than m, since 60
is a coefficient of f(X); then the degree in ¢ of s(¢, X) is equal to 0. So s(t, X) = s(X) is
a polynomial in the variable X and it divides Hy(¢, X) which is primitive in k[X]: this
implies that the polynomial s is constant. Hence the degree in X of Hy(t, X), which is
the degree [k(t) : k(6)], is equal to the degree in X of f(¢,X). Hence we have proved
that K = k(9). O
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The proof works for each non-constant coefficients a;(t) of f(X): the field K can be
generated over k by each coefficient a;(¢) which is not constant.

The following theorem is the polynomial version of the Liiroth theorem: if a non-
trivial subextension of k() contains a polynomial then it can be generated by a polyno-
mial.

Theorem 1.1.4 (Liiroth in polynomial form) Let k be a field and t a trascendental
element over k. If K is a field such that k C K C k(t) and it contains a polynomial
[ € K[t], then there exists g € k[t] such that K = k(g).

A proof of this theorem was already known to Ritt (see [35]) and it is the one we are
going to show.

Proof : From Liiroth’s theorem there exists a rational function r € k(t) such that
K = k(r); from the inclusion of fields k(f) C k(r) C k(t) it follows that f = s or where
s € K(r).
The natural map
F:kU{oco} = kU{oo}

t— f(t)

associated to the polynomial f is totally ramified over co, which means that the fiber of
F over oo has only one point since F~!(co0) = {oo}; we obviously have that F = S o R,
where S and R are the maps from k U {oo} in itself associated to s and r respectively.

This fact implies that the maps S and R are totally ramified over oo and R(o0)
respectively; in fact

F'(o0) = (SoR) ! (o0) = RS (00)) = |J R ')
aeS—1(o0)

So if S71(00) = {a} we can choose a rational function A € k(t) of degree 1 such that
Aa) = oo (for example if & € k we can choose A(t) = 1/(t — «); if & = 0o then s and r
are polynomials). Hence the rational function s’ = s o A\~! satisfies s'~!(00) = {oo} and
so it is a polynomial. For the same reason r’ = X or is a polynomial and we have that
f =48 or'. Obviously k(r) = k(r’) since A has degree 1. [J

1.2 Minimal couples of rational functions

Let k be a fixed field and consider the pure trascendental field k(t). If (p(t),v(t)) is
a couple of rational functions of k(¢) then, since the trascendence degree of k(t) over k is
one, they are algebraically dependent in k(t), which means that there exists a polynomial
F(X,Y) € k[X,Y] such that the following equality holds in k(t)
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F(p(t),4(t)) =0 (1.1)
By proposition 3.1.2 there is a unique minimal irreducible polynomial F'(X,Y") mo-
dulo constant factor such that (1.1) holds. We call this polynomial minimal polyno-

mial of (p(t),1(t)).

Lemma 1.2.1 Let o, € k(t) be such that k(p,v) = k(t) and f € k[X,Y] be irreducible
such that f(p(t),1(t)) = 0. Then deg(p) = degy (f) and deg(y) = degx (f)-

Proof : Given a rational function ¢ € k(t) the degree of the field extension k(¢) C
k(t) is equal to the degree deg(y) by lemma 1.1.2. The field k(p,%) is an algebraic
function field in one variable since z = p(t),y = 1)(t) are algebraically dependent; since
[ is irreducible, the polynomial f(z,Y) € k(x)[Y] is the minimal polynomial of y over
the field k(x) and so the degree of k(z,y) over k(x) is equal to the degree in Y of f.
By hypothesis we have k(z,y) = k(t) from which the thesis follows immediately for the
rational function ¢. Symmetrically we conclude for . [J

(From now on we call minimal a couple of rational functions (¢,) which satisfies
the hypothesis of the lemma; from a geometric point of view this means that the map
F:A' — C, given by t — (p(t),9(t)), where C is the image curve of the application F
(defined as the zero-locus of the minimal polynomial f of (¢,)), has degree one, that
is a birational map (see chapter 4).

In general if a couple (¢,%) of rational functions is not minimal then its miminal
polynomial f(X,Y") satisfies an algebraic equation f(p1(t),11(t)) = 0 where (¢1,1) is
minimal: this follows by Liiroth theorem (see 1.1.3).

In fact by this theorem, the field generated by ¢ and 1 over k, that is k(p(t),(t))
which is a subfield of k(t), is equal to k(n(t)) for a certain rational function n € k(t); the
couple (p,) is minimal exactly in the case when the degree of 7 is equal to one: in this
case it follows that k(n) = k(t) by lemma 1.1.2.

If the degree of h = deg(n) is greater than one we have that ¢ = ¢; o n and
¥ = 11 on for certain rational functions ¢ and i; of degree less than the degrees
of ¢ and 1 respectively. If an irreducible polynomial f € k[X,Y] satisfies the relation
f(e1(n),¥1(n)) =0 (n is seen as a trascendental element over k) then we also have that
fle1(n(t)),v1(n(t))) = 0; conversely if we have f irreducible such that

flei(n(®)),¥1(n(t))) =0

then for the surjectivity of rational functions of P!(k) = k U {oco} in itself (given by
rational functions in k(t)) it follows that f(p1(n),v1(n)) = 0.

Observe that k(¢1,¢1) = k(n) (¢1 and ¢, are rational functions of k(n)). Hence we
have proved the following lemma, which generalizes the previous one:

Lemma 1.2.2 Let ¢, 1, n € Q(t) be such that k(p,v) = k(n) C k(t). Let f € k[X,Y] be
irreducible such that f(p(t), v (t)) = 0; then deg(y) = h-degy (f) e deg(v)) = h-degx (f)
where h = [k(t) : k(n)].
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degx (/) dm

k() k(¥)

The proof of this lemma also shows that we can associate to each couple of ratio-
nal functions (¢,%) a minimal couple (¢1,11) of rational functions which defines the
same curve C' = {(z,y) € A%(k)|f(x,y) = 0}. We also say that (yp1,71) is a minimal
parametrization of the curve C.

The following lemma is an immediate consequence of the previous results.

Lemma 1.2.3 Let p,9 € k(t). If (degp,deg)) =1 then (¢,v) is minimal.

1.3 Valuation rings

Valuation rings of algebraic function fields in one variable are the algebraic counter-
part of geometric points of algebraic curves. More precisely the set of valuation rings
of an algebraic function fields K corresponds bijectively to the geometric point a non-
singular model of a curve with rational function field isomorphic to K (see paragraph
34).

Definition 1.3.1 Let K be a field. A valuation ring of K is a subring O C K such that
for each x € K we have x € O or x~! € O.

If k. C K 1is a field extension and O is a valuation ring of K such that k C O then
we say that O is a valuation ring of K over k.

Lemma 1.3.2 Valuation rings are local rings integrally closed.

Proof : The ideal P = {z € O|z~! ¢ O} is maximal and O — P = O*.
If F is the quotient field of O (O is a domain because it is contained in a field) and
x € F is integral over O, then

"+ an12" . 4+ ag=0

with a; € O. If x € O then 2! € O. If we multiply the previous equality by 2" we
obtain

l=—ap_1z ' —...—apz™"
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Hence we have a contradiction: the right member is in O so 1 would be an element
of O. 0.

Let K/k be an algebraic function field in one variable. If O is a valuation ring of
K over k with maximal ideal P then & C O/P since kN P = {0}; the field O/P is
called residue field of the valuation ring O. The following proposition shows that the
extension k C O/P is finite (for a proof of this fact see Rosen, [36] chap. 5, pg. 46):

Proposition 1.3.3 Let K/k be an algebraic function field in one variable and let (O, P)
be a valuation ring of K over k; then the residue field of O is a finite extension of k.

If we assume that the base field k is algebraically closed then the residue field of
valuation rings are all equal to k.

The next result classifies valuation rings of a purely trascendental extension of
trascendence degree one, which is, as we said above, the ”simplest” case of algebraic
function field (geometrically it corresponds to the curve P!). These field has two type
of valuation rings: the localization of k[t] with respect to a prime ideal of k[t] and the
valuation ring at infinity, which is the ring of rational functions which are regular at
infinity, that is the rational functions f(t)/g(t), with deg(g) > deg(f).

Proposition 1.3.4 Let K = k(t) be a purely trascendental extension of degree 1 and let
O be a valuation ring of K over k; then either O is the localization of k[t] for a certain
prime ideal p of k[t] or O = k[1/t]1 ).

Proof : Let P = {z € Olz~! ¢ O} be the maximal ideal of O.

If t € O then k[t] C O since O is a ring. The ideal p = P N k[t] is a prime ideal
of k[t], different from the zero ideal (otherwise O = K); let f € k[t] be an irreducible
polynomial which generates the ideal p. If x € k[t], then x = h(t)/g(t) with h, g € k[t]
coprime and g & p C M; hence g~ € O* and so h/g € O.

Let x be in O of the form = = h(t)/g(t), where h, g € k[t] are coprime polynomials
and suppose that z & k[t]y: then z—! € pk[t],, the maximal ideal of the localization
E[t]p; hence g e p C Pand h ¢ p. Sohe€ O* and 1/h-2 =1/g € O. Since g € P this
leads to a contradiction. So if t € O we have proved that O = k[t],, where p is a prime
ideal of k[t].

If t ¢ O then s = t~! € P; by considering again the prime ideal p = P Nk[s] we have
that s € p and so s is a generator of p (its degree is the least possible). We conclude
that O = k[s]s = k[1/t] .. O.

In particular we observe that if k is algebraically closed then the valuation rings of
k(t) are in bijection with the elements of kU {oo}. From a geometric point of view the
valuation ring O,, of k(t), for p € k, is the set of rational functions ¢(t) = f(t)/g(t) such
that g(p) # 0, that is ¢ does not have a pole in p; the valuation ring at infinity O is the
set of rational functions ¢(t) = f(t)/g(t) such that deg(g) > deg(f) (which implies that
¢ does not have a pole at infinity). Observe that maximal ideals of valuation rings of k(t)
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are principal ideal; this particular kind of valuation ring is called discrete valuation
ring (DVR for short, see Serre [40]). Actually valuation rings of algebraic function fields
in one variable are discrete valuation rings (see next results).

The next result can be seen as a particular case of Noether normalization lemma,
valid in the case of separable extension (and hence simple extension if they are finite).

Lemma 1.3.5 Let E = K(«a) be a finite extension of a field K and A a subring of K
such that K is the quotient ring of A. Then there exists o/ € E such that E = K (o)
and o is integral over A.

Proof : By hypothesis « is a root of a monic polynomial:
fX)=X"4ap, 1 X" 1+, +a1X +ag

where a; € K. Since K is the quotient field of A then there exists d € A such that
da; € A for every i =0,...,n—1. If we multiply the equation f(«) = 0 by d" we obtain:

(da)™ + dan_1(da)" 4+ ... +d"tai(da) + d"ag = 0

If we define o/ = da: we obtain the desired element. O

If A is a subring of a field K, the integral closure of A in K is defined to be the set
of all elements of K which are integral over A (i.e. they satisfy a monic equation over
A). Next proposition (see [9]) characterizes integral closure in terms of valuation rings.

Proposition 1.3.6 Let A be a ring and let K be a field such that A C K. Then the
integral closure of A in K is equal to the intersection of all the valuation rings of K
which contain A.

Proof : Let O be a valuation ring of K which contains A; it is integrally closed by
lemma 1.3.2. If an element z € K is integral over A then it is integral over O and so it
belongs to O.

Conversely let z € K be such that it is not integral over A: then it is clear that
x ¢ A[L] = Aly]. Since y is not invertible in A[y] there exists a maximal ideal M of A[y]
which contains y. By a classic theorem of Chevalley (see [9], chap.l §.4) there exists a
valuation ring (O, P) of K which contains the ring A[y] and such that P C M; since the
maximal ideal of a valuation ring is equal to the set {a € Ola™! ¢ O} we immediately
see that z ¢ O. The proof is complete. [J

This last lemma prove that valuation rings of algebraic function fields are discrete
valuation rings, as we said before.

Lemma 1.3.7 Let k be a perfect field and K an extension of k of trascendence degree
one. Then the valuation rings of K are discrete valuation rings.
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Proof : Let x € K be a trascendental element over k; then there exists y € K
algebraic over k(z) such that K = k(z,y). The intersection of a valuation ring O of K
with k(z) is a discrete valuation ring (see above; this is true also in the case of k not
algebraically closed: O N k(xz) = k[z],, where p C k[z] is a prime ideal). The extension
of discrete valuation rings in finite algebraic extension are discrete valuation rings (see
Lang, [26]); so O is a discrete valuation ring. [J



Chapter 2

Ritt’s decomposition theorem for
polynomials

In this chapter we want to expose an article of Ritt of 1922, ” Prime and composite
polynomials” (see [35]), which deals with decomposition of polynomial with respect to
the operation of composition of functions. Strictly speaking Ritt proved that there is a
sort of factorization in terms of indecomposable polynomials (i.e. polynomials f € C[X]
of degree greater than one such that there do not exist non-linear g, h € C[X] such that
f=g(h(X))): the number of terms of a maximal decomposition is unique and the order
of the terms of two maximal decomposition are the same up to the order.

(From this article many others arise (see [11], [12], [29], among the others); they
do not add anything new but they prove the same result with other methods, such as
ramification theory of valuations in algebraic function fields.

2.1 Introduction

We work with the monoid (C(X),0) and the submonoid (C[X], o), the field of ra-
tional functions and the ring of polynomials over C, where o denotes the operation of
composition of functions; this operation will be denoted in the following ways

fog(X) = f(g(X))

where f and g are two rational functions.
Lemma 2.1.1 If f(X) and g(X) are rational functions, then deg(fog) = deg(f) deg(g).

The following lemma describes the units of (C(X),0).

Lemma 2.1.2 (C(X),0)* = {f(X) € C(X)|deg(f) = 1} = {%+tL € C(X)|ad — bc #
0} = PSL(2,C).

17
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Definition 2.1.3 A rational functions f(X) is called indecomposable (prime in the
original article of Ritt) if its degree is strictly larger than one and there do not exist
rational functions g(X), h(X) of degree strictly less of deg(f) such that

f(X) =goh(X)

It is natural to study how a rational function decomposes into indecomposable func-
tions; by induction any rational functions of degree more then one can be written as the
composition of indecomposable functions. A decomposition of a rational function

F(X) = fio...o fu(X)

is called maximal if the rational functions f; are indecomposable; the rational func-
tions f; of this decomposition are called components of the decomposition of F'.

Proposition 2.1.4 Let F' € C(X). Then there is a bijection between the set of decom-
position of F' and chain of subfield between C(F) and C(X).

Mazimal decompositions correspond to mazximal chain of fields.

Proof: Let F = fjo...0f, be a decomposition. We associate to this decomposition
the chain of field C(F) C C(fz0...0 f.) C...C C(f,) C C(X).

The opposite map is defined in this way: if C(F) C K; C ... C Ky C C(X) is a
chain of subfields then K; = C(fs) , Ks—1 = C(fs—1(fs)), Ki = C(fi(fix1(...(fs)))) for
1 =1,...,s — 2, by Liiroth’s theorem. So we have the following decomposition of F:
F=fio...ofs.

Obviously these maps are inverse to each other.

The other statement follows immediately. [J.

Corollary 2.1.5 Let f € C(X). The numbers of mazimal non-equivalent decomposi-
tions is finite.

Proof : In fact the extension C(f) C C(X) is separable so the numbers of intermediate
fields between C(f) and C(X) is finite. OJ.

Lemma 2.1.6 Let F € C[X] and let F = f o g be a decomposition of F', where f and g
are in C(X).

Then there exists a linear function p € C(X) such that fou and pu~
mials.

Lo g are polyno-

This lemma implies that we can assume that (indecomposable) factors of a polyno-
mial are themselves polynomials.

Proof: The proof follows from the polynomial version of Liiroth’s theorem; consider
the field extension C(F) C C(g) € C(X): by theorem 1.1.4 there exists a polynomial
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g € C[X] such that C(g) = C(¢'). Then F = f’ o ¢’ and it is immediate to see that
f'71(00) = {00} so f' is a polynomial. [J

This lemma is straightforward.

Lemma 2.1.7 If fog=hog then f = h.

In the case of a polynomial, Ritt’s work shows that the decomposition is not necessa-
rily unique but the degree of the indecomposable factors are unique up to permutation
and also the number of indecomposable components of a maximal decomposition does
not depend on the maximal decomposition.

Ritt’s work in [35] for decomposition of polynomials contains the following two the-
orem, now known as first and second theorem of Ritt.

Theorem 2.1.8 (First theorem of Ritt) Let f(X) be a polynomial with complex
coefficients and let

f(X)=fio...o fr(X)
f(X)=g10...0g5(X)

be two mazimal decomposition of f, where {f;(X)}i=1..» and {g;(X)}i=1..s are indecom-
posable polynomials.

Then r = s and {deg(fi)}i=1,..» = {deg(g;)}j=1,..s-

So the number of indecomposable factors of a maximal decomposition of a polynomial
is unique and the degrees of factors are the same up to permutation.
Two decompositions with the same numbers of components

f=fio...ofp=gio...og,
are equivalent if there exist r — 1 linear polynomials {\1,..., A\,_1} such that
gi=Ffiod, .. gi=AofioX, . gr=A"0fs

hence
go.og= (oA (T 0 fiod) .. (N o fy)

The first theorem of Ritt implies that this is an equivalence relation between maximal
decompositions of a polynomial F'.
After that, Ritt studied the equation

poa=1of

where ¢, a, 1, § are indecomposable polynomials.
For example there are two cases where this equality is satisfied:

e X"oX"g(X™) = X"g(X)" o X™, where g(X) is a polynomial
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o 1,01, =T,01T, , where T, is the n-th Tchebychev polynomial

In the case of polynomial these are the only case where maximal bidecompositions
occur.
We will prove the following lemma.

Lemma 2.1.9 Let f be a polynomial with complex coefficients and let

f=poa=108
be two decompositions of f with o and [ indecomposable. Then deg(a) = deg(B) or
(des(a), des(5)) = 1.

Next theorem is now known as the second theorem of Ritt (see [38]) and it concerns
maximal bidecompositions of polynomials.

Theorem 2.1.10 (Second theorem of Ritt) If ¢, a, 1, 3 are indecomposable polyno-
mials such that

poa=1of
with deg(p) = deg(B) = m, deg(a) = deg(v)) = n and (n,m) = 1 then the decompo-
sition is equivalent to one of the examples shown above.

If f € C[X] let K the splitting field of C(X) over C(f); the monodromy group of f
is the Galois group Gal(K/C(f)) and it is denoted with Mon(f).
Ritt’s results can be grouped together in the following theorem:

Theorem 2.1.11 Let f(X) be a polynomial with complex coefficients and let
f(X)=fio...ofr(X)

f(X)=g10...0g5(X)
be two mazimal decomposition, where {f;(X)}i=1..» and {g;(X)}i=1..s are polynomials.
Thenr = s, {deg(fi)}i=1,...,r = {deg(g;)}j=1,...s and {Mon(fi)}i=1,.., = {Mon(g;)};=1,..s-
Moreover it is possible to pass from one decomposition to another by means of the
following three ways:

o fiofiv1=(fioL)o(L Yo fis1), where L is a linear polynomial
e X"oX"g(X™) = X"g(X)" o X", where g(X) is a polynomial
o T, 0T, =1T,,0T,, where T,, is the n-th Tchebychev polynomial

The result of the monodromy groups is due to Mueller (see his article [31]).

Ritt’s work about decomposition of a polynomial function was the study of mono-
dromy groups of a polynomial f € C[X] and the link between the monodromy groups
of the components of a maximal decomposition of f. We will show a proof of the first
theorem of Ritt; in the next paragraphs we will recall some facts about coverings of
topological spaces and theory of blocks which arise in the action of a finite group on a
finite set. We will need these two theories in the proof of Ritt’s results.
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2.2 Monodromy and (Galois covering

In this section we recall some basic facts about coverings (for more references see [19]
and [30]).

Let X and Y be topological spaces; a covering from X to Y is a continue and
surjective map ¢ such that for each y € Y there exists an open neighbourhood V C Y
of y such that the preimage of V is a disjoint union of open sets U; of X which are
homeomorphic via ¢ to V, that is SDlUi : U; — V is a homeomorphism. The covering is
finite if for each y in Y the fiber ¢~ (y) is finite; if we assume, as we will do from now
on, that Y is connected then the cardinality of the fibers of a finite covering is constant
and it is called the degree of the covering. If we want to specify the base points of the
covering, that is elements ¢ € X and yp € Y such that ¢(z9) = yo, we will use the
classical notation ¢ : (X, z0) — (Y, o).

If p: (X, 29) — (Y,y0) is a covering, the following map between fundamental groups
of X and Y is well defined

vt m(X,20) — m(Y,y0)
] = e(y)]

where [v] is the homotopy class of a closed path v in X with base point xy and
in the same way [¢()] (we will omit the square brackets); by monodromy lemma the
homomorphism of groups ¢, is injective (see [19]). We call characteristic subgroup
the subgroup H = @.(m1 (X, z0)) of G = m1(Y,yo); the index of H in the fundamental
group 71 (Y, yo) is equal to the degree of the covering: in fact there is a bijection between
the fiber p~1(yo) and the set G/H (see [19]).

Two coverings ¢1 : (Ur,u1) — (V,v9) and @9 : (Uz,uz2) — (V,v9) are isomorphic if
there exists a homeomorphism ¢ : U; — Us such that @3 0 ¢ = ¢1 (note that we do not
impose that ¢(u1) = uz). If Uy = Uz = U and ¢ : (U,up) — (V,v9) is a covering then
we define the group Deck(¢), the group of automorphisms of the covering

Deck(¢) = {¢: U — Ulpo ¢ = ¢}

It is easy to check that every element of Deck(¢) preserves the fibers of ¢, that is
d(p~t(v)) = 1 (v), forallv € V.

Proposition 2.2.1 Two coverings of a topological space (V,vg) are isomorphic if and
only if their characteristic subgroups are conjugate in w1 (V,vg).

For a proof of this proposition see [19].

Theorem 2.2.2 If (V,vg) is a topological space then there is a bijection

{¢: (U,ug) — (V,vg)covering} /. — {conjugacy class of H < m1(V,v9)}
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Proof : If H < G = m(V,vp) we consider the universal covering U di V' (see [19]);
then G acts freely on U through lift of paths and V = U/G. We consider the induced
action of H on U and we obtain a covering ¢ : U/H — V which has H as characteristic
subgroup.

Conversely we associate to a covering ¢ the conjugacy class of its characteristic
subgroup. [

Let ¢ : (U, up) — (V, vg) be a finite covering of degree n. We define the monodromy
of the covering as the homomorphism induced by the action of the fundamental group
G = m1(V,vp) on the fiber o=t (vp):

®: m(Vivo) — So-i(u) = Sn
gl = {ui =, (1)}

where S-1(,,) is the set of permutations of the finite set ¢ 1(vg) and 7,, is the
unique lifting in U of v with base point w;, where u; belongs to the fiber ¢ ~!(vg); for
the uniqueness of lifting of paths with fixed base point the application ® is well defined
(see [19]). The group ®(m1(V,vg)) C S,, permutation group of the set ¢~ (vg), is called
the monodromy group of the covering ¢ and it is denoted with Mon(y); since U is
connected it follows that this group acts transitively on the fiber ¢ ~!(vg) and so it is a
transitive subgroup of S,,. It also acts faithfully on the set ¢ ~!(vg) and it is isomorphic
to m1(V,vg)/ ker(®).

Theorem 2.2.3 If (V,vg) is a topological space then there is a bijection
{¢ : (U,up) — (V,vo)covering}/~. — {transitive action of m1(V,vg) on a finite set}/~.

Proof: We have already seen that if ¢ : (U, ug) — (V,vp) is a covering then m (V, vg)
acts transitively on the set ¢! (vp).

Conversely suppose that the group G = m1(V,vg) acts transitively on a finite set I;
let H be the stabilizer of an element ¢ € I. Then by the same argument of the proof of
theorem 2.2.2 there exists a covering ¢ : (U, ug) — (V,vp) with characteristic subgroup
H. The fiber ¢~ (vg) is identified with the set I, since they are both in bijection with
the quotient G/H. [

The following lemma describes the characteristic group of a covering ¢ : (U, ug) —
(V,vp) in terms of the action of the fundamental group of V in vg on the fiber ¢=1(vy).

Lemma 2.2.4 Let ¢ : (U,ug) — (V,v9) be a covering. Then the stabilizer of ug under
the action of the fundamental group 71 (V,vg) is equal to the characteristic group of the

covering.

Next lemma describes the kernel of the monodromy map associated to a covering.
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Lemma 2.2.5 If ¢ : (U,ug) — (V,vo) is a covering, ® the monodromy and H the
characteristic subgroup, then

ker(®) = ﬂ yH~™1
vyem (Vo)

Proof : The statement follows easily from previous lemma. We consider a generic
point u on the fiber =1 (vg): its stabilizer is equal to yH~~!, where v is a path in V
obtained as image via ¢ of a path ¢ in U with initial point in ug and final point in u.
The kernel of ® is the intersection of all stabilizers of the points of the fiber ¢~ (vg),
which form a conjugacy class of subgroups in 71 (V,vg). O

We now give a definition: if H is a subgroup of a group G we set

coreg(H) = ﬂ gHg™?
geG
which is the maximal normal subgroup of G contained in H. The subgroup H is
normal in G if and only if coreq(H) = H. So in the previous lemma we have that
ker(®) = coreg(H), where G = 71 (V, v).

Let f, ¢, be coverings such that f = 1) o ¢, and consider the fiber f~!(vy) under
the action of the monodromy group of f. The following proposition permits us to prove
that the map ¢ determines a decomposition in blocks of f~!(vg) (for the definition of
blocks see section 2.3).

Proposition 2.2.6 Let the following one be a diagram of finite coverings
(Wa ’IU()) L> (U7 uO)
N
(Vvo)

and let the following ones be the monodromy homomorphisms of f and v respectively

defined before

F:mi(V,v) = Sp1(uy)
W (Viv0) = Sy1(ug)
If v € m(V,vg) then
poF(y)=¥(y)oyp
that is the following diagram is commutative

F 7 wo) 0L £ ()
wl ls@

v (wn) —2 ()
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Proof : If "' (vy) = {ug,...,um_1} then f~*(vg) = BoU...U B,,_1 where B; =
{z € [ wole(z) = wi} = {={lj = 1,....n}.
Let v € m1(V,vp) and F('y)(zj@) = 7 be the unique lifting of v via f in W with
i

initial point z](-i)

Observe that ¥ = ¢(7_(») is a path in U with initial point @(zj(i)) = w; such that

J
¥(¥) = v and so it is the unique lifting 7, of v via v in U with initial point wu;, that is
7 = V() (ui).

o(F(1)(57)) = ¢(3,00(1) =7, (1) = ¥ () (1) = ¥ (1) (2(55")

= poF(y)="¥(y)op

which proves the proposition. [J
A consequence of this theorem is the following corollary:

Corollary 2.2.7 Let the following one be a diagram of finite coverings

(W, wo) —— (U, uop)

For each u € 9 ~Y(vg) we set B, = {2z € f~1(vo)|e(2) = up}; then the sets By, for
u € Y ~Y(vg), are transitively permuted by the group G = 71 (V,vg).

Moreover we have that H = G, , where H = ¢.(m1(U,uo)) and G, is the stabilizer
in G of the set By,.

Proof : The sets B, for u € 1)~!(uvg), satisfy this property: for all ¢ € G we have
either o(B,) = By, or o(B,) N B, = 0 (where (B,) has to be intended as F(c)(By)).
This fact implies that G acts on the set B = {Buy}yecyp—1(v)-

In fact suppose that o(B;) N B; # (), that is for some z € B; the element o(z2;) is in
B;; then by proposition 2.2.6

Then if 2’ is in B; we have

P(F(0)(2) = (o) (p(2) = ¥(ui) = u;
so o(2')isin B;. The set B is permuted transitively by G, since f~!(vg) = Uuedrl(vo) By
and G acts transitively on f~!(vp).
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For the second statement, H is the stabilizer in G of the point ug. If ¢ € H then
o(up) = ¥(o)(ug) = ug. So for z € B, we have

p(F(0)(2)) = ¥(0)(p(2)) = ¥(0)(uo) = uo

hence o(By,) = B,,. Conversely let o € B,,,; then

V(o) (uo) = W(0)(p(2)) = @(F(0)(2)) = ¢(2') = uo

where z, 2’ are elements of B,,. [

Proposition 2.2.8 Let the following one be a diagram of finite coverings

(W, wo) —— (U, up)

!

V, vo)
and let the following ones be the natural maps defined above

¢u s (U, uo) = m(V, v0)
Fom(Vivo) = Sp-1()
® 11 (U, uo) — Sp-1(u)
Let By, = {w € f~Y(vo)|p(w) = ug}; then for each v € m (U, up) it follows that:

Fot(v)B,, = 2(7)

Proof : By previous corollary the stabilizer of B,, in G = m(V,vp) is equal to
H = {¢.(y)|y € m1(U,up)}; so if v € m(U,up) then ¥ = 1.(y) € H. Hence F(7) is a
permutation of the set B,,. The statement says that the action of F(¥) on B,, is the
same of the action of ®() on the same set.

Let z be an element of B,

B(v)(2) =7:(1)
F(3)(z) =7.(1)

Since f = 1) o ¢ it follows that the lifting 7, of v via ¢ with initial point 2z coincides
with the lifting of 7, of 7 via f with initial point z, so they have the same ending point.[]

We end this section with the following diagram of finite coverings (we will have to
do with this situation later in the proof of Ritt’s theorem):
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(Vo)

We set G = m1(V,vg), J = m1(U,up) and H = w1 (W, wp). Then we have H < J < G
(viewing all the groups inside the others through monodromy lemma).

The monodromy groups of the three coverings are equal to

Mon(f) = G/coreq(H)

Mon(yp) = J/core;(H)

Mon(¢) = G/coreg(J)

2.2.1 Ramified coverings

A ramified covering is a continuos, open and surjective map ¢ : X — Y between
topological spaces such that there exists a discrete subset A C Y such that the map

Px—g-1a) — ¢ (A) =YV — A

is a covering. The characteristic subgroup of a ramified covering is the characteristic
subgroup of the associated covering. The set A is called the ramification points of the
ramified covering ¢.

Examples of ramified covering are holomorphic maps between compact Riemann
surfaces.

If ¢ : X — Y a ramified covering we define the monodromy of ¢ in the following
way: if A C Y is the set of ramification points of ¢ we consider the covering

oo U—V

where U = X — ¢ 1(A) and V =Y — A. We fix a base point vy in V and we define
the monodromy of ¢ as the monodromy of ¢. We will assume that U is connected.

Consider the case of a polynomial

F(Z,T) = an(Z)T" + an_1(Z)T" ' 4+ ...+ a1(Z2)T 4 ao(Z) € C[Z,T]

which determines the algebraic function T over C(Z) and let 7 : C — P!(C) be
the associated ramified covering of compact Riemann surfaces, where C is the compact
Riemann surface associated to the polynomial F'(Z,T') (roughly is the desingularization
of the curve {(z,t) € A%|F(z,t) =0} ).

The monodromy is both the action of the fundamental group G' = 71 (P!(C) — A, )
on the fiber of zy of the covering 7 : C — 7 1(A) — PY(C) — A where A is the finite
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set of ramification points of 7, and also the action of G on the set of the n branches of
the algebraic function 7" in a neighbourhood of zy3. The group G is known to be finitely
generated; we fix a system of generators in this way: let k = #A and for each z; € A
let 0; be a closed path based on zy which turns around z; and no other z; € A — {z;},
without intersecting the other paths o;.

The following propositions describes the fundamental group of a the Riemann sphere
with a finite number of holes (see [44]):

Proposition 2.2.9 If A is a finite subset of P*(C) and zy € P*(C) — A then the funda-
mental group 7 (P*(C) — A, 29) is generated by the paths o1, ...,0 defined above with
the only relation [[,_; ,oi=1.

Proposition 2.2.10 Let F(Z,T) € C[Z,T| be a polynomial of degree n in T and 7 :
C — PY(C) be the associated covering of compact Riemann surfaces; if zg € P*(C) — A is
a fized point, we consider ® : w1 (P(C) — A, 29) — Sy, the monodromy of the covering 7.
LetZ € A and 7= 1(2) = {p1,...,ps}, where s < n and let m; be the ramification index
multy, (T) of @ in p;, fori=1,...,s.

If o= is a generator of the fundamental group 71 (P1(C) — A, 29) which turns around
Z then

B(0) = (1, s tmy) - (bnmas - s )

that is the permutazion associated to oz of the branches of algebraic function of F
defined locally in zy decompones in s cycles, each of them of lenght m;.

Lemma 2.2.11 If F : X - Z, ®: X - Y and ¥V : Y — Z are ramified coverings
between compact Riemann surfaces such that F' = V¥ o ® then Ap = Ay UV (Ag)

Proof : Since
Flz)=2'(¥ ()= |J @'
yeW—1(20)
it follows that

#F N (z0)= ) #2'(y)

y€¥~1(20)

JFrom this equality we can easily deduce the statement of the lemma. [J.

If f € C(Z) we denote with ®; the monodromy associated to the ramified covering
f+ PYC)s — PYC)
v e t=f)

and with Mon(f) the monodromy group of the covering. We will prove that if we pass
to the extension of algebraic function fields M(P!(C);) ¢ M(P'(C),) that is C(t) C C(x)
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which has degree equal to deg(f) as we have already seen, its Galois closure has Galois
group isomorphic to Mon(f).

2.2.2 Galois coverings

If o : (U,ug) — (V,v0) is a covering, besides the transitive action of the fundamental
group 1 (V, vg) on the fiber ¢ ~!(vg), we also have the action of the group Deck(yp) of
automorphisms of the covering on the same set, since every automorphism preserves the
fibers; such two group actions commute, that is

g(y(u)) =~(g(w))

for each g € Deck(), v € m1(V,v) and u € o~ 1 (vg) (see [44]).

The action of Deck(yp) is free, that is the stabilizers of the points of the fiber are
trivial (this follows from the uniqueness of liftings).

The following proposition shows the relation between the group of automorphisms
of a covering and the characteristic group of the covering (see [19] and [30]).

Proposition 2.2.12 If ¢ : (U,ug) — (V,v9) is a covering and Deck(y) is the group of
automorphisms, then Deck(p) is isomorphic to Ng(H)/H, where G = 71 (V,vg), H is
the characteristic subgroup and Ng(H) is the normalizer of H in G.

A covering ¢ : (U,ug) — (V,vp) is called a Galois covering if the group Deck(y)
acts transitively on the fibers of the covering; in this case it is immediate to prove that
the cardinality of Deck(y) is equal to the cardinality of the fiber o ~!(vg) since the action
is free. The following lemma characterizes Galois coverings in terms of the characteristic
subgroup.

Lemma 2.2.13 Let ¢ : (U,ug) — (V,vg) be a covering; then ¢ is a Galois covering if
and only if the characteristic subgroup H = 71(U, ug) is normal in G = 71 (V,vo). In this
case the group of the automorphisms Deck(p) is isomorphic both to the quotient group
G/H and to the monodromy group of the covering.

Proof : If H <G then by previous propositon Deck(y) acts transitively on the fibers,
since G acts transitively on fibers.

Conversely, if ¢ is a Galois covering, since Deck(y) acts freely we have that its order is
equal to the degree n of the covering. But n = #G/#H and #Deck(p) = #Ng(H)/#H;
it follows that #G = #Ng(H), so H is normal in G.

The last statement follows both from previous proposition and from lemma 2.2.5. [J

So characteristic subgroups of Galois coverings are equal to the kernel of the mono-
dromy homomorphism; we remind that in general the equality of lemma 2.2.5 holds.

We note that if ¢ : (U, ug) — (V,vp) is a Galois covering then V' 2 U/Deck(p), where
Deck(¢p) is the group of automorphisms of the covering (see [19]).
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Definition 2.2.14 Let ¢ : (U,up) — (V,vg) be a finite covering. The Galois closure
of p is defined as the Galois covering ¥ : (W, wo) — (U, ug) with characteristic subgroup
K = ker(®) < m1 (U, up), where ® is the monodromy homomorphism of ¢.

Note that ¢ = o p : (W,wp) — (V,v0) is a Galois covering since its characteristic
subgroup K is normal in 71 (V,vp). Observe also that Mon(y) is equal to Mon(¢) and
that this group acts transitively and faithfully on the set ¢ ~!(vg) and it acts transitively
and freely on the set ¢! (vp).

We have the following commutative diagram

(V,v0)

We can also define the Galois closure of ¢ as the Galois covering ¢ : (W', w()) —
(V,v9) with characteristic subgroup K = ker(®). Let H be the characteristic subgroup
of ¢ (isomorphic to the fundamental group of (U,ug)) and let G be the fundamental
group of (V,vp); since K < H < G then (W', w() = (W, wp) because they are coverings
of (V,ug) (via ¢ and ¢ o 1 respectively) with the same characteristic subgroup (see
proposition 2.2.1).

Moreover the monodromy group of ¢, Mon(yp), is isomorphic to the group of auto-
morphisms of the covering ¢ = ¢ o 1.

In the case of a finite ramified covering f : X — Y of compact Riemann surfaces
in order to define the Galois closure we consider first the finite covering f/ : U — V
obtained by removing the ramification values and their fibres as already seen; then we
consider the Galois closure of f’, that is g : W — U. By the following proposition (see
[28]) there exists a compact Riemann surface Z such that W — Z is an embedding with
Z — W finite and there exists a ramified covering G : Z — X that extends the covering
g (G = g), that is the following diagram is commutative (we omit the base points)

W—2Z7

fr B
\a

V—Y

Proposition 2.2.15 Let Y be a compact Riemann surface and P C Y be a finite set.
If f : U =Y — P is a finite covering then there exists a compact Riemann surface X, a
biholomorphic inclusion i : U — X and a holomorphic map F : X — Y (that is a finite
ramified covering) such that Foi = jo f, where j:Y — P <Y is the natural inclusion.
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U X
v
y-Pl sy

Lemma 2.2.16 Let ¢ : U — V a covering with characteristic subgroup H and ¢ : W —
U its Galois closure. If ¢ : W — V is a Galois covering such that its characteristic
subgroup is contained in H, then there exists a covering 0 : W — W such that ¢ =

potpod.

Wt W
¥
U
|+

Vv

Proof : The statement follows from the fact that K = ker(®) is the maximum
subgroup of H which is normal in 71 (V). O

Theorem 2.2.17 Let f(T') € C(T') be a rational function.

Let K be the Galois closure of the finite algebraic extension of fields C(Z) C C(T),
where Z = f(T) and let G be the Galois group of the extension K/C(Z).

Let G be the group of automorphisms of the Galois closure of the finite covering
determined by the rational function f

f:PY(C) —P'(C)

toa= f()

Then G is isomorphic to G. In particular we have that LY = C(f).

Proof : The group G is isomorphic to the monodromy group of f, as we have already
observed.

We have the following extension of fields

C(Z)ycC(T)c K
We also have the following coverings of compact Riemann surfaces

PY(C), «+ P}(C); « C
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where C is the compact Riemann surface (unique up to biolomorphisms) which is the
Galois closure of P1(C); — P1(C)..
Obviously we have that M(P!(C),) = C(Z) and M(P'(C);) = C(T).

We want to show that the field K’ = M(C) of the meromorphic functions of Cis
isomorphic to the field K. In fact let C be the compact Riemann surface associated to
the algebraic function field K; we have the following maps

C — PY(C), — P'(C),

such that C' — P'(C), is a Galois covering (see [44], theorems 5.9 and 5.12) and the
kernel of its monodromy homomorphism is contained in the characteristic subgroup of
the covering P*(C); — P'(C).; by proposition 2.2.16 we have the following maps

C —C — PYC); — PY(C),

and the following inclusion of fields

CZ)cC(T)cK'cK

since K'/C(Z) is a Galois extension (see [44]) it follows that K = K’ (K is the
splitting field of f(T") — Z over C(Z) and K’ contains a root of this polynomial, since it

contains C(7')). Hence C = C.

We define the following map between G and G
v: g — G
¢ = V() ={A—rog™'}

By theorem 5.9 of [44] (which uses a non-trivial result like Riemann’s existence
theorem) it is an isomorphism of groups. [J

Corollary 2.2.18 Let f € C(T) be a rational function such that f = o, where, ¢ €
C(T). We have the following diagram of finite coverings (once removed ramification
points):

(W, w())
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where g : C — (W, wp) is the Galois closure of f : (W,wg) — (V,v9). Set G =
m(Vovo), J =m1(U,up), H=m1(W,wo) and K = m1(C, o).
Then Deck(g) = H/K and Deck(pog) = J/K.

Proof : The proof follows immediately from the fact that g : (C,cy) — (W, wp) and
pog:(C,co) — (U,ug) are Galois covering, since K << H and K < J (remember that K
is normal in G). We conclude by applying lemma 2.2.13. O.

In the proof of Ritt’s theorem we will pass from the algebraic point of view (the
extension of algebraic function fields C(Z) C C(T') C L) to the topological point of view
(the finite ramified coverings C' — P!(C); — P!(C),) without problems.

2.3 Blocks

Let G be a group acting on a finite set €2: a block or G-block is a subset B of 2
such that for all g € G we have either g(B) = B or g(B) N B = {). The sets , 0, {a},
where a € (), are examples of blocks; these are called trivial blocks.

The group G is called primitive if there are no non-trivial blocks; otherwise it is
called imprimitive. If G is imprimitive then the set Qp = {g(B)|lg € G} is called
fundamental system of blocks, where G acts transitively as a permutation group; we
denote G'p the subgroup of G which stabilizes B, that is the set of ¢ € G such that
g(B) = B. If B is a block then the set {Gp,|B; € Qp} is a conjugacy class of subgroups
of G.

The intersection of two G-blocks is a G-block. If G acts transitively on 2 then the
union of blocks of a fundamental system of blocks is equal to €2, hence in this case #B
divides #12.

We remind that the action of a group is free if all the stabilizers are trivial, and it is
faithful if g(a) = « for all a € Q implies that g = Id.

If B is a G-block and a € B then G, C G, where GG, is the stabilizer of «.

The following lemma describes the structure of blocks in the particular case of a
cyclic group of order n acting on a finite set of order n.

Lemma 2.3.1 Let G be a cyclic group of order n which acts transitively over a finite
set ) of n elements. Then for each divisor d of n there exists exactly one fundamental
system of blocks Qp of 2, whose blocks have cardinality d and #Gp = d. Moreover if
di|dz|n then By, C By, and
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Proof : Observe that the action is free since G and 2 have the same cardinality.

The set Q = {z0,...,Z,_1} is in bijection with G =< g >= {1,g,...,¢" 1} via the
map ¥ : G — Q, ¢' — ¢'(29) = z;. Soif n = dk and Hy =< ¢* > is the subgroup
of G of cardinality d then the set W(Hy) = {0, %k, ..., Tg—1)x} = Bq is a block of d
elements whose stabilizer Gp, is Hg; the conjugates of By under the action of G form a
fundamental system of blocks whose elements have cardinality d.

The second statement follows both from the structure of subgroups of a cyclic group
and from the fact that Gp, C Gp,, if di[dz|n. O

Proposition 2.3.2 Let G be a group acting transitively on a finite set §2

d: G — Sq
g — {z—yg)}

where Sq is the permutation group of . Then ker(®) = coreq(H), where H =
Sta(zo) is the stabilizer of an element xo € Q in G ; moreover G = G/ ker(®) is a group
which acts faithfully and transitively on Q.

If B is a fundamental system of G-blocks then G acts transitively on B:

(I)BZ G — SB
g — {B~y(B)}

and ker(®p) = coreq(K), where K = Stg(B) is the stabilizer of a block B € B in
G. The group G = G/ker(®p) acts transitively and faithfully on B; without loss of
generality we may suppose that xg € B and so H C K.

The kernel of the natural projection

m:G —Gp

is equal to coreg(K), where K is the image of K in G, thus Stg(B), the stabilizer of B
ing.

Proof : Since G acts transitively then the set of stabilizers S = {Stg(x)|z € Q} is
a conjugacy class of subgroups of G, which means it is equal to {gHg !|g € G}, where
H = Stg(zo) for some xy € Q. The kernel of ® is the subgroup

{ge€Glglx)=2VazecQ}= () Sta(z) = coreg(H)
e

Observe that B is also a fundamental system of blocks for the group G.

In the same way we have ker(®p) = coreg(K). It is clear that the action of the
groups G and Gg over (2 and g respectively is faithful and transitive.

For the last statement we proceed as follows: since ker(®) C ker(®p) we have the
following diagram of group homomorphisms
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g

7’

G T

BN

gn

where 71 and 7y are the canonical quotient maps, with ker(7;) = coreg(H) and ker(my) =
coreg(K). The map 7 is canonically defined as m(g) = m2(g) for g = m1(g9) € G, such
that m o m = m9.

We have

ker(r) = {g € G|n(g) = 0}
={m(g) € G|m(g) =0}
={m(g) € G|g € ker(ma)}
= 71 (coreg(K))

Since coreq(K) = (g gKg~! then 7 (coreg(K)) = MNgeg gm(K)g™! (ifp: G —
G/H is a group homomorphism and H < A, B < G are subgroups, then p(A N B) =
p(4) N p(B)).

Hence ker(m) = 71 (coreq(K)) = corey, (g)(m1(K)). O

A first remarkable result is the following criterion which relates decomposability of
rational functions and their monodromy groups:

Theorem 2.3.3 Let f € C(T) be a rational function of degree N > 1. Then f is
indecomposable if and only if Mon(f) is primitive.

Proof : We prove that f is decomposable if and only if the group G = Mon(f) is
imprimitive; we remind that Mon(f) acts over the set of the N roots of F(T,Z) over
C(Z), where F(T,Z) = f(T) — Z if f is a polynomial or F(T,Z) = fi(T) — Z fo(T) if
f = fi/f2 is a rational function.

Note that this action is transitive because F is irreducible over C(Z) and Mon(f) is
isomorphic to the Galois group of F' over C(Z).

Suppose that f = 1 o p, where 1), p are rational functions such that deg(y)) =m > 1
and deg(¢) = n > 1; we have the following holomorphic maps

P!(C), —— PL(C),
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(the letters mark the variable of the "differents” P*(C)).

Let zo € PY(C) be a regular value of f (that is #f 1(29) = deg(f)) and consider
the sets By, = {t € f~1(20)|l¢(t) = u;}, where {u;}iz1,..m = ¥"1(20); by corollary
2.2.7 the sets By, for u; € 9~ !(2), form a fundamental system of blocks for the group
G = 11 (P(C)—A), hence by proposition 2.3.2 they form a fundamental system of blocks
for the group G/(ker(F')) = Mon(f) (where F' is the usual monodromy homomorphism
of f). The cardinality of each block B,, is deg(y) and there are deg(v’) of them. So the
group G acts imprimitively on the set f~!(zo).

Suppose now that G acts imprimitively: we want to show that f is decomposable in
a non-trivial way. Let zg be a regular value of f and {t1,...,tx} be the fiber of z.

If By = {t1,...,ty} is a non-trivial G-block (1 < n < N), consider the fundamental
system of blocks B = {B; = g(B;)|g € G}; trivially this is also a fundamental system of
blocks for the group G, since G = G/ ker(®) and ker(®) is the kernel of the action of G
on f~1(z) (see proposition 2.3.2).

By proposition 2.3.2 the group G acts transitively on the set B so by theorem 2.2.3
there exists a covering ¢ : U — P!(C) — A with characteristic subgroup Gp,, which has
index m = N/n in G so the covering ¢ has degree m.

(PH(C) = f7H(A),1a) (U, uo)

Tk

(PL(C) — A, )

If H = Gy, is the stabilizer of the element t; € f~!(z) then H < Gp, = 71 (U, up),
since H = Gy, is the stabilizer in G of ¢t; € Bj, which is a block; so by theorem
2.2.2 there exists a covering ¢ : (W,wg) — (U,ug) of degree n = [Gp, : H| with
characteristic subgroup H. By proposition 2.2.1 the topological space W is isomorphic
to PL(C);— f~1(A) since their coverings over U have the same characteristic subgroup H;
so without loss of generality we may assume that W = P(C); — f~(A). The situation
is the following

(PY(C) — f~H(A), t1) = (U, uo)

T b

(PL(C) — A, 20)

By an argument similar to proposition 2.2.15 we can ”compactify” all the Riemann
surfaces to obtain finite ramified coverings of compact Riemann surfaces

(BY(C), t1) —— (C,up)
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where C'is a compact Riemann surface. By Riemann-Hurwitz theorem (for example)
we have C' =2 P1(C) and so ¢ and v are rational functions.
Finally we have

So the function f is decomposable. [J
;From previous theorem we deduce the following important corollary.

Corollary 2.3.4 Let f € C(T) be a rational function of degree N and let zg € P1(C) be
a regular value of the covering map P'(C) — PY(C), z +— f(z). Then there is a bijection
from the set of right components of decomposition of f modulo equivalence and the set
of fundamental system of blocks of Mon(f) (which act over f~'(z)), that is:

{olf =pop}t) ~—{B={Bi,...,Bn} fundamental system of blocks for Mon(f)}

The degree of ¢ corresponds to the cardinality of the corresponding block B. Moreover
@ 1is indecomposable if and only if the associated block By, cannot be decomposed in
smaller blocks.

Proof : Let f =1 o and 2z be a regular value of f ; for each u € 1 ~!(z), we set
By ={t1,...,tn € fH(vo)| ¢(t;) = u}. We have already seen that B, is a Mon(f)-block
and the set B = {By|u € ¥"!(2)} is a fundamental system of blocks for Mon(f) (see
corollary 2.2.7).

;From the proof of the previous theorem we see that the map from the set of right
components of f to the set of fundamental system of blocks of Mon(f), which sends ¢
to By, is surjective.

We need only to prove that this map is injective, that is if f = o @ = ¥1 0 1 such
that B = B, = B, then ¢ = p1 01, for some linear rational function p. Observe that in
particular we have deg(y) = deg(p1) = #B, where B € B, and deg(¢) = deg(11) = #B.

We have the following diagram of ramified coverings

Ql




2.3. BLOCKS 37

where C is the Galois closure of f : PY(C) — P!(C),

In terms of unramified coverings we have

(C,co)

This become the following diagram of inclusion of fields (see theorem 2.2.17)

C(T)

Cle1)

RN
_

I
a

f)
By corollary 2.2.18 we have Mon(¢ o g) = J/K and Mon(y¢; o g) & J1/K, where
)

J=m1(U,up), J1 = m(U',u) and K = m1(C, ¢g) = ker(®), where ® is the monodromy
homomorphisms associated to f.

Observe now that by corollary 2.2.7 we have

J=Gg,,
and similarly
Jl = GB /
“o
But since B,,, and B% belong to the same fundamental system of blocks B then

Gp,, is conjugate to Gp , . Along with theorem 2.2.17 this implies that C(p) = C(¢1),
“0
S0 ¢ is a linear rational function of ¢;. O
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2.4 First theorem of Ritt

By lemma 2.1.6 a decomposition of a polynomial F in rational functions is equivalent
to a decomposition in polynomials. This result is based on the fact that the map
F : PY(C) — PY(C) is totally ramified over oo, in fact F~1(c0) = {oo}; we get the
same result if F is totally ramified over a generic point of P!(C). Ritt’s results on
decomposition of polynomials are based on this simple observation.

Theorem 2.4.1 Let f € C[T] be of degree n. Then for each divisor d of n there exists
at most one block of the monodromy group Mon(f) of cardinality d.

Proof : By proposition 2.2.10 the permutation o, associated to the path
Yoo € m(PYHC) — A, 29) which turns around to oo is a n-cycle, since oo is a totally
ramified point of the covering f : P'(C) — P!(C); let us suppose that oo = (1,...,n)
(by numbering the roots of f(T') — Z over C(Z) in a suitable way).

Let Hoo be the cyclic subgroup of G = Mon(f) generated by o; a G-block is also a
H-block, so by lemma 2.3.1 a G-block of cardinality d (n = dk) has the form

B={lLk+1,...,(d—1k+1}

and this proves the theorem. [J

(From this result and from corollary 2.3.4 it follows that if F' € C[T] of degree N
then for each divisor d of N there exists at most one field K of degree d over C(F') such
that C(F) Cc K c C(T).

(JFrom now on, if f € C[T], we denote Hy, the cyclic subgroup of G = Mon(f)
generated by the permutation oo, = (1,...,7n). Obviously this subgroup acts transitively
on the set of roots of f(T') — Z € C(2)[T].

The following theorem (reformulation of lemma 2.1.9) tell us something more of the
previous theorem.

Theorem 2.4.2 Let f € C[T] and let ¢, € C[T] be indecomposable of degree n and m
respectively such that f = ¢ o = o o, for some ¢,0 € C[T|. Then either n = m or
(n,m) = 1.

Proof : Let NV be the degree of f.

It follows immediately from the previous theorem that the first case holds if and
only if ¢ and v are linearly equivalent (in fact if n = m then by corollary 2.3.4 we have
#B, = #By and so by the previous theorem these fundamental system of blocks are the
same).

Suppose that n # m and let 6 = (n,m) > 1; let N = nk = mh. Let B = B, be the
fundamental system of k£ blocks determined by :

Bi={l,k+1,...,(n— Dk+1},..., B = {k,2k,... nk}
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and let C = By, be the fundamental system of h blocks determined by ):

Ci={Lh+1,... (m—1Dh+1},....Cp={h,2h,...,mh}

By lemma 2.3.1 there exists a fundamental system of blocks Dy, ..., Dy/s of
H,, =< 04 >, each of them of § elements.

Since Bj is a G-block then it is also a Hy.-block; by lemma 2.3.1 it follows that
D1 C B;. For the same reason Dy C (.

Since the intersection of two G-blocks is a G-block then By N C; is a G-block, which
is non-trivial because it contains D; which has cardinality § > 1. Then by corollary
2.3.4 the polynomials ¢ and 1 would be decomposable, contrary to our assumption. [

JFrom this theorem it follows that if f is a polynomial such that f = ¢ o = o o1,
where ¢ and v are indecomposable of different degree (hence coprime degree), each block
of B, has only one element in common with each block of By, that is for each B € B,
and for each C' € By, we have #(BNC) = 1.

We can now prove the first theorem of Ritt by induction on the degree of polynomial
f- Up to degree 6 the theorem is true; we suppose the theorem for those polynomials f
with deg(f) < N, N > 6, and we prove it for those of degree N.

Let

f(X)=fro...0fr(X)
f(X)=g10...09sX)

be two maximal decomposition of a polynomial f of degree N; if deg(f,) = deg(gs)
then the two polynomials f. and gs; determine the same fundamental system of blocks,
so C(fr) = C(gs). By induction it follows that » — 1 = s — 1 and the degrees of the
components of the two decompositions are the same up to the order.

If deg(f,) = n # deg(gs) = m then (n,m) = 1 by previous theorem; then N is
divisible by nm and there exists a fundamental system of blocks D1, ..., Dy/pp of Heo,
each of them of cardinality nm.

Lemma 2.4.3 The Hy,-block Dy is a G-block.

Proof : We keep the notation of theorem 2.4.2.
For what we saw before D contains Bj; moreover it follows from lemma 2.3.1 that

Di= |J 9B)

9€Hp, /Hp,

where Hp, and Hp, are the stabilizers of D; and Bj respectively in H, (that is the
intersections of Gp, and Gp, respectively with Hy).
In the same way we have
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D, = U g(Cy)

9€Hp, /Ho,

Then Dq is both the union of m blocks of B and the union of n blocks of C:

D= JBi =]
icl jed

where #1 = m and #J = n.

JFrom this identity and the fact that two blocks of B and C can have at most one
element in common (see previous theorem: g5 and f, are indecomposable) it follows that
for each i € I and j € J we have #(B; N Cj) = 1.

Set K = {g € Glg(1) € D1}. We have the following lemma.

Lemma 2.4.4 For each g € K we have g(D1) = D;.

Proof : Let g € K and let B, be a block of B such that g(1) € B, C D;. Then
g(Bl) = Bt.
We have the following equalities

B, = UBlﬂCj, B; = UBthj
jed jed
9(B1) = JgBinCy) =] g(B1)ng(Cy) = | B.ng(Cy)
jed jed jed
= g({Cjli € J}) ={Cjlj € J} = g(D1) = D1

which proves the lemma. [

In particular from this lemma it follows that K is a group, and it is equal to the
stabilizer of Dy in G: K = {g € G|g(D1) = D:1}.
Let g € G be such that g(D1)ND; # (): then there exist i, k € I such that g(B;) = By.

B;=|JBinCj, Br=|JBrnC;
JjeJ Je€J
9(B;) = U 9(BiNCj) = U 9(Bi) N g(Cj) = U By N g(Cy)
Jj€J Jje€J Jj€J
= g9({Cjli € J}) = {Cjli € J} = g(D1) = Dy
Hence D; is a G-block of cardinality nm. Lemma 2.4.3 is now proved. [J
Since Dy is a G-block of cardinality nm it follows by corollary 2.3.4 that there exists

a polynomial p € C[T] of degree nm such that f = ou. Moreover we have p = 7 f, and
1 = ngs, since Dy is both union of blocks of B and union of blocks of C.
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We summarize the situation in the following diagram:

where (n,m) = 1.
So
f=fio...ofp=corof,=aonog,=go...0g

the following lemma concludes the proof of the theorem.
Lemma 2.4.5 The polynomials v and n are indecomposables.

Proof : Like before we keep the notation of theorem 2.4.2.

If v = 10792 with 1 < mg = deg(v2) < mthen f = ooy = ogoyo f, = goyio(y20fr);
by corollary 2.3.4 there exists a G-block F; of cardinality nms such that By C Ey C D;.
By lemma 2.3.1 we also have that (we recall that every G-block is also a H-block)

E =JB

Given a block Cj of C we have that

ElﬂCj:UBiﬂCj

and so the G-block E7 N Cj has cardinality mg > 1; then g, would be decomposable,
contradiction.
In the same way 7 is indecomposable.[]

By lemma 2.1.7 we have fio...0 f._1 = 0o, so since this is a polynomial of degree
less than IV, by induction we have that the number of indecomposable components of o
is r — 2. For the same reason g1 o...0gs_1 = 0 on, so the number of indecomposable
components of g is s —2. So r —2 = s — 2 and the degrees of the components of the two
decompositions are the same up to the order. [J

If we have two maximal decompositions of a polynomial

f=fio...ofr=g10...0g

is possible to pass from one to another through a finite number of steps:
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e there exists 7 such that

flo...Oinfi_‘_l...OfT:f1O...(fio)\)O()\_lfi_;_l)...OfT

e there exists i such that f; o fiyx1 = ¢; o gi+1 where deg(f;) = deg(gi+1) and
deg(fi+1) = deg(g;) such that

flo---fzelO(fiofi+1)0fi+2--~0fr:flo'--fzelO(giogz’+1)ofi+2---ofr

in this last case we have to apply Ritt’s second theorem.



Chapter 3

Plane algebraic curves

3.1 Affine curves

We adopt the definition of plane algebraic curve we are going to give; our base field
is a fixed algebraic closure Q of Q. For a more general definition of algebraic curve
(algebraic affine or projective variety of dimension one over an algebraically closed field)
see other books like Shafarevich ([42]) or Hartshorne ([17]).

Definition 3.1.1 A plane affine algebraic curve (from now on simply curve) is a
subset C' of the affine plane A%(Q) defined as the zero-locus of a non-zero polynomial in
two variables f € Q[X,Y], that is:

The couples (x,y) € C are called points of the curve.

Let K be a number field. A curve C is defined over K if the polynomial defining
the curve is in K[X,Y]. We indicate a curve C' defined over a number field K as C'/K.
The points of C with coordinates in K are called K-rational points (or simply rational
if K=Q). We call C(K) the set of K-rational points.

A curve Cy defined over K is irreducible (resp. absolutely irreducible) if f(X,Y)
is irreducible in the ring of polynomials K[X,Y] (resp. irreducible in Q[X,Y]).

If C/K is a curve, we define the coordinate ring of C as:

. KIX,Y]
M= 1o

where I(C/K) = {f € K[X,Y]|fic = 0}: we identify polynomials which coincide
over C; observe that K[C] is an integral domain if and only if I(C'/K) = (f) is a prime
ideal, which corresponds to the fact that f is irreducible in K[X,Y]. In similar way we
define Q[C].

In the case of an irreducible (resp. absolutely irreducible) curve, the field of quotients
of K[C] (resp. of Q[C]) is denoted by K(C) (resp. Q(C)) and it is called the field of
rational functions of the curve C with coefficients in K (resp. in Q).

43



44 CHAPTER 3. PLANE ALGEBRAIC CURVES

Note that the elements of Q[C] induce well-defined functions on C with values in
Q which are called regular functions of the curve; the elements of the field Q(C) define
functions on C' which are regular over an open set (in the sense of Zariski topology, see
[42]). We obviously have that K[C] = K[z, y] where = and y are the class modulo the
ideal I(C/K) of the coordinates X and Y, considered as regular functions on the curve.

The following classical theorem (see [42]) shows in effect that the ideal of an irre-
ducible curve is generated by the polynomial f which defines the curve itself. If f is not
irreducible it is generated by the radical of the ideal generated by the polynomial f.

Proposition 3.1.2 Let k be a field and let f € k[X,Y] be an irreducible polynomial. If
g € k[X,Y] is not divisible by f then the sistem of equation f(x,y) = g(x,y) = 0 has
only a finite number of solutions.

Lemma 3.1.3 An irreducible curve C defined over a number field K is absolutely ir-
reducible if and only if the field K is algebraically closed in the field K(C) of rational
functions of the curve C with coefficients in K, that is K(C)NK = K, where K is a
fized algebraic closure of the field K.

Proof : Let C' = Cy, where f € K[X,Y] is irreducible and let K(C) = K(z,y).
If f(X,Y) is absolutely irreducible let K(C) = K (z,y). It follows that

[K(C) : K(x)] = [K(C) : K(x)]

By corollary 9.2 of [14] it follows that K(C) and K (z) are linearly disjoint over K ().
Since K and K (z) are linearly disjoint over K it follows that K and K(C) are linearly
disjoint over K which in particular implies that K(C) N K = K.

Conversely if K is algebraically closed in K (C) then K and K (C) are linearly disjoint
over K (see theorem 2 pg. 56 Lang, [27]) and therefore for the tower property (]26],
Prop.1 pg. 50) it follows that K(z) and K(C) are linearly disjoint over K (z) and for
the previously mentioned corollary of [14] we have that [K(C) : K(z)] = [K(C) : K(x)],
which implies that f(X,Y) is irreducible in Q[X,Y]. The following diagram summarizes
the situation:

/
\
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Every algebraic curve is defined over a number field: take the finite extension of Q
generated by the coefficients of the polynomial f(X,Y) € Q[X,Y] which defines the
curve.

Observe also that a curve C' can be defined over a number field K but its set of
K-rational points can be empty, see for example the curve defined by the absolutely
irreducible polynomial f(X,Y) = X2+ Y? + 1 which has no rational points.

The set C(Q) is always infinite (see [20]).

Definition 3.1.4 A point p € Cy is non-singular if at least one of the two derivatives
of f in p is non-zero. A curve C is non-singular if all of its points are non-singular.

The following proposition holds (see [42], chap. 2, §. 5) :

Proposition 3.1.5 An absolutely irreducible curve C' is non singular if and only if its
coordinate ring Q[C] is integrally closed.

If an absolutely irreducible curve C/K is non singular then also K[C] is integrally
closed.

An absolutely irreducible curve C' is a rational curve (also said of genus zero since
the desingularization of C' is a compact Riemann surface of genus zero) if its points can
be parametrized by rational functions of a parameter ¢, that is there exist two rational
functions ¢, 1) € Q(t) such that for almost every points p = (x,y) of the curve (except a
finite number of points) there exists £ € Q such that (z,y) = (©(%),¥(%)).

The parametrization (¢, ¢) is proper if for almost every point p = (z, y) of the curve
there exists exactly one t € Q such that (z,y) = (p(t), ¥ (t)); observe that a parametriza-
tion is proper if and only if the couple of rational functions of the parametrization is
minimal (see paragraph 1.2). By Liiroth’s theorem every rational curve admits a proper
parametrization.

If the components of the parametrization ¢, can be chosen in Q[t] then we say
that the curve is polynomially parametrized or the curve is polynomial. The polynomial
version of Liiroth’s theorem (see theorem 1.1.4) shows that if a rational curve admits a
polynomial parametrization then it admits a proper polynomial parametrization.

3.2 Projective curves

Let P2(Q) = (@3—{(0, 0,0)})/~ be the projective plane over Q with usual equivalence
relation: given z = (xg,x1,22) and y = (yo,y1,¥2) in @3 —{(0,0,0)} we define z ~ y
if and only if there exists A € Q" such that Az = y. We denote z = (¢ : 1 : x)
the equivalence class of = (z0, 21, 22) and P? the projective plane P?(Q). We remind
that P? can be covered by subsets which are copies of A2, for example U; = {(zq :
w1 : x2)| x; # 0}, for 4 = 0,1,2; in particular A? is a subset of P2, through the map
(z:y)— (x:y:1) (if i = 1; likewise if i = 2 or 3); the image points of A? through this
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map are called finite points of P? and the points (g : 21 : 0) are called points at infinity
of P2

Definition 3.2.1 A plane projective curve C is a subset ofihe projective plane P?
defined as the zero-locus of a non-zero homogeneous polynomial f € Q[X,Y, Z]:

6:7?:{(x:y:z)€P2|?(x:y:z):0}

In the same way of affine curves we define points of projective cruves, projective
curves defined over a number field and (absolutely) irreducible projective curves.

Every affine curve can be considered as a subset of a projective curve by homogenizing
the polynomial which defines the curve. If Cy C A? is an affine curve, we define its
projective closure as the projective curve 6? given by the homogeneous polynomial

f associated to f:

F(X,Y,2) = 2% (X /2,Y/Z)

Conversely if 6? C P? is a projective curve we define its dehomogeneization with
respect to Z as the curve Cy C A? given as the zero-locus of the polynomial f(X,Y) =
f(X,Y,1) (this in the case when Z does not divide f). From a geometric point of view,
the projective curve 6? is the topological closure of C'y in P? with respect to the Zariski
topology (if we see Cy C A? in P? through the immersion A? < P? defined above; see
42]). B

If C is a curve we call points at infinity of C' the elements of C'— C': they correspond
to the points of P! which satisfies f3(Xo, X1) = 0, where f; is the homogeneous part of
highest degree of the polynomial f which defines the curve C. So the number of points
at infinity of an affine curve are equal to the number of irreducible distinct factor of the
homogeneous component of f of highest degree. Obviously we have C' = C N A2.

A point p € C is non singular if there exists i € {1,2,3} such that p € U; and p is
non singular for the affine curve U; N C.

We have to pay more attention to the definition of rational function field of a irre-
ducible projective curve C. Let f,g € Q[X, Y, Z] be two homogeneous polynomials of the
same degree such that g € I(C): then f/g is a well-defined function in the points of C
where g # 0. The set of all these functions is a ring Og; the quotient of O« for the max-
imal ideal Mz of the funtions f/g € O such that f € I(C) is the field Q(C) of rational
functions of C' (we identify two rational functions f/g and f'/g’ if ¢'f — gf’ € I(C)).

JFrom now on we assume that our curves, affine or projective, are absolutely irre-
ducible.
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3.3 Rational maps between curves

Now we define map between curves; first we treat the case of affine curves, then the
case of projective curves.

o Affine case

Definition 3.3.1 Let C1 and Cy be curves. A rational map from Ci to Cy is a map
¢:Cr— Co

such that there exist ¢1,¢p2 € Q(C1) such that for each p € Cy where ¢1,¢2 are both
defined we have ¢(p) = (¢1(p), d2(p)) € C2.

If K is a number field and C1,Cs are defined over K, the map ¢ is defined over K
if o1, P2 € K(Cl)

A rational map ¢ : C1 — C5 between two curves is defined over an open set of Cy
(with respect to the Zariski topology of A%(Q)), that is in the points of C; where ¢; and
¢9 are defined. If ¢ is defined over a number field K then it restricts to a map from the
K-rational points of C to the K-rational points of Cy, that is ¢ : C1(K) — Ca(K).

e Projective case

Definition 3.3.2 Let C; and Cy be projective curves. A rational map from Ci to Co
1S a map

¢:Cy— Cy
of the form ¢ = [p1 : 2 : @3] where ; € Q(C1) for i =1,2,3 and for each P € Cy
where {@;} are defined we have ¢(P) = [p1(P) : pa(P) : p3(P)] € 63.
If K is a number field and C1,C4o are defined over K, the map ¢ is defined over K
if there exists A € Q such that \p1, \p2, \p3 € K(C1) (note that ¢ = [Ap1 : Apa : A\p3]).

If ¢ = [p1 : @2 : 3] is a rational map between two projective curves with ¢; =
¢i/1; € Q(C1) and ¢;,1; are homgeneous polynomials of the same degree n;, we consider
the homogeneous polynomial ) = mem{v;} and we multiply the three rational functions
w; by 1. We obtain the following expression for ¢

¢=1[f1:f2: f3]

where f; are homogeneous polynomial of the same degree. If there is some common
factor between the f; we can divide by it in order to suppose that the f;’s are coprime.

Let ¢ : C1 — C5 be a rational map between two irreducible affine curves, where
C; = {(z,y) € A%|f;(x,y) = 0}; suppose also that the projective closure of C; is non-
singular. We want to show that ¢ can be extended to a rational map ¢ : C; — Cs
between the projective closure of Cy and Cs respectively.



48 CHAPTER 3. PLANE ALGEBRAIC CURVES

First of all if such an extension exists then it is unique by lemma 4.1, chap. 1 of [17],
since by 3.3.6 the map ¢ is regular.

If ¢ = (¢1, ), where ¢; € Q(C1) is equal to ;/t;, we set

(XY, Z) = (2i(X/2,Y)2) 2% [ (4i(X/2,Y | 2) 2¥%)) = (X, Y, Z) [y( X, Y, Z)

This rational function is a ratio of two homogeneous polynomials of the same degree
deg(¢;). We then define the map ¢

¢ =1[01:0y:1] = [0y : By : U]

where ¥ = mem{, 15} and 5&,@;,@ are homogeneous polynomials of the same
degree. Since
Y1 P2
) =0
/ (1/11 1ﬂ2)

- —
Fo(¢1,¢2,9) =0

If D C C is the domain of definition of ¢ (the complementary of the set of zero

of ¥; and 19 in C}) then it is immediate to see that for each (x,y) € D we have

oz, y) =d(z:y:1).
If (z,y) is a pole either of ¢; or of ¢o then

we have that

Sy 1) =[Py(x:y:1):dy(z:y:1):0] € Ca—Cy
so the points where ¢ is not defined are sent through ¢ to the points at infinity of
(5, that is the set Cy — Cs.

Cl — 61
Lo
CQ — CQ

It can happen that a point of C; — C; is sent through ¢ to a point of Cy. Take for
example the map ¢ : A — C, where C = {(z,y)|2% + y? = 1}, given by

2t -1
R LR ——
t2+1t2+1
The corresponding map ¢ : P! — C = {(z : y : 2)|2? + y? = 22} is given by

(t:s)— (2ts: t? — 5% : t? + 5°)
We have ¢(1,0) = (0:1:1).
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Proposition 3.3.3 A regular map between two curves ¢ : Cy — Cs is constant or
surjective.

Proof : The proof follows from the fact that ¢ is a finite map since C; and Cy are
algebraic varieties of dimension 1 (see Shafarevich, [42], chap.1 §5.3). O

Proposition 3.3.4 Let C1/K and Cy/K be curves and let ¢ : C; — Cy be a rational
map defined over K, such that ¢(C1) is dense in Cy (we call such a map dominant).

Then the map
¢*: K(Cy) — K(Ch)

© — @ o ¢ is well defined and K(Cy) C K(Ch) is a finite extension of fields.

Proof : The map ¢* : K(C2) — K(C1), ¢ = po ¢, is well defined since ¢, = 0
implies p o @, = 0. It is also injective: if f € K[Cy] such that ¢*(f) = 0 it follows that
flo(c) =0, 80 ¢(C1) C {f(p) = 0} which means Ca = ¢(C1) C {f(p) = 0}.

This map extends in a natural way to a map ¢* : K(Cy) — K(C7) which is an
inclusion of field; this extension is finite since K(C3) and K(C;) have trascendence
degree 1 over K. [

Definition 3.3.5 If ¢ : C1 — C5 is a dominant rational map defined over a number
field K between two curves C1/K,Co/K, then the degree of the map ¢ is defined as the
degree of the extension of fields K(Cs) C K(C1).

Proposition 3.3.6 Let ¢ : C1 — Cs be a rational map between two projective curves;
if p € C1 is a non-singular point then ¢ is defined in p.

For a proof of this simple fact, which uses only that O,, the local ring of C at p, is
a discrete valuation ring, see Proposition 2.1 of [41].

Definition 3.3.7 A non-constant rational map ¢ : C1 — Cs, where C1,Cy are curves,
is called birational if there exists a rational map ¢ : Co — Cy sich that Y o ¢ = Idc, e
po1 = Idc, (on the open set where this functions are defined).

We can say that a rational curve is a curve which is birational to A; (or to P!, if the
curve is projective).

In general a curve C' is birational to a curve C' if and only if their rational function
fields are isomorphic. More precisely there is an equivalence between the category of
absolutely irreducible curve defined over a number field K with morphisms given by
dominant rational map defined over K which are not constant and the category of
algebraic function fields in one variable K/K with KN Q = K and morphisms given by
inclusion of fields which leaves K fixed; this functor associates to a curve C/K the field
K(C) and to a dominant rational map ¢ : C; — Cs defined over K the inclusion of fields
¢* : K(Cy) — K(C1), which restricted to K is the identity.
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3.4 (Geometric points and places

Now we show that geometric points of a non-singular curve correspond bijectively to
valuation rings of the field Q(C') which contain the base field Q; the latter are usually
called places of the curve.

Lemma 3.4.1 Let C be an absolutely irreducible, non-singular curve defined over a
number field K and let p be a point of C; let Op x = {f € K(C)|f is defined in p} the
local ring of C in p with coefficients in K and My x = {f € Op k|f(p) = 0} its mazimal
ideal.

If p = (a,b) then the residue field K(p) = Op /M, Kk is equal to K(a,b) and so it

s a finite extension of K.

Proof : Since K N M, g = {0} then K C K(p). Consider the projection map
7 Opx — Opk/M,k; the image set of 7 is equal to {f(Z,9)|f € Opk}, where
Z =7(z) and ¥ = 7(y) (z and y are elements of O, ).

Take now the minimal polynomials g(7') and h(T) over K of a and b respectively;
the non-zero regular functions g(z) and h(y) are obviously contained M, i, so their
images ¢(Z) and h(y) are zero in K(p). Hence T and g are algebraic over K and they
satisfy the same minimal polynomial of a and b respectively over K. So the field K(p)
is isomorphic to the finite algebraic extension K (a,b). O

A simple consequence of this lemma is the fact that a point p of a curve C/K is
defined over K (that is an elements of C'(K)) if and only if its residue field is equal to
K. The residue field K(p) is also called the field of definition of the point p.

Proposition 3.4.2 Let C be a non-singular, projective and absolutely irreducible curve.
Then the points of the curve are in bijection with the valuation rings of the field Q(C)
which contains the base field Q.

Moreover if C is defined over a number field K, its rational points C(K) are in
bijection with the valuation rings of K(C') whose residue field is isomorphic to K.

Proof : Let p be a point of C, an affine model of C. We associate to p the local
ring of C' in p, that is O, = {f € Q(C)|f is regular in p}, which is the localized of
Q[C] at the maximal ideal of the regular functions of Q[C] which are zero in p. It is
a discrete valuation ring since the curve has dimension one and p is non singular (see
Shafarevich, [42]). This map is injective since there is a bijection between the points of
C and maximal ideals of Q[C] (by Hilbert’s Nullstellensatz theorem).

Conversely let O be a valuation ring of Q(C) = Q(z,y) which contains Q(z); then
A = ONQ(z) is a valuation ring of Q(x) which contains z and it corresponds to an
element 2o € Q (see proposition 1.3.4). Hence x — zq is a generator for the maximal
ideal P = P,, of A = A,,; since by lemma 1.3.5 we can assume that y is integral over
Qlx] then y € O by proposition 1.3.6. So there exists yo € Q such that y — yo € M, the
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maximal ideal of O; then the relation f(z,y) = 0 in Q(C) implies f(x0,%0) = 0 in Q,
and so pyg = (z0,%0) € Cf is the associated point of the valuation ring O.
The point pg is unique, since it is uniquely determined by the maximal ideal
M NQ[z,y]. B
If x € O then it is easy to observe that there exists another affine model C’ of C
such that Q[C'] = Q[2/,y'] C O. O

Let C be an algebraic curve; if S is the set of valuation rings of Q(C) then we
can give a topology to S in order to obtain a compact Riemann surfaces which is the
desingularization of the curve C: there exists a holomorphic map 7 : § — C such that
MSs—r-1(A) : S — 7 1(A) — C — A is biholomorphic, where A is the set of singular points
of C.

For more references see chapter 2 of [26] and also [7].

3.5 Parametrization with rational coefficients

If a rational curve is defined over a number field K it is not true in general that
it admits a parametrization with coefficients in the field K; for example the curve
f(X,Y) = X?+Y?+1 which is rational but C¢(Q) = 0.

If the curve is non-singular and the set of rational points is not empty then there
exists a parametrization with rational coefficients, as the following proposition shows.

Proposition 3.5.1 Let C be a non-singular rational curve, defined over Q and abso-
lutely irreducible. If C' has at least one rational point, then there exists a parametrization
of C which is defined over Q, that is a couple of rational functions (¢, ) with coefficients

in Q such that f(p(t),1(t)) = 0.

Proof : Let p € C(Q) and consider the set

L(p) = {¢ € Q(O)|y has at most a simple pole in p}

This is a vector space over Q and since the curve is rational then by Riemann-Roch
theorem the space L(p) has dimension 2 over Q (see [18]). Its elements are the constants
and functions which have a simple pole in p; the latter correspond to rational maps
from C to A;(Q) of degree 1.

We want to show that there exists a base of L(p) of the form 1,p, where 1 is the
constant function and ¢ € Q(C) — Q. First we observe that L(p) is stable under the
action of the Galois group G = Gal(Q/Q), since p has coordinate in Q: if ¢ € L(p) is
not constant and o € G then o(p) has a simple pole in p(p) = p.

If ¢ € L(p) then there exists a number field K such that ¢ € K(C); without loss of
generality we can suppose that K/Q is a Galois extension. Let a1, ..., a, a base of K
over Q and let Gal(K/Q) = {o1,...,0,}; it is well known that the determinant of the
matrix M = (0;(e))i<i j<n is different from zero (see Lang, [24]).
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Now we define the following rational functions, for j =1,...,n:
gj = Z oi(ajp) = Z oi(o)oi(¢)
i=1,...,n 1=1,....,n

It is immediate to verify that {g;} are invariant under the action of Gal(K/Q), so
they belong to the field Q(C); since the matrix M with coefficients in K is invertible
then it is possible to express o;(¢) (and in particular ¢) as a linear combination with
coefficients in K of g1,...,9, € Q(C). Hence every elements of L(p) is a Q-linear
combination of elements of Q(C). Let ¢ € Q(C) — Q be such that 1, ¢ is a base of L(p)
as a Q-vector space.

To conclude the proof we observe that the rational function ¢ € Q(C) C Q(C)

determines a rational map from C to A;(Q) of degree 1 which is defined over Q; this

map is an isomorphism since C' is non-singular (see 3.3.3). Its inverse ¢ : A1(Q) — C'is
defined over Q and it has the form () = (¢¥1(t), ¥2(t)), ¥1,1%2 € Q(t). O

;From the remarks of the previous paragraphs, in the same hypothesis of the propo-
sition we can find a parametrization (p(t),(t)) with rational coefficients which is also
proper.

More in general if a rational curve has a rational point which is non singular then
it has a parametrization with rational coefficients. Similar arguments if we replace the
field Q with a number field K.

So in effect almost every rational points of the curve can be obtained in terms of a
parametrization with rational coefficients by choosing a rational parameter t.

3.6 Standard parametrization of rational curves

An example of rational curve defined over Q with a parametrization with rational
coefficients is given by f(X,Y) = X? + Y2 — 1, which is parametrized by the rational
functions (p(t),¥(t)) = (2t/(t? + 1), (2 — 1)/(t* + 1)).

This parametrization of the curve Cy has a particular form: each component has the
same denominator (that is they have the same set of poles). This can be done in general
up to birationality.

Proposition 3.6.1 Let C' be an irredgcible curve defined over Q; then there exists a
model C' birational to C such that if Q(C") = Q(2/,y’) then 2’ and y' have the same
divisor of poles.

Proof : The statement means that z’ and y’ have the same set of poles with the

same multiciplicity. Suppose that Q(C) = Q(z,y) and consider the rational linear
transformations ® with coefficients a, b, ¢, d in Q defined on Q(C):

®(z,y) = (2',y) = (az + by, cx + dy)
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such that ad — be # 0 and abed # 0; its image is Q(z/,y") = Q(C).
This map establishes an isomorphism of field Q(z,y) = Q(2’,3’) which corresponds to
a birationality of C' with a curve C’, whose defining polynomial f'(X,Y) is given by
f'(y) = 0.

We want to show that there exist a, b, ¢, d € Q such that the statement of the propo-
sition holds.

We set P, the support of the divisor of poles of  and P, the support of the divisor
of poles of y; let P = P, U P, be the set of poles of z or y. Obviously if p € (P, — P,) U
(Py — P,) then p is a pole for 2’ and y' with the same multiciplicity; if p € P, N P, we
distinguish two cases:

o ordy(xz) = ordy(y) =k

If t is a local parameter in p we write z and y as Laurent expansion in a neighbourhood
of p:
r=—+...+ag+art+...

b
y:t_—kk—i—...—Fbo—l—blt-i-.--

Then ordy(2') = ord,(az + by) = k provided (a,b) & {(u,v)|axu + byv = 0}. Same
arguments for 1.

o ordy(x) # ord,(y)

In this case ord,(z') = ordy(azx + by) = min{ord,(z),ord,(y)} = ordy(cx + dy) =
ord,(y') .

If we choose the coefficients a, b, ¢, d of the map ® outside a finite number of hyper-
planes we obtain what we wanted. [J

Corollary 3.6.2 Let C' be a rational non-singular curve which is absolutely irreducible.
Then there exists a curve C' birational to C such that it admits a parametrization of the
following type:

(p(1), e(t)) = <%01<t> wla))

o(t) " (1)
where 1,11, ¢ € Q[t].

Proof : Suppose that the curve C' is defined over a number field K; by proposition
3.6.1 there exists a model C’ of the curve C such that K(C') = K(z,y) and the rational
functions z and y of the curve C’ have the same divisor of poles.

By hypothesis K(C”) is a purely trascendental field over K of degree one; so there
exists t € K(C") such that K(z,y) = K(t) and = = p(t),y = ¢(t), where ¢, € K(T).



54 CHAPTER 3. PLANE ALGEBRAIC CURVES

Since x and y have the same divisor of poles, and these correspond to the poles of the
rational functions ¢ and v, we have that

(1)
)
~Yu(t)
YO =5

The corollary is proved. [

3.7 Polynomial parametrization of rational curves

The following theorem (see for example [1]) gives a criterium to determine whether
a rational curve C has a polynomial parametrization.

Theorem 3.7.1 Let C be a non-singular rational projective curve and C = C N Us be
an affine model of the curve. Then C admits a polynomial parametrization if and only
if C' has exactly one point at infinity.

Proof : Suppose that C' has a polynomial parametrization ® of the following type
d:A' - C

t = (p(t), (1))

where ¢(t),1(t) € Q[t]; if we compose this map with the canonical inclusion L of A?
in P2, (z,y) — (z : y : 1), we obtain the map t — (p(t) : ¥(t) : 1), from A! to C. By
proposition 3.3.3 the map @ is surjective since ® is regular on Al

C

I

Consider the extension ® of ® at P! as we saw in section 3.3; by proposition 3.3.6,
® is regular at (1 : 0) € P — A! (which is the point at infinity) so ® is surjective by
proposition 3.3.3. This implies that C' — C has only one point, which is given by ®(1 : 0).

Conversely suppose that C — C = {Py} and let ®(t) = (p(t)/d1(t), 0 (t)/P2(t)) be a
parametrization of C'; we have

D(t:s) = (¢t 5) 't 5) : §(t,9))

where ¢', 1/, ¢ are homogeneous polynomials of the same degree n and ® : P! — C'
such that @41 = @. Since P! and C are non-singular and the map ® has degree 1, it is
an isomorphism.
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We have

& (C—-C)={(t:s) ePs(t,s) =0}

and by the previous remark 671(6 — C) has only one point in P'. Hence the poly-
nomial ¢ has the form

¢(t,s) = (at — fs)"

for some o, 3 € Q.
We have

O(t) =0(t: 1) = (¢'(t, 1) - ¢'(t,1) : (ot — B)")
and if (t: 1) # (B/a : 1) we have

NN
() = <<at ~ A (ot - ﬁ)”)

If we compose the map ®(t) with the rational linear function A(t) = 1/t+ 3/« (which

is a birationality of A! with itself) we obtain a polynomial parametrization ® o A(t) as
wanted. [

In general if C is a rational plane curve (singular or not) we have to check that C' —C
has only one point Py and also that the curve is analytically irreducible at Py in order
to obtain a polynomial parametrization.

If Py is non singular then there is only one place at Fy; the converse is not true: take
for example the curve y? = 2% which is singular at the origin but there is only one place
at the origin.

It is useful to rephrase the same result from a completely algebraic point of view.
We have the following proposition (see [13]).

Proposition 3.7.2 Let k be a field and t a trascendental element over k; let z be a
rational function in t, that is an element of k(t).

Then z is a polynomial in t if and only if the valuation ring at infinity O, of k(t)
is the only valuation ring of k(t) over the valuation ring at infinity 0o of k(2).

If this happens then O is totally ramified over 0.

Proof : First we observe that if a valuation ring © with maximal ideal B of k(t) is
above Oy, then 1/z € P, since 1/z is a local parameter of 0.; this means that z ¢ O.
Conversely if a valuation ring O of k(¢) does not contain z then O Nk(z) = 0.

Suppose that O is the only valuation ring of k(t) above 0.; the integral closure of
E[t] in k(t) (which is equal to k[t] since it is integrally closed) is equal to the intersection
of all the valuation rings of k(t) which contain k[t] (see proposition 1.3.6), that is all
the valuation rings of k(¢) with the only exception of O,,. But z belongs to all of them
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because the only valuation ring of k(¢) which does not contain z is O, by the previous
remark.

Conversely let z = f(t) € k[t]; suppose that O, is a valuation ring of k(t) different
from O, which is above 0o. Then 1/z € 9B,, the maximal ideal of O4, so 1/z =
(t—a)"f(t)/g(t), withn > 1e g, f coprime, f(a)g(a) # 0; hence z = 1/(t —a)"g(t)/ f(t)
which does not belong to k[t], contradiction.

The valuation ring at infinity of k(t) has residue field O, /B = k; in the same way
for the valuation ring at infinity of k(z). Hence if O is the only valuation ring above
000, it is totally ramified. [

Proposition 3.7.3 Let C C A? be a rational irreducible curve. Then C admits a poly-
nomial parametrization if and only if there exists a unique valuation ring O of Q(0O)
above the valuation ring at infinity of Q(z).

Proof : As we have already seen we can suppose that y is integral above Q[z], so
the set of poles of y is contained in the set of poles of . By hypothesis there exists ¢t € Q
such that Q(C) = Q(t); then there exists a unique valuation ring O of Q(C) above the
valuation ring at infinity of Q(x) if and only if  has a unique pole Py on C which is
pole also for y (the only rational functions of a curve which does not have poles are the
constants).

With same reasonings of theorem 3.7.1 we can compose with an automorphism of
P! = C to bring P, at infinity, so # and y are polynomials in a parameter t. (]

We can also say that the curve C' has only one place at infinity if and only if there
is only one place of Q(C') which does not contain the coordinate ring Q[C] of the curve.

Of course if C is a rational projective curve, there can be affine models of C' with
a polynomial parametrization and other affine models which do not have a polynomial
parametrization. For example the projective curve C = {(X : Y : Z) € P?|XY = Z?}
has the affine model C, = {(z,y) € P?|lzy = 1} which does not have a polynomial
parametrization; instead the affine model C, = {(z,z) € P?|z = 22} has a polynomial
parametrization.



Chapter 4

Curves of Schinzel

The problem of this chapter is to characterize pairs (f,S), where f € Q[X,Y] is an
irreducible polynomial and S is an infinite subset of Q such that for all  in S there
exists y in S such that f(z,y) = 0.

We shall see that in the case of rational curves this problem is related to the
parametrization of image set of rational functions (or polynomials, if the curve has
a polynomial parametrization).

4.1 Introduction

We give the following definition:

Definition 4.1.1 A polynomial f(X,Y) € Q[X,Y] has the Schinzel’s property (SP)
if there exists an infinite subset S = Sy C Q such that for every x € S the equation
f(z,Y) =0 has a solution y € S.

This lemma is straightforward.

Lemma 4.1.2 Let f € Q[X,Y] and suppose that f is symmetric (that is f(X,Y) =
f(Y,X) ) and C¢(Q) is infinite. Then f has the SP with S = p1(C¢(Q)), where
p1: Cr(Q) — AY(Q) is the projection on the first coordinate.

Let f be a polynomial with SP; from the property of the set S we can construct
sequences of elements of S in the following way.

Let xg € S: there exists x; € S such that f(xg,x1) = 0. Since z1 € S there exists
xo € S such that f(z1,22) = 0, and so on. If there exists k,m € N, k < n such that
T = X, then we say that {z,},cn is a preperiodic sequence; if k = 0 the we call it
periodic sequence. In the other case, if {x, },en goes on without repetition, then we call
it infinite sequence.

We can also recursively define the set S as :

o7
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So ={z0 € Q[Fz1 € Q s.t.f(20,71) = 0} = p1(C(Q))

S = {3}0 € Sy E| X9 € Q S.t.f(:l:l,zl:g) = 0} = {x() S S[)‘l’l € S()}

S, = {1'0 € Sp_1 Ei Tna1 € Q S.t.f(.%'n,.%n_H) = 0} = {:L'o € So’xl S Sn—l}

Note that for each n € N we have S, C S,,_1.
We can set

S= () Sa (4.1)

Now we use the following theorem of Faltings, which proved a conjecture by Mordell
(see [18]):

Theorem 4.1.3 (Faltings) Let C' an irreducible curve defined over Q. If C(Q) is
infinite then the genus of C' is 0 or 1.

We cite also the following theorem due to Siegel which deal with the case of curves
with infinite integer points (see [39]).

Theorem 4.1.4 (Siegel) Let C be an irreducible curve defined over Q. If C(Z) is
infinite then the genus of C' is 0 and the desingularization C' of C has at most two points
at infinity.

By Falting’s theorem if f(X,Y) is an irreducible polynomial with Schinzel’s property
then its associated curve has genus zero or one. In this chapter we consider only the
case of genus zero curves.

_Itf (X,Y) defines a rational curve, by definition there exist rational functions ¢, 1) €
Q(t) such that

fle(t), ¥(t)) =0

We may assume that

o v, 9 € Q(t) since Cr(Q) is not empty and there exists a non singular point of
the curve in Ct(Q) since there are at most a finite number of singular points (see
section 3.5)

e the couple (¢, 1) is minimal (see the definition in section 1.2)
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We impose also that ¢(t),1(t) are polynomials, which it is equivalent to say that the
desingularization of the curve C' has only one point at infinity (see section 3.7).

In the case of rational curves whose polynomial has Schinzel’s property we reduce
the problem to the study of parametrization of the set of rational values of a rational
function with another rational function.

More precisely, let (¢(t),1(t)) be a fixed parametrization of a rational curve
C = {(z,y) € A%|f(x,y) = 0}; then there exists an infinite subset S’ of the rational
numbers such that

S={p®)t €S}

since S is a subset of the projection on the first coordinate of the set of rational
points of the curve, which is equal to {¢(t)|t € Q}.

By an argument similar to the one of the previous paragraph, for each tg € S’
the point (¢(tg), ¥ (tg)) is in C, with ¥(tp) € S. So there exists t; € S’ such that
P(to) = @(t1); since t; € S’ there exists t2 € S’ such that (1) = ¢(t2) and so on.

Hence if (p(t),1(t)) is a parametrization of a rational curve with Schinzel’s property,
we have that

P(S") € o(S)

for some S’ infinite subset of the rational numbers.
We conjecture that there exists r € Q[t] such that

So we have the following:

Conjecture 1
Let (o(t),%(t)) a minimal couple of rational functions with rational coefficients and
let S an infinite subset of the rational numbers such that

P(S) C (S)
Then there exists r € Q(t) such that ¢(r(t)) = ¥(t).

Of course conjecture 1 is true when S = Q or also S = Z (for example by Hilbert’s
irreducibility theorem). Moreover if in these cases we have that 1(S) = ¢(S) then there
exists a linear r € Q(¢) such that o(r(t)) = ¥(t).

Conjecture 1 implies this other one:

Conjecture 2
Let f(X,Y) an irreducible polynomial with rational coefficients and with Schinzel’s
property. Let S C Q be the set as defined in (4.1).
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If the curve C = {(z,y) € A?|f(x,y) = 0} is rational then there exists a parametriza-
tion of C' of the form

flp(),p(r(t))) =0

where ¢ and 7 are rational functions, and the set S is equal to {p(¢)|t € Q}.

If we do not suppose that the couple (¢(t),(t)) is minimal then our first conjecture
is false. For example take the polynomials

p(t) = t?

V()= —t? +1

This couple of polynomials is not minimal since [Q(¢) : Q(p, )] = 2. It can be
immediately seen that there is no rational function r such that ¥ (t) = ¢(r(t)) (note that
r should have degree one).

If we set S = m1(C¢(Q)), where f(X,Y) = X?+Y? — 1, we see that (5) = ¢(S).
In particular the polynomial ¢)(X) — ¢(Y") has Schinzel’s property.

So in case of rational curves we have reduced the problem to the study of bivariate
polynomials with separated variables (that is ¢¥(X) — ¢(Y')) with Schinzel’s property.

JFrom the example of the introduction we can take rational functions r(t), s(t) € Q(t)
and define the irreducible minimal polynomial f(X,Y’) such that f(r(t),r(s(t))) = 0;
this polynomial has the SP, and the set S'is {r(¢)|t € Q} (or also {r(t)|t € Z}). The map
t+— (r(t),(s(t))) is a minimal parametrization of the curve Cy = {(z,y) € A?|f(z,y) =
0} which, by construction, is a rational curve.

Lemma 4.1.5 If (p,9) and (p1,v¢1) are minimal parametrizations of f(X,Y) =0 and
Y =poh then 1 =10

So this lemma shows that Conjecture 2 is independent of the chosen parametrization
of a rational curve.

4.2 Symmetric case

The following proposition shows the connection between rational symmetric curves
and polynomials with Schinzel’s property.
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Proposition 4.2.1 Let f(X,Y) € Q[X,Y] be an irreducible polynomial and suppose
that the curve C = {(x,y) € A®|f(x,y) = 0} is rational. If f is symmetric then f has
Schinzel’s property and there exists a parametrization of the form

fle(t),(a(t))) =0
Conwversely if there exists such a parametrization then f has Schinzel’s property with

S =A{e@)t € Q}.

Proof : Denote © the automorphism of A? such that O(z,y) = (y,z); note that it
is an involution: © 0 © = Id.

Let ® : AY(Q) — Cf be a parametrization of the curve C, with ®(¢) = (p(t), (1)),
©,v € Q(t) and inverse A(z,y), A € Q(x,y). Since by hypothesis ©(C) = C, then
®® = O o & is another parametrization of C' with inverse \® = X\ o0 ©.

Let P = ®(t) = (¢(t),%(t)) be a point of the curve C; since

PO =0(P) = 2°(t) = (1(t), (1))

is another point of C' and ® is a parametrization, then there exists ¢ € Q such that
®(t) = PO, except for a finite number of cases. But

t=AP®)=Xx0d%1t) =A% 0 ®(t) = a(t)

where a(t) € Q(2).

Hence ®(a(t)) = ©(P(t)), so ¥(t) = p(a(t)) and ®(t) = (p(t), ¢(a(t))); the set S is
equal to {p(t)|t € Q}.

If the curve C has a parametrization defined over Q (see chapter 4) then S C Q
otherwise it is contained in the number field K generated over Q by the coefficients of
¢(t) and a(t). O

The following corollary is an immediate consequence.

Corollary 4.2.2 In the same hypothesis and notation of the previous proposition, a(t)
has the following expression:

with o, 3,7 € Q e o® + By # 0.

Proof : Note that

aoa(t)=Xo®®)o(Aod®) =0 (@®oXP)od=Noldod =1Id(t) =1t

S0 a is an involution: it is a rational function of degree one and it can be easily
proved that a has the desired expression. [
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Corollary 4.2.3 Let f(X,Y) € Q[X,Y] be an irreducible polynomial and suppose that
the curve C = {(z,y) € A?|f(x,y) = 0} is rational.

Then f is symmetric if and only if there exist p,a € Q(t) with dega =1 and a® = Id
such that (p(t), p(a(t)) is a parametrization of C.

Proof : The ’only if’ part has already been proved in the previous proposition.
The ’if” part follows from the next two lemmas. [

Lemma 4.2.4 Let f(X,Y) € Q[X,Y] be an irreducible polynomial and let

C ={(z,y) € A?|f(z,y) = 0}

be the associated curve in A%2(Q). Then f is symmetric if and only if there exists an
infinite subset A C C' such that for every (x,y) € A we have (y,x) € C.

Proof : This lemma follows immediately from proposition 3.1.2: it is sufficient
to consider the irreducible curves C' and C' = {(x,y) € A2|g(z,y) = 0}, where the
polynomial g(X,Y) = f(Y, X) is irreducible too. Since by hypothesis C N C” has infinite
points it follows that f and g divide each other, so they are equal since they have the
same degree. The lemma is proved. [J

Lemma 4.2.5 Let r,s € Q(t) be two rational functions and f(X,Y) € Q[X,Y] be the
minimal polynomial such that f(r(t),r(s(t)) = 0. If s(t) is an involution then f is
symmetric.

Proof : If s(t) in an involution then s~!(¢) is well defined and is equal to s(t). So if we
set 7 = s(t) we have

Flr(s(),r(t)) = f(r(7),r(s7H (1)) = f(r(7),r(s(r))) = 0

So for the previous lemma f is symmetric.

Since the rational function s(t) has degree one it determines a birationality of Al
with itself. [

Lemma 4.2.6 Let k be a field and f(X,Y) € k[X,Y] be the minimal polynomial such
that f(r(t),r(s(t))) =0, forr,s € k(t). If f is symmetric then degs(t) = 1.

Proof : Since f is symmetric then deg (f) = degy (f). The statement follows from
lemma 1.2.1. O
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4.3 Kubota’s results

The only known result in this direction so far are the followings theorems by Kubota
(see his articles [21], [22] and [23]).

The main contribution of Kubota in [21] was to show that the following conjecture
of Narkiewicz was false (see [33]): let f, g two polynomials in Q[T] and S C Q infinite
such that f(S) = g(9); then deg(f) = deg(g).

Theorem 4.3.1 (Kubota) Let f and g be two polynomials in Q[T], with deg(g) >
deg(f), and suppose that there exists an infinite subset S of Q such that g(S) C f(S). If
every component of the curve g(X)— f(Y) =0 containing an infinity of points of S x S
has a polynomial parametrization, then g = f o h for some h € Q[T].

This theorem is based on the following other one (see [23]):

Theorem 4.3.2 (Kubota) Let f(X) —g(Y) € Q[X,Y], where deg(f) # deg(g); then
every component of the curve {(x,y)|f(x) = g(y)} which admits a polynomial parametriza-
tion is of the form f1(X) — g1(Y), for some polynomials f1,q1 € Q[T].

Theorem 4.3.3 (Kubota) Let f and g be two polynomials in Q[T], with n = deg(f)
and m = deg(g); suppose also that there exists an infinite sequence S = {sp}neny C Q
such that g(sn) = f(sp+1) for alln € N. Then m > n.

The following theorem deals with the case of equal degree. A (f,g) — cycle is a finite
set A = {a;}i=0,..n such that g(a;) = f(ai+1) forall i =0,...,n—1 and g(ay,) = f(ao).
Note that a (f,g) — cycle is also a (g, f) — cycle.

Theorem 4.3.4 (Kubota) Let f and g be two polynomials in Q[T], with deg(f) =
deg(g); suppose also that there exists an infinite subset S of Q such that f(S) = g(S)
with #{(f,g) — cycles} < co. Then there exists a linear polynomial h(t) € Q[t] such that

g=/foh.
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Chapter 5

Parametrization of integer-valued
polynomials

5.1 Introduction
The set of integer-valued polynomials is defined as

Int(Z) = {f(X) € Q[X] | f(Z) C Z}

(see for example [6]). It is a Z-module which contains the ring of polynomials over
Z. Tt also contains the binomial polynomials

(X) XX -1)... (X —(n—1))

n) = n!
where n € N.
The following theorem, due to Polya, holds

Theorem 5.1.1 The set Int(Z) is a free Z-module. The set of the binomial polynomials
{(if)] n € N} is a basis of Int(Z).

For a proof see [32] or [6].

More explicitly if f € Int(Z) has degree n then we have

100 =105 ) + 850 (7 ) + -+ anro) ()

where Ag(X) = g(X) — g(X + 1) and this expression for f as Z-linear combination
of ()f ) is unique.

Given a polynomial f € Int(Z) we want to parametrize the set of integer values of f
over Z (that is the set f(Z)) with a polynomial with integer coefficients in one or several
variables. We give the following definition.

65
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Definition 5.1.2 Let f(X) be an integer-valued polynomial.
We say that f(Z) is Z-parametrizable if there exists m € N and a polynomial
g € ZX] =Z[Xy,...,Xm] such that f(Z) = g(Z™).

As an example consider the integer-valued polynomial f(X) = X(X —1)/2. We
define the following polynomials with integer coefficients

g1(X) = f(2X)
92(X) = f(2X +1)

Since Z = PU D, where P is the set of even integers and D is the set of odd integers,
it follows that f(Z) = f(P)U f(D) = g1(Z) U g2(Z). But f(X) = f(1 — X) so we have
that g2(X) = f(—2X) = g1(—X) so g1 and g2 have the same values over the integers
and f(Z) can be parametrized by a single polynomial with integer coefficients in one
variable.

It is crucial that f has a symmetry axis of this kind, that is f(h(X)) = f(X), where
h(X)=1- X, and h swaps P with D; this implies that f(P) = f(D).

Here we state the main theorem of this chapter.

Theorem 5.1.3 Let f € Int(Z) be of the form f(X) = F(X)/N where F € Z[X] and
N € N is minimal.

If N is divisible by a prime number different from 2 then f(Z) is not Z-parametrizable.

If N =2" where n € N, and f(Z) is Z-parametrizable then there exists € Q which
is the ratio of two odd integers such that f(X) = f(—=X + 3).

The set f(Z) is equal to g(Z) for some g € Z[X] if and only if f(X) is an integer
coefficient polynomial or it belongs to Z[X (b — X)/2] for some odd integer b.

The content of a polynomial f € Z[X] is defined as the greatest common divisor
of the coefficients and it is denoted with cont(f); the hypothesis on N means that
(N, cont(F)) = 1. The ring Z s is the localization of Z at the prime ideal (2) C Z; so 3
is an element of ZZ‘Q), the group of invertible elements of Zs).

Observe also that if f(X) = F(X)/N with N € N and F € Z[X] such that
(N, cont(F)) =1 then f(X) is an integer-valued polynomial if and only if F(Z) C NZ.

In a paper of Frisch (see [15]) the author deals with parametrization of subsets of
7ZF with integer coefficient polynomials and integer-valued polynomials. In an another
article of the same author and Vaserstein (see [16]) it is showed that the subset of Z3
of pythagorean triples is parametrizable by a single triple of integer-valued polynomials
in four variables, but it cannot be parametrized by a single triple of integer coefficients
polynomials in any number of variables. Our theorem shows that there exist subsets of
7, parametrizable by an integer-valued polynomial which are not parametrizable by an
integer coefficient polynomial in any number of variables.

The theorem 5.1.3 will be proved in several steps.
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We need the following theorem by Siegel (see [39] or [25]):

Theorem 5.1.4 (Siegel) Let f € Q[X,Y] be an irreducible polynomial such that
degy (f) > 2. Let Q2 be the set

Q={neZ|IqeQst. f(n,q) =0}

If B e RZO then
#(QN [-B, B]) = O(B'/?)

In particular the set ) has zero density, that is

i #(Q0[=B.B)

B #(ZN[=B,B) "

5.2 Linear factors of bivariate separated polynomials

Given a non-constant polynomial f € Z[X], we define the polynomial in two variables

f(X) = [(Y)
X-Y
We remark that f(X) — f(Y) as a polynomial in the variable Y over the ring Q[X]

is separable (for instance by the derivative criterion). This implies that it has distinct
irreducible factors in Q[X,Y].

Fr(X,Y) =

Proposition 5.2.1 Let f € Z[X]. If for all n € Z there exists ¢ € Q such that
F¢(n,q) =0, then there exists 3 € Q such that f(X) = f(—X + ).

Proof : Let Fy(X,Y) = [[,_; ,9i(X,Y) be the factorization of Fy in Q[X,Y]
and let d; be the Y-degree of the factor g; € Q[X,Y] for i = 1,...,s. For each positive
constant B € R we define the sets

Zip={n€Zl|n|<B ,3qeQ st gi(n,q) =0} (5.1)

For those indexes i such that d; > 2, each of the sets Z; p has cardinality O(B'/2) (this
follows from Siegel’s theorem 5.1.4). Since by hypothesis ZN[-B, B] = ,_; _, ZiB, it
follows that there exists j € {1,...,s} such that d; = 1, which means that g, (X,Y) =
Y — Q;(X) where Q; € Q[X].

Since F(X,Y) divides f(X)— f(Y) it follows that f(X) = f(Q;(X)) so deg(Q;) =1,
that is Q;(X) = aX + § with o, € Q. From the equality f(X) = f(aX + () we
deduce that o« = £1. If @ = 1 then it follows immediately that 5 = 0 (a non constant
polynomial cannot be periodic) but this possibility has to be excluded since X — Y is
an irreducible factor of f(X) — f(Y') that has been removed in F¢(X,Y). As we have
remarked f(X) — f(Y) has distinct irreducible factors.
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So we have that f(X) = f(—X + ). Observe that the corresponding sets Z; p are
equal to ZN[-B,B|. O

We easily get the same conclusion if there exists a constant M € R~ such that for
all n € Z, |n| > M, there exists ¢ € Q such that F¢(n,q) = 0.

Corollary 5.2.2 Let f € Q[X]. Then f(X)— f(Y) € Q[X,Y] has at most two linear
factors.

Proof : Observe that X — Y divides f(X) — f(Y) for all f € Q[X].
If @ € R is chosen out of a bounded set, the set

Lo ={7€Qlf(v) = f(@)}

has at most two elements, according to the parity of deg(f), since f is definitely
strictly increasing-decreasing. So for |a| > 0 the set I'y, has cardinality two if and only
if deg(f) = 0 (mod 2) and there exists § € Q such that f(X) = f(—X + ) (see the
remark after the previous proposition).

If f(X)—f(Y)=]]gi(X,Y) is the factorization then f(X) — f(a) = [[0:i(X, ),
where o € R is chosen out of a bounded set. If f(X) — f(Y) had more than two linear
factors then f(X) — f(«) would have more than two roots which is impossible.

We give also another direct proof of the last fact.
If f(X)=f(—X+01) = f(—=X+ ), where 1 # (o, then if we set T'= —X + 3] we

have that f(T') = f(T — 1+ (2), which is true if and only if —3; + §2 = 0 (a polynomial
cannot be periodic), which leads to a contradiction. O

5.3 Preliminary results

Definition 5.3.1 Let K be a number field and f € K[X] = K[X1,...,X.] of the form
X)) =) aX!
where i = (iy,...,im) € N™ and Xt = X0 .. Xim,
Let v be a valuation of the field K and | |, the associated norm. The Gauss norm

of f is defined as (see [34], pg.119):

1F ]l == max{asly }
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The Gauss norm coincides with | |, over K. If v is a non-archimedian valuation the
Gauss norm is multiplicative on K[X] by Gauss Lemma, since we have the equality

£l = [cont(f)lo

Moreover if z € O}, where O, C K is the valuation ring of v, then it follows that

[f (@) < £l

Lemma 5.3.2 Letp € N be a prime, let f € Z[X|—pZ|X], letg € Z| X | =Z[X1,..., Xn]
and let Q € Q[X] be such that

QX)) = pg(X)

Then there are two possibilities: either

_ap + pR(X)
QX) = OT

where ag € Z, R € Z[X], R(0) = 0 and D € N is such that p { D, or there exist
algebraic numbers &, in the splitting field K of f over Q, a non-archimedian valuation

v of K above p with valuation ring O, such that v(w) =1 and £ &€ O,,, and a polynomial
R(X) € O,[X] such that

Q(X) = &1+ mR(X)).
Proof : Let K be the splitting field over Q of the polynomial f(X) and let v be a

valuation of K over the valuation v, of Q with valuation ring O, C K and uniformizer
7 (that is v(7) = 1). In K[X] the polynomial f factorizes in the following way

f(X)=co H(aiX - B3i)
i
where ¢y € K , a;,3; € O, such that («;,3;) = 1 (remember that O, is integrally
closed in K since it is a valuation ring). Note that ¢y € Z — pZ since the product of
primitive polynomials is a primitive polynomial in O,[X] by Gauss Lemma (O, is a

UFD and K is its quotient field); so the content of f is ¢, and ¢ is an integer because
[ € Z[X]. Since by hypothesis f € Z[X] — pZ[X] then p{ ¢p. Then

foQ(X) = co [[(uQ(X) = 5:)
i
and applying the Gauss norm relative to the valuation v

1f 0 QX)]lv = H | Q(X) — Billo = llpg(X)[lo <1
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So there is an index j such that ||o;Q(X) — Bj]|» < 1 which implies

1Q(X) — &llo < layly" (5.1)

where &; = 3;/a; € K is the corresponding root of f.
Suppose Q(X) = ;5 ;. X* where a; € Q.

First we consider the case 7 { j, which implies |o|, = 1 and [|Q(X) — v < 1.

We have |a;|, = |a;|, < 1 for each i > 0 and |ag — &;|, < 1. (From the first inequality
we deduce that all the coefficients of @) (except the constant term) are elements of pZy),
where Z, is the localization of Z at the prime ideal (p).

Let us focus on the second inequality. If a9 = a/b, where a,b € Z are coprime
integers, we have

a;a — bﬁ]
bO[j

_ laja — bBjv

<1
[0l

b qy v

since ||, = 1.

Suppose that p|b or equivalently |b|, = |b|, < 1. Then we have |oja—bg;|, < |b|p, < 1:
this is impossible since a is coprime with b which implies |ajal, = |ojlv]al, = 1. Hence
p1band so the constant term of @ belongs to Z).

So in this case the polynomial @ has the following form

Q) = IS

where R(X) € Z[X] with R(0) =0 and D € Z with p{ D, as we stated.
Suppose now that w|a; which implies 7 { 3;, since a; and ; are coprime. Hence

|Bilv =1 and & = B;/a; € O,, which means |¢;|, > 1.
(From equation (5.1) we have

1Q = &illo < 1&5v-

We deduce that a; = {7, for i@ > 0 and ag = &;(1 + 7"%ug) where n; > 0 and
u; € OF. So there exists a polynomial R € O,[X] such that

Q(X) = &(1 +mR(X))

as we want to prove. [

Observe that in the second case of the lemma for all x € Z™ we have that

Q@)lp = [€5lo[1 + TR(@)]0 = [§il0 = k> 1
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since 1 +mR(z) € O}, where k is a constant independent from the polynomial @) and
the integer vector z. If Q(X) = Qp(X)/D, where Qp € Z[X] and D € Z such that
(D, cont(@p)) = 1, this implies that |Qp(z)|, <1 is constant for all z € Z™ and p|D.

This condition is weaker than the second one contained in the lemma: take for
example the polynomial (X2 +1)/2 which is 2-adically constant but it is not of the form
of the second case of the lemma.

Lemma 5.3.3 Let H € Q[Y] and let T be the set

T={neZl3yeZmst.n=H(y)}

Let v be a non-archimedean absolute value of Q which extends a p-adic absolute

value | |, of Q.
If T is dense in Q for the topology induced by | |, then for all v € Q we have the
mequality

X =l < IH =7l

Proof : Let v be an algebraic number and let n € T. Then we have n — v =
(H — ’y)(yn) and so

n =l <[H =7l

since Y, € 7.

We define 7y = || H — 7/l,.

If |y|y > 1 then |y[y = [n — 7]y < 74

If |y]y < 1 then ry > 1 otherwise we have |n — |, < 1 for every n € T. But this
means that n is constant modulo the valuation v: this is absurd because T' C Q is dense
for | |,. In fact let @ € T be fixed, then for all n € T" we have

|n_ﬁ|p:|n_ﬁ|v: n—v+v—"nl, <max{|n — |y, [y =7} <1

so T would be contained in a single residue class modulo p.
So we have r, > max{1, |y|,}, which implies that

H =Allo =1y 2 [ X =l

This proves the lemma. [J
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5.4 Main results

The following proposition generalizes the example shown in the introduction.

Proposition 5.4.1 Let f € Int(Z) be of the form f(X) = F(X)/2 where
F € Z|X] — 2Z[X]. If there exists an odd integer b such that f(X) = f(—X +b) then
f(Z) is Z-parametrizable.

Proof : Observe that f € Int(Z) is equivalent to F/(Z) C 2Z. In particular 2 divides
agp, the constant term of F'(X).
We define the following two polynomials

91(X) = f(2X), g2(X) = f(2X +1)

These polynomials have integer coefficients, in fact if f(X) = (3 ;5 @i X '+ ag)/2
where a; € Z for ¢ =0, ...,n, then

(X) =) a2’ X" + ag)/2
i>1

and it is obviously a polynomial in Z[X]. For the second polynomial we have

205(X) =) ai2X +1)' +ag = a;+ag (mod 2Z[X]) = fo(1) =0 (mod 2Z[X])

i>1 i>1

which means that g2 € Z[X].

Since Z = P U D, where P is the set of even integers and D the set of odd integers,
then f(Z) = f(P)U f(D) = g1(Z) U g2(Z). Now we want to show that ¢;(Z) = g2(Z).
The following equality holds

92(X) = f(=2X —1+1)

Since b —1 =0 (mod 2) then gy has the same image over Z of g1 (if n € Z then for
m=mn+ (1 —1>b)/2 € Z we have g1(n) = g2(m)). O

The fact is that the map h : X — —X + b swaps the odd integers with even integers
and moreover f(h(X)) = f(X), as we have already remarked.

Proposition 5.4.2 Let ¢ € N let f € Int(Z) be of the form f(X) = F(X)/q where
F € Z|X] and (cont(F),q) = 1.

If ¢ = 2%, where a € N—{0} and f(Z) is Z-parametrizable, then there exists 3 € ZE‘2)
such that f(X) = f(—=X + ).

If q is a prime different from 2 then f(Z) is not Z-parametrizable.
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Proof : Suppose that there exists g € Z[X] such that f(Z) = g(Z™).
Since g(Z™) C f(Z) then by Hilbert’s irreducibility theorem (see [39]) there exists
Q € Q[X] such that f(Q(X)) = g(X). Therefore we can write

F(Q(X)) = pg(X) (5.2)

where p is equal to 2 if ¢ = 2% and p = ¢ if ¢ is a prime different from 2.
From the inclusion f(Z) C g(Z™) we have that for every n € Z there exists z,, € Z™
such that f(n) = g(z,,); from this fact and equation (5.2) we deduce

F(n) = F(Q(z,)) (5:3)

Therefore for all n € Z the couple (n,Q(z,)) € Z x (Z/D), where D € Z is the
denominator of @), is a point of the plane curve

Cy={(z,y) € A*|F(z) = F(y)}
Let

F(X)-F(Y)=]]g(X,Y)
i€l

be the factorization of F(X) — F(Y) over Q[X,Y] (remember that there is at least
one linear factor and at most two of them). From (5.3) we have

2= J{neZ|(n.Q,) € Ci}

i€l

where C; is the plane curve {(z,y) € A%|g;(x,y) = 0}. For i € I we define the sets

Ti={neZ]|(n,Qz,)) € Ci}

The sets T;, for ¢ € I, cover Z. For every B € R, B > 0, and 7 € I we also define the
sets T; p = T; N [—B, BJ; they cover Zp, where Zp =Z N [-B, B|.

If I’ is the subset of I of those indexes i such that the Y-degree of ¢;(X,Y) is greater
or equal than 2, then by a theorem of Siegel (see [39]) we have

#( Zip) = 0(B'?)
iel’

where B varies over the real positive numbers and Z; g’s are the sets defined in
(5.1). Since for every i € I we have T p C Z; p then #(T; ) = O(B'/?) fori € I'. In
particular J,cp T; p is a set of integers of density zero.

So we focus our attention on the remaining sets T; for i € I — I'. They correspond
to linear factors of the polynomial F(X) — F(Y).

Equation (5.2) implies that we can apply lemma 5.3.2.
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%@, where ag € Z,

Suppose that we are in the first case of lemma 5.3.2: Q(X) =
R € Z[X], R(0) =0 and D € N such that pt D.
Let us say that for ¢ = 0 the corresponding factor go(X,Y) is X — Y. Then for all

n € Ty we have

ao + pR(z,,
n=0Q(,) = OD()
which implies
Dn = ap + pR(z,,) (5.4)

and considering this last equation modulo p we obtain

n=aoD" (mod p)

where D' € Z such that DD’ =1 (mod p).
So we have obtained that

To C{n€Z|n=ayD" (mod p)} (5.5)

that is Tp is contained in a single residue class modulo p. Therefore #(Ty ) < B/p.

As B goes to infinity we have that Ty g U UZ-E 1 Ti,p does not cover Zp (because
the function B — B2 — B/p is definitely positive). By proposition 5.2.1 it follows
that there exists 8 € Q such that F(X) = F(—X + (), that is I = I' U {0} U {io}
and g;,(X,Y) =Y 4+ X — 3. From corollary 5.2.2 there are no other linear factors of
F(X)—-F(Y) in Q[X,Y]. We suppose that ig = 1.

For all n € T1; we have

n=-Qlz,) +#= 0TI | g
and
Dn = —(ao + pR(z,,)) + D (5.6)

which in particular implies that D3 = D” € Z and 3 € Z(p), since pt D. Considering
as before this equation modulo p we obtain

n=—ayD +D"D" (mod p)

hence

Ty c{n€Zln=—aD +D"D" (mod p)} (5.7)

and T} is contained in a single residue class modulo p.
If p = 2 then D"D’" # 0 (mod 2), otherwise by (5.5) and (5.7) Ty and T; would be
contained in the same residue class, so there would be a residue class not covered by

Uicr Ti- Hence if p = 2 we have that 3 € ZE‘Q).



5.4. MAIN RESULTS 75

For each B > 0 we have

0= #ZB_ #(Uie[ Ti,B) >
#2Zp— #(Ujer TiB) —#(To,B) — #(Tiy,B) =
B-  BY>  -B/p-B/p=
P=2p_pi2
p

If p is a prime different from 2 we have a contradiction: the sets T; p for i € I does
not cover Zp as B goes to infinity.

In the second case of lemma 5.3.2 we have that for every & € Z™ the value |Q(z)|,
is a constant greater then one. Then the set Ty g is empty since the equation

n=Q(z,)

has no solution: |n|, <1 for every n € Z but |Q(z,,)|, > 1.

As before by proposition 5.2.1 there exists f € Q such that f(X) = f(—-X + ).
Therefore Z = T;,U(U,cp T3) and T;, contains an Hilbert set, the complement of | J;.; Z;,
which is dense in Q for each p-adic absolute value | |, (see Corollary 2.5 of chapter 9 of
[25]). Hence we can apply lemma 5.3.3 to the polynomial —Q(X) + 5 and the set T;,:
for all v € Q we have that

X =7l <1 =@+ 8 =7l (5-8)

where v is a valuation in Q which extends the p-adic valuation of Q.
Let

F(X)=c[[(x-4&)

be the factorization of F((X) in Q and fix a valuation v of the splitting field of f over Q
over the p-adic valuation of Q.
We have the following relations (here we use inequality (5.8)):

1Fl = el [T 1IX = &illo <
ol [TII =@+ 5 =&l =
leo [T(-Q + 8= &)l =
IF(=Q+B)llo =

[E(@)l, =
lpgll» < 1

but this is a contradiction since F' € Z[X] — pZ[X].
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Therefore in the second case of lemma 5.3.2 the sets T; p for ¢ € I do not cover Zp
as B goes to infinity (even in the case p = 2). O

If f eInt(Z), f(X) = F(X)/2% is such that f(Z) is Z-parametrizable, then the first
case of lemma 5.3.2 holds: in equation (5.2) the polynomial Q(X) belongs to Z)[X].

Moreover, if Q(X) = %@ such that ag =1 (mod 2) we have that

g@):ﬂQ@W:fPQQU+m:f<ﬂ%ﬂ;mﬁw>

since f(X) = f(=X+ ), with 3 € Z,,, and D3 € Z. Observe that a =1 (mod 2).

Hence in any case we may assume that Q(X) € 2Z[X], that is Q(X) = 2R(X)/D.
Moreover we have

Z=TyUTyUT (5.9)

where Ty C 2Z, Ty C 2Z + 1 and T = | J,cj» T; has zero density.
If n € Ty then n = 2k for some k € Z; by (5.4) we have for all k € Z except for a set
of density zero that

Dk = R(z) (5.10)

for some x € Z™.
If n € Th then n = 2k + 1 for some k € Z; by (5.6) we have for all k € Z except for a
set of density zero that

Dk = —R(z) + (D3 — D) /2 (5.11)

for some x € Z™.
We set a = (D8 — D)/2 € Z and we remark that o # 0 (mod D).

Corollary 5.4.3 Let f € Int(Z) be of the form f(X) = F(X)/N where N € N and let
F € Z[X] be such that (N, cont(F)) = 1. If there exists a prime p different from 2 such
that p|N then f(Z) is not Z-parametrizable.

Proof : Suppose that f(Z) is Z-parametrizable and let p be a prime factor of N,

different from 2. Since Int(Z) is a Z-module then g(X) = %f(X) € Int(Z) and ¢(Z) is

Z-parametrizable, too. But this is in contradiction with proposition 5.4.2. [J



5.4. MAIN RESULTS 7
5.4.1 Case f(Z)=g(Z), with g € Z[X]

In this section we characterize integer valued polynomials f(X) such that f(Z) is
parametrizable with an integer coefficient polynomial g(X) in one variable.

If f € Int(Z) is such that f(Z) = g(Z) for some g € Z[X], then there exists 8 € Z—27Z
such that f(X) = f(—=X + (), as the following corollary shows.

Corollary 5.4.4 Let f € Int(Z) — Z[X] be of the form f(X) = F(X)/2% where F' €
Z|X] —2Z[X] and a € N — {0}.

If there exists B € Z?Z) — 7 (that is: [ is the ratio of two odd integers) such that
f(X) = f(—=X 4+ B) then f(Z) is not Z-parametrizable with an integer coefficient poly-
nomaal in one variable.

If f(Z) = g(Z) for some g € Z[X] then there exists an odd integer b such that
[(X)=f(=X +0b) and ¢'(X) = f(2X) € Z[X] 1is such that f(Z) = ¢'(Z).

Proof : Suppose that there exists § € Za) — Z such that f(X) = f(-X + 7).
We remark that

FX) = fY)=(X =YX +Y =) [[a(X.Y) (5.12)
el
where for each i € I the polynomial g; € Q[X, Y] is irreducible and degy-(g;) > 2.
Suppose also that there exists g € Z[X] such that f(Z) = ¢g(Z). Then by Hilbert’s
Irreducibility theorem there exist o, § € Q such that

9(X) = f(aX +9)

Moreover lemma 5.3.2 and proposition 5.4.2 imply that o, d € Zy), with a € 2Zy).
Let us write & = ag/ag, with (ag,a2) = 1, and e = 1 (mod 2). Without loss of
generality we may suppose also that ag,a; > 0 (if g(X) parametrizes f(Z) then also
g(—X) parametrizes f(Z)).

Since f(Z) C g(Z) we have that for each n € Z there exist m € Z such that

f(n) =g(m) = f(am+6)
We define the sets of integers

To ={n € Z| n=am+ 9 for some m € Z}
Ty ={n €Z|n+am+ = ( for some m € Z}
Th={neZ3iclmeZst gin,am+J) =0}

By (5.12) we have Z = Ty U Ty U Ty; by Siegel’s theorem 5.1.4, Th is a subset of Z

of zero density. We saw in the proof of proposition 5.4.2 (see also (5.9)) that Ty and Ty
cannot be empty.
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For n € T} there exists m € Z such that n = am+ 0; if we multiply this last equation
by ag we have that asd € Z.

For n € Tj there exists m € Z such that n + am + § = 3. Hence aof3 € Z, as we
have already seen in proposition 5.4.2. Since we are assuming that 3 ¢ Z and «g is an
odd integer we have that as > 3.

Since ¢(Z) C f(Z) we have that for each n € Z there exist m € Z such that

g(n) = flan+9) = f(m)

Like before we define the sets of integers

So={n € Z| an+ § = m for some m € Z}
S1={n€Z an+d+m = g for some m € Z}

So={ne€Zl Jicl,meZs.t. gi(an+dm)=0}

By (5.12) we have Z = SyUS1USs. For all i € I we define ¢/(X,Y) = gi(aX+4,Y) €
Q[X, Y] which is an irreducible polynomial of degree in Y greater or equal to 2; by Siegel’s
theorem 5.1.4, S is a subset of Z of zero density.

If n € Sy we have an + § € Z, hence ajn + dag = 0 (mod as) (remember that
dag € Z), so

n = —d0agk (mod az)

where k € Z, ka; =1 (mod aw) (such k exists since a1 and g are coprime).
For each n € S; we have an + 3§ — 3 € Z so

n = —d0agk + fazk (mod ag)

(remember that fas € Z).
Since ao > 3 there are residue class modulo gy which are not covered by Sy or Si:
contradiction.

In particular, if f € Int(Z)—Z[X] is such that f(Z) = g(Z) with g € Z[X], then there
exists an odd integer 3 such that f(X) = f(—X + ). Moreover g(X) = f(aX + §),
where o = 2 and 0 € Z. In fact o € Z (otherwise Sy, S1,S2 do not cover Z), which
implies that 0 € Z, since for each n € Ty we have that n — am = 9, for some m € Z.
Moreover for each n € Ty we have that n = —§ (mod «) and for each n € T} we have
that n = — ¢ (mod «). If a # 2 there are residue classes which are not covered by Ty
and T7.

We may also assume that 6 = 0. In fact in general if f € Q[X] such that f(X) = f(b—X)
for some odd integer b = 2m + 1 then f(2X + J) € Z[X] for some integer ¢ if and only
if f(2X) e Z[X]. If § =0 (mod 2) then f(2X +0) = f(2(X + k)) = g(X) € Z[X]; then
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g(X—k) = f(2X) € Z[X]. Tf6 =1 (mod 2) then f(2X +8) = f2(X +k)+1) = g(X) €
Z[X]; then g(—X —k+m) = f(—2X +b) € Z[X]. And this implies that f(2X) € Z[X].
Finally it is easy to observe that if g(X) = f(2X + 0) parametrizes f(Z) for some 6 € Z
then h(X) = f(2X 4 ¢') € Z[X] parametrizes f(Z) for every ¢’ € Z. O

Proposition 5.4.5 Let f € Int(Z) — Z[X].
Then f(Z) = g(Z) for some polynomial g € Z[X] if and only if there exists an odd
integer b such that f(X) = f(—X +0b) and f(2X) € Z[X].

Proof : If f(Z) = g(Z) with g € Z[X], then there exists b € Z — 2Z such that
f(X) = f(—X +b) (proposition 5.4.2 and corollary 5.4.4). We can assume that
9(X) = f(2X) (see corollary 5.4.4).

If there exists an odd integer b such that f(X) = f(—X +b) and f(2X) € Z[X] then
we define g(X) = f(2X). We have that Z = (2Z)U(2Z+1), so f(Z) = f(2Z)U f(2Z+1).

We have f(h(X)) = f(X), where h(X) = —X + b. Then

F(2Z) = F(h(2Z)) = F2Z + 1)
So £(Z) = ¢(z). O

Note that for all f € Int(Z) of the form f(X) = F(X)/2 we have that f(2X) € Z[X].
If f(X)=F(X)/2", n > 1, the condition f(X) = f(b— X), for some integer b = 1
(mod 2) is not sufficient in order for f(Z) to be equal to g(Z), for some g € Z[X].
For example take the polynomial f(X) = X (X —1)(X —2)(X — 3)/8.

Lemma 5.4.6 Let b € Z. Then we have

{feZIX][ f(X) = f(=X +b)} = Z[X (b - X)]

Proof : The inclusion D is obvious.

Let f € Z[X] be such that f(X) = f(—X +b). We remark that the degree n of f(X)
is an even integer 2m. We prove that f € Z[X (b — X)] by induction on m.

Since the map o : X — —X + b is a homomorphism of the ring Z[X] in itself, we
may suppose that f(0) = f(b) =0 (we write f(X) = (f(X) — f(0)) + f(0)).
If m = 1 we obviously have that f(X) = aX(b — X), for some a € Z. Let now the
statement holds for every polynomial of degree less than 2m and take a polynomial
f(X) of degree 2(m + 1) such that f(X) = f(—X +b). We have that

J(X) = X(b = X)g(X)

where g(X) € Z[X] of degree 2m such that g(X) = g(—X +b), since o(X(b— X)) =
X (b — X). By inductive hypothesis g(X) = P(X (b — X)), for some P € Z[T]. The
lemma is proved. [
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Lemma 5.4.7 Let b be an odd integer and a a positive integer. Let f(X) = F(X)/2%,
where F € Z[X]| — 2Z[X], F(X) = F(—=X +b), such that f(2X) € Z[X].
Then a < deg(f)/2.

Proof : We remark that the degree of f is an even integer 2m. We prove that a < m
by induction on m. Let m = 1, then by lemma 5.4.6

FX) = F;LX) _ A (X (b —2aX)) + A

where Ay, A1 € Z. By hypothesis on F(X) we have that A; and Ay are not both
even integer. So

A1(2X(b—-2X A A A
f2X) = 12X (b D+ _ L x(bh—2x)+ 20
2a 92a—1 2a
This polynomial belongs to Z[X] if and only if @ = 1 (note that since Ay = 0
(mod 2%) then A; =1 (mod 2); moreover b =1 (mod 2), so b — 2X is primitive).

Let now the statement holds for those polynomial f(X) of degree less or equal to 2m
and consider now f(X) = F(X)/2% of degree 2(m + 1). If a = 1 we are done. Suppose
now a > 1.

We have that

F(X) = ng() _ X(b2— X) (;Exl) N FZ(S)

where G € Z[X] of degree 2m such that G(X) = G(b— X). Since f(2X) € Z[X]| we
have that F'(0)/2* € Z; hence G ¢ 27Z[X]. We have

2X(b—2X) G(2X)  F(0) G(2X) | F(0)

f(QX) = 2 2@-1 + 2a 2&—1 2a
and this belongs to Z[X] if and only if G(2X)/2°"! € Z[X] (since X(b — 2X) is
primitive). By inductive hypothesis applied to the polynomial G(X)/2%~! we have that
a — 1 <m. The lemma is proved. [

= X(b—2X)

Lemma 5.4.8 Let f € Q[X], f(X) = F(X)/N where N € Z, F € Z[X]| such that
(N,cont(F)) =1. Let f(2X) € Z[X]. If p is a prime different from 2 then pt N.

Proof : We remark that f(2X) € Z[X] if and only if F(2X) € NZ[X].
Let us write F'(X) = ap, X™ + ...+ ag, where a; € Z for i = 0,...,n.
By hypothesis for each prime ¢ which divides N we have that || F||, = max{|a;|,} = 1.
Suppose now that there exists a prime p different from 2 such that p|N.
If G(X) = F(2X) we have |G|, = max{|a;2'|,} = max{|a;|,} = 1. Hence G ¢ ¢Z[X],
so G ¢ NZ[X]: contradiction. J
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Lemma 5.4.9 Let f € Q[X] be such that f(X) = f(—=X +b) for some odd integer b
and f(2X) € Z[X]. Then f € Int(Z).

Proof : We have to prove that f(Z) C Z. The proof easily follows from the fact
that

J(Z) = JRZ)U 2L+ 1)

It is clear that f(2Z) C Z. We have to show that f(2Z + 1) C Z. But this follows
from the fact that f(2Z +1) = f(2Z+1+b) = f(2Z). O

We summarize the previous three lemmas in the following proposition.

Proposition 5.4.10 Let f € Q[X] be such that f(X) = f(—X +b) for some odd integer
b and f(2X) € Z[X]. Then we have that f € Int(Z) and f(X) = F(X)/2* for some
integer a such that 0 < a < deg(f)/2.

Note that if f € Int(Z), f(X) = F(X)/2% such that f(X) = f(b—X) for some integer
b it is not true in general that f € Z[X (b — X)/2]. Take for example the polynomial

fix) - XX 1)();_ 2)(X — 3)

which satisfies f(X) = f(3 — X) but does not belong to Z[X (3 — X)/2].

Proposition 5.4.11 Let b be an odd integer. Then we have

{f emt(Z) | F(X) = F(=X +b), f(2X) € ZIX]} = Z [XU)—X)}

2

Proof : Let us call Sy the set of the left member.

If feZ[X(b— X)/2] it is clear that f € S.

Let now f € Sp. Observe that deg(f) = 2m for some m € N.

By lemma 5.4.8 we have that f(X) = F(X)/2%, for some a € N and F € Z[X]. If
a > 1 we assume that F ¢ 2Z[X], that is f(X) is written in reduced form.

We prove by induction on m that f € Z[X (b — X)/2].

Let m = 1; if a = 0 we are done, since Z[X (b — X)] C Z[X (b — X)/2]. Suppose that
a > 1; by lemma 5.4.6 we have F(X) = A1 X (b — X) + Ay for some Ay, A1 € Z. Then

X(b-X) A
T T

Since f(2X) € Z[X] we have that Ag = 0 (mod 2), so Ay = 1 (mod 2) (because
F ¢ 27Z[X]). In particular a = 1, so f € Z[X(b— X)/2].

f(X) = A
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Let now the statement holds for those polynomial in S, of degree less or equal to 2m
and take a polynomial f € S of degree 2(m + 1). If a = 0 we are done; otherwise we
have (again by lemma 5.4.6):

_XO-X)GX) | A

f(X) o 2 9a—1 + 2a

where Ay € Z and G € Z[X] of degree 2m, such that G(X) = G(—X +b). As before
Ap =0 (mod 2), so G & 2Z[X]. We set g(X) = G(X)/2°7L.
We have

G2X) Ao
2(1—1 2a

F(2X) = X(b - 2X)

and this polynomial belongs to Z[X] if and only if g(2X) = G(2X)/2%! € Z[X] (the
polynomial X (b — 2X) is primitive). We summarize the properties of g(X):

e g € Int(Z), by lemma 5.4.9
* 9(X) =g(=X+10)

e g(2X) € Z[X]

Therefore we may apply inductive hypothesis to g(X): g(X) = P(X(b— X)/2), for
some P € Z[T]. Hence f(X) = P'(X(b— X)/2), where P'(T) = TP(T) + F(0).
The proposition is proved. [

The following theorem characterizes integer valued polynomials f(X) such that
f(Z) = g(Z) for some g € Z[X].

Theorem 5.4.12 We have

{f € nt(Z)| (Z) = g(Z) for some g € Z[X]} = Z[X]| | <

U 2[4

be27+1

Proof : If f € Z[X (b — X)/2], where b is an odd integer, then f € Int(Z). We also
have that f(X) = f(—X +b) and f(2X) € Z[X], so by proposition 5.4.5 we are done.

Conversely let f € Int(Z) — Z[X] (the case f € Z[X] is obvious) be such that
f(Z) = g(Z) for some g € Z[X]. We saw in proposition 5.4.5 that there exists an odd
integer b such that f(X) = f(—X +b) and f(2X) € Z[X]. By proposition 5.4.11 we
have f € Z[X (b — X)/2]. The theorem is proved. O
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5.4.2 General case

In this last section we show that there exist integer valued polynomials f(X) such
that f(Z) is Z-parametrizable with an integer coefficient polynomial g(X) which has
more than one variable, but f(Z) # g(Z) for every g € Z[X].

Lemma 5.4.13 Let f(X) = p* X (p*X — a)/2, where p is a prime different from 2, k a
positive integer and a an odd integer such that (a,p) = 1. Then f € Int(Z) and f(Z) is
Z-parametrizable.

Proof : It is easy to verify that f € Int(Z), since a and p are odd.
We define the polynomial

2
o

where v € 7Z is such that (—1)*y = a (mod p¥), with o = (a — p*)/2 € Z. Let us
write a — (—1)*y = pF A, for some A € Z.

We define g(X1, X2) = f(Q(X1, X2)). It is easy to check that g € Z[X1, Xa].

We state that f(Z) = g(Z?). We remark that

Q(X1, Xs) = — (pF Xy +4(XEF~D _ 1yky

k 2k a
FX) = F(V) = 5 (X =)@ X +pMY —a) = P (X = V)(X 47 = )

Let n € Z; we claim that there exists m = (m1,mg) € Z? such that

f(n) = g(mi,mz) = f(Q(m1,m2))

If n = 2h for some h € Z, then we set m = (h,1); in this case we have that

n = Q(m)
If n =2h + 1 for some h € Z, then we set m = (—h + A, 0); in this case we have
a
n=-Q(m)+ —
(m) o

Conversely, let m = (my,mz) € Z?. Then there exists n € Z such that

g(m) = f(Q(m)) = f(n)

In fact if mg #Z 0 (mod p) then ((m5)P~1 — 1)¥ = 0 (mod p*), by Fermat’s little
theorem. Therefore
2k k
Q(m) = ﬁ(p my +p M) =2(m1 + M)
for some M € Z. We choose n = 2(m; + M) so we have that
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Q(m) =n
_ k(p—1) _ k E(p=1) _ 1\k — (_1\k
If my = 0 (mod p) then ms = 0 (mod p®), and so (my 1) = (-1)
(mod p*). Hence

Q(m) = ;k(p’“m + (=D)*y + pF M)

for some M € Z. We choose n = 2(—mj — M + A) + 1 so we have that

a
Q(m)=-n+ —
(m) o
The lemma is proved. [

If f(X) = pFX(p*X —a)/2 with k& > 1, we remark that f(X) = f(-X + a/pF).
Hence by corollary 5.4.4 the set f(Z) is not equal to g(Z), for every g € Z[X]. We can
also use theorem 5.4.12: since f(X) does not belong to Z[X (b — X)/2], for every odd
integer b, then f(Z) # g(Z), for every g € Z[X].

Corollary 5.4.14 Let p be an odd prime, k a non negative integer and a an odd integer,
coprime with p. Then

7 [p’“X (p"X —a)

5 ] C {f € Int(Z)| f(Z) is Z-parametrizable}

Proof : The statement follows easily from the previous lemma and from the fact
that if f(Z) is Z-parametrizable and P € Z[X], then P(f(Z)) is Z-parametrizable. [J

Lemma 5.4.15 Let f(X) = bX(bX — a)/2, where a and b are odd coprime integers,
both different from zero.
If f(Z) is Z-parametrizable then b = p*, where p is a prime and k € Z, k > 0.

Proof : Note that f € Int(Z) and f(X) = f(—X + (), where 3 = a/b.
Suppose that b = bybe, where by, by € Z — {£1} such that (b1,be) = 1. Suppose also
that f(Z) = g(Z'™), for some g € Z[ X1, ..., X, = Z[X].

We saw in proposition 5.4.2 that ¢(X) = f(2R(X)/D), for some R € Z[X] and
D € Z which is odd and (D, cont(R)) = 1 (see also the remarks after proposition 5.4.2).

Since ¢g(Z™) C f(Z) we have that for each x € Z™ there exists n € Z such that

where Q(X) = 2R(X)/D.
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We have that f(X) — f(Y) = (b?/2)(X —Y)(X +Y — 3). Hence

FQUX) — F(¥) = L (Q(X) ~ V)(@Q(X) +Y - )

We define the sets

So={z €Z™| Q(z) =m for some m € Z} = {x € Z | R(z) = Dk for some k € Z}

S1={ze€Z"| Q(z) =—m+ [ for some m € Z} = {z € Z™ | R(z) = —Dk + « for some k € Z}

where a = (D — D)/2 € Z (see also (5.10) and (5.11)). So Z™ = Sp U S;.
We recall that since f(Z) C g(Z™) then Z = Ty U Ty, where

To={n€Z|n = Q(z) for some z € Z™}

T ={neZ|n=—-Q(z)+  for some z € Z™}

We remark that S; # 0 since T; # ), for ¢ = 0,1. Moreover, if i € {0,1} and
z € S;, then 2/ € S; for all 2’ = z (mod D) (which means x; = z; (mod D) for all
j=1,...,m).

Since Tj is not empty we saw in (5.6) that DS € Z, that is D = bb' = bbb/,
where b € Z. Moreover o # 0 (mod D) (see remarks after proposition 5.4.2) and
a =1V (a—"b)/2 with (b,(a —b)/2) = 1; we can find two coprime factors dy,dy of D such
that D = dydy and o # 0 (mod d;) for i = 1, 2.

Let z € Sy, that is R(z) =0 (mod D): then R(z) =0 (mod dy).

So R(z') = 0 (mod d;) for all 2’ = z (mod dy). For such z'’s we have that 2’ ¢ 51,
since @ Z 0 (mod dy). So 2’ € Sy for all 2’ =z (mod dy).

Therefore R(z') =0 (mod ds) for all 2’ =z (mod dy).

We state that for all y € Z™ we have R(y) =0 (mod dz). In fact if we consider the
natural projection map ;

- 7" — (Z/d1Z)m

and the isomorphism (because (da,d;) = 1)

o: (Z)Z)™ — (Z)dZ)™
z — dax

We have

m(y —z) = (m((2)) = dom1(2)

for some x € Z™. Hence
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y—z=doT+di7

for some ¥’ € Z™. If we set 2’ = & + d1Z’, we have that R(y) = R(z') (mod dy).
But 2z’ = 2 (mod dy), so R(y) = 0 (mod dy). Since a # 0 (mod dp) this would imply

that S1 is empty, contradiction. [

For example this lemma shows that the polynomial f(X) = 15X (15X —1)/2 is in

Int(Z), f(X) = f(—X 4+ 1/15) but f(Z) is not Z-parametrizable.
From corollary 5.4.14 and the previous lemma we can state the following conjecture.

Conjecture
We have

U =z [p’“X(p’;X - a)]

{f € Int(Z)| f(Z) is Z-parametrizable} = Z[X] U
a€2Z+1, p#2
(a,p)=1, k>0

where p runs over the set of odd primes.

The inclusion D follows from corollary 5.4.14.
If f € Int(Z) — Z[X] is such that f(Z) = g(Z™) for some g € Z[X], then proposition
5.4.2 shows that:

o f(X)=F(X)/2" for some n > 1 and F € Z[X]| — 2Z[X]

e there exists 3 € Z, such that f(X)=f(-X+7)

5.5 Number field case

We give a conjecture in the number field case.
Let K be a number field with ring of integers Ox. We define the set

Int(Ox) ={f € K[X]| f(Ok) C Or}

Definition 5.5.1 Let f € K[X] be an integer-valued polynomial, that is f € Int(Ok).
We say that f(Ok) is Ok-parametrizable if there exists m € N and a polynomial

g € O X]k[X1,...,Xm] such that f(Ok) = g(OR).
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This lemma is a generalization of lemma 5.3.2.
Lemma 5.5.2 Let f € Og[X], g € Og[X], a € K such that

HQX)) = ag(X)

Let v be a non archimedean valuation of K with uniformizer m and valuation ring
O, such that v(a) > 1, ||fll. = 1.
Then there are two possibilities: either

ag + TR(X)
X = —
where ag € Oy, D € O}, R € O,[X], R(0) = 0 or there exist algebraic numbers &, n’

in the splitting field K' of f over K, a valuation v’ of K' above v with valuation ring
Oy such that v(7') =1 and £ € Oy, and a polynomial R(X) € Oy [X] such that

QX) = {1+ 7' R(X)).

Conjecture:

Let f € Int(Og) — Ok [X] be of the form f(X) = F(X)/a, where F' € Og|[X]| and
a € Ogk.

Let v a non archimedean valuation of K such that v(a) > 1 and ||F||, = 1. Suppose
also that f(Og) is Ox-parametrizable.

Then N(v) = ¢ = p! (the cardinality of the residue field of v) is less or equal than
the number of linear factors of f(X) — f(Y) in the ring K[X,Y].
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