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Abstract

In the context of Information Communications Technology (ICT), the major
challenge is to create systems increasingly small, boarding more and more intel-
ligence, hardware and software, including complex communicating architectures.
This requires robust design methodologies to reduce the development cycle and
prototyping phase. Thus, the design and optimization of physical layer commu-
nication is paramount. The complexity of these systems makes them difficult
to optimize, because of the explosion in the number of unknown parameters.
The methods and tools developed in past years will be eventually inadequate to

address problems that lie ahead.

Communicating objects will be very often integrated into cluttered environments
with all kinds of metal structures and dielectric larger or smaller sizes compared
to the wavelength. The designer must anticipate the presence of such barriers in
the propagation channel to establish properly link budgets and an optimal design
of the communicating object. For example, the wave propagation in an airplane
cabin from sensors or even an antenna, towards the cockpit is greatly affected
by the presence of the metal structure of the seats inside the cabin or even the
passengers. So, we must absolutely take into account this perturbation to predict

correctly the power balance between the antenna and a possible receiver.

More generally, this topic will address the theoretical and computational elec-
tromagnetics in order to propose an implementation of informatics tools for the
rigorous calculation of electromagnetic scattering inside very large structures or
radiation antenna placed near oversized objects. This calculation involves the
numerical solution of very large systems inaccessible by traditional resources.

The solution will be based on grid computing and supercomputers.

Electromagnetic modeling of oversized structures by means of different numer-
ical methods, using new resources (hardware and software) to realize yet more

performant calculations, is the aim of this work.

The numerical modeling is based on a hybrid approach which combines Transmis-
sion-Line Matrix (TLM) and the mode matching methods. The former is applied
to homogeneous volumes while the latter is used to describe complex planar

structures.



In order to accelerate the simulation, a parallel implementation of the TLM
algorithm in the context of distributed computing paradigm is proposed. The
subdomain of the structure which is discretized upon TLM is divided into several
parts called tasks, each one being computed in parallel by different processors.
To achieve this, the tasks communicate between them during the simulation by

a message passing library.

An extension of the modal approach to various modes has been developped by

increasing the complexity of the planar structures.

The results prove the benefits of the combined grid computing and hybrid ap-
proach to solve electrically large structures, by matching the size of the problem
with the number of computing resources used. The study highlights the role of
parallelization scheme, cluster versus grid, with respect to the size of the problem

and its repartition.

Moreover, a prediction model for the computing performances on grid, based on
a hybrid approach that combines a historic-based prediction and an application
profile-based prediction, has been developped. The predicted values are in good
agreement with the measured values. The analysis of the simulation performances
has allowed to extract practical rules for the estimation of the required resources

for a given problem.

Using all these tools, the propagation of the electromagnetic field inside a complex
oversized structure such an airplane cabin, has been performed on grid and also
on a supercomputer. The advantages and disadvantages of the two environments

are discussed.
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Chapter 1

Introduction

1.1 Background and motivation

Nowadays, the advances in wireless and microwave communication systems have drastically
increased the development of portable electronic devices (PEDs), such as cellular phones,
laptops, etc. This implicitly increased the necessity of their usage more and more, in different
environments, existing the risk of the electromagnetic interference (EMI) phenomena with
other crucial communication systems.

In this scenario are also the PEDs inside the airplane. Their operation on board is still
considered a potential EMI source for the communication and navigation airplane systems.
However, the aircraft manufacturers are interested to offer more services to their passengers.
Installing a wireless network on board, would permit to passengers to use their new portable
devices over the internet. Also, a wireless network would replace the existing on-board cables
reducing the weight of the aircraft and gaining space on board. Many research works related
to the potential risk of wireless networks inside the airplane are carried out.

An electromagnetic simulation model is much cheaper and flexible than an experimental
approach, but needs fast and accurate numerical simulation techniques. An airplane cabin
is a complex environment for the electromagnetic field propagation prediction. Most of
the full-wave computational electromagnetics techniques require discretization of the entire
computational domain. When dealing with a complex and large structure as the airplane
cabin, the computational resources of the most powerful computers are limited.

The limits imposed by the traditional computation architecture are the memory and time

constraints.

1.2 Objectifs and contributions

The main objectif of this thesis is to give a solution to the rigorous calculation of the

electromagnetic scattering inside very large and complex structures such as an airplane

1



1. INTRODUCTION

cabin, process involving the numerical solution of a large number of unknowns unaffordable
by traditional resources.

To achieve this, a hybrid modeling approach is implemented, since a conventional full-
wave electromagnetic simulation would require enormous amount of computational resources.
This numerical tool uses a rigorous method - Transmission-Line Matrix (TLM) - and a modal
approach. The former is applied to homogeneous volumes while the latter is used to describe
complex planar structures as a multiport surface impedance, according to diakotics proce-
dure. Also, a multimodal approach has been developped in order to increase the complexity
of the planar structures.

This hybrid approach saves large computational resources, because a simulation using a
rigorous method for the whole structure would be crucial, due to the large electrical size of
the planar structures. This numerical hybrid tool is validated by analytical curves and also
by HFSS results.

The second very important research contribution is the implementation of the parallel
TLM algorithm in order to take full advantage of the parallel and distributed architectures,
as the cluster, computational grid and supercomputer. The TLM /modal hybrid tool and the
TLM parallel approach permit to realize fast and full-wave simulations of large and complex
structures that are not possible even with the most powerful personal computers.

Thus, subdomains of the structure discretized upon TLM are divided into several parts
each one being computed in parallel by different processors that exchange between them
messages to fulfill the job, based on message passing libraries. The experiments show the
benefits of the parallelization scheme on cluster, grid and supercomputer with respect to the
size of the problem and its repartition.

Also, another contribution is represented by the development of a time prediction model,
based on the profile of the application, that allows a safe reservation of the computational
resources on grid environment. Rules for the estimation of the required resources to compute
a given structure with a certain efficiency have been shown.

Using all these results, the electromagnetic computation of an airplane cabin with seats
has been possible. In brief, this research work deals with the electromagnetic computation of
large and complex structures, such as an airplane cabin, by means of a parallel TLM /modal

hybrid numerical approach efficiently deployed on parallel computing systems.

1.3 Structure of the thesis

This thesis is organized as follows. In Chapter 2, a synoptic overview of the numerical
modeling applied in electromagnetism is presented, focusing on the main analytical and
numerical issues in computational electromagnetics.

Chapter 3 gives a short presentation of the parallel and distributed computing systems

2



and of the computing platforms used to launch experiments during this research work.
This chapter highlights grid technologies and their multidisciplinary nature providing an
extremely powerful tool for scientists motivating them to migrate their applications on a
such large and complex scale system. Also, the historic and profile based time prediction
model for the computation time required by the experiments on grid, is given.

Chapter 4 describes the theory behind the TLM method and the possible error sources
and corrections. Symmetrical condensed node structure with or without derivations is pre-
sented, focusing on the scattering matrix. Also, a short presentation on Mode Matching
method is given.

The time-domain hybrid based on computing domain decomposition according to diakotic
procedure is outlined in this chapter. The volume subdomains are discretized upon TLM and
the planar structures subdomains are modelled by modal approach. The two subdomains
are joined together by relating the tangential electromagnetic fields at the interface between
the two subdomains, based on an integral equation (IE) formulation: the field on the volume
subdomain surface to the active modes of the planar subdomains.

Chapter 5 presents the parallel approach which combines the numerical hybrid method
based on TLM and modal approach, implemented in the previous chapter, with computa-
tional grid and supercomputer, to run fast and full-wave electromagnetic simulations of large
and complex structures. This chapter describes numerous experiments performed on cluster,
grid and supercomputer and focuses on the performance gained by the parallel computation,
with respect to the size of the problem and its repartition.

Also, some aspects related to the application implementation and computing platform
which directly influence the computing performance, such as data precision, communication
modes between processes, memory contention, cache misses are outlined. Chapter 5 presents
also tools for the estimation of the simulation time and for the required number of resources,
that have been developed based on the TLM algorithm to efficiently use the computational
grid.

In Chapter 6, the TLM /modal hybrid approach described in Chapter 4 and the parallel
approach and prediction model given in Chapter 5 are used to simulate, on grid and super-
computer, the propagation of the electromagnetic field inside a real complex and supersized

structure - an airplane cabin with seats.
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Chapter 2
Computational Electromagnetics

In this chapter, a short introduction to numerical modeling and computational electromag-
netics (CEM) is outlined. A not exhaustive classification of numerical methods in CEM is ex-
posed with a brief overview of the main analytical and numerical issues. Finally, the chapter
is concluded comparing two well-known differential equations methods, as Transmission-Line

Matrix and Finite-Difference Time-Domain.

2.1 Numerical Modeling

Numerical modeling is a very useful tool for the computation of the physical phenomena by
means of computers. A model helps us to calculate and test different scenarios mathemat-
ically, in order to predict what will happen in a given situation in reality. Modeling is a
process aimed for the developping of a simplified mathematical model of a complex reality.

The challenge in modeling is to develop an understanding of the complex physical reality
as a conceptual model [61]. Then, the defined concept is put in a mathematical form in
order to get a numerical result and to understand the risks of the model.

Modeling is a process that can uses numerical methods to explain more complex things.
According to the nature of phenomena to describe, the model can have different complexity
degrees. So, the computational capacity of a machine to deal with the corresponding model
can be quickly reached. At this level, the informatic resources play an important role in
perfecting the process of modeling.

A modeling methodology applicable in a very large area can be summarized in the fol-

lowing steps, [77]:
e conceptualization means the observation and the analysis of the physical principles;
e formulation - physical principles are put in a mathematical form;

e numerical implementation - the matematical form is put in an algorithm form for a

digital computer;



2. Computational Electromagnetics

e computation - coding the algorithm in a computer programming language:;

e validation - the results are checked for numerical and physical credibility.

In more detail, conceptualize means defining the purpose of the model, collecting the existing
information in the corresponding domain and defining a conceptual model of the phenomena
in study; in initial phase, the model should be as simple as possible; the complexity can be
increased step by step, as the model is validated. In the formulation step, starting from the
concept and using mathematical tools, the model is given in a mathematical form based on

fundamental theory.

The main purpose of the numerical implementation of the model is determining a solution.
In order to obtain an analytical solution, the mathematical formulation established the
step before is applied to a geometrical domain defined in the context of a set of boundary
conditions and a collection of material properties. For a numerical solution, the model has
to be discretized and implemented using a programming language interpretable by a digital
computer. The analytical solution and the numerical one have to be verified with other

sources from the literature or measures.

Analysing the numerical results, there are a lot of problems which can alterate the so-
lution: roundoff, convergence, numerical oscillation, numerical dispersion, space and time

discretization. Finally, the results are checked against the physical reality.

Simple models used together with computer modeling tools enhance the engineering
experience to understanding complex phenomena. In order to realize all these steps, in
numerical modeling are required many skills as physicist and engineer skills, mathematical
skills, numerical analysis skills, computer scientis skills for the computation and also good

interpretation skills for the results.

2.2 Computational Electromagnetics (CEM)

Computational Electromagnetics is a branch of electromagnetism which is based on com-
puting resources to obtain numerical solutions to Maxwell’s equations for a specific electro-

magnetic problem.

Electromagnetism is a discipline which deals with electric and magnetic sources and the
fields that they produce in different environments. The analytical model of electromag-
netic phenomena is presented by James Clerk Maxwell (1865) ("A dynamical Theory of

the Electromganetic Field”) in the four equations that bear his name. The general form of
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time-varying Maxwell’s equations can be written in differential form as:

-
Vx € :_g—ti—ﬁ, (2.1a)
VXQ:%—?—?, (2.1b)
V~5>:p, (2.1c)

V.E =0, (2.1d)

where: ? is the electric field intensity, V/m;
?E is the magnetic field intensity, A/m;

3 is the electric flux density, C/m?;

B is the magnetic flux density, Wb/m?;

37[ is the magnetic current density, V/m?;

? is the electric current density, A/m?;

p is the electric charge density, C'//m?3.

The script quantities presented above represent time-varying vector fields and are real
functions of spatial coordinates z,y,z and the time variable ¢. Any electromagnetic problem
can be solved using Maxwell’s equations. Analytical solutions to Maxwell’s equations can
be found only for a small number of problems.

Electromagnetic problems today are complex and it is impossible to solve them by finding
analytical solutions to Maxwell’s equations. Numerical methods in electromagnetism based
on approximations, discrete the analytical model of the problem to be solved, thus creating
a model that can be calculated by digital computer.

From a systemic perspective [77], the electromagnetic problem can be treated following
the model: cause - effect. The problem to solve is transposed into mathematical form using
Maxwell’s equations, considering the boundary conditions and the materials. Thus, the
transfer function or field propagator is built. The excitation of the structure to be modeled
is the system input. The output, represented by the result provided by the model is obtained
considering the excitation and the field propagator.

A digital model is a tool increasingly used by engineers, complementary with the meas-
urements and the analytical approach, that meet certain requirements of accuracy, efficiency
and applicability, [52].

The accuracy of the model is represented by the distance between the real values and
the estimated values by the model. The accuracy of the estimated values is given by the
nature of the application where the model is used. Model accuracy is proven by comparing

estimated values with values obtained through analytical approach or from measurements.
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The efficiency of the model is related to the number of computing resources required
to perform an estimation and the user effort consumed in using the model. The efficiency
depends on how the model is implemented in the computing machine, and on the application
that uses it.

The applicability of the model represents the diversity of the applications that the model
can be used efficiently and accurately, depending on the size and materials of the simulated

structure, the excitation and the required results, the frequency domain of interest.

2.3 Classification of Numerical Methods in CEM

The numerical modeling techniques used in electromagnetism can be classified according
to various criteria. According to the equations underlying the field propagator, there are
methods based on Maxwell’s curl equations, Green’s function, modal (spectral) expansions
and optical description.

The numerical methods that build models based on global IE operators as Method of
Moments [47] or Integral Equation Technique [55], define the field propagator using the
Green’s function which is closest to the analyzed problem. By analytical manipulation,
Green’s functions incorporate specific boundary conditions. The model solution is obtained
using Method of Moments by discretizing the analytical form in a matrix. The matrices can
be dense depending on the size of the problem. The effort required to calculate the matrix
depends on the size of the problem.

The methods based on local differential equation (DE) operators as Finite-Difference
Time-Domain (FDTD) [115] or TLM [28] define a field propagator with Maxwell’s curl
equations. The problem to be analyzed is discretized by all sides to highlight the spatial
variation of the electromagnetic field. The analytic manipulation of the model is reduced.
The DE model is suitable for modeling issues that are nonlinear, time variating properties,
non-homogeneous materials. The disadvantages of this approach are: the entire space of
the problem is discretized into points which implies a large computing effort, the difficulty
of modeling curved objects, the dispersion errors, the difficulty of modeling the radiation
problems by open field boundary conditions. The IE model has the radiation condition
incorporated and there is no need for the simulation of open field boundary conditions.

The model based on modal expansion as Mode-Matching Method [55] or Scale-Changing
Technique (SCT) [14] is used to formulate boundary-value problems, the discontinuities
located inside a structure. The two spaces, located on both sides of the junction, have
solutions defined by Maxwell’s equations for specific boundary conditions which do not
include the junction. The junction plane fields in the two regions are decomposed into
an infinite number of modes, which involve infinite set of linear equations for unknown

coefficients of the modes considered. The limitation of the number of modes has to be done
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carefully to preserve the convergence problem.

Methods based on optical description are asymptotic methods for the solution of the
Maxwell equations. These models are built by means of ray tracing and diffraction coeffi-
cients. The ray tracing consists in drawing all the propagation paths between a fixed source
and a receiver. The signal reaching a receiver is superposed from a finite number of differ-
ent propagation paths, that can be determined independently. In Geometrical Theory of
Diffraction (GTD) [67, 68], the considered wave propagation phenomena are the incident
direct illumination, reflection, diffraction by edges or tips, and surface diffraction waves also
known as creeping waves. These phenomena are called effects and together form the ray
tracer.

These models have the ability to predict the electromagnetic field asymptotically in the
limit of vanishing wavelength with a low computational cost because the ray tracing depends
on the geometric aspects of the structure and not on its electrical size. The disadvantages of
this method are: the low accuracy of the calculated field the theory will only yield the leading
terms in the asymptotic high frequency solution of the Maxwell’s equations, the inability to
model small details on board of large structures, the non-physicall zero field values inside

the transition regions between the illuminated regions and shadow zones.

2.4 Analytical and Numerical Issues in CEM

The main analytical nature problems which arise in the development of a model are: the
selection of the model solution (time or frequency) and the selection of the field propagator.

The numerical nature problems are the approximations. The quantities are often ap-
proximated in terms of polynomials sampling functions, that are then substituted for these
quantities in various analytical operations. Thus, integral operators are replaced by finite
sums and differential operators by finite differences.

In [77], Miller presents the computer-time dependence on the number of unknowns in-
cluded in the model. For the two different numerical modeling approaches: integral equation
modeling and differential equation modeling, it is proved the increasing of the computer time
with the increasing of the problem size. These computer-time estimates are realized assuming
that solutions are obtained by method of moments.

Depending on the requirements of the application, a time-domain model can be used to
obtain a spectral response from one single computation, while for a frequency-domain model
the computation has to be launched for every required frequency.

Considering the application, the main objective of a model is to obtain the results as quick
as possible, with the required accuracy. There are different ways of reducing the computation
time. Concerning the analytical part of the model, the possibilities to optimize the compu-

tation time are: using specialiazed Green’s functions which satisfy additional boundary con-
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ditions in case of the integral equation model, using different numerical methods in order to
exploit their complementary advantages to create a better model in a hybrid approach, using
other methods for simplifying the formulation and the computation as impedance boundary
condition (IBC) [106, 107], physical optics (PO) approximation presented in Chapter 4 of
[133], reflection-coefficient approximation (RCA) [20].

There are a number of numerical aspects which can lead to the reduction of the cost for a
moment-method model such as: iterative technique to solve direct matrix, exploiting prob-
lem symmetries, near-neighbor approximations, adaptive modeling, model-based parameter

estimation, numerical Green’s function.

Solving the direct matrix by direct solution techniques is proportional to the number of
spatial samples, and for oversized structures the computation becomes heavy. If an RHS-
dependent solution is acceptable, then iterative techniques which have a lower order depen-
dence on the number of spatial samples can be used, such as: Jacobi, Gauss-Seidel, Gauss-

Seidel with simultaneous over relaxation, conjugate-gradient technique (CGT) [104, 109].

The reduction of the cost in terms of time and storage during the computation of a
model can be achieved also by exploiting the application symmetries. There are three types
of symmetries: by reflection, rotation and translation. Applying the symmetries during the
computation creates repetitive elements in the solution matrix, which means a reduction of

the number of operations during the computation.

Near-neighbor approximations (NNA), outlined in the first chapter of [95], is based on
ignoring small interactions due to the geometric attenuation of the fields with increasing
distance from the source. Concerning the modal approach, the coupling between the modes
can be ignored as the difference between their mode numbers increases [74]. Adaptive mod-
eling variates the sampling to the requirements of a given problem. The static adaptation
establishes for different problem classes different sampling methods which will be used de-
pending on the problem to deal with. The dynamic adaptation adjusts the sampling during

the computation, regarding also the accuracy requirements.
Validation:

The process of constructing a model starting from a physical problem implies also a lot
of approximations which lead to important uncertainties. Modeling uncertainties can be
assigned to two basic error categories: a physical modeling error and a numerical modeling
error. The physical error is due to the mathematical representation of the physical real-
ity. The numerical error is due to the finite number of unknowns able to treat and to the
roundoff caused by the finite precision computation or the limited solution convergence for
the iterative methods. Validation step in the modeling process checks the obtained results.
The results are compared with other external sources such as analytical, experimental or

numerical.
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2.5 Transmission-Line Matrix vs Finite-Difference Time-

Domain

The method adopted for this work is TLM, which can be classed as a differential time domain
method; although a frequency domain formulation has been proposed. TLM has a number
of features which make it ideally suited to EMC problems. The method, based on a physical
model described by Huygen’s principle, is expressed in terms of circuit concepts which are
familiar to the engineer. In the absence of any active components, stability problems do
not arise. Increased resolution can be applied only in areas where it is required. A single
calculation will give information over a wide range of frequencies. Both the internal and
external environments can be modelled simultaneously. Complex shapes can be included.
Inhomogeneous materials can be described. Source regions with non-linearities can be rep-
resented. There are several features which make it less suitable, although these are areas of
current research. There are problems in representing features which are smaller than a node,
e.g. wire-like structures. Completely general open boundaries, or radiation boundaries, have
yet to be implemented.

Yee’s Finite-Difference Time-Domain is formulated by a mathematical model based on
Maxwell’s equations. Chen et al. [27] present a new FDTD equivalent with the symmetrical
condensed node scheme in TLM, avoiding the displacement between the electric field and the
magnetic field existent in the Yee’s version. Thus, the TLM algorithm can be implemented
in the FDTD form or vice versa.

In the Johns’s view [62], ”the TLM method and the finite difference method complement
each other rather than compete with each other. Each leads to a better understanding of
the other.”

Concerning the computational expenditure, TLM compares favorably with FDTD. Its
accuracy is even slightly better by virtue of the Fourier transform, which ensures that the field
function between nodes is automatically circular rather than linear as in FDTD. In Radar
Cross-Section (RCS) calculations and antenna modelling [138] TLM needs more computation
time and memory, but seems less sensitive to numerical dispersion.

The large amount of information obtained by one computation with TLM, as the impulse
response of the structure, the characteristics of the propagating modes accessible in frequency

domain by Fourier transform, is another advantage.

2.6 Conclusions

In this chapter, a short presentation of the numerical modeling applied in electromagnetism
is exposed. TLM and FDTD numerical methods are compared and have a lot of similarities.

But, the main advantage of the TLM is the great flexibility and versatility, incorporating
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all the properties of the electromagnetic field and his interaction with the materials and
the boundaries. Thus, it is not more necessary to reformulate the electromagnetic problem
for different structures, but only changing the parameters is required. Based on a physical
model, TLM provides new insights on the behaviour of waves, having a great range of fields
where can be applied as electromagnetism, thermodynamics, optics and acoustics. TLM is

the method chosen to work with in this thesis.
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Chapter 3
Parallel Computing

One of the biggest problem that science faces today is the huge amount of data to be pro-
cessed very often in an entangled interdisciplinary context. Mathematics, physics, medecine,
informatics or the other areas derived from them, are all dependent on usage of numeri-
cal resources. Therefore, the parallel computing plays a crucial role in this scenario, even
though could be quite expensive depending on the parallel architecture, as supercomputers,

massively parallel processors (MPP).

The huge spread of computers and the increasing development of the Internet and web
tools favored the emergence of distributed-memory architectures, as clusters, grids, with
a substantial costs reduction. Yet the grid offers much more than that. Grid Comput-
ing (GC) makes possible coupling and using as single unifying resource, a wide variety of
resources distributed world wide as supercomputers, local area networks (LANs), storage
systems, different devices, in several interesting scenarios: collaborative engineering, data
exploration, high-throughput computing (HTC), meta application and high-performance
computing (HPC). Most of the scientific simulations in weather forecasting, astrophysics, fi-
nancial modeling or communication research are HPC applications and require large amounts

of computational power that even supercomputers cannot fulfill.

In this chapter, a synoptic overview is given on parallel and distributed computing.
Large scale parallel systems, parallel and distributed architectures, parallel and distributed
programming approaches and parallel computing performance assessment indicators are out-
lined. Execution time prediction methods for masivelly parallel computation applications
performed on distributed computing systems such as clusters and grids, are summarized.
A hybrid approach time prediction model for the computation time on the parallel TLM

application, based on grid historic experiments and on application profile, is proposed.

Grid’5000, a research infrastructure for large scale parallel and distributed computing,
and Hyperion supercomputer, the two platforms used for the research experiments performed

in this work, are presented.
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3.1 Parallel and distributed architectures

According to Flynn’s taxonomy [37], there are four main computing architectures: Single
Instruction Single Data (SISD), Single Instruction Multiple Data (SIMD), Multiple Instruc-
tion Single Data (MISD) and Multiple Instruction Multiple Data (MIMD). The parallelism
is introduced by the last three architectures. Today, most computers are based on MIMD,
including the Symmetric Multiprocessor (SMP), the Massively Parallel Processor (MPP),
the Distributed Shared Memory (DSM) and the Cluster of Workstation (COW).

The development of parallel computing machines starts in 1960s with ILLIAC IV, a
pioneer in massively parallel computing and continues with Parallel Vector Processor (PVP)
machines as Cray YMP-90, NEC SX-3, Fujitsu VP-2000 in 1970s, shared memory systems as
SGI Challenge and Sun Sparc Center 2000, MPP machines as Intel Paragon, CM-5E, Cray
T3D, IBM SP2 in 1980s.

Even if the recent technological developments led to the creation of more powerful com-
puting machines, they still fail to provide enough power in order to perform calculations of
high complexity or dealing with too many data. The parallel or distributed computing is
an answer to this issue. The idea is to start the computation on a set of machines, linked
together by fast networks to increase the performance.

So, the concept of cluster computing has emerged in 1990s, while the number of personal
computers and the availability of networking equipement have increased due to the lower
prices. The cluster groups several computers together, called as computing nodes, and
connect them in order to share their resources and to enable a global management. A
cluster is generally used for high performance computing, being composed of homogeneous
machines, in terms of architecture and operating system, geographically close and linked by
very fast networks, with throughput up to 10 Gb / sec [137].

So, the computation effort is reduced by spliting the problem to be solved into several
subproblems that will be computed in parallel on multiple CPUs that communicate between
them to complete the entire job. The communication between the CPUs can be realized by
two different techniques: message passing and shared memory. Depending on the architec-
ture, the application has to be parallelized using one of the two programming paradigms.
Architectures with shared memory allow communication between CPUs by variables stored
in a shared space memory, while the architectures with distributed memory make possible
the connection between CPUs by a communication network.

For the first type of architecture an important issue is to ensure the integrity of shared
data. In the case of distributed architectures, one difficulty is given by the distribution of
the calculation task on multiple processors with individual memory and the reconstruction
of the final solution based on the results obtained by each CPU. A parallel programming
paradigm that fits these characteristics is Message Passing - the interaction between pro-

cesses is achieved by an exchange of messages. For Shared memory systems, all processes
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access data from shared memory and data can be transferred between processes at any
time. In general, the shared-memory systems have a poor scalability because of the memory
bus saturation and the memory access time slowing down. The application to deal with
determines the choice of a certain architecture and the programming method.

According to the parallel programming technique, there are different standards: Parallel
Virtual Machine (PVM) [31] and Message-Passing Interface (MPI) [79] for message pass-
ing and OpenMP [88] for shared memory. According to the architectures used to launch
experiments in this research work, the parallel TLM application is based on MPI. MPT is
a standard programming based on the exchange of messages, in order to exploit remote
computers or multiprocessors in heavy calculations by exchange of messages. Several MPI
implementations can be mentioned: MPICH2 [80], OpenMPI [89]. The parallel TLM appli-
cation is based on OpenMPI v1.4, under Squeeze-x64-base-1.1, a Debian Linux distribution
(Kernel version 2.6.32-5-amd64).

Since the long-distance broadband networks have been implemented, including the In-
ternet, the explosion of the computing power on low-cost personal computers, allowed the

emergence of a new concept: the interconnection of clusters leading to computational grids.

3.1.1 Grid computing

A computational grid is a hardware and software infrastructure that provides dependable,
consistent, pervasive, and inexpensive access to high-end computational capabilities [38].
The purpose is to coagulate resources from various organizations wishing to collaborate in
order to provide to users computing capacities and storage that a single machine cannot
provide. However, any distributed computing system cannot possess the name of grid com-
puting. Indeed, a grid is a system that coordinates resources that are not submitted to
a centralized control, using standard protocols and interfaces in order to deliver a certain
quality of service.

There is a strong analogy between the development of computational grids and the power
grids, at the beginning of the twentieth century. At the time, the revolution did not resided in
the electricity itself, but rather in the design of a network providing to people a reliable access
to electricity with a low cost, through a standard interface, as a socket. The components
forming the electrical network are heterogeneous, and the induced complexity is completely
masked to the end user. Also, GC possesses the same properties of heterogeneity of resources
and transparency to the end user.

GC concentrates computing and storage resources, geographically distributed, to enable
transparently their use for any grid client. The main features of a grid computing and its

resources, are [116]:

1. Heterogeneity. Grid resources are heterogeneous: networks, platforms, operating

systems, electronic devices and software tools from different providers and following

15



3. PARALLEL COMPUTING

different architectures and paradigms are merged together, in a grid. This diversity
has to be hidden to the end user, in order to provide a transparent access to all these
resources. This involves the implementation of standardized communication protocols

and imposes constraints on the code portability.

2. Sharing resources. Different organizations can share reciprocally their resources in
order to better allocate the workload and to exploit the less used resources, promoting

the efficiency and the reduction of operating costs.

3. Scalability. The number of resources that constitute a grid can vary from a dozen to

several thousand. Grid performance must not be affected by this.

4. Dynamism. The grid should be seen as a single virtual machine. The complexity of
the platform has to be masked to the user. So, the grid must manage possible resource
status changes, and continuously adapt to the dynamic environment that constitutes

it. The access to resources must be guaranteed to the user at any moment.

5. Security. Users must be recognizable and the access to resources must be monitored

and controlled.

6. Fault tolerance. Due to the complexity of the grid environment, given by the het-
erogeneity of its resources, the failures are very probably. Robustness with respect to
failure of network connections, machines, devices and software components, is a critical

1ssue.

7. Autonomy. Each organization sharing resources on a grid, can implement different
management and security policies, in terms of access to the network, authentication or

confidentiality. Resources must nevertheless be accessible to all the grid users.

In addition, grid computing possesses the following objectives: provide an important
capability of parallel computing, manage applications with close deadline, better distribute
the use of resources, exploit less used resources, access to additional resources, provide fault
tolerance for a lower cost.

Several grid platforms that are used in real-life applications can be mentioned. TeraGrid
[117] is a project that operated for six years and finished in 2011. TeraGrid was an open
scientific discovery infrastructure coordinated by the University of Chicago, including more
than 1 petaflop of computing capability and more than 30 petabytes (quadrillions of bytes)
of online and archival data storage with rapid access and retrieval over high-performance net-
works. Through the TeraGrid, researchers could access over 100 discipline-specific databases.
Thus, TeraGrid was ranked the world’s largest, most comprehensive distributed cyberinfras-

tructure for open scientific research. Today, it is replaced and expanded by The Extreme
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Science and Engineering Digital Environment (XSEDE) [132], a single virtual system that
scientists can use to interactively share computing resources, data, and expertise.

National e-Science Centre, developed by several departments from the Universities of
Edinburgh and Glasgow, and the London e-Science Centre are supporting the development of
e-Science project [34]. The European distributed computing infrastructure built by European
Union in projects as DataGrid (2002-2004), EGEE-I, -IT and -IIT (2004-2010) [32], is now
supported by the European Grid Infrastructure (EGI) [33], project whose main purpose is
to coagulate the European research community.

Grid3 infrastructure [13] has been operating since November 2003 with 27 sites, a peak
of 2800 processors, workloads from 10 different applications exceeding 1300 simultaneous
jobs, and data transfers among sites of greater than 2 TB/day. Grid3 has sustained for
several months the production-level services required by physics experiments of the Large
Hadron Collider at CERN (ATLAS and CMS), the Sloan Digital Sky Survey project, the
gravitational wave search experiment LIGO, the BTeV experiment at Fermilab, as well as
applications in molecular structure analysis and genome analysis, and computer science
research projects in such areas as job and data scheduling.

Distributed European Infrastructure for Supercomputing Applications (DEISA) project
[30] has operated for seven years and ended in April 2011. Now, it is continued by Partnership
for Advanced Computing in Europe (PRACE) [93]. Also, National Research Grid Initiative
(NAREGI) [82] provides scietists easy access to distributed computing resources. PlanetLab
[92] is a global research network which provides since 2003, support for the development of
new technologies for distributed storage, network mapping, peer-to-peer systems, distributed
hash tables, and query processing.

Some examples of scientific applications using grids are given. GriPPS [124] is an ap-
plication that serves the community of biologists to search for protein signature, realized
at the Institute of Biology and Chemistry of Proteins, CNRS. This research is based on
multiple access to data banks of huge volumes. In computational electromagnetics, the nu-
merical resolution of systems of partial differential equations are performed on grid [26].
Another project, using a P2P grid is seti@home (Search for Extra Terrestrial Intelligence),
for analyzing radio telescope data [108].

The computational grid joins together the web technologies and the distributed comput-
ing by means of a complex standardization effort. So, the power of distributed resources is

opened to a large number of end users. The grid architecture is based on three layers:

1. fabric level - all the resources composing the grid, such as hardware (IT devices),

software (applications, databases) and logical (clusters, distributed pools);

2. middleware level - grid software which makes possible to the end user, the easy usage

of all the ressources;
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3. application level - tools which permit the interaction between the end user and the

grid resources.

A grid middleware is a software collection providing basic services necessary for applica-
tions to transparently interface with local systems and execute their processes on the nodes
of the grid. The grid middleware is responsible for: resources allocation, computational
economy, information management, security and data management.

Several grid middleware tools has been developped in order to fullfill the needs to create
a grid, such as Legion [71], Unicore [122], BOINC [18], Vishwa P2P middleware [126], etc..
But, Globus Toolkit [43] still remains the grid middleware de facto standard for grids im-
plementation. Created by lan Foster and Carl Kesselman, widely considered as the ”fathers
of the grid” [39], Globus Toolkit is a project of several academic organizations such as, the
University of Southern California, the Argonne National Lab and the University of Chicago,
providing an open-source set of services addressing fundamental grid issues, such as security,
information discovery, resource management, data management and communication. Globus
toolkit has three major functions: to allocate grid resources to the consumer, to provide in-
formation about the available resources and to deal with the data access and management,
all these based on Globus Security Infrastructure which ensures the authentication, confi-
dentiality and integrity services. GRACE [22] is an economy-driven resource management

tool that can coexists with the middleware systems, providing computational economy.

3.1.1.1 Grid’5000 platform

The research French project, Grid’5000 [25] provides a large scale and highly reconfigurable
computational grid, as an experimental testbed for researchers. Seventeen laboratories and
research units are involved in this project. Machines constituting the grid are distributed
over ten sites in France, as: Bordeaux, Grenoble, Lille, Lyon, Nancy, Orsay, Reims, Rennes,
Sophia Antipolis and Toulouse.

The main objective of Grid’5000 is to provide an experimental platform for all national
research projects related to the field of GC. Thus, the latest innovations in terms of middle-
ware, massively parallel applications or even parallel programming techniques can be tested
on a real platform.

So, the grid implementation must therefore be fully configurable and controllable by users:
the computing nodes can execute fully customized operating systems and environments and
can even be restarted remotely. Tools for computing nodes reservation and monitoring are
also available.

Grid’5000’s resources can be represented by a hierarchical structure, as shown in Fig.
3.1. Thus, Grid’5000 platform is composed by multiple sites. Each site has one or more
clusters; each cluster merges machines having the same physical characteristics, in terms of

CPU, memory and storage capacity. Each machine can contain multiple processors (CPUs)
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Figure 3.1: Grid’5000’s architecture.

and each processor consists of several cores, the core being the smallest indivisible available
unit of computation.

The computing nodes, that populate the sites, are mainly IBM eServer, IBM System, HP
ProLiant, Sun Fire, Dell PowerEdge, Dell R720, Carri System, Altix or AppleXserve. They
are generally equiped with at least two processors from two major families of processors:
AMD Opteron and Intel Xeon. The different Grid’5000 sites are interconnected by the RE-
NATER network, the National Network of Telecommunications for Technology, Education
and Research [96]. Links connecting them support the flow rates of 10 Gb / sec. Some sites
are equipped with a multi-gigabit internal network such as Myrinet 2G, Myrinet 10G or In-
finiband; all the others are limited to gigabit Ethernet. For security reasons, the computing
nodes are confined in a completely closed network and non-routable (private IP address-
ing), with no access to the Internet network. Only some specific machines are authorized to
receive external connections.

In order to provide access to the grid resources, certain conventions have been agreed,
related to the manner of operation of each site, to the machines name, or even the specific
role of certain machines. The goal is to standardize the access to grid resources, and therefore
hide the heterogeneity present between different sites.

The following machines are present on each site Grid’5000:

1. Access machine - Its role is to give access to the grid from the outside. Due to the
confinement of the grid, it is the only possibility to access the grid from the outside.
This machine allows only incoming connections authenticated and secured via ssh
(secure shell, tcp port 22). No outgoing connection is possible, ensuring the tightness
of the grid to the outside, as in Fig. 3.2 published on [44].

2. Front-end machine - This machine allows access between sites via the internal private
network to connect from a site to another. This is not possible with the machine Ac-
cess, the latter accepts only external connections. In addition, the Front-end machine

provides tools for computing nodes reservation.
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Figure 3.2: Grid’5000 access.

3. Sync machine - 1t is responsible for the data synchronization between different sites.
Indeed, there is no automatic synchronization between sites where the local storage
space is shared via Network File System (NFS). To synchronize the data on all the

sites of the grid, Sync machines have to be used.

4. Node machine - These are the computing nodes, grouped into homogeneous clusters,
performing the user applications. The nodes can be reserved by means of tools provided

by the Front-end. These machines are fully configurable and controllable by the users.

Job scheduling and resource allocation and deallocation are performed by OAR [24], an
open source batch scheduler at the cluster level. OARGRID is a batch scheduler at grid
level, based on OAR, providing to users the possibility to allocate distributed resources.
Graphical monitoring tools for the reservations and submissions are also available [85], such
Monika and DrawOARGantt, as in Fig. 3.3. Ganglia [40] provides resources usage
KADEPLOY [41] is a tool which lets the users to deploy their own operating
systems and applications on nodes, at cluster and grid level.

As part of research conducted in this thesis, the efficiency of grid computing in the field

as:

metrics.

of electromagnetic simulation of complex and large structures was demonstrated [5, 6, 8,

7], as a challenge of the HEMERA project [49]. The simulations were performed using
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Figure 3.3: Drawgantt charts displaying past, current and scheduled OAR jobs.

computing nodes from clusters: Griffon (Nancy site), Chinqchint (Lille site), Paradent,
Parapide (Rennes site) and Genepi (Grenoble site).

During the research work, an appropriate procedure for experiments performed on Grid’5000
platform was established. It is based into two steps: the development of experiments and

then the execution.

1. Experiment development:

(a) Application development: The application is developed to be executed on
grid. In most cases, it is about massively parallel applications. A large number

of tasks are executed in parallel, making full use of the grid capabilities.

The grid can also deal with parametric applications. In this case, the same ap-
plication is executed many times, with different input parameters. The grid can
save time by putting these executions in parallel on a large number of computing
nodes. Electromagnetic simulations of large and complex systems involve this

type of applications, for example in a multimodal modeling approach.

(b) Initialization Phase: This phase includes all operations to be performed before
starting the experiment. It may be, for example, the generation of the input files

for the application.

(c) Environment customization: Once the application is ready to be distributed
in a parallel computation, the user can create a customized work environment.
This is a Linux operating system containing the application to be launched and
various tools and libraries needed for the experiment. The data necessary for
the execution of the experiments, such as the input files generated during the
Initialization Phase are transferred to the environment. So far, the grid is only

used occasionally, mostly for testing the environment.
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2. Experiment execution:

(a) Resource reservation: User reserves, for a given period of time, the resources
he needs. These resources can be located on one cluster or they can even be

distributed over several sites.

(b) Environment deployment: The customized environment can then be automat-
ically deployed on all the computing nodes used. These are then restarted to use

this system.
(c) Execution: The application can then be executed on each reserved node.

(d) Recovery results: The data resulting from the execution of the application are
collected and made available to the user on the NFS server of the concerned sites.

The data presented locally on each node are erased during machines reboot.

3.1.2 Hyperion-Calmip

Experiments have been performed also on Hyperion, a supercomputer which belongs to the
Calmip group [23]. This machine was ranked 223" on the TOP 500 machines in November
2009, having a power of 33 Teraflop. The computing system consists of a cluster Altix ICE
8200 of 352 computing nodes, each node having two quad-core Nehalem EX clocked at 2.8
GHz with 8 MB cache per processor and 36 GB of RAM. The nodes are connected by In-

finiband network. The computing resources are managed through PBS scripts.

The computing nodes used on Grid’5000 clusters are almost all based on Intel Penryn mi-
croarchitecture, while the Hyperion nodes provide the benefits of the Intel Nehalem mi-
croarchitecture [118]. Nehalem micro-architecture provides some state-of-the-art technolo-
gies which enable high computation rates for scientic workloads. Nehalem performance is
based on the fact that DRAM controller, the L3 cache level and Quick path interconnect
(QPT) ports are all housed within the same silicon die as the four cores. This means a high
performance computing by low memory latency, high memory bandwidth and an efficient
cache miss approach, apects that can be observed also with the TLM application used in

this work.

3.2 Performance assessment on parallel architectures

The performance of a parallel system can be illustrated by several indicators [45]. The
speedup is a parameter used to evaluate the gain in terms of simulation time with N parallel
computating processors compared to the same calculation on a single processor. The speedup
[131] is defined as the ratio between the time of the sequential and the parallel execution. The

computational efficiency is the ratio between the speedup and the number of processes. The
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total simulation time equals the summation of the communication time and the computation

time of the longest task.

3.3 Application execution-time prediction

When dealing with massively parallel computations performed on distributed computing
systems, the estimation of the application execution time is crucial, due to the time and
memory constraints imposed by the computing platforms. The knowledge of the execution
time of the applications is required by the batch schedulers, to manage the order of the
execution of applications that are submitted to them [21]. The scheduling mechanisms
provided by the clusters and grids systems [111, 112], need to know an estimation of the
duration of the applications to perform. They use, for example, the Worst-Case Execution
Time (WCET).

The users have to mention the execution time when they submit applications to the grid
computing. This estimation has to be correct, because an underestimated time causes a
premature stop of the application, while an overestimated time gives a late on the startup
of the application if there are no enough free resources for the required time [42]. This is the
case encoutered also on Grid’5000 platform, using OAR tool for resource allocation.

There are two main families of execution time prediction techniques presented in the

literature:
1. historic-based prediction
2. profile-based prediction

The historic-based prediction technique is especially used to predict the time, sequential or
parallel, of an application in order to perform simulations on cluster or grid computing. The
historic-based prediction approach, estimates the execution time of an application by the
execution time of the same application obtained during past experiments.

This approach considers that the execution time of an application depends on the context
in which it is launched. Two executions carried out in contexts relatively close provide
similar execution time [42]. The problem that arises is to define and to quantify the notion
of proximity between contexts. The context of execution of an application is defined by the
hardware architecture used and the input parameters.

Considering the experiments as points, it is possible to calculate a distance between them,
according to the euclidian distance, Manhattan distance or Minkowski distance [129]. The
distance is much smaller as the values of the experiments are similar.

The profile-based prediction technique is particularly used for real-time systems, in order
to determine the execution time of an application in the worst case (WCET). The execution

time in the worst case is the maximum time that the application will run, given a set of
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inputs and a hardware architecture. It is therefore the time taken by the application to
execute when its inputs determine a path that increases the execution time.

WCET must satisfy two main criteria [128, 94]: The first one is a secure criterion, because
the WCET must absolutely be higher than the maximum execution time of the application.
If this constraint is not fullfilled, the failure of the period of resource reservation is critical
on real-time systems. The second criterion is a precision criterion, more flexible than the
previous one. The precision of the WCET provides the gap between the predicted value and
the real value. To be useful, the estimated execution time of an application should not be
too pessimistic, otherwise cause oversizing the system.

WCET is achieved through a complex analysis based on dividing the program into basic
blocks. A basic block is a maximal instructions sequence having a single entry point and
a single exit point in the control flow graph of the program. A basic block contains only
simple instructions, excluding any controle instruction or function calls [76]. Analysis uses a
control flow graph to determine the set of possible execution paths between the blocks of the
program. According to the hardware architecture, WCET is defined by the longest flow in
time. Several techniques for the computation of WCET exists: path-based techniques [114],
tree-based techniques [29] and implicit path enumeration techniques [19].

The latter, transforms the control flow graph into a set of constraints that must be ac-
complished in order to obtain a linear optimization problem formulation, based on integer
variables. T'wo types of constraints are distinguished: the structural constraints - these con-
straints describe the graph structure, and functional constraints - these constraints express
the complementary information on the control flow.

The predictive model for computation time proposed in this research work is a hybrid
based on the two approaches described above. The model consists in decomposing the
application in blocks where the CPU spends various periods of time during the execution,
depending on the input parameters of the application. The model uses a series of previous
experiences to determine, using a linear optimization formulation, the time allocated to each
block, taking into account the material architecture of computing nodes where the simulation
is performed. The model was designed also to consider the cache mechanisms found on the
computing nodes, in oder to increase the accuracy of estimated values of computation time

when dealing with TLM simulations for oversized structures.

3.4 Conclusions

This chapter gives an overview on parallel and distributed computing, starting with some
historical mentions about the development of the parallel approach in the computing field,
well-known parallel computing systems and programming approaches.

A short presentation highlights the computational grid technology, merging the parallel
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and distributed computing with web and security technologies, in order to provide a com-
plex and dynamic computing tool, in a multidisciplinary paradigm application, completely
masking the system complexity to the scientists. The grid provided services are based on the
grid middleware, which is the core of the system. Also, the most important grid platforms
used in real-life applications are mentioned.

The two platforms that provide the experiment in this thesis are presented. Hyperion
supercomputer, based on Intel Nehalem microarchitecture, is a very powerful machine con-
ceived for high performance computing. Grid’5000 is a large scale experimental tool, with
deep reconfiguration capability, a controlled level of heterogeneity and a strong control and
monitoring infrastructure.

A protocol for the experiments launched in this thesis is proposed in order to easily
and time-efficient place computational electromagnetics applications on the grid platform,
Grid’5000. Several parallel computation performance assessment indicators are summarized.
They are applied on parallel TLM /modal hybrid application and results are given in the next
chapters. Given the importance of estimating the execution time of applications running on
parallel and distributed systems, a hybrid historic and profile based time prediction model

for the parallel TLM/modal hybrid application, is proposed.
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Chapter 4

Transmission-Line Matrix Modal
Hybrid Approach

In this chapter, a hybrid numerical modeling tool based on TLM and modal approach is
proposed to be used when dealing with complex structures, taking advantage of the two
methods to get the most efficient solution to the electromagnetic problem to be analyzed.
First, the two methods are presented. The hybrid approach implementation is described and

validated by some numerical examples.

4.1 Transmission-Line Matrix Method

4.1.1 Overview

The concepts that the TLM is based on appear in 1944 in G. Kron’s article [69], where it is
described the electric circuit which models the Maxwell’s equations for the electromagnetic
field. Later, in 1971, P.B. Johns and R.L. Beurle publish the TLM method for calculating
the electromagnetic scattering process for the case of two-dimensioned problems. In 1995,
C. Christopoulos added its contribution to the TLM for numerical modeling of microwave
components.

In all the numerical methods, the discretization plays a fundamental role. It introduces
the numerical dispersion, which varies with the frequency and the propagation direction. In
the case of the TLM, so that the results of the simulation can be taken into account the

mesh step Ax < A, has to be for example:

A

The dispersion increases with frequency. The space discretized upon TLM represents
a discrete system whose solutions gradually approach the solutions of a continuous system

with the mesh step tending towards zero (Az — 0). If the frequency of the propagating
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signal on the transmission line model increases, the mesh step size will not be very small

with respect to the wavelength.

For open systems, such as a uniform waveguide where the field propagates at infinity,
when applying the discretization of TLM, a termination of the mesh for the simulated system
must be established. Thus, the TLM nodes that are on the termination must absorb all

incident signal so that there is no reflected signal.

Such a termination is called absorbing boundary condition (ABC). If the impedance of
the wave does not depend on frequency (the impedance of TEM mode) and the angle of
incidence is known, then the ABC conditions are common place and are implemented at the

end of the lines, on the edge of the mesh, by a suitable impedance.

TLM represents a numerical method for the electromagnetic simulation which fills the
environment of the electromagnetic field propagation with a network of transmission lines.
This model of the propagating field inside a given medium becomes possible thanks to the
equivalence that exists between the electric and magnetic fields and voltages and currents
in a transmission line network. The voltages and currents on a transmission line can model

the magnetic and electric field propagating as a plane wave (1-dimension).

Two-dimension field propagation is studied by means of a two-dimensional transmission
line network. In this case, shunt and series nodes are used to characterize the medium to
simulate. Three-dimension field propagation is modelled with the Symmetrical Condensed
Node (SCN) in three-dimensional transmission line networks. The plane wave has been
considered in an unbounded, linear, isotropic, homogen space where the distribution of the
electromagnetic field is uniform in parallel planes. The axis propagation is perpendicular to
the planes of uniformity. By consequence, the electromagnetic field is constant with respect

to x and y axes.

TLM offers two different approaches to modeling the non-uniform space: graded mesh
and multi-grid. The first technique, graded mesh [101], models non-uniformities and irregular
forms with the SCN stub loaded nodes or by the hybrid method. In the first case, the
number of 12 transmission lines of the SCN node is increased by adding three open circuited
transmission lines for the elevation of the relative permittivity and three short circuited
transmission lines for the elevation of the relative magnetic permeability. The first 12 lines

have the same characteristic impedance.

In the second case, the hybrid SCN node models the space by considering different
characteristic impedances for the first 12 transmission lines of the SCN node, taking into
consideration only the variation of relative permeability. It adds only three open circuited

lines to consider the relative permittivity.

Given that the model with stubs uses more information than the hybrid model, then it
is considered more accurate too. Transmission lines used in TLM have two tasks: consider

the properties of the propagation medium anywhere in space and at the same time, always
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keep the pulses running through the TLM lines synchronous.

The second technique, multi-grid mesh, divides the medium to be modelled in regions
that have the same properties. Where the field varies very quickly a finer spatial resolution

is used. Thus, this technique offers greater precision.

The TLM method discretizes the space where the electromagnetic field propagates along
the three dimensions. Thus, using plans on all the three directions with equally distant with
Ax, Ay, Az it will get small parallelepipeds with dimensions Az, Ay, Az. Indeed, the three

dimensions Az, Ay, Az represent the mesh step in each direction.

These small parallelepipeds whose space has been divided are called TLM cells. If mesh
step has the same size of the three directions, Ax = Ay = Az = Al (the dimensions of the
TLM node) then the TLM cell is a cube. The tangential planes between neighboring cells
define the ports. Transmission lines joining neighboring cells by coupling the centers of the

cells by means of the ports. The centers of cells are called scattering centers.

The distance between two TLM nodes is equal to Al/2. When we take the distance
between two nodes A and B, we take into consideration the distance from the center of A
up to the port connecting with B, it means that the length of the transmission line is Al/2;

therefore, the propagation time of an impulse between two nodes is:

A

At = —
2c

(4.2)

Before applying the TLM method, a presentation of its basic concepts and the main

electromagnetic applications is done.

4.1.2 Huygens principle

The model presented by Christian Huygens in the seventeenth century for the propagation
of the electromagnetic radiation based on the wave nature of this phenomenon is used by P.
B. Johns and R. L. Beurle in 1971 to define a new two-dimensional numerical method that
would be called Transmission-Line Matrix (TLM), with practical applications in modeling

the scattering electromagnetic problems.

Briefly, Huygens’s principle, [53], - see Fig. 4.1- says that a wave front consists of several
sources of radiation and that each one produces new spherical wavelets. By merging these
wavelets, a new wave front raises continuing to propagate in the same manner. It is a
continuous model for the propagation and scattering of the electromagnetic waves and is the
algorithm that defines the TLM.
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Figure 4.1: Huygens principle [2].
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Figure 4.2: Wave propagation in a two-dimensional TLM network [2].

4.1.3 TLM basics

To achieve a digital model of wave propagation phenomenon starting from the model de-

scribed by Huygens, the space and time must be discretized as follows:

ar= 2L (4.3)

C

where the two-dimensional space is represented by an array of points spaced with Al.
A Dirac impulse incident at one of the nodes propagates to neighboring nodes during At
period with the speed of light ¢. By joining these nodes with orthogonal transmission lines
of length Al, an analog network model or the transmission-line matrix with shunt nodes is
obtained - see Fig. 4.2.
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Starting from the two-dimensional network of transmission lines it is been demonstrated
the equivalence of the electromagnetic field that would propagate in a similar plan and the
current and voltage pulses that propagate along the transmission line network. With this
digital model of transmission line network, phenomena like propagation, reflection, refraction
and attenuation of the electromagnetic field in two-dimensional structures can be calculated

by means of digital computers.

If the mesh step Al is small enough compared with the wavelength, the TLM model is
not frequency or spatial dispersive, so all the spectral components of the signal which excites
the two-dimensional network propagates at the same speed in all directions. Starting from
the shunt node equivalent model with lumped elements L, C and applying Kirchoft’s laws the
two-dimensional wave equation in voltage or current is obtained. Maxwell’s equations are
applied in a similar plan to obtain the two-dimensional wave equation in electric or magnetic
field. Comparing the two relations is found the equivalence between the TLM network

equation parameters and the electromagnetic field components from Maxwell’s equations,
[64]:

E, =V,

H,=1,

H,=-1, (4.4)
w=1L
e=2C

Signal propagation velocity inside the two-dimensional TLM network is ¢/v/2 - ¢ is the
velocity of light - , the environment of the network formed by the intersection of the trans-
mission lines being characterized by a double relative permittivity of the vacuum due to the
parallel connection between the circuits of the two line segments on node. The equivalence
between the electromagnetic field components and the TLM network voltages and currents

is valid only if the mesh step is small enough compared to the wavelength.

But, if the mesh step size approaches the wavelength, the shunt TLM node circuit model
is not more valid and TLM does not simulate an isotropic wave propagation. In Fig. 4.3, it
is shown that TLM can model Maxwell’s equations only for a limited range of frequencies,
between zero and the first network cutoff frequency corresponding to Al/\ = 1/4. For fre-

quencies lower the network cutoff frequency, the wave propagation velocity is approximated

by c/\/§
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Figure 4.3: Dispersion of the velocity of waves in a two-dimensional TLM network [64].

4.1.4 Scattering matrix

After the network excitation with the delta function impulses on the input nodes, they begin
to spread to the neighboring nodes over the transmission lines connecting them, reflecting on
each node. At each iteration, the impulses reflected on a node become the incident signals
to the neighboring nodes at the next iteration. A computation iteration is equivalent with
the time period of an impulse propagation between two neighboring nodes, Al/c. Thus, the
network is covered by impulses.

The relation between the incident impulses at the time step & and the reflected impulses

at k+1 from a node is given by the scattering matrix, S

vl 11 1 1 vl
V. 11 -1 1 1 V.
=2 ? (4.5)
Vs 211 1 -1 1 Vs
o LV I R Y

Impulse propagation between the TLM network nodes is modeled by the equation:

p1Vi(z, o + Al = Vi(2,7)
Vi(z+Al,z) =,,.,Vi(z,x
V3 + Ala) = 1 Vi(z,a) ",
kHVZ (z,2 — Al) = ., Vi(z,2)
k+1VZ (z—Al,x) = +1VT(271‘)

Thus, an impulse reflected from the node of cartesian coordinates (z, z) is incident on
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the neighboring nodes. Knowing the magnitude, the position and the propagation direction

of network impulses at time step kAl/c, the network state at (k+ 1)Al/c can be determined.

4.1.5 Stub loaded node

Non-homogeneous structures, with or without losses, are modeled using two-dimensional
TLM network. If the structure modeling environment is homogeneous and lossless, the
media properties should not be considered. It is only the ratio between the network phase
velocity and the environment phase velocity that changes with the material properties of
the modeled environment. If the simulated environment is non-homogeneous, the material
properties must be considered when building the TLM network.

To model the permittivity, permeability and loss tangent angle that vary along the struc-
ture, corresponding reactive and dissipative elements to that region of the structure, called
stubs, will be added to the shunt nodes. A stub of length Al/2, finished with an open
circuit, having the caracteristic admittance as a function of modeling environment relative
permittivity, is seen inside the node as a capacitor.

For this reason a new model for a node is created, as in [59, 60].

A matched stub models the energy losses in the network, being seen inside the node as

a resistor.

4.1.6 Boundary Conditions

The reflection of the electromagnetic field at two-dimensional structures boundaries is mod-
eled using the reflection coefficients imposed on the TLM network. If the voltage impulses
that propagate in the TLM network model the electric field and the current impulses model
the magnetic field, then the electric wall boundary is simulated by a short circuit and the
magnetic wall is simulated by an open circuit, at the corresponding nodes of the network
boundaries.

The plan of the boundary is placed at the halfway between the nodes, so the reflected
pulse at the boundary travels the same distance as the other impulses in the network, main-
taining the synchronism. Considering the boundary noted with the letter C' in Fig. 4.4. If
this models a magnetic wall, the boundary nodes have a reflection coefficient equal to +1,
the reflected signal having the same amplitude and phase with the incident signal. If the

boundary is an electric wall, the reflection coefficient is -1.

e Vi @) = Vilp+1,9) = T[,Vi(p, q)] (4.7)
If the boundary has a surface impedance Z., the reflection coefficient is defined with
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Figure 4.4: Boundaries of a two-dimensional TLM network [64].

respect to the free space impedance, Zy, as:

 Z.— %

_ 4.8
7. 1 7 (4.8)

4.1.7 QOutputs

To obtain the frequency response of the TLM structure with impulsive excitation, Fourier
transform is performed for the output impulse function on the network observation point.
This output impulse function is built retaining at each time step impulses passing through
this point. An impulsive excitation is applied when you wish the simultaneous presence of
several spectral components in the TLM network.

For other types of excitations applied to the network, the structure response is obtained
by the convolution product between the output impulse function and the signal excitation.
By the inevitable limitation of the number of iterations, the spectral response of the network
is no more a simple line but a sinz/x functions superposition (Gibbs phenomenon), called

truncation error.

4.1.8 TLM 3D - SCN

To represent the propagation of the electromagnetic waves in a three-dimensional space, in [4]
is shown a network of transmission lines in three-dimensions formed by the interconnection
of two-dimensional three shunt nodes and three series nodes, to describe simultaneously all
six components of the electromagnetic field. This network, called expanded-node network,
allows the impulse propagation between two nodes in At/2; three of the six components of
the electromagnetic field are concentrated in each node. The disadvantage of this network is

given by the relatively complex topology which makes difficult the computation of the field
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Figure 4.5: Symmetrical Condensed Node [63].

components.

P. Saguet and E. Pic present a different three-dimensional network topology based on
the interconnection of shunt and series nodes, called condensed node structure [103], which
simplifies the computation procedure. All the scattering processes that appear on a node at
a given time step, occur in a single point in space. All the field components corresponding
to a node are described in a single point in space.

The disadvantage of the condensed node structure is given by the difficulty to define the
boundaries of the structure to be modeled at high frequencies because of the asymmetry of
the network. Depending on the direction in which we connect to the condensed node, either
a shunt node or a series node is met.

In 1987, P. B. Johns presents in an excellent paper [63] the Symmetrical Condensed Node
(SCN) for transmission line modeling of electromagnetic waves. This node focuses the six
components of electromagnetic field in a single point in space, eliminating the problems of
asymmetry. Other structures derived from SCN node as the Hybrid Symmetrical Condensed
Node (HSCN) or General Symmetrical Condensed Node (GSCN) are described in [17, 83, 105,
120, 119, 121]. Below, a brief description of the Johns’s n-port - the symmetrical condensed

node - is presented.

4.1.8.1 Symmetrical Condensed Node (SCN)

SCN without derivations (SCN without stubs) can be imagined as a cube with a branch on

each of its six sides, as in Fig. 4.5. On each branch there are two gates leading pulses on

36



4. Transmission-Line Matrix Modal Hybrid Approach

011000001O0-10
100001000-101
11001000100 0-1
001010-1000T160
0001010-10100
S=0_501001010—1000
000-101010100
0010-101000T10P0
10000-1000101
0-10010101000
-1001000100O0°1
01-100000101 0]

Figure 4.6: Scattering matrix modeling homogeneous media.

two transmission lines. Therefore, the SCN has 12 ports, 12 transmission lines, each line has
two threads. The polarization of the TLM pulses follows the direction vectors of the port it
spreads, each pulse containing two field components, E and H. The E component is parallel
to the direction of polarization of the pulse and the H component is perpendicular to the
polarization direction of the pulse.

The 12 ports can have on each propagation direction the two types of polarization. The
voltage pulses corresponding to these polarizations are launched on the even lines, which
do not couple. The numbering of the ports of the SCN is very important in obtaining the
dispersion matrix of the node.

The SCN topology cannot be represented by an equivalent electric circuit. The scattering
matrix which characterizes the node is obtained using Maxwell’s equations and the energy
and charge conservation principles. The scattering matrix S of the SCN for homogeneous
media, relating the reflected and incident impulses is a 12x12 matrix, as in Fig. 4.6.

For an axial propagation, the low frequency velocity of waves on the SCN network is half
of the medium propagation velocity. Waves propagate without dispersion. The propagation
at 45 degrees according to the axes, is altered by the dispersion as it is presented in [10, 84].

The computation process in the SCN network is similar to that described for two-
dimensional mesh. Once the boundary conditions have been established, the structure is
excited and the impulses start spreading according to the scattering matrix S characteriz-
ing the SCN node that models an environment: homogeneous or non-homogeneous, with or

without losses.

V' =8V! (4.9)
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The reflected impulses from a node at time step k£ become the incident impulses to the
neighboring nodes at time step k+1. This step makes the connection between the network
nodes. The total number of iterations depends on the problem and on the required frequency
resolution.

In order to excite a certain component of the field it is required to inject impulses on the
corresponding ports of the node.

To simulate the electromagnetic field propagation in a three-dimensional non-homogeneous
medium, six lines long Al/2 called stubs are added to the SCN node structure. Depending
on the material properties, three lines coupled with the three components of the electric field,
are open circuited and add capacity to the node, and the other three lines coupled with the

three magnetic field components, are short circuited and add inductance to the node.

The characteristic stub admittances corresponding to the capacity added to the node and

normalized to the admittance of the background transmission lines (Y, = /e,/11,) are:
y, — 2e, AyAz B
u, At Az
2e, AzAz
Y, = —~+ - 4.10
Y u, At Ay ( )
Y, = 2e, AxAy B
U, At Az

where, €, is the permitivity of the free space, p, is the permeability of the free space, ¢, is the
relativ permitivity of the media to be modeled, u, is the free space wave velocity, At is the
time step, Ax, Ay, Az are the dimensions of the TLM cell according to the three Cartesian

directions.

The characteristic stub impedance corresponding to the inductance added to the node

and normalized to the impedance of the background transmission lines (Z, = \/f/¢,) are:

21, AyAz
Ly = —4
u, At Az
21, AxAz
7 — _4 .
Y u, At Ay (4.11)
7 - 21, AxAy B
T u, At Az

where, u, is the relativ permeability of the media to be modeled.

The connection process inside the TLM SCN network is not influenced by the stubs
because they are internaly connected to the node and does not interact directly with the
neighboring nodes. The scattering process is affected by the appearance of stubs and the

scattering matrix is of the form 18x18 - see Fig. 4.7. The three capacitive stubs correspond
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Figure 4.7: Scattering matrix modeling non-homogeneous media.

to the gates 13 through 15, and the three inductive stubs correspond to the gates 16 through

18. Applying Kirchoft’s laws and energy conservation principle:

STy S =

Y

we can determine the S matrix coefficients, as in [28], by:
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At any iteration during the simulation, at any point in the discretized computation space,
the electric field and the magnetic field can be expressed. To calculate a component of the
electromagnetic field in a certain space point, at a given time step, all the impulses on lines

which couple with that field component at that space point, have to be considered.

2V V5 Vg + Vi, + Y V)

E, =

Az(4+Y,)
g o= 2Va Vit Vi + Ve 4+ Y V)
Y Ay(4+Y,)
g o 2V VeV Vi + YoV
) - Addry) (4.14)
b 20V = Vi Vi - V- V)
* Ax(4Zy + ZyZ,)
oo 2V Ve Ve — Vi + Vi)
v Ay(4Z, + Z,7)
g 2 = Vi Vi — Vi + Vi)
: Az(4Z, + Z,7)

The SCN node loaded with lossy stubs simulating lossy media is described in [28](pg.
136). A cylindrical SCN is outlined in [134].

4.1.9 Error sources and corrections

The most common errors that occur in the electromagnetic structure models based on TLM
are:

Truncation error

It is an error that is due to inevitable limitations on the number of iterations, ie the
structure time-domain impulse response truncation. The spectrum of this response is not a
line but a superposition of sinz/x functions that interfere creating a shift for the peak of
the spectral components excited in the structure. Ways to reduce this error are displayed in
[51, 102].

Coarseness error

It is an error that occurs when the mesh step is too large compared to the wavelength
of the simulated field. A simulation with a smaller mesh step requires significant memory
resources. A more efficient (flexible) approach would be a variable mesh size.

Velocity error

It is an error that occurs by considering the propagation velocity of the impulses being
constant inside TLM network in all directions when the mesh step size approaches the
wavelength. Because in this case the impulses propagate at different speeds depending on

the direction, which alters the cutoff frequency of the simulated structure.
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Misalignment error

It is an error that occurs simulating dielectric interfaces on the boundaries; dielectric
interfaces appear halfway between the boundary nodes, while the electric and magnetic
walls boundaries appear in the node.

A detailed presentation of TLM method, also in a threedimensional approach, can be

found in a review paper [51] and in a book chapter [55] by Hoefer.

4.2 Modal Approach

Mode-Matching method [55, 78] is often used to model boundary problems, dispersions in
guiding structures, that have separable geometry, each region having its own coordinate
system. This method describes the electromagnetic field along the discontinuity by infinite
series of normal modes at the junction surface. In numerical calculation, given the limited
resources of calculation, the amputation of the series is a major issue in the validity of results.

In order to describe the electromagnetic field in the plane of the discontinuity, the tan-
gential fields on both sides of the junction are decomposed into infinite series of normal
modes. The problem lies in calculating the modal coefficients which can lead to an infinite
number of simultaneous linear equations. By truncation of the modal series describing the
field around the discontinuity, a finite number of unknowns, which can be determined ana-
lytically or numerically, is reached, obtaining a numerical solution. By this approximation,
it is possible that the results accuracy decreases due to the convergence problems.

The numerical implementation of this method can deal with a wider range of problems.
The Mode Matching method was applied to: scattering problems caused by the disconti-
nuities inside the waveguides [127, 99], micro-strip lines [130] and finlines [87]; eigenvalue
problems, obtaining the resonance frequency of a cavity, the cutoff frequency of a waveg-
uide, the propagation constant of a transmission line or planar transmission line; analysis
of composite structures such as E-plane filters [110], direct-coupled cavity filters, waveguide
impedance transformers [12], power dividers [11] and microstrip filters [75].

A series can be truncated only if it converges. To demonstrate the convergence of the
numerical results, they are displayed in relation with the number of modes considered in the
truncated series. Comparing the results variation according to a specific criteria, a small
variation means a higher accuracy.

When the problem to be analysed imposes the truncation of many series in the same
time, the convergence problem is called relative convergence problem. The numerical results
are affected by the ratio between the number of modes considered when describing the
electromagnetic field in different regions of discontinuity. Depending on how the solution of
the problem is calculated - determining the unknown coefficients of the field in each region

of the junction - the relative convergence phenomenon may be more or less important.
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When for different values of the number of modes considered to represent the field,
different results are obtained, the behavior of field at the junction has to be examined. Thus,
rules can be generated for the infinite series approximation, based on the ratio between the

number of the considered modes and the different sizes of the junction regions.

4.3 TLM/Modal Hybrid Approach

4.3.1 State of the art

The analysis of microwave circuits is often realised discretizing the circuits by TLM time-
domain method. In this case, the boundaries are usually modelled with diakoptics. Origi-
nated by Kron [70] for the frequency domain methods, diakoptics was developped for time-
domain TLM by Johns and Akhtarzad in [57, 58]. Diakoptics is a method of decomposing
the large structures into subdomains which are solved independently and later reassembled.
[36] presents the implementation of wide-band ABCs with Johns’s time-domain diakoptics
approach applied to two-dimensional waveguide discontinuities. The impulse response or
Green’s function of the discretized domain is convolved with the impulse response of bound-
ary condition which is represented by three-dimensional array called Johns matrix.

Three years later, an extension of the TLM diakoptics procedure outlined above, for
higher order modes is presented in [99]. The TLM discretized domain is limited only around
the discontinuity. The remaining computation domain is modeled by modal approach since
the media is homogenous. This means saving numerical resources. The incident and re-
flected pulses field representation over the reference plane are transformed into a modal field
representation. The reference planes and boundary conditions can coincide, very close to
the discontinuity, without creating instabilities due to the higher order modes excited by
this latter, because the convolution is carried out for each mode separately. This means
the posibility of the simulation not only matched waveguides (ABC’s) but also dispersive
terminations.

A similar hybrid-modeling, based on the scattering phenomena and diakoptics procedure
is presented in [98, 97], where the discontinuity is discretized upon TLM and the homoge-
neous space by modal approach, given the low computing resources.

The diakoptic procedure for three-dimensional structures discretized upon TLM - SCN
is brought out in [98], making possible the hybrid analysis of waveguide components by
time-domain analysis for the discontinuities and analytical modal approach for homogenous
waveguide sections.

A hybrid approach [97], analyzing a packaged microstrip via-hole icluding coax-to-microstrip
transitions, combines TLM for discretizing the planar structure with modal approach for a
modal time-domain field representation inside the regular package.

In [91], the authors propose TLM for closed homogeneous waveguides and mode matching
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for the absorbing boundaries. The method is demonstrated for thick inductive irises in
rectangular waveguide, showing excellent wide-band match for all excited modes. But, in
order to avoid the large amount of computing resources, the compromise done is reducing the
discretized space by setting the absorbing boundaries a few cells away from the discontinuities

and considering only the first 4 or 5 modes.

4.3.2 TLM/Modal coupling matrix

The calculation of the electromagnetic structures with three dimensional large geometries
inside and very fine detail discontinuities is a big challenge for industry and accademia alike.
The space and time electromagnetic modeling of such structures with a single numerical
method, requires fine discretization to make possible the description of the field around the
elements with very small gaps.

This would be impossible to calculate the field with a single numerical method because
this one often leads to heavy computations that require significant computing resources.
With a hybrid computing tool, a complex structure is segmented into subdomains, which
by their nature can be discretized for numerical computation or described by analytical
approach.

The realization of a hybrid algorithm coupling the time-domain TLM method and a
modal approach, represents a solution to this problem which is implemented in this research
work. Modeling a structure with two numerical methods, one temporal and one modal,
means decomposing the problem into two substructures: a subdomain discretized with TLM
and the other modeled with the modal approach.

The hybrid algorithm combining TLM method and modal approach takes the advantages
of the two methods to get the most efficient solution to the electromagnetic problem to be
analyzed.

A subdomain is defined in a reference plane by its impulse response in time or frequency
domain. The reference plane separates two subdomains: one which is discretized in time
and space and one modeled analytically. Electromagnetic field is represented in the reference
plane by means of a modal basis, if a uniform waveguide section is considered.

If TLM is applied to calculate the electromagnetic field in a discretized volume, modal
approach models the field of planar structures by decomposing it into linear combinations of
TE and TM modes. Thus, the subdomain which is analytically modeled by modal approach
is reduced from three dimensions to one dimension, being represented by modal transmission
lines which do not couple together.

To have a representative solution of the entire structure to be modeled, it is necessary
joining the two subdomains with modal diakoptics. Subdomains are computed independently
and connected together at each time step by convolution product between the time-domain

impulse response of the subdomain discretized with TLM and the numerical Green’s func-
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Figure 4.8: Schematic view of the domain decomposition.

tions for the subdomain calculated analytically with the modal approach. A general view

over the TLM/modal hybrid approach can be observed in Fig. 4.8.

The unterminated boundaries of the discretized TLM domain are the reference planes.
These reference planes are connected with a Modal Connection Network (MCN) to the modal

representation of the electromagnetic field.

Each SCN node intersects the reference plane with the branch which is parallel to the
direction of propagation, as in Fig. 4.5. This branch has two transmission lines which do
not couple together, each one representing a polarization of the field, vertical or horizontal
in the transverse plane as in Fig. 4.9. Thus, the TLM port number of the MCN is equal to

the number of SCN points in the reference plane multiplied by two.

Vilw,y,t) = SHEL() + ZoH,(t)]

= Slcos (ZTg)sin (2T y)(ﬂ—Q%p,OHO T By + Zo( 35 5 Ho — Q—E%EOEO))
‘/;($,y7t) = H[E1(> ZOH;( )]
= MS1H<M$) COS (%y)(—%%uof'fo E Z()(kQ “ T H, —%nbﬂ€0E0))
(4.15)
Ei — ETE ETM
= (%n;MOHO mﬂEo)COS( ) sin (Fy)
R E M
Bl = EyT' +E}

H! = HIF 4 g™
(72 ™% Ho + 13 5 eo Bo) sin(™2 ) cos (1 y)

A TE TM
H = HIP4H!

- (V”WHO ]—Q%EOEO)COS(?x)SiD(%y)

The incident and reflected voltage waves for both polarizations have to be transformed
in modal waves in order to be related with the modal subdomain through the time-domain

modal impulse response of this latter. The incident TLM link-line voltages for both polar-
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Figure 4.9: SCN nodes on reference plane.

izations are given by (4.15), where the incident transversal field components are formulated
in (4.16).

The MCN converts the TLM representation of the electromagnetic field in the form of
voltage impulses into the modal form described by the modal basis defined on the waveguide
cross section contained in the reference plane. The MCN can be represented by a transformer
network [100] as shown in Fig. 4.10, or equivalently, by a coupling matrix that converts the
electromagnetic modal field to the TLM representation. This TLM / modal coupling matrix
is built on two elements: SCN-TLM nodes coordinates used to discretize the space of the
waveguide cross section and the mode eigenfunctions describing the field in that section.

These voltage pulses of the transmission lines from the discretized subdomain are con-
verted into the corresponding voltage of the modes from the modal basis, by means of the

network outlined in Fig. 4.10, characterized by the matrix @),

qi1 G122 @13 - {4IN
21 422 G23 - Q2N

Q=" . . . (4.17)
qvm1 q9m2 qms o QMN

where, ¢;; are the network transformer ratios based on the eigenfunctions of the modes
described in the modal basis. SCN nodes polarizations of the two ports normal to the
reference plane impose the choice of the eigenfunctions forming the matrix Q.

A set of Gaussian pulses excites the modes of the MCN at the excitation plane. The
MCN transforms these pulses to the TLM form and so excites the TLM link lines. The free
space impedance has been used as the reference impedance of all ports of the MCN network.

This network, presented in [100], is lossless and consequently has the property that every
mode not represented by the modal decomposition but present on the TLM link lines will be
reflected back to the TLM domain. To relax this effect, as many modes have been used in the

domain decomposition as there are TLM link lines. However, all the non-considered higher
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order modes are terminated with the free space impedance - which is the high frequency
limit of the characteristic impedance of each mode. This is not an ideal termination, as
the real frequency-dependent characteristic mode impedance, but it relaxes the problem of
reflections. If the higher order modes are not present at the reference planes, the terminating

impedances are not excited and they play no role.

4.3.3 Generation of the analytical modal time-domain Green’s

functions

The reflected-mode field amplitudes are computed as time-domain convolution product be-
tween the incident-mode field amplitudes and the modal impulse response Johns matrix,
which is formed by the time-domain modal Green’s functions.

Green’s functions, characterizing the modal domain, are generated analytically as S pa-
rameters in frequency domain, deriving from the free space impedance used as the refer-
ence impedance of modal ports of the MCN network and the different TE and TM modes
impedances.

Johns matrix elements have to be transformed in time domain in order to achieve the
convolution product at each TLM iteration. The causality of the time-domain signals in the
Inverse Fourier Transform (IFT) is enforced by imposing symmetry on the magnitude and
antisymmetry on the phase of S parameters. Depending on the modal domain termination
complexity, the computational effort of the Johns matrix increases as the modes couple each

other.

4.3.4 TLM convolution product

The convolution process can be written in discrete form as:

S
L

yln] = afn] * fln] = 3 afil fln — i, (4.18)

where y/n/ is the TLM input data in a modal form, z/n/ is the TLM output data in a modal

form, f/n/ is the time-domain impulse response of the modal domain and 7' is the number

Il
o

of iterations of the simulation.

The convolution process is executed during the TLM simulation, for each time-step. In
fact, while the samples of the TLM output data are known step by step, the samples of the
impulse response f/n/ are fully known. Thus, each sample of the TLM output data when is

catched, is used to compute his contribution for all the TLM input data samples.

When dealing with a structure similar as in the Fig. 4.8, the reflected modes field
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Figure 4.11: Hollow waveguide.
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Figure 4.12: General view over the structure modeled upon the hybrid approach.

amplitude is given by:

by = a1 xSy +asxSie+---+ay xSy
by ay * So1 + ag * Sag + - -+ + an * Saur

(4.19)

bM = a1*SM1+a2*SM2+~-+aM*SMM,

where * represents the convolution product. If the termination of the modal domain does

not couple the modes describing this domain, the elements S;;, ¢ # j, are zero.

4.3.5 Numerical examples

To validate the coupling between TLM and Mode Matching, it is simulated the propagation
of TFEyyp mode in a rectangular waveguide with electric walls, filled with vacuum, with the

dimensions a = 10 mm, b =5 mm and L = 25 mm as in Fig. 4.11.

The volume of the structure is discretized with TLM while the termination is modeled
with the modal approach. The analysis of the propagation of the electromagnetic field is

conducted for different terminations of the waveguide.

First scenario - the guide is matched.

A general view over the hybrid approach can be observed in Fig. 4.12. The impulse

response of the termination is obtained analytically in frequency domain by the reflection
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Figure 4.13: T'E1y mode characteristic impedance.
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Figure 4.14: Frequency-domain representation of the Scattering Coefficient I'.

coefficient formula (4.20) and is given in Fig. 4.14.

ZTE10 _ Zo

L= g

(4.20)

ZTFw is the fundamental mode impedance shown in Fig. 4.13 and Z, is the free space

impedance seen from the modal port of the MCN network.

To achieve the causality of the time-domain signals in the IFT, the transformation is
applied to a reflection coefficient prepared before by imposing symmetry on the magnitude
and antisymmetry on the phase, shown in Fig. 4.15. The time-domain impulse response of
the subdomain simulating an infinite waveguide is given in Fig. 4.16.

The time-domain signals as the waveguide excitation and the input reflected mode-field
are depicted in Fig. 4.17(a). This latter is attenuated due to the matched waveguide ter-
mination. The input S and Z parameters are shown in Fig. 4.17(b) and respectively Fig.
4.17(c). Above the cutoff frequency of the fundamental mode at 15 GHz, the wave prop-
agates toward the termination modeled as a perfect ABC. The curves validate the hybrid

approach being in excellent agreement with the analytical results.

49



4. TRANSMISSION-LINE MATRIX MODAL HYBRID APPROACH

= = = real(RHO)

v
1

08 imag(RHO) :
]

i

0.6
0.4

o2t I

<x|e
o |t
Iy
©
8

Re/Im (Blue/Red) part of the Scattering Coefficient (RHO)
I
o =)

LRI "a—

o 100 200 300 400 500 600
Frequency [GHz]

Figure 4.15: Frequency-domain representation of the Scattering Coefficient I' prepared for
IFFT.
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Figure 4.16: Time-domain impulse response of the Scattering Coefficient I'.
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Figure 4.17: Results for the T'E;y mode propagation in a matched waveguide.

51



4. TRANSMISSION-LINE MATRIX MODAL HYBRID APPROACH

Second scenario - the waveguide is short-circuited.
A similar procedure to the matched case it is performed in order to determine the time-
domain impulse response of the termination. In Fig. 4.18(a), the time-domain signals as the

waveguide excitation and the input reflected mode-field are shown.
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Figure 4.18: Results for the T'E;y mode propagation in a short-circuited waveguide.
This latter is reflected due to the waveguide termination. The input S and Z parameters

are presented in Fig. 4.18(b) and respectively in Fig. 4.18(c). Numerical errors appear

around the cutoff frequency. The curves validate the hybrid approach being in excellent
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Figure 4.19: Input impedance (imaginary part) of a short-circuited lossless waveguide with
dielectric €, = 2.54.

agreement with the analytical results.

Also, in this scenario the waveguide is filled with dielectric medium of €,=2.54, modeled
with stubs as in (4.10), (4.11) added to the TLM-SCN nodes whose Scattering matrix is
obtained by means of (4.13). The validation is given by the input Z-parameter as in Fig.
4.19(a). The input impedance computed with the hybrid approach follows the result obtained
by High Frequency Structural Simulator (HFSS) [50].

The TLM/modal hybrid approach is validated for non-homogeneous volumes by the sim-
ulation with the waveguide filled with air and having a centered block of dielectric €,=2.54,
with the size of 4 mm width, 3 mm height, 3 mm length. In Fig. 4.19(b), the imaginary part
of the input Z-parameter of this waveguide is in excellent agreement with the curve given by
HE'SS.

Third scenario - the guide is open-circuited.

Also for this case, in Fig. 4.20(a), the time-domain signals as the waveguide excitation
and the input reflected mode-field are depicted. This latter is reflected due to the waveguide
termination. The input S and Z parameters are shown in Fig. 4.20(b) and respectively
Fig. 4.20(c). The curves validate the hybrid approach being in excellent agreement with the

analytical results.
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Figure 4.20: Results for the T'E}y mode propagation in an open-circuited waveguide.
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Figure 4.21: Hollow waveguide terminated by a metallic strip printed on a perfectly magnetic
wall.

Forth scenario - the waveguide is terminated by a metallic strip.

In this case, a length of lossless waveguide with electric walls, filled with vacuum, with the
dimensions ¢ = 10 mm, b = 5 mm and L = 25 mm as in Fig.4.21 is terminated by a narrow
metallic strip (Imm width) printed on a perfectly magnetic wall. The TLM mesh step is 0.2
mm. When T Fyq is incident, the strip excites an infinite number of modes, propagating or
evanescent coupling each other, of the form T'E(g,11y0, n = 0,1,2,..., given the uniformity
of the discontinuity along z axis.

The modal basis constructed in the discontinuity plan is defined as follows:

0

2
18 = —cos(2n + 1)Z£L‘ : (4.21)
" a a

where n=0,1,2,...; fy is the fundamantal mode T Ej .

The modal basis is formed exclusively by TE modes and is orthonormal with respect to

the hermitian scalar product(4.22):

(£,|,) = / £ £,dS = / / £ £,dS + / / £ £,dS = / / £ £,dS = 6 (4.22)
D D-% b)) by

where:
5 = 1 if m=n
0 ifm#n,

*is the complex conjugate,

3} is the discontinuity surface and D is the transverse plane containing the discontinuity.

The field through that surface is modeled by virtual sources (which do not produce power
in the context of the boundary conditions), according to [15]. The evanescent modes excited

by the discontinuity represents electromagnetic energy which is primarily inductive, which
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accumulates in the vicinity of the obstacle. The multi-modal surface admittance matrix

modeling the non-homogeneous discontinuity is given by :

(g.|f1)? (8If1) (8If2) ... (g.IfL) (g.Ifur)
Vie @l @lf) (@B (glf) (g (4.23)
(&17s.) z ; :
_<ge|fM> (lf1) (gclfu) (glf2) .. <ge|fM>2

where, M is the number of propagating modes excited by the metallic strip, g. is an entire-
domain trial function used in Galerkins method for modeling the current density on the
metallic strip, f, is the n'* basis function of the normal modal basis in the waveguide and

the operator 7 , defined as:

7 = i I£,) Z,, (£,] (4.24)

n=M+1

represents the contribution of the evanescent modes excited by the discontinuity, to the field

that is in the vicinity of the structure. Z,, is the impedance of the evanescent mode f,,.

The admittance matrix can also be formulated as:

(. /f2)
V= | el | [l (@l8) .. (el (4.25)
<ge|de>
(g.fu)
We make the notation:
[ (g.If:) |
A] = | (g.If) (4.26)
(g, Ifar),
So, [A] transposed is:
A" = [(gf) (b)) (4.27)
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Figure 4.22: General view over the structure modeled upon the hybrid approach.

Finally, the admittance matrix of the discontinuity is:

1
ZZO:N+1 Zn <ge|fn>

Y] = 2 [A][A]" (4.28)
The M-port representing the modal subdomain - see Fig. 4.8 - is lossless and reciprocal;
thus, the admittance and impedance matrices contain only pure imaginary terms and are
symmetric. The impedance matrix Z represents the inverse of the admittance matrix Y.

In order to connect the discontinuity and the waveguide, the scattering matrix S is
needed. As there is no power actually absorbed by the M-port, the scattering matrix is
unitary. Due to reciprocal network, S is also symmetric. According to the admittance

matrix from (4.28), the scattering matrix is given by:
5] = ([¥o] = YD)([¥o] + Y]~ (4.29)

where [Yy] is the diagonal matrix of the inverse free-space impedance. The amplitude of the
reflected modes is calculated upon (4.19).

According to Fig. 4.22) it is considered the excitation of the only two first lower-order
TE propagating modes and 300 evanescent modes.

The computed 2x2 input scattering matrix -see Fig. 4.23- and input impedance matrix
-see Fig. 4.24- are in excellent agreement with results derived from analytical approach based

on IE Formulation [81], on the two modes frequency band.

4.4 Conclusions

A not exhaustive presentation of the numerical methods TLM and Mode matching is ex-
posed in this chapter. The numerical tool developped based on the hybridization of the two
numerical methods is described. This model allows full-wave simulation of complex struc-
tures, in three dimensions containing discontinuities, by saving computational resources. A
simulation of the entire computation domain with a rigorous method as TLM would require
significant computing resources. This hybrid decomposes the computation domain into two

subdomains, based on diakoptics approach: volumes are discretized with TLM and pla-
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2 denotes the T'F3g mode); hybrid model computation (blue curve) vs. analytic computation
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nar structures are modeled by modal approach. The link between the two subdomains is
based on integral equation approach by binding the tangential electromagnetic field of the
TLM subdomain to the interface between the two subdomains with the propagating modes
of the modal subdomain. This coupling is achieved by convolution product between the
incident-mode field amplitude on modal subdomain and the modal impulse response of the
latter. The hybrid approach is validated by propagating T'E;y mode in a rectangular homo-
geneous waveguide terminated by homogeneous and non-homogeneous loads. The results are
in excellent agreement with the analytical curves. Also, results obtained for heterogeneous

environment modelled with stubs are validated with HFSS.
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Chapter 5

Parallel TLM /Modal approach

This chapter deals with the electromagnetic modeling of large and complex electrical struc-
tures by means of large scale parallel systems, such as GC and supercomputer. Grid5000 -
the French national research infrastructure for large scale parallel and distributed computing
- is the grid platform used in this work to run large TLM applications. The supercomputer
that houses the experiments in this research work is Hyperion, a supercomputer belonging
to Calmip group.

The implementation of the TLM parallel algorithm for distributed computing systems
is presented. Numerous experiments for parallel computing using the TLM/modal hybrid
numerical approach described in the previous chapter, are executed on both, cluster and
grid computing. The application performance obtained by parallel computing is analyzed.
Also, some aspects related to the application implementation and computing platform which
directly influence the computing performance, such as data precision, communication modes
between processes, memory contention, cache misses are outlined.

Results comparable to those obtained on grid computing are realized also on supercom-
puter. The results prove the benefits of the grid computing and supercomputer environments
to solve electrically large structures. A prediction model for the computation time on grid

is developped step by step in order to improve the accuracy of the estimation.

5.1 Context

In [9], parallel computing is presented as a useful tool for solving large problems faster. The
results in terms of parallel computing speedup show the importance of a good match be-
tween the problem to calculate and the number of allocated computing resources. TLM has
been implemented on massively parallel SIMD computers [113]. The effects on computing
performance when TLM calculation is distributed across a network of workstations using
PVM, are analysed in [90]. In order to illustrate the improvements in computational elec-

tromagnetics that are achievable by MPP, a parallel finite element code is used to model a
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Figure 5.1: Schematic view of the modeling approach.

low frequency magnetics problem [16]. Processors communicate by passing messages.

The Research Institute of Electronic Science and Technology from Chengdu, China, pro-
vides a numerical tool for the parallel computation on grid, of the electromagnetic scattering
fields in large complex environments, based on method of moment [72]. A guide [35] intro-
ducing CEM researchers in the field of computational grid, demonstrates that GC is a viable
environment for parallel computing using FDTD in a distributed programming paradigm,
and also that is an effective way to produce lowcost and flexible cooperative and distributed
engineering on computer-aided engineering (CAE) of aperture-array antennas. Another grid
experiment [73] based on TLM modeling code computes highly complex electromagnetic
structures with a good scalability and an optimal performance in terms of computation time

by adapting the distributed resources to the given problem.

5.2 Parallel TLM /modal hybrid approach

5.2.1 Parallel algorithm

In order to avoid a heavy TLM calculation, the discretized domain can be divided into
several sub-domains, as in Fig. 5.1 that will be computed in parallel on multiple CPUs that
communicate between them to achieve the job. The parallel hybrid approach, based on MPI,
is designed for Single Program Multiple Data (SPMD) programming model. Thus, all the
tasks run the same program on different data. The user specifies the number of subdomains
the structure will be decomposed, i.e. the number of processes MPI. Each subdomain is
attributed to a process. Each process receives a copy of the program.

Communication between these processes is a point-to-point communication, based on
sending and receiving messages. Dividing the whole domain discretized into several subdo-
mains, each one belonging to one MPI process, makes the processes communicate between
them since the first iteration, even if the messages do not contain information representing
the electromagnetic field, which is not yet propagated.

A schematic view of the parallel hybrid approach implementation can be seen in Fig. 5.2.
On each process, the substructures are discretized and the boundary conditions are imposed.
The excitation is performed only by the first task, while the termination is computed by

the last process. At each time step, the TLM’s core formed by the steps Scattering and
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Figure 5.2: Schematic view of the parallel hybrid approach implementation.

Table 5.1: Summary of Computed Structures

No. Millions of X Y Z t
TLM cells

1 145 345 173 2432 10000
2 36 172 86 2432 10000
3 290 345 173 4864 19610
4 580 345 173 9728 39061
5 194 400 200 2432 10000
6 1400 400 200 17500 70549

Propagation is applied to the discretized cells. Before moving to the next time step, each

process communicates to his neighboring processes the intermediate simulation data.

5.2.2 Experiments

In order to evaluate the performance of our application on a large scale parallel system in
terms of computation time, simulations have been performed on cluster and on grid environ-
ment using different rectangular waveguide structures discretized with a mesh step of 1mm,
matched at their terminations, outlined in Table 5.1, where X, Y, Z are the number of TLM

cells on the three spatial directions and ¢ is the number of time steps.
Blocking vs non-blocking communications:

In Table 5.2, the values of the simulation time for the structure number 1 from Table 5.1,
are displayed. Computing nodes from cluster Griffon, whose communication through an eth-
ernet network (1 and 10 Gb/sec) is managed by blocking or non-blocking MPI primitives,
are used. It can be observed a maximum gain of 10% for the simulation time in case of
non-blocking communication. The difference obtained between the simulation time values

of the two types of MPI communications is not very high. The gain can even be altered
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Table 5.2: Blocking vs Non-Blocking MPI Communications on Cluster

No. of | No. of Time [h] Time [h] Gain
nodes processes | mnon-block. com. block. com. (%]
1 1 46.13 46.13 0

2 4 13.8 13.79 -0.07
4 8 7.08 7.1 0.31
8 16 3.52 3.54 0.48
16 32 1.44 1.47 2.5
32 64 0.69 0.77 10.53
64 128 0.37 0.39 6.79
87 174 0.3 0.29 -4.18
92 184 0.29 0.27 -6.94

sometimes, taking into account that the cluster network is also used by other users at the
same time.

The blocking send call (MPI_Send) uses the synchronous mode. The process restarts the
computation once the entier sender buffer was sent and a matching receive is posted while the
neighbor process has started to receive the message. The non-blocking send call (MPI Isend)
uses the standard mode. Once the send operation is started, the process restarts also the
computation. As soon as the message has been sent, the send buffer is refilled. The receive
call uses a blocking primitive in a standard mode (MPI_Recv).

When the process receives data from his neighbor, it is required to stop the computation
operation until the message is fully received. When the computation starts, the message must
be fully received, because it is used in complete form. The message contains the voltage im-
pulses representing the two polarizations of each TLM cell lying on the cross section which
separates two different discretized subdomains belonging two different processes. Given
the nature of this application, the gain obtained by reducing the simulation time when the

communication between processes is controlled by non-blocking primitives, is not important.
Time, speedup and efficiency for cluster experiments:

Fig. 5.3 displays the simulation times on cluster Griffon versus the number of processes,
for various numbers of TLM cells, considering the first four structures from Table 5.1. Only
two processes are executed on the computing node, each one on a different processor. As we
increase the number of processes, the simulation time becomes smaller.

The simulation time of the structure 1 in one process is about 46 hours, but using 184
processes, it takes only 16 minutes. The speedup is 164 and the efficiency is 89%. The
computing and communication times of the structure 2 are shorter, due to the lower number

of TLM cells by which it is discretized. The speedup value is 181 while the efficiency, 98%.

In Table 5.3, the values for speedup end efficiency obtained for the simulations of these two
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Table 5.3: Speedup and Efficiency on Cluster

No. of processes
\ 1 \ 4 \ 8 \ 16 \ 32 \ 64 \ 128 \ 174 184
Structure 1
Speedup 1 3.34 6.49 13.02 31.22 59.37 115.73 155.21 164.88
Efficiency [%] 100 83.5 81.1 81.3 97.5 92.7 90.4 89.2 88.6
Structure 2
Speedup 1 3.28 6.68 16.88 35.06 68.64 130.02 170.21 181.71
Efficiency[%] 100 82 83.5 105.5 109.5 107.2 101.5 97.8 97.5
100
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Figure 5.3: Simulation times on cluster for different TLM cell numbers.

structures are summarized. It can be observed that the efficiency has some discontinuities
for the simulations done with a small number of processes. These discontinuities are due
to the hierarchical organization of the memory present on the computing nodes and the
large number of memory accesses which increase the computation time. This is especially
important for the simulations with few processes where the discretized computation domain
is higher, because if a sequential algorithm requires @) bytes of memory, it will occupy only
@ / p bytes when p parallel processes are used. Sequential simulation being hardest hit by

the cache misses, require a longer execution.

However, the memory access time for the sequential simulation is not so great to get
a superlinear speedup. As the cache misses effect is strongly present in simulations, the
efficiency decreases because the parallel simulation time consists of the computation time,
the RAM access time and the communication time; then, the curve will slope upward, the
parallel simulation time being reduced with the RAM access time. The efficiency decreases
again as the number of processes is increasing due to communication costs, idle time due to

synchronization and serial parts of the algorithm.

Time limitations and memory resources constraints do not allow us exploring the simula-
tion times for the structures 3 and 4 with a small number of processes. These two structures
keep the same transversal dimensions as the first one, but the lengths are multiplied by two,
respectively four compared to the first one. Thus, the communication time is still constant,
but the computing time is much larger. The simulation time for 290 million of TLM cells
structure on 184 processes, is about one hour, and for 580 million of TLM cells the forth one

is 3.7 hours. The curves show the scalability of our application as increasing the number of
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processes.

The computing time increases, almost linearly, when the numbers of TLM cells and time
steps increase. The ratio between the number of TLM cells of the first and second structures
equals the ratio of their computing times: this ratio is found to be 4 because the height
and width of the structure 1 are 2 times larger than ones of the structure 2. The same is
available for the structures 3 and 4, because of the length and the number of time steps
parameters. The number of TLM nodes on cross-sectional area of the waveguide represents

the amount of transferred data between processes which influences the communication time.
Memory contention:

During several tests, we observed that the performance in terms of computing time drasti-
cally decreases when two or more processes run simultaneously on the same processor, which
is related to the contention phenomena that appears to the shared memory multiproces-
sors. This is shown in Fig. 5.4, by means of the speedup curve obtained by the simulation
of the structure 1 from Table 5.1 using computing nodes from Chingchint cluster (Lille)
interconnected by ethernet 1 Gb/sec.

The speedup increases until the number of computing nodes reaches 32; each node having
two CPUs, only two MPI processes are submited per node, each one on a different CPU. It
can be observed that the speedup is very close to the optimal value. Given the limited number
of resources on cluster, the number of processes launched per node has increased to eight,
the nodes having 8 cores. For the simulations with 128 processes (16 nodes) and respectively
256 processes (32 nodes), the parallel computing performance is obviously affected.

The eight processes, simultaneously performing computation on the same node, suddenly
increase the memory contention by shared memory bus saturation. The shared memory is
the most important factor that limits the scalability of the parallel systems. The parallel
system performance is cadenced by the memory latency and the bus memory bandwidth,
even if the processor speed is high. In our experiment, the memory bus saturation is caused
by the CPU demands and not by the Network Interface Controllers (NICs) that require
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Table 5.4: Speedup and Efficiency on Grid

No. of processes
‘1‘4 ‘8 ‘32 ‘64 ‘128‘256‘332 422

Structure 1

Speedup 1 2.8 5.3 22.9 38.4 55.1 61.9 80.6 81
Efficiency [%] 100 71.6 66.9 71.6 60 43 24.2 23.5 18.34
Structure 2
Speedup 1 2.8 5.06 25.32 31.9 43.24 44.58 44.59 44.68
Efficiency[%)] 100 70.67 63.34 79.14 49.85 33.78 17.41 13.35 10.58

memory bus even if there are only two processes per node to connect with other processes

running on the computing nodes.
Time, speedup and efficiency for grid experiment:

The Fig. 5.5 displays the simulation times on grid versus the number of processes, for
various numbers of TLM cells, considering the structures 1,2 and 5 from Table 5.1. The
computing nodes are chosen from three different sites: Nancy (Griffon cluster), Lille (Chin-
qchint cluster) and Rennes (Paradent and Parapide clusters) connected through a WAN at
10 Gb/sec. The nodes on a cluster are interconnected by ethernet 1 and 10 Gb/sec. For
performance reasons, only two processes are executed on node, each on a different processor.
Due to the heterogeneity of grid resources, nodes belonging to each of the three clusters
above have been used during each parallel simulation, in order to keep the homogeneity
between the experiment results concerning the simulation time.

The simulation times are higher than those obtained on cluster, for the same structures,
because the communication times are larger due to the informatics network latency. The
speedup and efficiency values, summarized in Table 5.4, are also smaller. As for the cluster
experiments, the same discontinuities can be observed on the efficiency values because of the
large number of the memory accesses.

The structure 1 is simulated on 128 processes on cluster in 0.39 hours and on grid in
0.83 hours, with a speedup value of 55 and an efficiency of 43%. However, as we increase
the number of processes, the efficiency becomes smaller. For an important number of pro-

cesses, the simulation time tends to be invariant. Consequently, in order to launch efficient
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Figure 5.6: Simulation times on grid for different number of modes.

simulations we have to match the size of the structure with the number of resources used,

which is much higher on a grid.
Multimodal approach on grid:

Fig. 5.6 shows the simulation times on grid versus the number of processes, when the
waveguide (structure 2 from Table 5.1) is loaded by a metallic strip. Nodes from the same
clusters as for the monomode grid experiment presented above are used. Simulation times
are given by considering various numbers of modes generated during the electromagnetic
scattering of the incident field by the strip. In this case, different mesh steps are used ac-
cording to the number of modes. So, the structure is discretized with Az = 12 mm, Ax =7
mm, Ar =5 mm and Az = 4 mm for one mode, two modes, three modes and respectively
four modes. As the number of modes increases, the simulation time increases too, since the
number of TLM cells in the discretized computation domain increases. There is more data to
be processed and exchanged between processes. When one single mode is propagated, due to
the small number of the TLM cells, the computation time is lower than the communication

time. So, the simulation time increases sharply when the calculation is parallel.
Performance related to the sites position on grid:

Regarding the parallel computing developed on grid, should be noted that the performance
is influenced also by the sites position where the computing nodes are chosen as the laten-
cies between sites are heterogeneous. For example, making a TCP ping pong between two
nodes, one from Nancy (Griffon cluster) and one in Lille (Chingchint cluster), the measured
latency is 0.0044 sec, while the same experiment between nodes from Nancy (Griffon clus-
ter) and Bordeaux (Bordereaux cluster) shows a latency of 0.0093 sec. Using MPI blocking
communications in a standard mode, without TCP optimization, between the two processes,
messages of 3.35 Mo are sent and received, obtaining a throughput of 149 Mb/sec in the

first case and 76 Mb/sec in the second case, respectively. Nodes are connected via WAN 10
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Table 5.5: Compressed vs Non-Compressed message on Cluster

No. of Time [h] Efficiency Time [h] Efficiency Gain
processes (compress.) [%)] (no compress.) [%] (%]

1 47.07 100 47.07 100 0

4 12.32 95.49 12.25 96.06 -0.59
8 6.44 91.31 6.43 91.51 -0.21
16 3.46 84.95 3.45 85.17 -0.25
32 2.03 72.44 2.04 71.85 0.81
64 1.34 54.61 1.43 51.15 6.33
128 1.09 33.71 1.11 33.04 2
152 1.06 29.08 1.07 28.72 1.23
174 1 26.86 1.07 25.08 6.63

Gb/sec which interconnects the sites. This experiment was launched for 1000 iterations in

order to reduce the possible grid traffic interference.

Thus, in the grid simulation the sites selection where computing nodes are taken, de-
pending on their position in the grid network, is very important. The grid performance in
point-to-point communications is obtained for large messages whose transmission time is
much greater than the latency. As the message size is larger, the calculation is more effi-
cient. In Table 5.4 it can be observed that regardless of the number of processes that are
used, the simulation of the first structure has greater efficiency. This is because the ratio
between the communication time and the computation time is lower for the first structure.

The throughput varies with the size of the message [46].
Decrease the simulation time by message compression:

Trying to decrease the simulation time, we performed the simulation of the structure 1
from Table 5.1 on Griffon cluster by compressing messages exchanged between processes at
the sender and decompressing them to the receiver. Nodes are interconnected by ethernet
network, communicating by non-blocking primitives. Message compression / decompression
is performed using Lempel-Ziv-Oberhumer (LZO) 2.04 [86], a GNU General Public License
portable lossless data compression library written in ANSI C, using the compression algo-
rithm LZO1x_1.

The message size is 466.28 Ko and after compression, 3.3 Ko. As in Table 5.5, the simu-
lation time is reduced by up to 6.6%. For the first simulations, where the computing domain
is larger, the simulation time is affected by a high memory access time and there is no gain
obtained through the message compression. As the memory access time decreases, the re-
duction of the communication time by data compression at sender begins to be successful.
As the efficiency is greater for the simulation with compression than the normal simulation,

the gain is greater.
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Figure 5.7: Parallel computation Speedup for a waveguide modelled with 145 million of TLM
cells, obtained on grid computing and supercomputer.

Grid computing vs supercomputer experiment:

In order to evaluate the performance of our application on a large scale parallel system in
terms of computing time, simulations have been performed on grid environment - Grid’5000
and on supercomputer environment - Hyperion. The TLM/Modal hybrid approach is used
to execute the electromagnetic simulation of the T'F;y mode propagating inside a matched

rectangular waveguide.

Fig. 5.7 displays the speedup versus the number of processes in case of a simulation
with a large waveguide structure such as structure 1 from Table 5.1. The speedup values
are obtained from simulations performed on Grid’5000 platform (Griffon, Chingchint, Pa-
radent, Genepi and Parapide clusters) and on Hyperion supercomputer. For performance
reasons, only two processes are executed on node, each one on a different processor. temps-
G5-Hyperion The architectures of the computing nodes from Grid’5000 are different from
cluster to cluster. Nodes belonging to each of the first four clusters have been used during
each parallel simulation, in order to keep the homogeneity between the experiment results
concerning the simulation time. For the last simulation, with 476 processes, nodes from
Parapide cluster were used also. The nodes from this cluster are faster than those from the

other clusters, so that the simulation is not slowed.

As the number of processes is increased, the gain in speedup becomes smaller because the
computation time becomes smaller than the communication time. Consequently, to perform
efficient experiments on parallel architectures, the number of computational resources has
to match the size of the problem. The speedup values obtained on grid are bigger than
those from the supercomputer Hyperion because the grid processors from cluster Griffon
are slower, which means that the computation time is higher and the speedup also, even
if the nodes on Hyperion are connected by Infiniband. This can be observed easily as the

computation becomes smaller.
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Table 5.6: Simulation time on Cluster: measured vs predicted values.

No. of Time [h] Time [h] Error
processes (measured) (predicted) [%]
1 47.07 47.05 0.04
4 12.25 12.28 0.24
8 6.43 6.48 0.86
16 3.45 3.58 3.86
32 2.04 2.13 4.49
64 1.43 1.41 1.59
128 1.11 1.05 5.42
152 1.07 0.99 7.66
174 1.07 0.95 11.23

5.3 Prediction model for an application execution time

In order to reserve resources efficiently on GC platform to launch simulations using the paral-

lel TLM /modal hyrid application, a computation time prediction model has been developed.

5.3.1 Prediction model based on least squares method

The model based on least squares method is a linear model based on the fact that the
computation time increases with the number of TLM cells forming the discretized computing

domain.

y=oaxr+b (5.1)

where a, b are the time coefficients obtained by means of least squares method using a
historic of experiments that have been performed on similar structures as structure 1 from
Table 5.1, varying only Z parameter.

Thus, our approach is to check if the simulation time values obtained for experiments
with different numbers of TLM cells, sits on the right. So, structure 1 was simulated on
computing nodes belonging to Griffon cluster, interconnected by ethernet network. The
point-to-point communication between processes is controlled by non-blocking MPI primi-
tives. For performance reasons, only two MPI processes are assigned per node, one for each
CPU. The measured values for the simulation time are shown in Table 5.6.

The predicted values of simulation time using the model (5.1) are moving away from the
measured values as the computation time decreases, as can be seen in Table 5.6. The errors

show that the computation effort is not proportional to the number of TLM cells.

5.3.1.1 Single precision vs double precision

To better understand what happens with the simulation time obtained by the parallel TLM
modal hybrid application, the computation time and communication time are displayed at
each iteration in Fig. 5.8. For this, the simulation with 32 processes it is launched.

The sharply increase in the communication time for a number of iterations followed by a
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Figure 5.9: Simulation time when no computation is performed.

drop and a further increase is a behavior which is repeated according to the number of tasks
used to parallelize the sequential code.

In order to explore this problem, the non-blocking MPI primitives performing the com-
munication between processes are changed by blocking primitives, with a synchronous mode
send, providing synchronous communication semantics. Eliminating the calculation from the
simulation and keeping only the communication between processes, sending and receiving
values of zero, the simulation time represented only by the communication is shown in Fig.
5.9 and is uniform, without deviations, which means that the phenomena displayed above,
in Fig. 5.8, is due to the calculation.

Fig. 5.10 depictes the communication and computation time when the first process is
excited, the TLM algorithm (Scattering and Propagation) is performed on all the processes,
but the processes exchange only values of zero. Thus, at time step ¢ = 50 when the first
process begins to be excited, its computation time increases greatly, remaining at this level
until the signal reaches the second process. Meanwhile, the other processes perform a much
shorter computation but the communication time increases because all these processes wait
for the first process to finish the computation, in order to communicate. After several similar
tests, it is concluded that the computation time increases when the excitation becomes
different from zero and at the same time, the two steps of TLM (Scatter and Connect) are
executed.

In this scenario, it is considered that the computation time explodes due to the rela-
tively large number of cache misses when the processor tries to access the data needed for
processing instructions. In order to verify this scenario, Valgrind [123], an instrumentation
framework for building dynamic analysis tools, is used to create the profile of the parallel
TLM/modal hybrid approach concerning the cache misses occuring during the execution of
the application. For the identification of possible cache misses, two different simulations
have been performed using Valgrind:

valgrind ——tool cachegrind . /tlm_application

a simulation executing only the excitation of the first process, and a second simulation
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Figure 5.10: Computation time of the process 0 increases once the excitation begins.

with the TLM computation in addition. The two profiles obtained are almost identical. The
number of the cache misses occuring at reading or writing data to the memory is almost
the same, for the two simulations. The sharply increase of the communication time is not
explained by these profiles.

As it has seen that the computation time of the first task increases rapidly during the
first iterations of the excitation, a test of the hypothesis of the data precision during the
execution, is done. The signal excitation used for the structure discretized with TLM cells
is Gaussian signal. Due to the small range of values, it is possible that the values exchanged
between TLM cells during Scatter and Connect, are smaller than the smallest representable
value with the precision of a 64-bit computer. In this situation, during the computation, the
processor throws an underflow exception, defined in the IEEE Standard for Binary Floating-
Point Arithmetic (IEEE 754) [54]. This floating-point exception is needed to approximate
the number very close to zero with zero. While the exception is treated [48], the computation
process is stopped. This operation takes some time, which adds to the computation time.

To verify this scenario, an underflow exception primitive is added to the application code,
producing an interruption for each exception occuring during the execution. Making the test,
the simulation is interrupted many times. So, this means that there is an underflow exception
that arises during the simulation, modifing the computation time. As the application code
is written in single precision, it is transformed to double precision in order to avoid this
exception which does not permit the time prediction.

In Fig. 5.11, the communication and computation time obtained at each iteration, with
a double precision application are displayed. The curves are uniform and predictable. The
abrupt increase in the communication time for a number of iterations and followed by a fall
by another increase, does not appear any more. The change of the accuracy of representa-
tion of floating-point data has solved the problem of increasing the computation time and
communication time.

The values of the simulation time, on cluster Griffon, for the first structure in Table 5.1

obtained using the application with the two data format precision, are compared in Table
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Figure 5.11: Simulation time using the application with double-precision.

Table 5.7: Simulation time on Cluster: single vs double precision

No. of Time [h] Time [h] Gain
processes (single precision) (double precision) (%]

1 47.07 46.13 2

4 12.25 13.8 12.7

8 6.43 7.08 10.11
16 3.45 3.52 2.05

32 2.04 1.44 29.64
64 1.43 0.69 51.66
128 1.11 0.37 66.62
174 1.07 0.30 71.29

5.7. The maximum gain in time when using double precision is about 71%. In Fig. 5.12,
the speedup curves, single vs double precision, are depicted. Eliminating the time due to
solving exceptions, the speedup is much higher.

From now on, only the application in double precision is used. Now, trying to predict only
the computation time using the prediction model given in (5.1), when the first structure from
Table 5.1 is simulated on cluster Griffon, for different number of processes, important errors
are still found up to 43%. The errors increase as the number of processes increases, ie the
computation domain is smaller. So, the variation of the computation time with the number
of the TLM cells is not linear. The model (5.1) cannot be used to predict the computation

time for discretized domains with number of TLM cells ranging on large intervals.
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5.3.2 Application profile based prediction model

In order to estimate the simulation time on GC, a computation time prediction model based
on a hybrid approach has been developed. This prediction model combines both prediction
techniques: historic and profile-based prediction. The simulations forming the history of
experiments for the model were done on cluster Griffon, from Nancy site of Grid’5000 plat-
form. For the simulations that are included in the historic database, only the computation

time has been considered.

5.3.2.1 ”Four coefficients” model

To estimate the computation time 7., , we define a prediction model according to the

algorithm of the application:

Tcal =+ XYC2 + tXYCg + tXYZC4, (52)

where X,Y,Z represent the number of TLM cells on the three spatial directions, ¢ is the
number of time steps and ¢;, i=1..4, are the time coefficients corresponding to different
blocks in the code of the hybrid approach implementation. Thus, according to Fig. 5.2, ¢
corresponds to the block Space Discretization, cs models the block Boundary Conditions and
Output data and c4 represents the two blocks of the TLM’s core, Scattering and Propagation.
The first coefficient, c¢;, corresponds to the initial time of the algorithm, which does not
depend on the number of TLM cells nor the number of time steps. The coefficients are

determined using a linear programming formulation based on a history of M experiments:

1 =c + XiYie + 6 X Yies + 6. X0 Y1 Z1¢y
tg = + XQY'262 + thgYéCg + tQXQ}/QZQCAL (5 3)

tM =cC + XMYMCQ + tMXMYM03 + tMXMYMZMC47

where M is greater than or equal to the number of the coefficiets, t;, X;, Y;, Z; with i=1..M,
are given and the coefficients are unknowns; ¢; represents the computation time of the ex-
periment 4. In this linear formulation, constraints are imposed in order to have coefficients
grater than zero.

In Table 5.8 there are presented the predicted values, using the model 5.2, for the compu-
tation time on grid of the structures 1 and 2 outlined in Table 5.1. The computing nodes are
located on clusters Griffon (Nancy), Chingchint (Lille), Parapide and Paradent (Rennes).
The computation time is imposed by the slowest computing nodes which are those from
Griffon. The prediction model is also based on experiments executed on Griffon cluster.

The prediction errors are still important for the simulation with only one process and

also when a large number of processes is used.
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Table 5.8: Computation time on grid: measured vs predicted values

No. of processes
\1 ‘8‘16‘32‘64‘128‘256‘332‘422

Structure 1

Measured [h] 46.13 5.82 2.89 1.19 0.58 0.3 0.18 0.13 0.11
Predicted [h] 32.1 4.06 2.05 1.05 0.55 0.3 0.17 0.14 0.12
Error [%)] 30.4 30.3 28.9 11.7 5.16 0.17 3.2 11.9 10.4

Structure 2

Measured [h] 11.53 1.41 0.58 0.27 0.14 0.07 0.04
Predicted [h] 7.97 1.01 0.5 0.26 0.14 0.07 0.04
Error[%)] 30.9 28.4 13.5 2.27 0.25 6.2 16.18

Table 5.9: Computation time on grid: measured vs predicted values.

No. of processes
\1 ‘8‘16‘32‘64‘128‘256‘332‘422

Structure 1

Measured [h] 46.13 5.82 2.89 1.19 0.58 0.3 0.18 0.13 0.11
Predicted [h] 45.5 5.71 2.87 1.45 0.74 0.38 0.21 0.16 0.13
Error [%)] 1.41 1.83 0.59 22 28 29 16.4 29.9 22.5

Structure 2
Measured [h] 11.53 1.41 0.58 0.27 0.14 0.07 0.04

Predicted [h] 11.3 1.44 0.73 0.38 0.2 0.12 0.07
Error[%)] 1.84 2.32 27.1 42.5 48.8 64.6 90

5.3.2.2 ”Seven coefficients” model

In order to improve the estimation of the computation time T,,;, we define a prediction model
according to the algorithm of the application, deepening the application representation in

the model by increasing the number of coefficients:

Tear = 1 + XYy + tes + tXY ey + tX Zes +tY Zeg +1XY Zey, (5-4)

where X,Y,Z represent the number of TLM cells on the three carthesian directions, ¢ is
the number of time steps and ¢;, i=1..7 are the time coefficients corresponding to different
blocks in the code of the application. Thus, according to Fig. 5.2, ¢y corresponds to the
block Space Discretization, cs3, ¢4, c5, cg models the blocks Boundary Conditions and Output
data and c; represents the two blocks of the TLM’s core, Scattering and Propagation. The
coefficients are determined using a linear programming formulation similar to (5.3), based
on a history of experiments.

In Table 5.9 there are presented the predicted values, using the model (5.4), for the
computation time on grid of the structures 1 and 2 outlined in Table 5.1. The computing
nodes are located on clusters: Griffon (Nancy), Chingchint (Lille), Parapide and Paradent
(Rennes). The computation time is imposed by the slowest computing nodes which are those
from Griffon. The prediction model is also based on experiments executed on Griffon cluster.

The prediction errors are still important for the simulation using a large number of

processes. In fact, the errors increase as the computation domain becomes smaller. This is
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Table 5.10: Cache misses evolution when increasing the number of TLM cells.

X Z No. of TLM Time [h] No. of Memory
cells (*10°) (measured) cache misses (*107) 2*¥X*Z [Mo]
10 20 0.042 3.84E-4 0.23 0.03
20 40 0.168 0.0013 0.84 0.14
40 80 0.672 0.0095 3.21 0.58
75 130 2.04 0.0488 9.56 1.78
80 160 2.68 0.0649 12.52 2.34
120 240 6.04 0.15 28.21 5.27
160 320 10.75 0.33 64.96 9.37

even more evident in the case of the second structure, which is smaller than the first one.
This behavior of the model is due to the experiments used in determining the coefficients
¢;, which are represented by simulations whose time is superior to two hours, with a greater
computation domain. It can be observed that as the simulated structure differs increasingly
according to those used in building the prediction model, the estimated computation time
has a larger error. The set of the input parameters X, Y, Z plays an important role in the
prediction of the computation time.

The ”Seven coefficients” and ”Four coefficients” models have a good accuracy when the
simulation to be predicted is nearly to the simulations underlying the coefficients determi-
nation.

5.3.2.3 ”Cache-misses” model

For a more rigorous assessment of the application algorithm and to understand the influence
of parameters X, Y, Z on the computation time, we performed several test simulations,
varying only the parameters X and Z and maintaining Y and ¢ constant (Y = 21, ¢ = 10000).
The test simulations are done using computing nodes from Griffon cluster. To highlight the
impact of the input parameters on the computation time, the simulations are performed
on a single process, without parallelization and communication time. Using Valgrind tool
profiler, the number of cache misses for writing and reading data from RAM memory for
each simulation, has been counted in Table 5.10.

It can be observed that as the number of TLM cells increase by varying X and Z, the
number of cache misses increases too. But, the variation is not linear. In Fig. 5.13, the
total number of cache misses vs the number of TLM cells are presented. Also, a detail of the
number of cache misses occuring inside the Scattering and Propagation blocks during the
simulation is shown. It is evident that the total number of cache misses that occurs during
the simulation is given especially by the cache misses that occur when executing the TLM’s
core. However, the variation of the cache misses given by the Scattering operation with the
number of TLM cells is linear.

The non-linearity of the cache misses variation is produced during the Propagation step.
The cache misses appearing during the simulation influence directly the computation time,

and their sharp increase cannot be predicted. This non-linearity in the variation of the
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Figure 5.13: Cache misses evolution when increasing the number of TLM cells.

number of cache misses with the number of TLM cells explains the non-linearity of the
variation of the computation time with the number of TLM cells, by the time required to read
or write data in RAM memory during the simulation, that adds to the computation time.
Therefore, the prediction models outlined above have high accuracy only for simulations
similar to those that were used to calculate ¢; coefficients, having the same number of cache
misses that occur while simulating.

During the simulation, the processor passes more than 90% of the computation time on
the TLM’s core. In Scattering block, the scattering phenomena that occured at each TLM
cell, at each time step, is modelled. After the scattering process, in Propagation block the
connection between the neighboring cells is realised. Thus, the incident signal on each cell

at next time step is computed.

Z -

Vi //////// Y
X

Figure 5.14: 3D view of the structure (X, Y, Z - TLM cell number on the three cartesian
directions).

During the connection step, a lot of data is computed by the processor. In the case of
memory hierarchical architectures, the data required for the TLM cells connection has to
be charged in cache memory. As the discretized structures are larger, the RAM access time
increases.

So, the speed of the sequential execution will be slower than on a parallel computer
with similar processors and memory architectures. Let’s take a look on Propagation block
implementation, outlined in Listing 5.1. All the TLM cells of the discretized structure are
placed in a vector, which is processed with three loops corresponding to the number of TLM

cells along the three axes - see Fig. 5.14. The connection is realized for each cell. In order to
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connect the current cell to his neighbors, jumpers inside the vector are done - see Fig. 5.15.
Let’s consider the discrete coordinate of the current cell as ind. The jumpers required to
make the connections of the indexed node ind with his neighbors are: ind_ip, ind_jp, ind_kp.

In order to not charge twice the same data in the cache memory, the cell referenced with
the index ind_kp has to remain in the memory until it becomes the current cell. So, during
the connection step the processor needs to access a total volume of data of: 2*X*Y*12*8
bytes, where: 2 is the number of z-y plans of TLM cells required (the plan of the current cell
and the upper neighboring plan); X, Y are the number of TLM cells on the z and y axes;
12 represents the values caracterizing the field polarizations on each cell; 8 is the number of

bytes required to stock each value in memory.

Listing 5.1: Propagation algorithm

connect ()
nxy = XxY;
for (int k = 0; k < Z; k++) {
for (int j = 0; j <Y; j++) {
for (int i = 0; i < X; i++) {
ind = i 4+ j*X + kxXxY;
if(i < X-1) {
ind_ip = ind + 1;
//...connection on T axis
}
if(j <Y-1) {
ind_jp = ind + X;
//...connection on y axis
}
if(k < Z-1) {
ind_kp = ind + nxy;

//...connection on z axis

As the discretized structure is larger, the amount of data to process becomes important
and the memory used by the application increases too. In this scenario, the number of RAM
access times (cache misses) during the simulation increases in order to give to the processor

the required data. The computing time increases too. If the sequential time of the problem
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Figure 5.15: Memory structure representation.

is affected by the cache misses phenomena, the performance metrics of the simulations will
have discontinuities. The speedup could be superlinear and the parallel overhead negative.
In order to estimate the computation time, 7,4, of a simulation, we define a prediction

model according to the algorithm of the application:
Tou = c1+ XY Ztcy, (5.5)

where X,Y,Z represent the number of TLM cells on the three spatial directions, ¢ is the
number of time steps and ¢;, i=1,2, are the time coefficients. ¢y corresponds to Scattering
and Propagation blocks in the code of the application. The coefficients are determined by
a linear programming formulation similar as in (5.3), of a system of historic experiments.
Only two coefficients are considered because the TLM’s core computing block represents
more than 90% of the computation time; thus, the ill-conditioned matrices computation
when dealing with more coefficients is avoided too.

To have a good agreement between the measured and the predicted values for the com-
putation time, the problem of the cache misses presented above has to be considered in
the profile-based prediction of the TLM /modal hybrid application. For this, two predictive
models for computation time have been designed.

First model for the estimation of the computation time is designed for the structures
whose space required to store 2*X*Y*12*8 bytes does not exceed the processor cache size.
In this case the number of the cache misses has not an important variation. The simulations
forming the database of this model meet the same condition. The second model estimates
the computation time for the structures whose space required to store 2*X*Y*12%*8 bytes
exceeds the processor cache size. This model takes into account the cache misses phenomena
during the simulation of large structures. The simulations forming the database of this model
show a significant number of cache misses during execution.

The nodes that have conducted these simulations are equipped with Intel Xeon 5420
Processor. Up to 6 MB of L2 Cache can be allocated to one core. As the simulations were
performed sequentially, the space required to store 2*X*Y*12*8 bytes is limited to 6MB.
According to the Table 5.10 and Fig. 5.13, the point where the variation - number of cache
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misses vs number of TLM cells - changes, corresponds also to this limit of 6MB imposed by
the architecture of the computing node used. So, using the two models, the prediction is

splitted in two parts, each one having a linear variation, number of cache misses vs number
of TLM cells.

For parallel computations, the communication time between processes has to be deter-
mined too. The communication time for one single sent message at a time step, T, is

defined by:
Teom = lat +msg/deb (5.6)

where lat is the network latency, msg represents the size of the sent message between two
processes and deb is the network throughput. The size of the sent message depends on the

number of TLM cells that are on the transversal surface.

The total simulation time of a parallel application with n processes, is given by:
T, =c1+ XY (Z/n)tcy + 4T o, (5.7)

where the coefficient 4 represents the worst case, when a task sends and receives from the

two neighboring processes.
The required resources to compute a problem with a given efficiency:

Considering a given structure (X, Y, Z, t), we can determine also the maximum number

of processes n required for computing the structure with the efficiency of at least e:

- 4+ XY Zt(cy — ecB)
- e(cB +4tToom)

(5.8)

where the coefficients ¢, i=1,2, are the time coefficients from (5.5), corresponding to a struc-
ture with a memory space required of 2*X*Y*12*8 bytes; the coefficients ¢?, i=1,2, are the
time coefficients from (5.5), corresponding to a structure with a memory space required of
2*X*Y /n*12*8 bytes. Comparing these memory required spaces with the limit of the L2
cache memory of 6MB, one of the two models for the prediction of the computation time

presented above can be chosen.
Prediction results:

Structures 1 and 2 from Table 5.1 have been computed on grid, using different number
of processes. Fig. 5.16 displays the computation times versus the number of processes (the
communication time has not been considered). The predicted values are in excellent agree-

ment with the measured values. The two prediction models presented above, of the form
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Figure 5.16: Computation time on grid for different TLM cell numbers: measured values
versus predicted values.
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Figure 5.17: Total simulation time on grid: measured values versus predicted values.

given in (5.5) are used to determine the estimated values for the computation times. The
average error for the first structure is 1.51% while the maximum error is 6.09%. For the
second structure, the average error is 2.18% and the maximum error is 6.14%.

Fig. 5.17 shows the simulation times on grid (Griffon, Chinqchint, Paradent and Parapide
clusters) versus the number of processes, for structure 1. The predicted values are presented
too. The communication time between the processes, given by (5.6) has been considered.
The predicted values are in excellent agreement with the measured values. The average error
is 10.6%.

In Fig. 5.18 it has been estimated the number of processes that are necessary for the
grid calculation of a problem with the efficiency of 43%, according to the prediction model
given in (5.8). The discontinuities that appear in the surface are caused by the different
calculation of the number of processes using the two predictive models of computation time
presented above, depending on the structure size, i.e. the memory space required for storing
2¥X*Y*12*8 bytes. For structure 1, 107 processes are estimated, with an error of 16%,
compared to the measured value, 128.

In order to prove the real benefits of the grid environment, the structure 6 from Table 5.1
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Figure 5.19: Computation time prediction for various simulations when TLM cells model
dielectric media - the memory space required for storing 2*X*Y*18*8 bytes is smaller than
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is simulated. A supersized rectangular matched waveguide, is discretized by 1.4 billion TLM
cells, that would require 135 GB of RAM memory and more than 130 days of simulation
time on a single process. In terms of memory, a shared memory systems should be used to
deal with the problem, but the time needed to reserve the computer is enormous. On grid,

we have computed this structure in 14 hours using 318 processes. The memory ressources

required on each process is about 0.5 GB.

A prediction model similar to that shown in (5.5), considering the cache misses problem,
is designed to estimate the computation time when simulating the electromagnetic field
propagation inside dielectric media, modeled by means of TLM SCN cells with stubs, with 18
values of polarization. In Fig. 5.19, the measured and predicted values for the computation
time corresponding to various simulations performed on cluster Griffon are displayed. The
input parameters X, Y, Z, t are varied so that the product 2*X*Y*18*8 does not exceed
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Figure 5.20: Computation time prediction for various simulations when TLM cells model
dielectric media - the memory space required for storing 2*X*Y*18*8 bytes is larger than
the processor cache memory size.

the processor cache memory size of 6Mo. The maximal error is about 5.7%.

In Fig. 5.20, the measured and predicted values for the computation time corresponding
to various simulations performed on cluster Griffon are displayed. The input parameters X,
Y, Z, t are varied so that the product 2*X*Y*18*8 exceeds the processor cache memory size

of 6Mo. The maximal error is about 5.29%.

5.4 Conclusions

This chapter presents an original approach which combines hybrid CEM techniques with
large scale parallel systems such as GC and supercomputer in order to speed up the modeling
of large electromagnetic problems. The study highlights the role of parallelization scheme
based on message passing paradigm, grid versus supercomputer, with respect to the size
of the problem and its repartition. The computation performance is analyzed when the
communication between MPI processes is managed by blocking and non-blocking primitives.
It is concluded that given the nature of the TLM application, the simulation times are almost
equal, for the two types of communications.

It is also outlined how drastically decreases the computation performance when more
MPI processes run simultaneously on the same processor, phenomena that appears on the
shared memory multiprocessors due to the shared memory bus saturation. To launch efficient
simulations, the size of the structure has to be matched to the number of computing resources,
according to their architecture (memory latency, bus memory bandwidth).

The application performance on GC is influenced also by the sites position where the
computing nodes are placed due to heterogeneous latencies between sites. Also, the com-
puting nodes belonging to different clusters are heterogeneous, so their choice must be made

so that the computation performance not be affected. The grid simulations performed using
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the multimodal approach show that as the number of modes increases, the simulation time
increases too. The communication time has to be smaller than the computation time, but
also the message has to be as larger as the transmission time be much greater than the
network latency, especially on the grid where the communication costs are larger then those
on cluster.

To relax the simulation time constraints, an algorithm for compressing/decompressing
messages exchanged by the MPI processes is implemented, in order to reduce the commu-
nication time. The gain obtained in the simulation time is up to 6.6%. Several simulations
are done on Hyperion supercomputer. The speedup values are similar to those obtained on
grid, due to the fact that the grid processors are slower and thus, the computation time is
higher.

Four prediction models for the grid computation time of the TLM /modal hybrid appli-
cation are developped, in order to reserve efficiently the computing resources. The mod-
els accuracy is improved step by step, by considering the application specificity and the
computing architecture features. Through a detailed analysis of the application algorithm,
floating-point exceptions are identified during the TLM simulation increasing significantly
the computation time, and also making extremely weak the accuracy of the time prediction.
Eliminating these exceptions by passing the application in a double precision representation
of data, a gain of 71% for the simulation time is obtained.

Taking in consideration also the cache misses phenomena occuring during the simulation,
with respect to the TLM Propagation algorithm and to the hierarchical memory architecture
lying on computing nodes, a computation time prediction model outlined in - (5.5), let us
estimate the ressource reservation time to simulate a given structure on grid, with an error
under 10%. Also, characterizing the performance of the simulations on GC, rules for the
estimation of the required resources have been given in (5.8).

In order to prove the real benefits of the grid environment, a supersized rectangular
matched waveguide, discretized by 1.4 billion TLM cells, requiring more than 130 days of
simulation time by a traditional computation which makes a reservation very difficult, it is

simulated in 14 hours using 318 processes in parallel.
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Chapter 6
Supersized and Complex Structures

In this chapter are presented the modeling results of a complex structure using the hybrid
numerical tool, based on TLM and modal approach, presented in Chapter 4 and the parallel
computing techniques presented in Chapter 5. Then, the same approach is applied for the
treatment of multiscale problems - simulation of the electromagnetic field propagation within
a complex and oversized structure as an aircraft cabin. The computing resource usage issues
in this case are exposed. The GC and a supercomputer are two computation ways proposed
to solve the problem. The prediction model is used to estimate the simulation time and the

optimal required resources for structure calculation.

6.1 State of the art

Nowadays aircraft manufacturers are interested to offer more services to their passengers.
The development of wireless networks has stimulated the research toward on board wireless
services. On board Wireless Local Area Networks (WLAN) permit to passengers to use
their new portable devices over the internet. The replacement of the cables found inside
the aircraft with a wireless network means a gain of space, loss of weight and simplifies
the manufacturing and maintenance steps. The Global System for Mobile Communications
(GSM) networks on airplane cabins represent another challenge. The EMI phenomena made
by the different PEDs to the communication and navigation systems has to be considered.
However, the phones and the wireless internet connection are still not available today inside
the cabin. Their interaction with the aircraft is still subject for research studies.
Electromagnetic simulation of the propagation channel, which is less expensive than the
experimental approach, provides the derivation of the field propagation inside the cabin and
permits to adequately design the wireless services. The cabin of an aircraft represents a
complex media with seats, luggage, passengers etc. In order to realize a full-wave simulation
of the propagation channel at wireless standard frequencies inside the aircraft cabin, the

mesh step has to be to small in comparison to the problem dimensions. So, the traditional
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computing resources cannot provide support for such a challenge.

In [56], authors use an efficient FDTD based commercial software to analyze the electric
field inside an aircraft (Airbus A319) radiated by a dipole of a GSM900 cellular network
placed inside the passengers cabin. For accuracy in predicting results, CPU time and mem-
ory requirements can hardly be met for a full-wave simulation. Using an electromagnetic
propagation prediction tool, in [135]-[136] it was proven that the internal components of an
aircraft play a vital role in propagation and should be considered in model for wireless net-
work performance. This numerical tool is based on ray-tracing as a method of calculation,
which offers a quick but limited calculation of the propagation. A numerical approach, based
on an asymptotic code and a PoWer Balance (PWB) method, for the assessment of the high

frequency coupling in a complex oversized structure is described in [65].

6.2 Modeling Complex Structures

Using the numerical hybrid tool described in Chapter 4 and the parallel computing resources
reported in Chapter 5, the modeling of large complex structures is the main objectif of the
present chapter. First, it is presented a complex structure like an airplane cabin, i.e 1:300
scale with respect to the regular one, having a rectangular cross section, in order to validate
the parallel TLM /modal hybrid approach. An overview of the structure is shown in Fig. 6.1
and Fig. 6.2.

r.] L
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Figure 6.1: Perspective view over a small airplane model with seats.

As shown in Fig. 6.3, the structure with perfect electric walls is excited by a rectangular
aperture with T'F;y mode distribution, placed on the transversal wall opposite to the short
circuited termination. The simulation is performed for a mesh step of 1 mm and 2000
iterations.

The seats with the dimensions outlined in Fig. 6.4 are modeled with the material ¢, = 4.3
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Figure 6.2: Longitudinal section of the small airplane model with seats.

60 mm

Figure 6.3: Schematic view of the whole structure.

and u, = 1 by means of stubs added to the SCN node structure as in (4.10) and (4.11).

Figure 6.4: TLM seats model with ¢, = 4.3 for a small airplane model.

In Fig. 6.5 is presented the electromagnetic field propagation by the six components
representing TE and TM modes excited by the aperture, inside the structure at different
time steps. An overview of the structure at the moment ¢ = 700 is given in Fig. 6.6. After
exciting the structure, it can be observed that the electric field components are concentrated
inside the material of the seats as a standing wave. The magnetic field continues to come
in and out of chairs for each iteration. Keeping the same structure, electrical losses for the

material of seats are modeled with a loss tangent tand of 0.01.
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Figure 6.5: Field propagation inside the small airplane structure at (a) excitation time,
t =103, and at time steps (b) ¢t = 350 and (c) ¢ = 700.

Figure 6.6: Sight over the field propagation inside the small airplane structure at time step
= 700.
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Figure 6.7: Field propagation inside the small airplane structure modelled with tand = 0.01
of the dielectric, at (a) excitation time, ¢ = 103, and at time steps (b) t = 350 and (c)
t = 700.

Figure 6.8: Sight over the field propagation inside the structure modelled with tand = 0.01
of the dielectric, at time step ¢t = 700.
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Figure 6.9: A subdomain of the parallelized small airplane structure corresponding to the
process 0.

process 1
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Figure 6.10: A subdomain of the parallelized small airplane structure corresponding to the
process 1.

The electrical energy loss can be observed in Fig. 6.7 compared with the previous results
from Fig. 6.5. All the six components of the field are displayed at the same level of ampli-

tude. An overview of the structure at the moment ¢ = 700 is given in Fig. 6.8.
Parallelization of the TLM algorithm:

The next step is the parallelization of the structure. For this, the lossless cabine model
is chosen. The structure is divided into two subdomains, each of which is assigned to an
MPI process, as in Fig. 6.9 and 6.10. Thus, each process separately calculates a portion of
the entire discretized computation domain defined by the cabine model structure, communi-
cating with other process at each iteration intermediate data in order to obtain a simulation
of the whole structure.

The propagation of the electromagnetic field inside the parallel structure is summarized
in Table 6.1. The evolution of the field inside the two subdomains of the parallel structure,
assigned to Process 0 and Process 1, is presented at three different time steps: the moment
when the structure is excitated, corresponding only to the first process (Process 0) and two
other moments at t = 350 and ¢ = 700.

The two processes communicate between them by an exchange of messages, based on
MPI, at each time step of the simulation. The message contains the two polarization values

of the ports placed at the interface between the neighbour processes, corresponding to each
TLM-SCN cell.
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Table 6.1: Process 0 and Process 1 at different time steps during the simulation.
(a) t =103; (b) t = 350; (c) t = 700

z
process 1 i process °
v X
x

()

Even if the two processes start the computation at the same time, however, they begin
to exchange the real data representing the electromagnetic field only when it has already
completed half of the structure, ie, the subdomain corresponding to the first process (Process
0). So, the computation effort for each process is halved, while the simulation results remain
unchanged. The parallel computation and the communication between the processes take

place in real-time during the simulation.

6.3 Modeling Supersized and Complex Structures

The same parallel hybrid approach is used to model the effect of the objects found inside the
airplane cabin on the electromagnetic field. The model is created for Airbus 350-1000 [3].
The dimensions of the cabin passengers are: 5.61 m width, 2.5 m height and 61.44 m length.
The model is accomplished for studying the electromagnetic field behavior at 3.7 GHz, the
frequency of the IEEE standard for WLAN, 802.11y-2008 [1].

The model has a mesh step of 8 mm upon (4.1), and 30869 time steps in order to allow
the wave propagation in a round trip. The entire structure is discretized upon 1.6 billion of
TLM SCN cells. The model includes 360 seats with the dimensions: 56 ¢m width, 72 c¢m
backrest height, 64 cm length and 7.2 cm thickness as it can be seen in Fig. 6.11. The seats

are placed six abreast. It has been assumed that the cabin fuselage is a Perfect Electrical
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Figure 6.11: TLM seats model with ¢, = 4.3 for the airplane cabin model.
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Figure 6.12: Schematic cross-sectional view of the cabin model.

Conductor (PEC), having a rectangular cross section as in Fig. 6.12.

The seat material is the polyamide with the relative electrical permittivity of 4.3. The an-
tenna used is a rectangular aperture with 7T'E;y mode distribution, placed on the transversal
wall opposite to the short-circuited load, as in Fig. 6.13. The dimensions of the aperture are:
56 mm width and 25 mm height. The computation of the structure described above is not
possible with the traditional computers because of the limitation of the memory resources.
The model at 3.7 GHz needs about 226 Go of memory resources, according to a trivial

analysis of the TLM model implementation based on a double precision data representation:

5610 2500 61440
X X
8 8 8

where the first three terms represent the number of TLM cells on the three spacial directions

x 18 x 8(bytes)

with respect to the mesh step, 18 is the number of polarization values for each TLM SCN cell
of the discretized computation domain and & is the number of bytes required to represent a

value.
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5,61m

Figure 6.13: Schematic view of the whole structure.
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Figure 6.14: Parallel implementation of the aircraft cabin model with seats (longitudinal
view).

The high computation time is another constraint in terms of continuous access to the
computing resources. So, in order to compute the electromagnetic fields in the overall aircraft
cabin it is necessary to divide the structure in several subdomains to be calculated at the
same time on different computing machines.

A schematic view of the parallel hybrid approach implementation can be seen in Fig. 6.14.
The excitation is performed only by the first task, while the short-circuited termination is
computed by the last process. At each time step, the TLM algorithm is applied to the
discretized cells. Before moving to the next time step, each process communicates to his
neighboring processes the intermediate simulation data. TLM cells that modeling various
objects inside the cabin are identified, so after the parallelization these cells are attributed
to the process that deals with the calculation of that subdomain. Thus, the parallelization
process does not change the structure to be simulated and the simulation results of the whole
structure coincide with the results obtained by the parallel approach.

The simulation of this structure, performed on Hyperion supercomputer, uses 40 com-
puting nodes with eight processes per node, considering the RAM memory limits and the
performance reasons concerning the CPU time. So the cabin aircraft structure is divided
into 320 processes. This is possible because of the RAM resources of 4 GB per core available
on a Hyperion node, while the required RAM for each process is about 2 GB. The simulation

with 320 processes is performed in only 40 hours.
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Figure 6.15: Field propagation inside eight consecutive subdomains corresponding to the
processes 30 through 37, at time steps: (a) gg= 1549, (b) t = 1716, (c) t = 1876 and (d)
t = 29364.
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Table 6.2: Summary of Simulation Time on Grid: measured and predicted values

No. of No. of | Million TLM Time [h] Time [h] Error [%)]
processes/node nodes cells/process (measured) (predicted)

4 80 5.3 51 50.6 0.7

8 165 1.3 16.5 16.1 2.42

1 1 1683 - 7520 -

In Fig. 6.15 is presented the electromagnetic field propagation by the six components,
inside the structure at different time steps. The figures show a sequence of eight consecutive
subdomains computed in parallel by different processes from 30 to 37. At time step t=1549,
the wave already propagated through the first 30 subdomains and just enters the 31 sub-
domain managed by the process 30. After exciting the structure, it can be observed that
the electric field components are concentrated inside the material of the seats as a standing
wave. All the field components are displayed at the same level. The small values of the field
are concentrated in the lower part of the structure, even under the seats. As the field grows,
it takes higher positions in the structure.

The same simulation is performed also on Grid’5000 platform, using 80 nodes distributed
on two sites: Lille and Nancy. Due to the heterogeneity of the grid resources (the cluster
Chingchint has nodes with only 8 GB of RAM while the cluster Griffon has nodes with 16
GB of RAM) only four processes can be released per node.

In Table 6.2 are presented the simulation time values when this structure is calculated on
GC using 320 and 1320 processes. In the case of the latter simulation, 165 computing nodes
were used, each managing about eight processes due to the smaller volume of the subdomain
of each process. Computing nodes are distributed over three sites: Lille, Nancy and Rennes.

Together, are added also the predicted values for the simulation time using the prediction
model given by (5.5), based on the application profile related to the TLM SCN discretization
cell with 18 values of polarization. The model takes in consideration the cache miss problem.
The errors are small and they are due to the shortcoming in the estimate of the throughput
and latency variations over the grid computing network, while it is used also by other users.
These variations affect the correct estimation of the communication time between processes,
which is an important component of the simulation time. Thus, calculating the aircraft
cabin structure without parallelization means treating 1.68 billion of TLM cells using a
single process. The predicted value of the computation time is about 7520 hours.

On Hyperion supercomputer the simulation time is less than on GC because the Hyperion
nodes are more powerful having a Nehalem Intel micro-architecture comparing with the
nodes on Grid’5000 clusters which are based on the older Intel Penryn micro-architecture,
thus obtaining a lower computing time. Then, concerning the network, Hyperion nodes

are connected by Infiniband, which makes the communication time between processes much
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shorter.

But, pecuniary aspect is not negligible, so that the access to a supercomputer resource is
more expensive than on a grid. Another important aspect for the simulations generating a
large amount of data is the generous storage space provided by the supercomputer for these
results. GC offers no space for temporary storage of the data obtained from the simulation, so
that the user is forced to retrieve data to be analyzed on other support before the computing
nodes reservation expires.

The visualization of the propagation of the electromagnetic field inside the aircraft cabin
is realized with VisbD tool, a free OpenGL-based volumetric visualization program for sci-
entific datasets in 3+ dimensions [125], extended for a TLM application in electromagnetism
by T. Mangold and W. Dressel at the Institut for Highfrequency, University of Technology,
Munich (1997-2003).

The input of this program contain a matrix in five dimensions, generated during the
simulation, containing data representing the six components of the electromagnetic field at
different time steps at any point of the computing domain discretized with TLM. Depending
on TLM model designed to analyze the problem (mesh step, structure dimensions, ie the
number of TLM cells in the computing domain) and the number of iterations to be captured,
the 5D matrix can have various dimensions. The creation of these files during the execution
of the TLM application can greatly influence the simulation time. For the aircraft cabin, the
5D matrix is so large that it can not be stored in RAM memory during the simulation, and
requires writing data to the VisbD file at each iteration that is intended to be visualized.

The process of determining the six field components by means of the voltage impulses of
the TLM cell using (4.14) and writing these values at each iteration in a file on the hard disk
of the computing node is very costly, the time required for this process being almost equal
to the computation time given by the two TLM steps, scatter and connect, ie the writing
time is almost 40% from the computation time for each time step when data capture is done.
The TLM subdomain corresponding to a process when the cabin structure model is divided
in 320 subdomains, each one having the sizes 192 mm, 5610 mm and 2500 mm consists of
5 million TLM nodes when the mesh step is 8 mm. The V5d file size expressed in bytes,
corresponding to one iteration is:

?x@x%xﬁxﬂbyt@s)
where 6 is the number of field components and 4 is the number of bytes required for repre-
senting a field value.

All these files obtained for each process require 3.9 TB of storing space, for 30869 iter-
ations. Storing these files is a problem not only during the simulation, but also after the
nodes reservation expires. Regarding the simulation executed on Hyperion nodes, the data

write process costs 10 hours, so the total simulation time is 50 hours.
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6.4 Conclusions

The parallel hybrid computing approach is used to simulate the propagation of electromag-
netic field inside the cabin of an airplane. Due to the complexity and size of this structure,
it can not be simulated by means of traditional computing because of time and memory
constraints. The estimated value of the simulation time using a single computing machine
on Grid’5000 is about 7520 hours. The structure is computed on GC and supercomputer,
in only 50 hours and 40 hours respectively, by using 320 processes. The measured values
for the simulation time on GC are in agreement with the estimated values by the model
prediction. Using GC or the supercomputer depends on the structure needs and also the

computing nodes constraints.
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Chapter 7

Conclusions and Perspectives

The aim of this chapter is to summarize the work presented in this thesis and to provide a
constructive conclusion that would help in the future developement based on this research
work.

The main objectif of this thesis was to give a solution to the rigorous calculation of the
electromagnetic scattering inside very large and complex structures such as an airplane cabin,
process involving the numerical solution of very large systems inaccessible by traditional
resources.

In order to accomplish this task, a new TLM /modal hybrid numerical modeling approach
is proposed in this thesis. As TLM - one of the most used rigorous numerical methods in elec-
tromagnetic modeling - requires important computational resources when dealing with 3D
supersized problems, which are not available on traditional computing machines, a parallel
implementation solves this issue, taking full advantage of the high performance computing
platforms.

The hybrid numerical modeling tool provides important savings on computational re-
sources when deal with the electromagnetic complex structures. Based on a computing
domain decomposition, according to diakoptics procedure, the volumes are discretized upon
TLM-SCN cells and the planar structures are modelled by modal approach as a multi-port
surface impedance. The two methods are coupled by relating the tangential electromagnetic
fields at the interface between the two subdomains: the field on the volume subdomain
surface to the active modes of the planar subdomains.

Due to the large electrical size of the planar structures, a conventional full-wave TLM
analysis, without domain decomposition, would require an enormous amount of computa-
tional resources to solve a large number of unknowns related to a small mesh step. So, the
hybrid TLM /modal approach is the first step in saving computational resources when deal-
ing with complex structures. This numerical hybrid tool is validated by analytical curves
and also by HFSS results.

An original approach which combines hybrid CEM techniques with large scale parallel

systems such as GC and supercomputer in order to run fast and full-wave electromagnetic
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simulation of large and complex structures, is presented. The TLM algorithm has been
parallelized in order to perform simulations on distributed computing architectures. The
volumes of the structure to be analyzed are divided in subdomains, each one being asigned
to a process on a CPU. During the simulation, the processes communicate between them
exchanging intermediate data. The communication is realized through a send/receive of

messages, based on a message passing standard.

Grid’5000 and Hyperion supercomputer are the two platforms used for the experiments
performed in this thesis. An experiment protocol is proposed in order to easily migrate the
computational electromagnetics applications on the computational grid platform, Grid’5000.
The speedup curves highlights the role of parallelization scheme on cluster, grid and super-

computer with respect to the size of the problem and its repartition.

Problems related to the floating-point exceptions, memory contention and cache misses
were encountered during the experiments and improved, in order to efficiently use the com-
putational resources and also to have a predictible application, in terms of execution time.
As the batch scheduler on Grid’5000 clusters requires the execution time of an application
when reserving computing nodes, a time prediction model has been implemented step by
step to increase the accuracy of the estimated values. The errors are under 10%. The pre-
diction model is based on a hybrid approach, combining a set of past experiments in order
to take in consideration the computing platform, with the profile of the application. The
model considers also the important cache miss phenomena given by the TLM algorithm
when dealing with large structures, related to the hierarchical memory architecture found

on the computing nodes.

Rules for the estimation of the required resources to compute a given structure with a
certain efficiency have been given, with an error of 16%. The propagation of T'E;y mode
inside a supersized rectancular waveguide, discretized by 1.4 billion TLM cells, requiring
more than 130 days of simulation time by a traditional computation, was simulated in 14

hours by 318 MPI processes in parallel, proving the benefits of GC.
Finally, the parallel TLM /modal hybrid approach is used to simulate the propagation of

the electromagnetic field inside a real complex and supersized structure - an airplane cabin
with seats. In the context where the airplane manufacturers analyze the possibility to provide
on board wireless services for their passengers, the model is accomplished for studying the
electromagnetic field behavior up to 3.7 GHz, the frequency of WLAN standard 802.11y-
2008. Modelled by 1.68 billion of TLM cells, the required memory is about 226 Go and the
estimated time required for the computation using a single process is about 7520 hours, or
313 days. The structure is computed on GC and supercomputer, in only 50 hours and 40
hours respectively, by using 320 processes. The measured time values agree with those given

by the prediction model.

Using the computational grid or the supercomputer depends on the structure needs and
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also the computing nodes constraints. Simulating a structure on a cluster or on a supercom-
puter is more efficient than the computational grid, because of the network latency which
is a critical point. But, the number of resources placed on a cluster or a supercomputer
can sometimes be limited according to the structure size and the time constraints. Also,
the computational resources are more expensive on a supercomputer, due to the high per-
formance architecture (processors and networks). The computational grid joins together a
huge amount of resources which permit the user to deal with large workloads, avoiding the
time and memory constraints with low cost.

In perspective, running simulations over several billion of TLM cells and developping a
parallel hybrid numerical method coupling TLM to SCT, represents the final goal toward fast
and full-wave electromagnetic simulation of complex and electrically large structures. SCT
[14] is a frequency-domain approach and can be advantageously applied to the modeling of
microwave and millimeter wave circuits with high aspect ratios, MEMS-controlled coupled
microstrip reflectarrays and multiscale pre-fractal structures.

In a hybrid numerical method based on domain decomposition approach, SCT can be
used to model 2D or 2.5D planar structures while TLM provides the volumes discretization.
Using the parallel computing technologies, the TLM subdomains can be divided into small
parts to be computed in parallel, in order to speed the simulation.

Also, due to the modular nature of SCT, the modelisation of the planar structures can
be parallelized. Even the convergence study (looking for the appropriate number of active
and passive modes at each scale of the subdomain modelled by SCT) can be parallelized by
running convergence tests as separate processes.

Another exciting opportunity is given by Compute Unified Device Architecture (CUDA)
[66], a parallel computing platform and programming model providing large increases in
computing performance based on the graphics processing units (GPUs) power. CUDA ar-
chitecture supports many languages and programming environments, including C, Fortran,
OpenCL, and DirectX Compute, which makes easier the application code migration to a
GPU platform.

Using a MPI-based parallel TLM/SCT hybrid approach on a CUDA cluster platform
represents a very challenging perspective that will drastically increase the computation per-
formance, providing also the possibility to simulate large and complex electromagnetic struc-

tures with an accuracy that was not possible until now.

$okk

Experiments presented in this thesis were carried out using the Grid’5000 experimen-
tal testbed, being developed under the INRIA ALADDIN development action with support
from CNRS, RENATER and several Universities as well as other funding bodies (see
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7. CONCLUSIONS AND PERSPECTIVES

https://www.grid5000.1r).
Also, this work was performed using HPC resources from CALMIP (Grant 2012 - P0522).
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