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Résumé

L’objectif des travaux de la thèse est d’étudier les propriétés statistiques de correction des prévi-
sions de température et de les appliquer au système des prévisions d’ensemble (SPE) de Météo
France. Ce SPE est utilisé dans la gestion du système électrique, à EDF R&D, il contient 51
membres (prévisions par pas de temps) et fournit des prévisions à 14 jours. La thèse comporte
trois parties. Dans la première partie on présente les SPE, dont le principe est de faire tourner
plusieurs scénarios du même modèle avec des données d’entrée légèrement différentes pour simuler
l’incertitude. On propose après des méthodes statistiques (la méthode du meilleur membre et
la méthode bayésienne) que l’on implémente pour améliorer la précision ou la fiabilité du SPE
dont nous disposons et nous mettons en place des critères de comparaison des résultats. Dans
la deuxième partie nous présentons la théorie des valeurs extrêmes et les modèles de mélange et
nous proposons des modèles de mélange contenant le modèle présenté dans la première partie
et des fonctions de distributions des extrêmes. Dans la troisième partie nous introduisons la
régression quantile pour mieux estimer les queues de distribution.

Mots clés: Prévisions de température, systèmes de prévisions d’ensemble, méthode du meilleur
membre, critères de validation des SPE, théorie des valeurs extremes, modèles de mélange, re-
gréssion quantile.

The thesis has for objective to study new statistical methods to correct temperature predictions
that may be implemented on the ensemble prediction system (EPS) of Meteo France so to
improve its use for the electric system management, at EDF France. The EPS of Meteo France
we are working on contains 51 members (forecasts by time-step) and gives the temperature
predictions for 14 days. The thesis contains three parts: in the first one we present the EPS
and we implement two statistical methods improving the accuracy or the spread of the EPS and
we introduce criteria for comparing results. In the second part we introduce the extreme value
theory and the mixture models we use to combine the model we build in the first part with
models for fitting the distributions tails. In the third part we introduce the quantile regression
as another way of studying the tails of the distribution.

Keywords: Temperature forecasts, ensemble prediction systems, best member method, EPS
validation criteria, extreme value theory, mixture models, quantile regression.
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Version abrégée

Ces travaux sont réalisés dans le cadre d’une thèse CIFRE entre l’Université Paris Descartes
(Laboratoire MAP5) et le département OSIRIS de la R&D d’EDF.

L’objectif des travaux de la thèse est d’étudier les propriétés statistiques de correction des prévi-
sions de température et de les appliquer au système des prévisions d’ensemble (SPE) de Météo
France pour améliorer son utilisation pour la gestion des systèmes électriques, à EDF R&D. Le
SPE de Météo France que nous utilisons contient 51 membres (prévisions par pas de temps) et
fournit des prévisions pour 14 horizons (un horizon est le pas de temps pour lequel une prévision
est faite, et il correspond à 24 heures), pour une période de 4 ans: de mars 2007 à mars 2011.

C’est une étude univariée, dans le sens où tous les horizons ne seront pas traités en même temps
et que les méthodes portent sur un seul horizon à la fois. Néanmoins nous implémentons les
méthodes choisies pour les horizons de 5 à 14 indépendemment. Nous n’intégrons pas à notre
étude les horizons de 1 à 4, car les prévisions de témpérature détérministes sont très bonnes dans
ce cas.

La thèse comporte trois parties: une première grande partie où on présente les SPE, les méth-
odes statistiques proposées (et leur implémentation) pour améliorer la précision ou la fiabilité du
SPE et les critères de comparaison des résultats. Dans la deuxième partie nous proposons des
modèles de mélange du modèle présenté dans la première partie et des fonctions de distributions
des extrêmes et dans la troisième partie nous introduisons aussi la régression quantile.

En revenant à la première partie, nous commençons par présenter les SPE dont le principe
est de faire tourner plusieurs scénarios du même modèle avec des données d’entrée légèrement
différentes pour simuler l’incertitude. On obtient alors une distribution de probabilité qui donne
la probabilité de réalisation d’un certain événement. Dans l’idéal les membres d’un SPE ont la
même probabilité de donner la meilleure prévision.
Les méthodes que nous avons évaluées sont la méthode du meilleur membre et la méthode
bayesienne. Les résultats obtenus par ces méthodes lors de l’application aux données de Météo
France sont comparés entre eux et avec les prévisions initiales par l’intermédiaire des critères de
précision et de fiabilité.
La variante la plus complexe de la méthode du meilleur membre est proposée par V. Fortin (voir
[FFS06]). L’idée est de "habiller" chaque membre d’un SPE avec un modèle d’erreurs construit
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sur une base de prévisions passées, en prenant en compte seulement les erreurs données par
les meilleurs membres pour chaque pas de temps (on considère qu’un membre est le meilleur
pour un certain pas de temps quand la prévision qu’il donne pour ce pas de temps fait la plus
petite erreur, en valeur absolue, par rapport à la réalisation au pas de temps considéré). Cette
approche ne donne pas de bons résultats dans le cas des SPE qui sont déjà sur dispersifs. Une
deuxième approche a été mise au point pour permettre la correction des SPE de ce type. Cette
approche propose d’"habiller" les membres de l’ensemble avec des poids différents par classes
d’ordres statistiques ce qui revient à mettre de poids dans la simulation finale, sur les scénarios,
en fonction de leurs performances observées dans la période d’étude.
La méthode Bayesienne a été proposée par A. Raftery (voir [RGBP04]). C’est une méthode
statistique de traitement de sorties de modèles qui permet d’obtenir des distributions de proba-
bilité calibrées même si les SPE eux-mêmes ne sont pas calibrés (on considère qu’une prévision
est bien calibrée quand un événement ayant une probabilité d’apparition p se produit en moyenne
à une fréquence p). Le traitement statistique proposé est d’inspiration bayesienne, où la densité
de probabilité du SPE est calculée comme une moyenne pondérée des densités de prévision des
modèles composants. Les poids sont les probabilités des modèles estimées à posteriori et reflètent
la performance de chacun des modèles, performance prouvée dans la période de test (la période
de test est une fenêtre glissante qui permet d’utiliser une base de données moins lourde pour
estimer les nouveaux paramètres).

Les prévisions obtenues par les deux méthodes sont comparées par des critères de précision
et/ou de calibrage des SPE comme: l’erreur absolue moyenne(MAE), la racine carrée de l’erreur
quadratique moyenne (RMSE), l’indice continu de probabilité (CRPS), le diagramme de Tala-
grand, la courbe de fiabilité, le biais, la moyenne. La méthode bayesienne améliore le calibrage
du SPE dans la partie centrale de la distribution mais elle perd en précision par rapport au SPE
initial. La méthode du meilleur membre améliore aussi la distribution dans sa partie centrale et
elle améliore la précision des températures de point de vue du CRPS, mais pas de point de vue
RMSE. Par rapport à ces résultats nous avons continué les travaux en regardant plus en détail ce
qui se passe dans les queues de distribution. Une autre suite possible aurait été celle des prévi-
sions multidimensionnelles, ce qui revenait à traiter tous les horizons de temps simultanément
mais la première piste est privilégiée par rapport aux besoins d’EDF dans la gestion du système
électrique de mesurer et réduire les risques de défaillance.

Dans la deuxième partie on présente la théorie des valeurs extrêmes et les modèles du mélange
pour introduire après les modèle de mélange d’extrêmes que nous utilisons pour construire un
modèle qui nous permet de combiner la méthode du meilleur membre pour la partie centrale de
la distribution et un modèle spécifique à la théorie des valeurs extrêmes pour les queues de dis-
tribution. Nous proposons d’abord le meilleur moyen, adéquat à notre cas, de séparer les queues
de distribution de la partie centrale (trouver l’épaisseur des queues), puis nous construisons le
modèle de mélange adéquat à nos besoins. Nous faisons également des tests pour voir quelle est la
modélisation adéquate si nous avons besoin d’un seul modèle d’extrême, ou une combinaison des
modèles extrêmes (en fonction de l’estimation des paramètres des fonctions d’extrême: forme,
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location, échelle). Nous allons choisir trois différents modèles de mélanges (par trois différents
critères) et nous les utilisons pour produire des nouvelles prévisions, que nous allons du nouveau
comparer aux prévisions initiales. Tous les trois modèles améliorent la compétence globale du
SPE (CRPS), mais donnent un effet étrange au dernier rang de la queue droite du diagramme
des rangs, effet confirmé par le calculs des quantiles (0.99, 0.98, 0.95) qui ne sont pas bien estimés
par les prévisions données par nos modèles de mélange. Nous proposons de mettre en oeuvre
une dernière méthode, en s’intéressant cette fois aux quantiles et non plus aux moments.

La méthode proposée est la méthode de régression des quantiles et elle fait l’objet de la troisième
et dernière partie de thèse. Puisque nous voulons modéliser les queues, il est important de tenir
compte des erreurs relatives aux quantiles. C’est pourquoi nous allons utiliser une distance de
χ2 qui permet d’expliciter la sur-pondération des queues. Nous avons choisi les classes autour de
la probabilité d’intérêt pour nous, soit 1 %: [0; 0, 01], [0, 01; 0, 02] et [0, 02; 0, 05] pour la partie
inférieure de la queue et les classes symétriques pour la queue supérieure. Nous allons utiliser
cette mesure pour estimer les améliorations apportées aux prévisions extrêmes. Les résultats
sont positifs, même si il reste quelques biais dans la représentation de la queue.

Après avoir appliqué toutes ces méthodes, sur des données de températures de Météo France,
sur une période de quatre ans nous sommes amenés à la conclusion que la meilleure méthode
consiste à utiliser une méthode du type meilleur membre pour produire des simulations de tem-
pérature pour le coeur de la distribution et d’adapter une régression quantile pour les queues de
la distribution.
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Summary

This work is carried out under a CIFRE thesis, as a partnership between the University of Paris
Descartes (Laboratory MAP5) and the OSIRIS department of EDF R&D, France.

The thesis has for objective to study new statistical methods to correct temperature predictions
that may be implemented on the ensemble prediction system (EPS) of Meteo France so to im-
prove its use for the electric system management, at EDF France. The EPS of Meteo France we
are working on contains 51 members (forecasts by time-step) and gives the temperature predic-
tions for 14 days (also called time-horizons, 1 time-horizon = 24 hours) for the period: March
2007 - March 2011.

It is an univariate study: the 14 time-horizons will not be processed at the same time, the meth-
ods will focus on one horizon at a time. Nevertheless we implement the chosen methods for the
ten horizons: from 5 to 14 independently. The time-horizons from 1 to 4 are not being integrated
in our study because the deterministic forecasts are very good in this case of short time forecast.

The thesis contains three parts: in the first one we present the EPS, then we present and im-
plement two statistical methods supposed improving the accuracy or the spread of the EPS and
we introduce criteria for comparing results. In the second part we introduce the Extreme Value
Theory and the mixture models we use to combine the model we build in the first part with
models for fitting the distributions tails. In the third part we introduce quantile regression as
another way of studying the tails of the distribution.

Coming back to EPS, its principle is to run multiple scenarios of the same model with slightly
different input data to simulate the uncertainty. This gives a probability distribution giving the
probability of occurrence of a certain event. Ideally all the members of an EPS have the same
probability to give the best prediction for a given time-step.

The methods we have evaluated are the method of the best member and the bayesian method.
The forecasts obtained by the two methods when they are implemented to data from Meteo
France are compared between them and then with the initial forecasts, through criteria of skill
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and spread.

The method of the best member in its most complex variant is proposed by V. Fortin (see
[FFS06]). The idea is to design for each time-step in the data set, the best member (we consider
that a member is the best for a certain time-step when the prediction it gives has the smallest
error, in absolute value, relative to the realization of the time-step.) among all scenarios (51 in
our case) and to construct an error pattern using only the errors made by those best members
and then to "dress" all members with this error pattern. This approach does not give good results
in the case of the EPS that are already over dispersive. A second approach was developed to
permit correction of this type of EPS. This approach proposes to "dress" ensemble members with
different weights by class statistical ranks.

The bayesian method we introduce in the thesis is proposed by A. Raftery [RGBP04]. This is
a statistical treatment of model output that provides calibrated probability distributions even if
the initial EPS are not calibrated (we assume that a forecast is well calibrated when an event
with a probability of occurrence of p occurs in average with a p frequency). With this method
we compute the density function of the EPS as a weighted average of the densities of the com-
ponents predictions scenarios. The weights are the probabilities of the scenarios of giving the
best forecasts, estimated a posteriori and reflect the performance of each scenario, proven in a
training period (the training period is a sliding window of a optimum length (found by certain
criteria) that allows using a lighter database to estimate new parameters).

The predictions obtained by both methods are compared using criteria of skill and spread, spe-
cific of the EPS as: the mean absolute error (MAE), the root mean square error (RMSE), the
continuous rank probability score (CRPS), the Talagrand diagram, the reliability diagram. The
bayesian method slightly improves the spread of the EPS for the bulk of the distribution but
losses in overall skill of the EPS. The best member method does also improve the spread in its
main mode and it also improve the overall skill from the CRPS point of view. These results make
us want to study more in detail what happens in the tails of the distribution. Another possible
continuation would have been the multidimensional forecasting (treating all time horizons simul-
taneously). The need to manage the power system to measure and reduce the risk of failure makes
us privilege the first track, the one concerning the study of the extreme values of the distribution.

In the second part of the thesis we build a mixture model which allows us to use the best mem-
ber method for the bulk of the distribution and a model specific to the extreme value theory for
the tails. We first find a way for separating the distribution (find the tails heaviness), then we
build the mixture model adequate to our needs. We also make some tests to find out if what
we need to fit for the distributions tails is only one extreme model, or a combination of extreme
models (function of time, tail, time-horizon). We choose three different mixtures models and we
use them to produce new forecasts, which are compared to the initial forecasts. All the three
models improve the global skill of the forecasting system (CRPS) but give a strange effect to
the last rank of the right tail of the rank diagram confirmed by the quantile computations (.99,
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.98, .95) that are not well estimated by the forecasts given by the mixture model. We propose
to implement a last method, and this time we are not interest in moments, we are interested in
quantiles.

The method is the quantile regression method and it is the subject of the third and last part of
the thesis. Since we want to model the tails, it is important to take account the relative errors
on quantiles. That is why we will use a χ2 distance which allows explicit over-weighting of the
tails. We choose classes around the probability of interest for us, which is 1%: [0; 0.01], [0.01;
0.02] and [0.02; 0.05] for the lower tail, and the symmetric classes for the upper one. We will use
this to measure all improvements and the results are positive even if there remains some biases
in the tail representation.

In the end all the methods we implement on the ensemble prediction system for a four years
period provided by Meteo France, when trying to improve its skill and/or spread bring us to the
conclusion that the optimum method is to use a best member method type for the heart of the
distribution and to adapt a quantile regression for the tails.
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Chapter 1

Introduction

This first part of the thesis contains the presentation of the context where the need of this thesis
appeared. It also contains the data we use to develop the methods we are proposing.

In this first part we are also presenting the Ensemble Prediction Systems, how and when they
appeared, how they work and in what case they might be used. We use this first part to dedicate
a few words to the uncertainty as this is "the reason" that makes important to have and to
improve forecasts in meteorology or other domains.

We continue by presenting the two statistical methods supposed to improve the accuracy or the
spread of the EPS and we introduce criteria for comparing results. The methods we have eval-
uated are the method of the best member and the bayesian method. The forecasts obtained by
the two methods when they are implemented to data from Meteo France are compared between
them and then with the initial forecasts, through criteria of skill and spread of EPS as: the mean
absolute error (MAE), the root mean square error (RMSE), the continuous rank probability score
(CRPS), the Talagrand diagram, the reliability diagram.

The results we obtain will be presented in the next part of the thesis in the form of an article
that is to be published in the Volume 5(2) of the Journal Case Studies In Business, Industry
And Government Statistics, Bentley University, Massachusetts, USA.
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1.1 Context and Data Description
1.1.1 Context
More and more users are interested in local weather predictions with uncertainty information, i.e.
probabilistic forecasts. The energy sector is highly weather-dependent, hence it needs accurate
forecasts to guarantee and optimize its activities. Predictions of the production are needed to
optimize electricity trade and distribution. The needs in electricity depend on the meteorological
conditions.

Electricité de France (EDF) is the most important electricity producer in France. The EDF R&D
OSIRIS department is in charge of studying the management methods of the EDF-production
system from a short time horizon (CT) to a medium time horizon (MT) (between 3 hours
and 3 years, approximately). Short-term forecasting (that we will consider here) is important
because the national grid requires a balance between the electricity produced and consumed
at any moment in the day. In this department, the group Risk Factor, Price and Decisional
Chain is in charge of studying and modeling the risk factors which can impact production system
management. Among these risk factors, we shall be interested here in the physical risks [COL08].

Numerous specialists of the physics (for example the meteorologists) build sophisticated numer-
ical models, with uncertainty on the input data. To take into account this uncertainty, they run
the same model several times, with slight, but not random perturbation of the data. The prob-
ability distributions obtained from the model is not a perfect representation of the risk factor,
thus we need to implement statistical methods before we use it but when modeling the results we
had to take into account that the results of physical models contain an irreplaceable information.

The correlation between the temperature and the electricity consumption.
Temperature is the main risk factor for an electricity producer such as EDF. Indeed, electric
heating is well developed in France. If we take into account the variability of the temperature,
the power consumed for the heating for a winter given-day may fluctuate about 20GW, that
is 40 % of the average consumption. In what concerns the energy, the climatic risk factor is
quantitatively less important, because the difference of energy consumed between the warmest
and the coldest winters represents approximately 5 % of the energy over the year. Nevertheless,
the climatic risk factor remains the first source of uncertainty for EDF. [CD10]

To explain the correlation between the temperature and the electricity consumption we can start
by specifying that the French electrical load is very sensitive to temperature because the elec-
trical heating development since the 70’s. The influence of the temperature on the French load
is mostly known, except for the impact of air conditioning whose trend remains difficult to esti-
mate . The electric heating serves to maintain a temperature close to 20°C inside the buildings.
Taking into account that the "free" contributions of heat (sun, human heat), it is considered
that the electric heating turns on approximately below 18°C. Beyond that temperature, the heat
loss being proportional with the heat difference between inside and outside, the consumption
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increases approximatively linearly. Besides, the buildings putting certain time to warm up or
to cool down, the reaction to the outside temperature variations is delayed. In Figure 1.1 the
non-linear relationship between electricity load and average national temperature at 9 AM (see
[DOR09]).

Figure 1.1: Daily electricity loads versus the national average temperature from September
1, 1995 to August 31, 2004, at 9 AM.

This paper has for objective to study the ensemble prediction systems (EPS) provided by Meteo-
France. We implement statistical post-processing methods to improve its use for electric system
management, at EDF France.

Models used for load Forecasting at EDF are regression models based on past values of load,
temperature, date and calendar events. The relationship of load to these variables is estimated
by nonlinear regression, using a specifically preconditioned variant of S.G. Nash’s truncated
Newton (see [NAS84]) developed by J.S. Roy. Load forecasting is performed by applying the
estimated model to forecasted or simulated temperature values, date and calendar state. The
short term forecasts are performed using an auto-regressive processes applied to the past two
weeks residuals of the model (see [BDR05]). The model is based on a decomposition of the load
into two components: the weather independent part of the load that embeds trend, seasonality
and calendar effects and the weather dependent part of the load.

Up to the 4th time horizon the deterministic forecasts give high quality forecasts, this is why
it continues to be used by Météo France for the wheatear forecasts up to four days ahead (see
[ENM]). Starting from the 4th horizon, forecasts can be improved and/or the uncertainties in
the forecasts better estimated. Currently the value used to predict the consumption is the mean
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of the 51 forecasts.

Resorting to the EPS method allows on one hand to extend the horizon where we have good
forecasts and on the other hand to give a measure of forecast uncertainty. Unlike the determin-
istic solution the probability forecast is better adapted to the analysis of risk and decision-making.

First, we study the Meteo-France temperature forecasts in retrospective mode and the temper-
ature realizations in order to establish the statistical link between these two variables. Then,
we examine two statistical processing methods of the pattern’s outputs. From the state of the
art of the existing methods and from the results obtained by the verification of the probability
forecasts, a post-processing module will be developed and tested. The goal is to achieve a robust
method of statistical forecasts calibration. This method should thus take into account the un-
certainties of the inputs (represented by the 51 different initial conditions added to the pattern).

The first method is the best member method (BMM) and it is proposed by V. Fortin ([FFS06])
as an improvement of the one built by Roulston and Smith [RS02], and improved by Wang
and Bishop [WB05]. The idea is to design for each lead time in the data set, the best forecast
among all the k forecasts provided by the temperature prediction system, to construct an error
pattern using only the errors made by those "best members" and then to "dress" all the members
of the initial prediction system with this error pattern. This approach fails in cases where the
initial prediction systems are already under (or over) dispersive because when an EPS is under
dispersive, the outcome often lies outside the spread of the ensemble increasing the probability
of the extreme forecast to give the best prediction. And the other way, when a ensemble is over
dispersive the probability of the members close to the ensemble mean to be the best members is
increasing. It is why a second method was created. It allows to "dress" and weight each member
differently by classes of its statistical order.

The second method we implement is the bayesian method that has been proposed by A. Raftery
([RGBP04]). It is a statistical method for post processing model outputs which allows to provide
calibrated and sharp predictive Probability Distribution Functions even if the output itself is not
calibrated (forecasting are well calibrated if for a p probability forecasts, the predicted event is
observed p times). The method allows to use a sliding-window training period (TP) to estimate
new models parameters, instead of using all the database of past forecasts and observations.
Results will be compared using standard scores verifying the skill and/or the spread of the EPS:
MAE, RMSE, ignorance ccore, CRPS, Talagrand diagram, reliability diagram, bias, mean.

1.1.2 Data Description
We are working on the daily average temperatures in France from march 2007 to march 2011
and the predictions given by Meteo France for the same period. The temperature forecasts is
provided by Meteo-France as an ensemble of temperatures prediction system containing the daily
average temperatures in France (the weighted mean of 26 values of daily means temperatures
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Figure 1.2: The map of the Meteo France stations.

observed by the Meteo stations in France, see Figure 1.1.2) from March 2007 to March 2011 and
the predictions given by Meteo France for the same period as an Ensemble Prediction System
(EPS) containing 51 forecasts by day, up to 14 time-horizons, corresponding to 14 days.
The 51 members of the EPS are 51 equiprobable scenarios obtained by running the same forecast-
ing model with slightly different initial conditions. Figure 1.1.2 represents for one fixed time-step
the curves of the evolutions of the 51 scenarios by time-horizon, from 1 to 14. We can notice a
small bias (∼ 0.1◦) starting with the first horizon. The bias is increasing with the horizon-time
(normal) and that for all the scenarios in a resembling way.
We observe that the scenarios are randomly named by numbers from 0 to 50, which are not
constant from one day to another. Hence, the uncertainty added to ensemble members is not
related to the number of the ensemble member (the scenario 0 is the only one standing the same,
as it is the one with no perturbation of the initial conditions added).

We start by making an univariate study i.e. we fix the horizon-time. Depending on the quality
of the results we could consider a multivariate study.
éTherefore the horizon is fixed, we choose to study the forecasts starting with the 5th horizon
because up to horizons 3-4 the determinist forecasts are very good (the Meteo-France pattern is
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Average Forecast and Real Temperatures Curves

The evolution of the predictions by horizon from one to fourteen, for all scenarios

Figure 1.3: Figures corresponding to initial predictions. On top, the curve of realiza-
tions and the one of the average predicted temperature. At the bottom, the curves of
temperatures for one day, for all the 14 horizons time.
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build on purpose under dispersive up to 3 days).
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1.2 Ensemble prediction systems (EPS)
The ensemble prediction systems are a rather new tool in operational forecast which allows faster
and scientifically justified comparisons of several forecast models. The EPS are built with the
aim of obtaining the probability of the meteorological events and the zone of inherent uncertainty
in every planned situation. It is a technique to predict the probability distribution of forecast
states, given a probability distribution of random analysis error and model error.

The principle of the kind of EPS we are interested in, is to run several scenarios of the same
model with slightly different input data in order to simulate the uncertainty (another way to
simulate it would be by varying the physical models and/or its parametrization). Then we ob-
tain a probability distribution function informing us about the probability of realization of a
forecast. Ideally, the members of a EPS are independent and have the same probability to give
the best forecast. Nevertheless, this information is not completely suited to the use for electric
system management. For example, PDFs are not smooth, it is a major issue for uncertainties
management.

At present, the EPS are based on the notion that forecast uncertainty is dominated by error
or uncertainty in the initial conditions. This is consistent with studies that show that, when
two operational forecasts differ, it is usually differences in the analysis rather than differences in
model formulation that are critical to explaining this difference, see [DOC02].

Among the points of interest in using EPS ([MAL08]) is that it allows to estimate the uncertainty,
to have a representative spread of the uncertainty that is in practice, to have an empirical
standard deviation of the forecasts comparable with the standard deviation of the observations.
EPS may also be used to give an estimation of the probability of occurrence of an event, it helps
finding the threshold above (or beyond) which the risk of occurrence of the event is important.

1.2.1 History and building methods
The stochastic approaches in predicting weather and climate was seriously reconsidered after
Lorentz discovered the chaotic nature of atmospheric behavior in the 1960s (see [BS07]). Ac-
cording to him the atmosphere has a "sensitivity" in the initial conditions i.e. small differences
in the initial state of the atmosphere could lead to large differences in the forecast.

In 1969, Epstein proposed a theoretical stochastic-dynamic approach to describe forecast error
distributions in model equations. But the computing power at that time made his approach
unrealistic [EPS69].

Instead, Leith proposed a more practical Monte-Carlo approach with limited forecast members.
Each forecast member is initiated with randomly perturbed, slightly different initial condition
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(IC). Leith showed that Monte-Carlo method is a practical approximation to Epstein’s stochastic-
dynamical approach, [LEI74]. Leith’s Monte-Carlo approach is basically the traditional definition
of ensemble forecasting although the content of this definition has been greatly expanded in the
last 20 years [DU07].

As computing power increased, operational ensemble forecasting became a reality in early the
1990s. Both National Centers for Environmental Prediction in the USA (NCEP) and the Eu-
ropean Center for Medium-Range Weather Forecast(ECMWF) operationally implemented their
own global model-based, medium-range ensemble forecast systems. Hence the idea of this kind
of prediction systems is to get an ensemble of forecasting models starting with just one model.
There are different methods the prediction centers use to create an Ensemble Prediction System
(EPS)(not to confound with the methods we will implement, which are post processing meth-
ods, hence they are applied on EPS which have already been created). Among the most known
methods used to create EPS, there are:

• Method of crossing (used in the USA, NCEP), see [SWa06].

• Method of the singular vector (used in Europe, ECMWF, see [DOC06]).

• Kalman Filter (used in Canada), see [VER06].

The EPS we are using is built by the singular vector method, more exactly it is a ECMWF
EPS which evolutions in time can be studied as in [MBPP96]. A description of the current
operational version is given by Leutbecher and Palmer (see [MP07]). Since 12 September 2006,
the ECMWF EPS has been running with 51 members one being the control forecast (starting
from unperturbed initial conditions) and the other 50 are member to whom the initial conditions
have been perturbed by adding small dynamically active perturbations (see [BBW+07]). These
51 runs are performed twice a day at initial time 00 and 12 UTC, up to 15 days-ahead, with a
certain resolution from day 0 to 10 and a lower resolution for the days up to 15.

1.2.2 Forecasts and uncertainty in meteorology
Given the presence of errors at all levels of the forecasts building, the state of the atmosphere at
some point is not perfectly known. This makes delicate to define a single "true" set of parameters.
It is nevertheless possible to evaluate the probability of a set of parameters or data input. The
uncertainty indicates the intrinsic difficulty in forecasting the event during a period. The best
characterization of the uncertainty would be the probability density functions of the simulation
errors. Computing a probability density function (PDF) for given model outputs (such as fore-
cast error statistics) is in practice a difficult task primarily because of the computational costs
[MAL05]. If we want to list some large classes of uncertainty that would be:

• Natural or fundamental uncertainty. It is the uncertainty of the probabilistic nature of
the model. It is the uncertainty that remains when one has the right model and the right
model parameters.
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• The statistical uncertainty. The model parameters being estimated, there is certainly a
bias between them and the "true" model parameters.

• The model uncertainty itself. Choosing a wrong law for as the distribution law. For
example, suppose in a certain context that the population is normally distributed when in
fact a gamma could be the "good" law to apply.

Sources of forecast errors
To be able to predict the forecast’s error, it is necessary to understand the most important
components of this error. In order to find the step in the building process of the forecasting,
creating errors Houtemaker ([HOU07]) made a list of the most important components of forecast
error. There are some of those errors:

Incomplete observations of the atmosphere it is not possible to observe all variables
at all locations and at all times.

Error in input data. The precision of the observations is sometimes limited. It can be a
random error or a systematic one. Different observations taken by identical platforms can present
correlated errors. Because of the observation error among others, the weather forecast will never
be established from an perfect initial state.

Weighting observations. In the procedure of data assimilation, a weighted average is cal-
culated from the new observations. The precision of the chosen weights is function of the relative
precision of the observations.

Error due to the pattern. Because of the lack of resolution, the model shows a behavior
a little bit different from the real behavior of the atmosphere in identical initial conditions.
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1.3 The verification methods for EPS
Meteorologists have used EPS for several years now and in the same time many methods of
evaluating their performances were also developed [SWB89]. A proper scoring rule maximizes
the expected reward (or minimizes the expected penalty) for forecasting one’s true beliefs, thereby
discouraging hedging or cheating (see [JS07]). One can distinguish two kind of methods: the
ones permitting to evaluate the quality of the spread and the ones giving a score (a numerical
result) permitting to evaluate the performance of the forecasts [PET08].
Hence, we need to verify skill or accuracy (how close the forecasts are to the observations) and
spread or variability (how well the forecasts represent the uncertainty) (see [JS03]). If model
errors played no role, and if initial uncertainties were fully included in the EPS initial pertur-
bations, a small spread among the EPS members would be an indication of a very predictable
situation i.e. whatever small errors there might be in the initial conditions, they would not seri-
ously affect the deterministic forecast. By contrast, a large spread indicates a large uncertainty
of the deterministic forecast (see [PER03]). As for the skill, it indicates the correspondence
between a given probability, and the observed frequency of an event in the case this event is
forecast with this probability. Statistical considerations suggest that even for a perfect ensemble
(one in which all sources of forecast error are sampled correctly) there is no need to have a high
correlation between spread and skill (see [WL98]).

1.3.1 Standard Statistical Measure
Let y be the vector of model outputs and let o be the vector of the corresponding observations.
These vectors both have n components. Their means are y and o.

Bias
To study the (multiplicative) bias of the EPS is to study if the forecast mean is equal to the
observed mean.

Biasm = 1
n

n∑

i=1

yi
oi

(1.1)

It is simple to use. It does not measure the magnitude of the errors and it does not measure the
correspondence between forecasts and observations. The perfect score is 1 but it is possible to
get a perfect score for a bad forecast if there are compensating errors.

Correlation coefficient
It measures the correspondence between forecasts and observations and is given by the variance
between forecasts and observations (r2), a perfect correlation coefficient is 1.

r =
∑n
i=1(yi − y)(oi − o)√∑n

i=1(yi − y)2∑n
i=1(oi − o)2 (1.2)
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Mean absolute error (MAE)
It measures overall accuracy and is defined as:

MAE = 1
n

n∑

i=1
|yi − oi| (1.3)

It is a linear score which provides the average amplitude of the errors without showing in what
direction the errors are.

The root mean square error (RMSE).
A related error measure is the mean square error (MSE), defined as MSE = 1

N

∑N
i=1(yi − oi)2

but one uses more its square root, RMSE as it has the advantage of being recorded in the same
unit as the verifications. Like the MAE, it does not provide the direction of the errors but
compared to the MAE puts greater influence on large errors than small errors in the average.
If the RMSE is much greater than the MAE this would show a high error variance, the case of
equality appears when all errors have the same magnitude. It can never be smaller than the
MAE.

1.3.2 Reliability Criteria
The reliability (or spread) measures how well the predicted probability of an event correspond to
its observed probability of occurrence. For a p probability forecast, the predicted event should
be observed p times.

Talagrand diagram
The Talagrand diagram is a type of bar chart in which categories are represented by bars of
varying ranks rather than specific values - a histogram of ranks. It measures how well the spread
of the ensemble forecast represents the true variability (uncertainty) of the observations. For
each time instant (day) we consider the ensemble of the forecasts values (the observation value
included). The values within this ensemble are ordered and the position of the observation is
noted (the rank). For example the rank will be 0 if the observation is below all the forecasts and
N if the observation is above all the forecasts. Repeating the procedure for all the forecasts we
obtain a histogram of observations rank. By examining the shape of the Talagrand diagram, we
can draw conclusions on the bias of the overall system and the adequacy of its dispersion (see
Figure 1.3.2):

• A flat histogram - ensemble spread correctly represents forecast uncertainty. It does not
necessarily indicate a skilled forecast, it only measures whether the observed probability
distribution is well represented by the ensemble.

• A U-shaped histogram - ensemble spread too small, many observations falling outside the
extremes of the ensemble
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Figure 1.4: Possible situations for the Talagrand Diagram

• A Dome-shaped - ensemble spread too large, too many observations falling near the center
of the ensemble

• Asymmetric - ensemble contains bias.

Probability integral transform (PIT)
This method is the equivalent of the diagram of Talagrand for an ensemble having the shape
of a probability density function (PDF). Let F be the the cumulative PDF, the value for the
observation x(0) is simply F (x(0)), or a value between 0 and 1. By repeating the process for all
the observations, we obtain a histogram having exactly the same characteristics as the diagram
of Talagrand, as regards the performance of the ensemble [GRWG05].

Reliability Diagram
Reliability diagram is the plot of observed probability against forecast probability for all proba-
bility categories. A good reliability implies a curve close to diagonal. The deviation from diagonal
shows a conditional bias, if it is below the diagonal then the probabilities are too high, if it is
above diagonal then the probabilities are too low. A flatter curve shows a lower resolution. For
a specific event the reliability diagram represents the frequency of occurrence of a probability
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in the EPS and among the observations [POC10]. In this diagram, the forecast probability is
plotted against the observed relative frequency.

1.3.3 Resolution (sharpness) Criteria
The resolution (or accuracy, or skill) is the measure of the ability of the forecasts.

Brier Score

The Brier score measures the mean squared probability error (Brier 1950). It is useful for
exploring dependence of probability forecasts on ensemble characteristics and is applied to a
situation of two possible outcomes (dichotomous variables). Let pi the probability given by the
EPS that the event occurs at each lead time i and oi the probability observed (at every lead time
i) that the event occurs so oi = 1 or oi = 0. The perfect BS is 0.

BS = 1
N

N∑

i=1
(pi − oi)2 (1.4)

Continuous Rank Probability Score (CRPS)

The CRPS measures the difference between the forecast and observed cumulative distribution
functions (CDFs). The CRPS compares the full distribution with the observation, where both
are represented as CDFs. If F is the CDF of the forecast distribution and x is the observation,
the CRPS is defined as:

CRPS(F, x) =
∫ +∞

−∞
[F (y)− 11y≥x]2 dy (1.5)

where 11y≥x denotes a step function along the real line that attains the value 1 if y ≥ x and
the value 0 otherwise. In the case of probabilistic forecasts the CRPS is a probability-weighted
average of all possible absolute differences between forecasts and observations. The CRPS tends
to be increased by forecast bias and reduced by the effects of correlation between forecasts and
observations (see [SDH+07]). One of the advantages is that it has the same units as the predicted
variable (so is comparable to the MAE) and does not depend on predefined classes. It is the
generalization of the Brier score for the case of the continuous variables. The CRPS provides
a diagnostic of the global skill of an EPS, the perfect CRPS is 0, a higher value of the CRPS
indicates a lower skill of the EPS.
The CRPS can be decompose in: reliability and resolution terms obtained by the CRPS decom-

position proposed by Hersbach ([GIL12]).
We can notice that if all the members of the EPS give all the same prediction, the CRPS is equal

to the MAE (it is the case for deterministic forecasts).
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Ignorance Score
The Ignorance Score is defined as the opposite of the logarithm of the probability density function
f for the observation o [PET08]. Hence, for a single probability we have:

ign(f, o) = − log(f(o))

For the PDF of a normal law N (µ, σ2) th ignorance score is :

ign[N (µ, σ2), y] = 1
2 ln(2πσ2) + (y − µ)2

2σ2

The average ignorance is given by

IGN = 1
n

n∑

i=1
ign[N (µ, σ2), o] (1.6)

ROC Curve
Probabilistic forecasts can be transformed into a categorical yes/no forecasts defined by some
probability threshold. Hit rates H and false alarm rate F can be computed and entered into a
ROC diagram with H defining the y-axis, F the x-axis (see Figure 1.3.3). The closer the F , H
is to the upper left corner (low value of F and high of H) the higher the skill. A perfect forecast
system would have all its points on the top left corner, with H = 100% and F = 0.

Figure 1.5: Each point on the ROC curve represents a sensitivity/specificity pair corre-
sponding to a particular decision threshold.
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1.4 Post-processing methods
1.4.1 The best member method

The best member method was proposed by V.Fortin [FFS06] and improves the studies previously
led by Roulston and Smith [RS02] then by Wang and Bishop [WB05]. The idea is to design for
each time-step in the data set, the best forecast among all scenarios (51 in our case) and to con-
struct an error pattern using only the errors made by those "best members" and then to "dress"
all members with this error pattern.

This approach fails in cases where the initial ensemble members are already under or over dis-
persive, because when an EPS is under dispersive, the outcome often lies outside the spread
of the ensemble increasing the probability of the extreme forecast to give the best prediction
(conversely for over dispersive EPS). A possible solution is to "dress" and weight each mem-
ber differently, using a different error distribution for each order statistic of the ensemble. So
we can distinguish two more specialized methods: the one with constant dressing, or the
un-weighted members method and the one with variable dressing, or the weighted
members method.

The un-weighted members method

The temperature prediction system provides the forecasts xt,k,j , where k is the scenario’s number,
t is the time when the forecast is made and j is the time-horizon. The method is presented in
univariate case so from the start j is fixed, hence xt,k,j becomes xt,k where we rename t as the
time for which the forecast is made.
Let yt be the unknown variable which is forecasted at the moment t, and let Xt = {xt,k, k =
1, 2, ...,K} be the set of all ensemble members of the forecasting system. Given Xt the purpose
is to obtain a probabilistic forecasts i.e. p(yt|Xt) in order to provide many more predictive
simulations p(yt|Xt) sampled from p(yt|Xt) where Xt = {xt,m,m = 1, 2, ...,M} with M � K.
The concept of conditional probability allows to take into account in a forecast additional infor-
mation (in this case it will be the forecasts given by Meteo France).

The basic idea of the method is to "dress" each ensemble member xt,k with a probability distri-
bution being the error made by this member when it happened to give the best forecast. The
best scenario is defined x∗t as the one minimizing ‖yt − xt,k‖ for a given norm ‖ · ‖. As we are
working in an univariate space, the norm is the absolute value:

x∗t = argxt,k min |yt − xt,k|

For an archive of past forecasts a probability distribution (pε∗) is created from the realizations
of ε∗t = yt − x∗t :

p(yt|Xt) ≈
1
K

K∑

k=1
pε∗(yt − xt,k) (1.7)
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To dress each ensemble members one resamples from the archive of all best-member errors.
Hence, the simulated forecasts are obtained by:

ŷt,n = xt + εt,n (1.8)

where εt,n is randomly drawn from the estimated probability distribution of ε∗t and n is the
number of simulations by time step.

This first sub-method where all the scenarios are ’dressed’ using the same distribution of the
error is a choice adapted to the EPS where the scenarios have, a priori, the same probability
to give the best forecast. When the initial EPS is already over dispersive, adding noise to each
member will increase the variance of the new system.

The weighted members method

Fortin applied this method on a synthetic EPS1. He observed that this method failed in the
case of over dispersive or under dispersive EPS. The explanation is that when an EPS is under
dispersive, the outcome often lies outside the spread of the ensemble. Hence, an extreme forecast
has much more chances of giving the best prediction than a forecast close to the ensemble mean.
Conversely, when a ensemble is over dispersive the members close to the ensemble mean have
much more chances to be the best members than the extremes forecast. Hence, the probability
that an ensemble member gives the best forecast as well as the error distribution of the best
member are depending on the distance to the ensemble mean. For univariate forecasts we can
sort the ensemble members by their distance to the best ensemble members and consider the
rank of a member at the dressing sequence.

The only changes in second method, proposed for over (or under) dispersive systems, are the
ones related to the use of the statistical rank:

Let

• xt,(k) be the kth member of the ensemble Xt = {xt,k, k = 1, 2, ...,K} ordered by statistic
rank.

• ε∗(k) = {yt−x∗t | x∗t = xt,(k), t = 1, 2, , ..., T} be the errors of the best ensemble members for
every t moment in a database of past forecasts, when the best forecast has the rank k.

To dress each ensemble members differently, instead of resampling from the archive of all best
member errors, one resamples from ε∗(k) to obtain dressed ensemble members. Hence, the simu-
lated forecasts are obtained:

ŷt,k,n = xt,(k) + ω · εt,(k),n (1.9)
1A synthetic EPS is an EPS built under certain conditions (ensemble members are independent and

identically distributed) and to whom we can vary the parameters we want in order to test different
hypothesis or methods
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where

• εt,(k),n drawn at random from ε∗(k)

• ω =
√

s2

s2
ε∗

and s2
ε∗ = 1

T−1
∑T
t=1(ε∗t,(k))2 is the estimated variance of the best-member error.

The parameter ω is greater than 1, in the case of the over dispersive forecasts and ω < 1
in the case of under dispersives systems.

1.4.2 Bayesian model averaging
The Bayesian approach is based on the fact that computing the probability of realization of
an event does not depend only on its frequency of appearance but also on the knowledge and
experience of the researcher. His judgment should naturally be coherent and reasonable. The
Bayesian approach implies that two different points of view are not necessarily false, as in the
principle of equifinality : the same final state can be reached from different initial states by
different ways [BER72].

We base our study of the bayesian method, more exactly on the work of A.Raftery and T.Gneiting
proposing bayesian model averaging (BMA) as a standard method which combine predictive
distributions from different sources (see [RGBP04]). It is a statistical method for postprocessing
model outputs which allows to provide calibrated and sharp PDFs even if the output itself is not
calibrated. Raftery’s study is implemented on a 5 terms ensemble system coming from different,
identifiable sources. It is specified that it is also applicable to the exchangeable situation, and
the R-package ensembleBMA, by the same authors, is proving it by offering the choice of the
exchangeability in its function definitions. But the second main difference between this study
and ours is the significantly larger number of the ensemble members, so we expect to have much
longer computation times.

The original idea in this approach is to use a moving training period (sliding-window) to estimate
new models parameters, instead of using all the database of past forecasts and observations. This
implies the choice of length for this sliding-window training period and the principle guiding this
choice is that probabilistic forecasting methods should be designed to maximize sharpness subject
to calibration. It is an advantage to use a short training period in order to be able to adapt
rapidly to changes (as weather patterns and model specification change over time) but the longer
the training period, the better the BMA parameters are estimated [RGBP04]. After comparing
training period lengths (from 10 to 60) by measurements as the RMSE, the MAE, the CRPS
Raftery concludes that there are substantial gains in increasing the training period up to 25 days,
and that beyond that there is little gain. The main difference between their case and ours is that
they have 5 models and we have 51 (scenarios).

Let yT be the quantity to be forecasted and M1, ...,MK K statistical models providing forecasts.
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According to the law of total probability, the forecasts PDF, p(y) is given by:

p(y) =
K∑

k=1
p(y|Mk)p(Mk) (1.10)

where p(y|Mk) is the forecast PDF based on Mk and p(Mk) is the posterior probability of model
Mk giving the best forecast computed on the training data and tells how the model is fitting
the training data. The sum of all k posterior probabilities corresponding to the k models is
1: ∑K

k=1 p(Mk) = 1. This allows us to use them as weights, so to define the BMA PDF as a
weighted average of the conditional PDFs.

This approach uses the idea that there is a best "model" for each prediction ensemble but it
is unknown. Let fk the bias-corrected forecast provided by Mk, giving the best prediction, to
which a conditional PDF gk(y|fk) is associated. The BMA predictive model will be:

p(y|f1, .., fk) =
K∑

k=1
wkgk(y|fk) (1.11)

where wk is the posterior probability of forecast k being the best one and is based on forecast’s
k performance in the training period. ∑K

k=1wk = 1.
For temperature the conditional PDF can be fit reasonably well using a normal distribution
centered at a bias-corrected forecast ak + bkfk:, as shown by Raftery et al. (see [RGBP04]):

y|fk ∼ N (ak + bkfk, σ
2)

The parameters ak, bk as well as the wk are to be estimated on the basis of the training data set:
ak and bk by simple linear regression of yt on fkt for the training data and wk, k = 1, ..,K, and σ by
maximum likelihood (see [AF97]) from the training data. For algebraic simplicity and numerical
stability reasons it is more convenient to maximize the logarithm of the likelihood function rather
than the likelihood function itself and the expectation-maximization (EM) algorithm [DLR77] is
used.
Finally the BMA PDF is a weighted sum of normal PDFs, the weights, wk, reflect the ensemble
members overall performance over the training period, relative to the other members.
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Chapter 2

Implementation of two Statistic
Methods of Ensemble Prediction
Systems for Electric System
Management (CSBIGS Article)

This chapter is in the form of an article, which is to be published in the Volume 5(2) of the
Case Studies In Business, Industry And Government Statistics Journal, of Bentley University,
Massachusetts, USA.

It contains the detailed presentation of the implementation of the best member method and the
bayesian method on the four years Meteo France temperature data. It also contains the compu-
tation of the specific criteria of skill and spread, so that we may compare the obtained forecasts
to one another. We will have three EPS to compare: the initial one, the one obtained by the
best member method and the one obtained by the bayesian method.

The conclusions of the study presented in the article are that the bayesian method slightly
improves the spread of the EPS for the bulk of the distribution but losses in overall skill of the
EPS, the best member method does also improve the spread in its main mode and it also improve
the overall skill from the CRPS point of view. These results make us want to continue our works
by improving the extreme parts of the distribution. The need to measure and reduce the risk
of failure, in electrical consumption managing, encourages us to follow our feeling by continuing
the study of the extreme values of the distribution.
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Abstract
This paper presents a study of two statistical post-processing methods when implement-
ing it on the forecasts provided by the ensemble prediction system (EPS) of tempera-
ture of Meteo-France. The results could be useful in the management of the electricity
consumption at EDF France. Those methods are the best-member method (BMM),
proposed by Fortin ([FFS06]), and the bayesian method (BMA), proposed by Raftery
([RGBP04]). The idea of the BMM is to design for each lead time in the data set, the
best forecast among all the k forecasts provided by the temperature prediction system, to
construct an error pattern using only the errors made by those "best members" and then
to "dress" all the members of the initial prediction system with this error pattern. The
BMA is a statistical method combining predictive distributions from different sources.
The BMA predictive probability density function (PDF) of the quantity of interest is a
weighted average of PDFs centered on the bias-corrected forecasts, where the weights are
equal to posterior probabilities of the models generating the forecasts and reflecting the
models skill over the training period. The resulting forecasts when implementing it on
our data set are compared one with another and both compared to the initial forecasts,
using scores verifying the skill and/or the spread of the EPS: the mean absolute er-
ror (MAE), the root mean square error (RMSE), ignorance score, the continuous rank
probability score (CRPS), Talagrand diagram, bias, mean. The purpose is to improve
the probability density function of the forecasts, preserving in the same time the quality
of the mean forecasts.

Keywords: forecasting; ensemble prediction systems; energy; bayesian analyse

1 Introduction
1.1 Context
The energy sector is highly weather-dependent, hence it needs accurate forecasts to guarantee
and optimize its activities. Predictions of the production are needed to optimize electricity
trade and distribution. Of course needs in electricity depend on the meteorological condi-
tions.
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Numerous specialists of physics (for example meteorologists) build sophisticated determin-
istic numerical models, with uncertainty on the input data. To take into account this uncer-
tainty, they run the same model several times, with slight but non random perturbation of
the data. It seems obvious that the results of physical models contain an irreplaceable infor-
mation. Nevertheless we notice that the probability distributions obtained from the model
is not a perfect representation of the risk factor, thus we need to submit it to a statistical
processing before we use it.

The correlation between temperature and electricity consumption. Temperature
is the main risk factor for EDF as an electricity producer in France, country where electric
heating is well developed. If we take into account the variability of the temperature, the
power consumed for heating for a winter given-day can vary about 20GW, that is 40 % of
the average consumption. In what concerns the energy, the climatic risk factor is quan-
titatively less important, because the difference of energy consumed between the warmest
and the coldest winters represents approximately 5 % of the energy over the year. To ex-

plain the correlation between the temperature and the electricity consumption we can start
by specifying that the French electrical load is very sensitive to temperature because of
the electrical heating development since the 70’s. The influence of the temperature on the
French load is mostly known, except for the impact of air conditioning whose trend remains
difficult to estimate. The electric heating serves to maintain a temperature close to 20◦C
inside the buildings. Taking into account the "free" contributions of heat (sun, human heat),
it is considered that the electric heating turns on approximately below 18◦C. Beyond that
temperature, the heat loss being proportional with the heat difference between inside and
outside, the consumption increases approximatively linearly. Besides, the buildings taking
certain time to warm up or to cool down, the reaction to the outside temperature variations
is delayed. To take into account this delay, one uses a smoothed temperature (based on a "av-
erage" temperature France) as a predictor of the consumption [BDR05]. The representation
is similar for the air conditioning.

1.2 Purpose of the work
This study has for objective to improve the probabilistic distribution of forecasts provided
by the ensemble prediction systems (EPS) of Meteo-France, preserving the skill of the mean
forecasts. The initial EPS contains k = 51 members - scenarios of the same model - one
starting with unperturbed initial weather conditions (the control forecasts) and 50 from
perturbed initial conditions defined by adding small dynamically active perturbations to
the operational analysis for the day. Each one of the 51 members of the studied EPS
provides trajectories of temperature for 14 time-horizons (1 horizon corresponds to 1 day).
We implement statistical post-processing methods to improve its use for electric system
management, at EDF France.

The use of the EPS method allows on the one hand to extend the horizon where we have
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good forecasts and on the other hand to give a measure of forecast uncertainty. Unlike the
deterministic solution the probability forecast is better adapted to the analysis of risk and
decision-making.

First, we study the Meteo-France temperature forecasts and the temperature realizations in
retrospective mode in order to establish the statistical link between these two variables.
Then, we examine two statistical processing methods of the pattern’s outputs. From the
state of the art of the existing methods and from the results obtained by the verification of
the probability forecasts, a post-processing module will be developed and tested. The goal is
to achieve a robust method of statistical forecasts calibration. This method should thus take
into account the uncertainties of the inputs (represented by the 51 different initial conditions
added to the pattern).

The first method is the best member method (BMM) and it has been proposed by Fortin
(see [FFS06]). The idea is to design for each lead time in the data set, the best forecast
among all the k forecasts provided by the temperature prediction system, to construct an
error pattern using only the errors made by those "best members" and then to "dress" all
the members of the initial prediction system with this error pattern. This approach fails
in cases where the initial prediction system are already over dispersive. It is why a second
sub method was created. It allows to dress and weight each member differently by classes of
its statistical order. We present in this paper the second sub method, that we will call the
W-BMM.

The second method we implement is the bayesian method that has been proposed by Raftery
(see [RGBP04]). It is a statistical method for post processing model outputs which allows to
provide calibrated and sharp predictive probability distribution functions (PDFs) even if the
output itself is not calibrated (forecasting are well calibrated if for a p probability forecasts,
the predicted event is observed p times). The method allows to use a sliding-window training
period to estimate new models parameters, instead of using all the database of past forecasts
and observations.
Results will be compared using scores verifying the skill and/or the spread of the EPS: MAE,
RMSE, ignorance score, CRPS, Talagrand diagram, reliability diagram, bias, mean.

2 Ensemble prediction systems (EPS)
The ensemble prediction systems are a rather new tool in operational forecast which allows
faster and scientifically justified comparisons of several forecast models. The EPS are con-
ceived in order to give the probability of the meteorological events and the zone of inherent
uncertainty in every planned situation. It is a technique to predict the probability distribu-
tion of forecast states, given a probability distribution of random analysis error and model
error.
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The principle of the EPS is to run several scenarios of the same model with slightly different
input data in order to simulate the uncertainty. In the current system Meteo-France is using,
each EPS perturbation is a linear combination of singular vectors with maximum growth
computed using a total energy norm. The assumption underlying the linear combination is
that initial error is normally distributed in the space spanned by singular vectors. A Gaussian
sampling technique is used to sample realizations from this distribution (see [DOC06]).

At present, the EPS are based on the notion that forecast uncertainty is dominated by error
or uncertainty in the initial conditions. This is consistent with studies that show that, when
two operational forecasts differ, it is usually differences in the analysis rather than differences
in model formulation, see [DOC02].

We can notice some of the primary objectives to whom the EPS performances should respond
([MAL08]):

1. Allows to estimate the uncertainty, to have a representative spread of the uncertainty
that is in practice, to have an empirical standard deviation of the forecasts comparable
with the standard deviation of the observations;

2. Gives a good estimation of the probability of an event;

3. It is convenient to linear combinations of models in forecast.

3 The verification methods for EPS
Meteorologists have been using EPS for several years now and in the same time many meth-
ods of evaluating their performances were also developed (see [SWB89]). A proper scoring
rule maximizes the expected reward (or minimizes the expected penalty) for forecasting one’s
true beliefs, thereby discouraging hedging or cheating (see [JS07]). One can distinguish two
kind of methods: the ones permitting to evaluate the quality of the spread and the ones
giving a score (a numerical result) permitting to evaluate the performance of the forecasts
(see [PET08]).
Hence, we need to verify skill or accuracy (how close the forecasts are to the observations) and
spread or variability (how well the forecasts represent the uncertainty). If model errors played
no role, and if initial uncertainties were fully included in the EPS initial perturbations, a small
spread among the EPS members would be an indication of a very predictable situation i.e.
whatever small errors there might be in the initial conditions, they would not seriously affect
the deterministic forecast. By contrast, a large spread indicates a large uncertainty of the
deterministic forecast (see [PER03]). As for the skill, it indicates the correspondence between
a given probability, and the observed frequency of an event. Statistical considerations suggest
that even for a perfect ensemble (one in which all sources of forecast error are sampled
correctly) it may not have a high correlation between spread and skill (see [WL98]).
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3.1 Standard Statistical Measures
Let y be the vector of model outputs and let o be the vector of the corresponding observations.
These vectors both have n components. Their means are respectively y and o.

Bias given by:
Biasm = 1

n

n∑

i=1

yi

oi

(1)

Correlation Coefficient given by:

r =
∑n

i=1(yi − y)(oi − o)√∑n
i=1(yi − y)2 ∑n

i=1(oi − o)2
(2)

Mean absolute error (MAE) measures overall accuracy and is defined as:

MAE = 1
n

n∑

i=1
|yi − oi| (3)

The root mean square error (RMSE) has the advantage of being recorded in the same
unit as the verifications and it is the root square of the MSE = 1

N

∑N
i=1(yi − oi)2

3.2 Reliability
The reliability (or spread) measures how well the predicted probability of an event correspond
to its observed probability of occurrence. For a p probability forecast, the predicted event
should be observed round(p) times.

The Talagrand Diagram. It is a type of bar chart in which categories are represented
by bars of varying ranks rather than specific values - a histogram of ranks. The Talagrand
diagram has its origins in the PIT [DC10]. It measures how well the spread of the ensemble
forecast represents the true variability (uncertainty) of the observations. For each time in-
stant (day) we consider the ensemble of the forecasts values (the observation value included).
The values within this ensemble are ordered and the position of the observation is noted (the
rank). For example the rank will be 0 if the observation is bellow all the forecasts and N if
the observation is above all the forecasts. Repeating the procedure for all the forecasts we
obtain a histogram of observations rank. By examining the shape of the Talagrand diagram,
we can draw conclusions on the bias of the overall system and the adequacy of its dispersion:

• A flat histogram - could show an ensemble spread correctly represents forecast uncer-
tainty. It does not necessarily indicate a skilled forecast, it only measures whether the
observed probability distribution is well represented by the ensemble.
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• A U-shaped histogram - ensemble spread too small, many observations falling outside
the extremes of the ensemble

• A dome-shaped - ensemble spread too large, too many observations falling near the
center of the ensemble

• Asymmetric - ensemble contains bias.

3.3 Resolution (sharpness)
The resolution (or accuracy, or skill) is the measure of the ability of the forecasts.

Continuous rank probability score (CRPS) The CRPS measures the difference be-
tween the forecast and observed cumulative distribution functions (CDFs). The CRPS com-
pares the full distribution with the observation, where both are represented as CDFs. If F
is the CDF of the forecast distribution and x is the observation, the CRPS is defined as:

CRPS(F, x) =
∫ +∞

−∞
[F (y)− 1{y ≥ x}]2 dy (4)

where 1{y ≥ x} denotes a step function along the real line that attains the value 1 if y ≥ x
and the value 0 otherwise. In the case of probabilistic forecasts the CRPS is a probability-
weighted average of all possible absolute differences between forecasts and observations.
The CRPS tends to be increased by forecast bias and reduced by the effects of correlation
between forecasts and observations (see [SDH+07]). One of the advantages is that it has the
dimensions of the predicted variable (so is comparable to the MAE) and does not depend
on predefined classes. It is the generalization of the Brier score for the case of the continuos
variables. The CRPS provides a diagnostic of the global skill of an EPS, the perfect CRPS
is 0, a higher value of the CRPS indicates a lower skill of the EPS.

4 Post-processing methods
4.1 The best member method

The best member method was proposed by V.Fortin [FFS06] and improves the studies pre-
viously led by Roulston and Smith [RS02] then by Wang and Bishop [WB05]. The idea is to
design for each lead time in the data set, the best forecast among all 51s (in our case) and
to construct an error pattern using only the errors made by those "best members" and then
to "dress" all members with this error pattern. This approach doesn’t work in cases where
the undressed ensemble members are already over or under dispersive and the solution is to
weight and dress each member differently, that is using a different error distribution for each
order statistic of the ensemble. So we can distinguish two more specialized methods: the
one with constant dressing, or the un-weighted members method and the one with variable
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dressing, or the weighted members method. We will implement and present in this paper
the weighted members method (W-BMM).

4.1.1 The weighted members method

Fortin applied this method on a synthetic EPS1. He observed that this method failed in
the case of over dispersive or under dispersive EPS. The explanation is that when an EPS
is under dispersive, the outcome often lies outside the spread of the ensemble. Hence, an
extreme forecast has much more chances of giving the best prediction than a forecast close
to the ensemble mean. Conversely, when a ensemble is over dispersive the members close
to the ensemble mean have much more chances to be the best members than the extremes
forecast. Hence, the probability that an ensemble member gives the best forecast as well
as the error distribution of the best member are depending on the distance to the ensemble
mean. For univariate forecasts we can sort the ensemble members from the smallest to the
biggest, note theirs ranks and consider the rank of a member at the dressing sequence.

Let xt,k,j be the temperature predictions provided by a given EPS, where k is the scenario’s
number, t is the time for when the forecast is made and j is the time-horizon. The method
is presented in univariate case so from the start j is fixed, hence xt,k,j becomes xt,k.
Let yt be the unknown variable which is forecasted at the moment t, and let Xt = {xt,k, k =
1, 2, ..., K} be the set of all ensemble members of the forecasting system. Given Xt the
purpose is to obtain a probabilistic forecasts i.e. p(yt|Xt) in order to provide many more
predictive simulations p(yt|Xt) sampled from p(yt|Xt) where Xt = {xt,m,m = 1, 2, ...,M}
with M � K.
The concept of conditional probability allows to take into account in a forecast an additional
information (in this case it will be the forecasts given by Meteo France).

The basic idea of the method is to "dress" each ensemble member xt,k with a probability
distribution being the error made by this member when it happened to give the best forecast.
The best scenario is defined x∗t as the one minimizing ‖yt − xt,k‖ for a given norm ‖ · ‖. As
we are working in an univariate space, the norm is the absolute value:

x∗t = argxt,k
min |yt − xt,k|

Let

• xt,(k) be the kth member of the ensembleXt = {xt,k, k = 1, 2, ..., K} ordered by statistic
rank.

• ε∗(k) = {yt−x∗t | x∗t = xt,(k), t = 1, 2, , ..., T} be the errors of the best ensemble members
for every t moment in a database of past forecasts, when the best forecast has the rank
k.

1A synthetic EPS is an EPS built under certain conditions (ensemble members are independent and
identically distributed) and to whom we can vary the parameters we want in order to test different hypothesis
or methods
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• pk be the probability that xt,(k) be the best member, i.e. pk = Pr[x∗t = xt,(k)]
To dress each ensemble members differently, instead of resampling from the archive of all
best member errors, one resamples from ε∗(k) to obtain dressed ensemble members. Hence,
the simulated forecasts are obtained:

ŷt,k,n = xt,(k) + ω · εt,(k),n (5)

where
• εt,(k),n drawn at random from ε∗(k);

• n is the number of simulations by time step;

• ω =
√

s2

s2
ε∗

and s2
ε∗ = 1

T−1
∑T

t=1(ε∗t,(k))2 is the estimated variance of the best member
error. This way of computing ω fails in case of EPS where the uncertainty is already
over estimated (s2 negative).

4.2 Bayesian model averaging
The bayesian approach is based on the fact that the probability of realization of an event does
not depend only on its frequency of appearance but also on the knowledge and experience
of the researcher.

We base our study on the bayesian method (BMA) (see [RGBP04]). The BMA predictive
probability density function (PDF) of the quantity of interest is a weighted average of PDFs
centered on the bias-corrected forecasts, where the weights are equal to posterior probabilities
of the models generating the forecasts, reflecting the models skill over the training period.

An original idea in this approach is to use a moving training period (sliding-window) to
estimate new models parameters, instead of using all the database of past forecasts and
observations. This implies the choice of length for this sliding-window training period and
the principle guiding this choice is that probabilistic forecasting methods should be designed
to maximize sharpness subject to calibration. It is an advantage to use a short training
period in order to be able to adapt rapidly to changes (as weather patterns and model
specification change over time) but the longer the training period, the better the BMA
parameters are estimated [RGBP04]. After comparing training period lengths (from 10 to
60) by measurements as the RMSE, the MAE, the CRPS Raftery concludes that there are
substantial gains in increasing the training period up to 30 days, and that beyond that there
is little gain. The main difference between their case and ours is that they have 5 models
and we have 51 (scenarios).

Let yT be the quantity to be forecasted and M1, ...,MK K statistical models providing
forecasts. According to the law of total probability, the forecasts PDF, p(y) is given by:

p(y) =
K∑

k=1
p(y|Mk)p(Mk|yT ) (6)
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where p(y|Mk) is the forecast PDF based on Mk and p(Mk|yT ) is the posterior probability
of model Mk being correct given the training data and tells if the model is fitting the
training data. The sum of all k posterior probabilities corresponding to the k models is 1:∑K

k=1 p(Mk|yT ) = 1. This allows us to use them as weights, so to define the BMA PDF as a
weighted average of the conditional PDFs.

This approach uses the idea that there is a best "model" for each prediction ensemble but it
is unknown. Let fk the bias-corrected forecast provided by Mk, giving the best prediction,
to which a conditional PDF gk(y|fk) is associated. The BMA predictive model will be:

p(y|f1, .., fk) =
K∑

k=1
wkgk(y|fk) (7)

where wk is the posterior probability of forecast k being the best one and is based on forecast’s
k performance in the training period. ∑K

k=1 wk = 1.
For temperature and sea level pressure, the conditional PDF can be fit reasonably well using
a normal distribution centered at a bias-corrected forecast ak + bkfk:, as shown by Raftery
et al. (see [RGBP04]):

y|fk ∼ N (ak + bkfk, σ
2)

The parameters ak, bk as well as the wk are to be estimated on the basis of the training
data set: ak and bk by simple linear regression of yt on fkt for the training data and wk, k =
1, .., K, and σ by maximum likelihood (see [AF97]) from the training data. For algebraic
simplicity and numerical stability reasons it is more convenient to maximize the logarithm
of the likelihood function rather than the likelihood function itself and the expectation-
maximization (EM) algorithm [DLR77] is used.
Finally the BMA PDF is a weighted sum of normal PDFs, the weights, wk, reflect the en-
semble members overall performance over the training period, relative to the other members.

5 Application
5.1 Data description

We are working on temperature forecasts provided by Meteo-France as an ensemble of
weather prediction system which contains 51 members, or 51 equiprobable scenarios ob-
tained by running the same forecasting model with slightly different initial conditions.

The data set corresponds to the period between the 30 of March, 2007 and the 20 of April,
2011 and contains forecasts up to 14 time-horizons corresponding to 14 days (1 horizon
corresponds to 24 hours). Currently the value used to predict the consumption is the mean
of the 51 forecasts. In Figure 1, on top we represent for three fixed time-step the curves of
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the prediction errors for the 51 scenarios function of time-horizon (from 1 to 14-days ahead).
The errors are normally increasing with the time-horizon; there are particularly small up to
the 4th time-horizon. Hence, we consider that up to the 4th time-horizon the deterministic
forecasts give high quality forecasts and we implement our improvement methods starting
with the 5th horizon. In the same figure, on the bottom we can see the prediction errors for
all the period but for three different time-horizons; we notice the same (normal) correlation
between the errors and the time-horizon.
As we said above every scenario, among the 51, gives forecasts up to 14-days ahead. The
difference between the scenarios comes from the small dynamically active perturbation added
to theirs initial conditions. Hence this perturbation is not related to the name of the scenario
(numbers between 0 and 50) and is not the same from one day of forecasting start to another
2.
The temperature measurements are made by 26 different French stations, of which we make
a weighted average to obtain a single temperature for France. The weights are defined so to
explain best the electricity consumption for the different French regions.

We start by setting the time-horizon. Therefore the horizon is fixed, we study the forecast
starting with the 5-days ahead horizons as up to 4-days ahead the determinist forecasts are
very good (the pattern, of Meteo-France is build on purpose under dispersive up to 3 days).
In this paper we present the 5-days ahead results. We can see in Figure 2 superposed on the
same graph the curve of the realizations and the curve of the average predicted temperatures.

5.2 Application of the weighted best member method
Let yt be the temperature variable we are forecasting at the moment t, and letXt = {xt,k, k =
1, 2, ..., K} be the set of all ensemble members of the Meteo-France forecasting system. We
would like to obtain a probabilistic forecasts i.e. p(yt|Xt). The conditional probability allows
to take into account in a forecast an additional information, in our case the forecasts given
by Meteo-France. The best scenario x∗t is the one minimizing |yt − xt,k|.
To compute the W-BMMmethod we use the SAS software. We use a cross-validation method
to build and verify our models: we separate the four years in our data set in two equal parts:
the first part serves for testing period to the model we will validate on the second part and
vice versa.

As we mentioned in the presentation of the method, the statistical rank of the ensemble
members is taken into account. Though we will have:

• xt,(k) the kth forecast and ε∗(k) = {yt − x∗t | x∗t = xt,(k), t = 1, 2, , ..., T} as defined above
(see 4.1.1).

2For example: forecasts given by the scenario 15 computed on July 1st for the period July 1st-July 7th
take into account from the beginning a certain perturbation. That perturbation will not be the same as
the one taken into account by the scenario 15 when on July 2nd it provides forecasts for the period July
2nd-July 8th
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Figure 1: Figures corresponding to initial predictions. On top, the curves of prediction errors
for the 51 scenarios for three fixed days, for all the 14 time-horizon (in gray there are scenarios
errors from 1 to 51, in black the scenarios 0 -the one with no perturbed initial conditions
- and in red the mean of the 51). At the bottom, there are the forecasting errors for three
different time-horizons and we can see the errors becomes larger with the time-horizon.
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Figure 2: Figures corresponding to initial predictions for 5-days ahead. In black there are
the observed temperatures curve, in blue the initial prediction means. We can notice a good
precision of the mean forecasts except for the extreme temperatures.

For the archive of past forecasts and a given norm we create a probability distribution from
the realizations of ε∗(k) = yt − x∗t,(k):

ε(k)(t) = µprev(t) + exp(νprev(t))N (0, 1) (8)

where:

• t the time-step;

• µprev are the values of the errors, predicted by a linear regression modelM1 as described
below;

• νprev are the log of absolute values of the residues of the M1 pattern, predicted by a
linear regression model M2 as described below;

• the statistical rank doesn’t interfere directly at that moment of the study, it interferes
indirectly in the creation of the M1 and M2 patterns .

The M1 pattern explains the prediction error by the initial forecast, day-position within the
year and the statistical rank, τt:

µprev = α1 · xt +
3∑

i=1
[α2,i · a(i) + α3,i · b(i)] + α4 · τt (9)
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The M2 pattern explains the log of the absolute value of the residuals of the M1 pattern i.e.
νprev, by the temperature, day-position within an year and the statistical rank, τt:

νprev = β1 · xt +
3∑

i=1
[β2,i · a(i) + β3,i · b(i)] + β4 · τt (10)

Hence, we also have two parameters µprev (predicted by the M1 pattern) and νprev (predicted
by the M2 pattern). Both of them are generated by 7 parameters: α1, α2,i, α3,i for µprev

(i = 1, 2, 3) and β1, β2,i, β3,i for νprev (i = 1, 2, 3). Both of them have the same length as
the studied period - 1459. As we said above we use them as parameters of the normal law
simulating our new forecasts. We want to obtain M = 10 ×K = 10x51 = 510 simulations
so we will draw Nk = pk ×M dressed ensemble members from each xt,(k). In this way rang
classes having the posterior probability of giving better forecasts will be simulated more than
the classes with a small such a probability:

ŷt,k,n = xt,(k) + ω × εt,(k),n (11)

where ω = pk = Pr[x∗t = xt,(k)] is the probability that xt,(k) gives the best forecasts among
the K = 51.
In the Figure 3 we can observe the median of simulated forecasts, the real temperatures
curve and the probability interval 10% - 90% of the simulated forecasts. The curve of the
forecasts we simulated is still not perfectly close to the curve of observations. The interesting
thing to observe on that graphic is either yes or no the real temperatures curve is always in
the 10% - 90% interval. Other results of the tests verifying skill and spread are presented in
Chapter 6.

5.3 Application of the bayesian model averaging
Applying the bayesian method consists in constructing the BMA PDF as a weighted sum of
normal PDFs, where the weights are reflecting the ensemble members overall performance
over the training period. In the application of this method we use a R package for prob-
abilistic forecasting, ensembleBMA created by Raftery’s team [FRGS09], using ensemble
postprocessing via bayesian model averaging to provide functions for modeling and fore-
casting data. When we construct the bayesian model we consider that forecasts ensembles
members are interchangeable (because of the independence between the forecasts scenarios
names, see 2) that is, their forecasts can be assumed to come from the same distribution.

The first and an important step of this method is to choose the length of the training period.
We are looking for a good compromise. The advantage of a short training period is that it
is able to adapt rapidly to changes (as weather patterns and model specification change over
time). The advantage of a longer training period is that the BMA parameters are better
estimated. We compare training period lengths (from 10 to 60 days, by 5 or 10 days step)
by measurements as the mean absolute error (MAE) and the continuous ranked probability
score (CRPS).
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Figure 3: The 10% - 90% interval of the 510 daily simulations (in red) their median (in
green) and the realizations curve (in blue) for one year period. To observe on this graph is
how the median of the simulations stands in the [10%, 90%] interval.

The values of CRPS and the values of the MAE corresponding to different lengths of the
training period are given by Fig 4. We can notice that the two curves are alike, the CRPS
decreases from 1.0 (10 days) to 0.73 (60 days). As for the MAE it decreases from 4.2 (10
days) to 1.5 (50 days) and then increases again to 3.1 at 60 days. A 50-days training period
is chosen.

Once we decided length period we construct the pattern that fit those data, so that we can
obtain the new forecasts system and the corresponding probabilities. Scores are calculated
in the section below to decide on the spread and skill of the BMA forecasts.

6 Comparison of the methods by means of the criteria
To compare the quality of the forecasts provided by that statistical post processing methods,
we use some of the criteria presented earlier in this paper. We compare here below three kind
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Figure 4: BMA method. The CRPS and the MAE for 5-days ahead for different length of
the training period, from 10 to 50, by 5 days step. For the CRPS the values decrease from
1.07 (10 days) to 0.73 (60 days). For the MAE the values decrease from 4.08 (10 days) to 1.5
(50 days) and then increases again to 3.1 at 60 days. A 50-days training period is chosen.

of scores: standard measures, reliability scores and resolution scores for the initial forecasts,
unweighted forecast from the best member method, weighted forecasts from the best member
method and the forecasts obtained with the bayesian method.

6.1 Standard Measures
Bias We compare the bias for the initial forecasts and the bias for the forecasts obtained
by the three methods (see Table 1). The perfect score is 1. The ones obtained for the three
methods are 1, so that show good forecasts but it is possible to get a perfect score for a bad
forecast if there are compensating errors.

Correlation coefficient The (R2) we obtain for the two methods has values very closed to
1: 0.96 for the bayesian forecasts and 0.97 for the W-BMM forecasts (see Table 1). Knowing
that that a perfect correlation coefficient is 1 our scores show a good correlation between
observation and forecasts. The correlation coefficient for the initial predictions is 0.99 so the
degree of correlation is not lost after post processing the forecasts.

The root mean square error (RMSE) The RMSE’s values for the two methods show
small errors of the models. Nevertheless the RMSE for the initial forecasts is smaller than
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the RMSE for the forecasts we simulated by W-BMM (see Table 1), and the BMA RMSE
is even larger. One possible explanation would be that the RMSE puts greater influence on
large errors than smaller errors.

From the standard measures point of view, the forecasts we created have predictive qualities
almost as good as the initial predictions.

The mean absolute error (MAE) The smaller the MAE, the better. When we compare
the MAE for the initial forecasts and the MAE for the forecasts obtained by the two methods,
we find a larger value for the W-BMM: 1.30 and even larger for the BMA 1.53 (see Table
1). Hence, post processing the forecasts by the two methods slowly increases the MAE, as
for the RMSE. Nevertheless those are good values of the MAE.

Forecasts Bias R2 RMSE(◦C) MAE CRPS
Initial forecasts 1 0.99 1.14 0.88 0.63
W-BMM forecasts 1 0.97 1.70 1.29 0.60
Bayesian Forecasts 1 0.96 1.90 1.52 0.75

Table 1: The values of the standard measures for the three applied methods.

6.2 Criteria of reliability
The Talagrand diagram For the initial system of forecast for the 5-days ahead forecasts,
the rank histogram is given in the Fig 5a. We notice an asymmetric U-shaped histogram
meaning that the ensembles spread is too small (under dispersive), many observations falling
outside the extremes of the ensemble. The EPS is under dispersive, the uncertainty is under
estimated. The rank histogram of the ensemble obtained by the best member weighted
method has as well an U-shape, but it is more close to a plate diagram (see Fig 5b) than the
first one. The rank histogram of the ensemble obtained by the BMA Method is given by the
Fig 5c. We still notice a U-diagram, but more symmetrical than the BMM one.

6.3 Resolution Criteria
Continuous rank probability score (CRPS) The CRPS measures the difference be-
tween the forecast and observed (CDFs). The values of CRPS for the two methods calculated
for the entire studied period are given in the Table 1. Those are good values, knowing that
the perfect CRPS is 0, proving a high skill of the new created EPS. The better CRPS is the
one of the W-BMM forecasts (better than the initial predictions).
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a. Initial Predictions b. W-BMM weighted c. BMA

Figure 5: Comparison of the ranks diagrams of the two methods and with the initial predic-
tions Talagrand.

7 Conclusion
The objective of this paper is to extend the number of simulated forecasts of temperature (the
51 per day) provided by Meteo-France and still have a forecasting system with a good quality
(spread and skill) that will be useful for the electric system management, at EDF France.
Up to the 4th time horizon (1 horizon corresponds to 1 day) the deterministic forecasts give
high quality forecasts so we tried to improve the forecasts beyond this time-horizon.
Hence we examined two methods of statistical processing of the pattern’s outputs which are
taking into account the uncertainties of the inputs (represented by the 51 different initial
conditions added to the pattern). We studied their implementation on the data-set provided
by Meteo-France. It contains forecasts for the 30 March, 2007 - the 20 April, 2011 period.
There are 51 values of forecasts for 14 time-horizons, we studied separately several horizons-
time: starting with the 5-days ahead (the study of the 5th horizon presented in the current
article). We want to improve the probability density function of the forecasts, preserving at
the same time the quality of the mean forecasts.

The first method is the best member method proposed by [FFS06]. The idea is to design
for each lead time in the data set, the best forecast among all the k forecasts provided
by the temperature prediction system, to construct an error pattern using only the errors
made by those "best members" and then to "dress" all the members of the initial prediction
system with this error pattern. This method allows us to extend the number of simulated
temperatures. We presented here the case where the ensemble members are dressed and
weighed differently by classes of its statistical order.

The second method we have implemented is the bayesian method proposed by [RGBP04]. It
is a statistical method for post processing model outputs which allows to provide calibrated
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and sharp predictive PDFs even if the output itself is not calibrated. The method allows to
use a sliding-window training period to estimate new models parameters, instead of using
all the database of past forecasts and observations.

Reliability and resolution are the attributes that make the quality of a probabilistic prediction
system. Hence, comparing EPS (three in our case, including the initial system) is comparing
their scores verifying the skill and the spread.

From the spread point of view there is no significant improvement by any of the two methods:
the ranks diagram of the initial EPS shows under dispersion (see Figure 5) and the ranks
diagrams of the W-BMM and BMA keep the same shape, so we still see an under-dispersion
phenomenon with a more symmetrical diagram for BMA simulations, so the bias is the same
in both ways.

From the skill point of view, the bayesian method gives less good results than the initial
predictions (see the CRPS, RMSE, MAE values in Table. 1). The W-BMM method has a
better (smaller) CRPS but the RMSE end MAE are larger. So as from the spread point
of view we can say that the quality of the initial prediction system is preserved but not
improved.

The results we obtained are convenient, considering the objective. We increase the number
of the forecasting values, which help us better represent the risk, improving in the same time
the overall precision of the forecasts.
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Chapter 3

Mixture Models in Extreme Values
Theory

In this part of the thesis we propose a mixture model which allows us to use the best member
method for the bulk of the distribution and a specific extreme model for the tails.

We first present the basic background of the extreme value theory and then we present what
are mixture models and in what cases it may be interesting to use it. We continue by making a
short recap of the recent work in the domain of mixture models including extreme distribution
functions.

We then passe to our specific case: after finding the way of separating the distribution (find the
tails heaviness), we built the mixture model adequate to our needs. We also make some tests
to find out if what we need to fit for the distributions tails is only one extreme model, or a
combination of extreme models (function of time, tail, time-horizon). We choose three different
mixtures models and we use them to produce new forecasts, which we once more compare to the
initial forecasts. All the three models improve the global skill of the forecasting system (CRPS)
but give a strange effect to the last rank of the right tail of the rank diagram confirmed by the
quantile computations (.99, .98, .95) that are not well estimated by the forecasts given by the
mixture model. For correcting this, in the Chapter 4 we propose to implement a last method,
and this time we are not interest in moments, we are interested in quantiles.
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3.1 Extreme Value Theory
The Theory of the Extreme Values (EVT) estimates the probability of occurrence of the extreme
events. This theory studies the behavior of the upper and lower tails for sequences of random
variables when their distribution function is unknown. EVT is based on asymptotic arguments
for sequences of observations; it provides information about the distribution of the maximum
value as the sequences size increases (see [COL01]).

Let X1, .., Xn be a sample of size n drawn from the variables X. Its distribution function F is
then given by:

F (x) = P (Xi ≤ x) for i = 1, .., n (3.1)

Without knowing the general statistical behavior of the sequence we would like to study its
extreme behavior. We consider then the maximum of the sequence Mn denoted by: Mn =
max(X1, X2, .., Xn) (we can treat the minimum in the same way using the correspondence be-
tween min(X1, X2, .., Xn) = −max(−X1,−X2, ..,−Xn), so all the results for the maximum can
be transposed for minimum). The observations in the sample being i.i.d. then the distribution
function of the maximum is:

FMn(x) = P (Mn ≤ x) = P (X1 ≤ x,X2 ≤ x, ..,Xn ≤ x) = Pn(X ≤ x) = Fn(x) (3.2)

It is not possible to find this distribution without knowing the distribution function of the random
variable X. Nevertheless, under certain assumptions we may find the asymptotic behavior ofMn,
for large values of n (the samples size). EVT theory provides information about the distribution
of the maximum value of such an i.i.d. sample as n increases (see [GYH+11]).

Definition 1. (Distributions of the same type). The distributions F and F ∗ are of the same
type if there are constants a > 0 and b such that F ∗(ax + b) = F (x) for all x. Two random
variables are of the same type if theirs distributions are of the same type. In other words, the
variables of the same type have the same law in a factor of location and scale near.

Similar to the central limit theorem (CLT), we can find normalization constants an > 0 and
bn ∈ R and a non-degenerate distribution H such as:

P

{
Mn − bn

an
≤ x

}
= (F (anx+ bn))n → H(x), for n→∞ (3.3)

The foundations of the theory of extreme values are set by Fisher and Tippett which propose a
first solution to the problem associated to Equation 3.3. The following theorem presenting this
solution is often called the first EVT theorem.

Theorem 1. (Fisher-Tippett or Extremal Types Theorem) Let X1, X2, .., Xn be indepen-
dent random variables with the same probability distribution, and Mn = max(X1, X2, .., Xn). If
there exist sequences of constants an > 0 and bn, such that, as n→∞, Pr

{
Mn−bn
an

≤ x
}
→ G(x)

for some non-degenerate distribution G, then G has the same type as one of the following distri-
butions:
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Type I (Gumbel)

G(x) = exp
{
− exp

(
− x− b

a

)}
, −∞ < x <∞;

Type II (Fréchet)

G(x) =
{ 0, x ≤ b,

exp
(
− (x−ba

)−α)
, x > b;

Type III (Weibull)

G(x) =





exp
{
−
(
− (x−ba

))α
}
, x < b

1, x ≥ b.
for parameters a > 0, b and in case of families II and III, α > 0.
Thus theorem 1 states that if the distribution of the rescaled maxima Mn−bn

an
converges, then

the limit G(x) is one of the three types, whatever the distribution of the variable parent (e.g.
[RAG09]).

Although the behavior of the three laws is completely different, they can be combined into a single
parametrization containing one parameter ξ that controls the "heaviness" of the tail, called the
shape parameter. This law is called the Generalized Extreme Value distribution (GEV) and it
is obtained by introducing a location, µ and scale, σ parameters:

G(x) = exp
{
−
[
1 + ξ

(
x− µ
σ

)]− 1
ξ

+

}
(3.4)

The location parameter, µ determines where the distribution is concentrated, the scale parameter,
σ determines its width. The shape parameter ξ determines the rate of tail decay (the larger ξ,
the heavier the tail), with:

- ξ > 0 indicating the heavy-tailed (Fréchet) case

- ξ = 0 indicating the light-tailed (Gumbel, limit as ξ −→ 0) case

- ξ < 0 indicating the truncated distribution (Weibull) case
According to the type corresponding to their domain of attraction, the most common distribu-
tions could be distributed as in the Table 3.1
If we take into account the GEV, then the extremal theorem may be reformulated as follows:
the asymptotic behavior of the maximum of a sufficiently large sample is a GEV distribution.
In the same way as for the CLT, a max-stability property makes possible the convergence of the
maxima and it allows to find the distribution it converges to.
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Attraction domain Gumbel ξ = 0 Fréchet ξ > 0 Weibull ξ < 0
Normal Cauchy Uniform

Law Lognormal Pareto Beta
Exponential Student
Gamma

Table 3.1: The most common laws distributed by attraction domain

Definition 2. (Max-stability) A distribution G is said to be max-stable if a linear combination
of two independent variables from the G distribution, has also a G distribution, up to affine
transformations, i.e. up to location and scale parameters.

So in this case we would like to find what type of distributions are stable for the maxima Mn up
to affinity, i.e. the distributions satisfying: Mn = max(X1, .., Xn) d= anXi + bn (X d= Y means
that the two random variables X and Y are equal in distribution) for the sample-size-dependent
scale and location parameters an > 0 and bn and Xi from the parent distribution.

The GEV theory is used for the block maxima approach i.e. only the maximum value of the data
within a certain time interval (mostly a year) are considered to be extreme values. In practice
this approach may have some restrictions. For example in the case of values representing daily
temperature, we would like to describe the extreme-values behavior, using the GEV for annual
maxima. But it might happen that a year has one or more values superior of the other years
maxima. Taking only one of those values we might loose information that would have contributed
to a better understanding of the extremes behavior. And this is the case for the short time series
(it is our case). An alternative approach avoiding this inconvenient is the Peaks Over Thresholds
(POT) that consists in modeling exceedances above a pre-chosen threshold.

3.1.1 Peaks Over Thresholds
The method of Peaks-over-Threshold (POT) studies the behavior of the values exceeding u, a
pre-chosen threshold sufficiently large to assure the asymptotic ground of the analysis. This
method was introduced by Pickands [1975] and its advantage is that there are more values to
study, not only one by block.

Let X1, .., Xn be an i.i.d. n-sample drawn from the random variable X, with X1, .., Xn ∼ F and
Mn = max(X1, X2, .., Xn). We suppose that F satisfies the GEV theorem i.e. for n sufficiently
large

P (Mn < x) ≈ G(x)

with G(x) member of the GEV family having ξ, µ, σ, the shape, the location and the scale pa-
rameters.
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Let u ∈ R be the chosen threshold with Nu = card{i : i = 1, .., n,Xi > u} the number of
exceedances above u among the (Xi)i≤n and let Yi = Xi−u > 0 be the corresponding exceedances.
We define Fu the distribution of the values Xi exceeding u, conditional to the distribution F and
the threshold u as follows:

Fu(y) = P (X − u ≤ y|X > u) = F (y + u)− F (u)
1− F (u) , y ≥ 0 (3.5)

The Pickands-Balkema-de Haan theorem provides the asymptotic behavior of the distributions
Fu their intensities are approximated by the Generalized Pareto Distribution (GPD) and their
frequencies by a Poisson point process. The GPD is expressed as a two parameters distribution
(shape and scale) by:

Hξ,σ(y) =





1−
[
1 + ξy

σ

] 1
ξ if ξ 6= 0

1− exp
[− y

σ

]
if ξ = 0

(3.6)

where ξ and σ = σ(u) > 0 are the shape parameters and scaling function (depending on the
threshold u) of this function. The survival function of the GPD is given byHξ,σ(x) = 1−Hξ,σ(y).

Theorem 2. (The Pickands-Balkema-de Haan) For a large class of distribution functions
F (x) = P (X ≤ x) the GPD is the limiting distribution for the distribution of the excesses, as
the threshold tends to τF (the upper bound of the distribution function). Formally, we can find a
positive measurable function F (u) such that:

lim
u→τF

sup
0≤y≤τF−u

|Fu(y)−Hξ,σ(u)(y)| = 0 (3.7)

if and only if F is in the maximum domain of attraction of the extreme value distribution Hξ

i.e. F ∈MDA(Hξ).

Definition 3. (MDA) A distribution F is in the maximum domain of attraction of a distribution
H, F ∈ MDA(H), if for independent and identically distributed X1, X2, ..Xn with distribution
function F and Mn = max(X1, X2, .., Xn) we can find sequences of real numbers an > 0 and bn
such that the normalized sequence (Mn − bn)/an converges in distribution to H, where Mn =
max(X1, X2, .., Xn):

lim
n→∞P

(
Mn − bn

an
≤ x

)
= lim

n→∞F (anx+ bn)n = H(x)

Choice of the threshold
According to the Pickands-Balkema-De Haan theorem, the distribution function Fu of the ex-
ceedances can be approximated by a GPD with the parameters ξ and τ = τ(u) to be estimated.

In practice, the choice of the threshold u is difficult and the estimation of the parameters ξ
and τ is a question of compromise between bias and variance. A lower u increases the sample
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size Nu but the bias will grow since the tail satisfies less well the convergence criterion (equa-
tion 3.7) while if we increase the threshold, fewer observations are used and the variance increases.

The GPD has the following properties:

E(Y ) = τ

1− ξ , (ξ < 1) and V ar(Y ) = τ2

(1− ξ)2(1− 2ξ) , (ξ < 1/2) (3.8)

Generally, u is chosen graphically using the linearity of the sample mean excess function by
plotting {(u, en(u)), Xn:n < u < X1:n} where X1:n and Xn:n are the first and nth order statistics
of the studied sample and en(u) is the sample mean excess function defined by:

en(u) =
∑n
i=1(Xi − u)+
∑n
i=1 11Xi>u

; (3.9)

Thus en(u) is the sum of the excesses over the threshold u divided by the number of data points
which exceed the threshold u. It is an empirical estimate of the mean excess function which is
defined as e(u) = E[X−u|X > u] (e.g [MS97]). If the empirical plot seems to follow a reasonably
straight line with positive gradient above a certain value of u, then this is an indication that the
excesses over this threshold follow a GPD with positive shape parameter (more details of the
interpretation of the plot in [EKM97]).
This method may be helpful but in practice it might not give u’s right value, so several values
should be tested. The choice of the threshold is the subject of many works in the EVT literature:
Danielsson et al (see [DDHDV01]) introduced Bootstrap approaches to find the optimum thresh-
old, other authors proposed methods using a random threshold (see [MF00] or [MRT09]) taking
the largest k exceedances where k can be deducted by Monte-Carlo methods. Time-varying
thresholds may also be appropriate, though there is little guidance on how to make such a choice
(see [NJ11]). Alternative methods based on mixture models have also been studied in order to
avoid the problem of choosing a threshold (see [FHR02] or [CB09]).

Dependence above threshold
Often, threshold excesses are not independent. For example, a cold day is likely to be followed
by another cold day. Methods to handle dependence have been studied:

- Model all the exceedances using an extremal dependence structure (see [ROSG09]);

- De-clustering, that is deciding on a number of clusters and choosing only one values from
every cluster (see [ROB]);

- Resampling to estimate standard errors (see [KAT08]).
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3.2 Mixture models
The theory of the mixture models appeared from the need of studying populations of individuals
naturally composed by several populations distributed according to a certain parametric form
(see [PIC07]). Once the populations are identified each one of them is modeled differently. The
first step in a mixture model study is to find k, the number of components in the mixture. The
main approach for finding the right k is to choose some values of k and to propose different
classification functions of k so the problem can be formulated as a model selection problem, that
is solved by using criterion as: the Akaike information criterion (AIC), the bayesian informa-
tion criterion (BIC) (introduced by [SCH78]) or the integrated classification criterion (ICL) that
considers the clustering objective of mixture models (introduced by Biernacki, see [BCG00]).
Compared to BIC which selects too large number of components, ICL selects a lower number
of components which provides good clustering results in real situations (see [PIC07]). But BIC
might be interesting to use, for its simplicity of implementation and for its statistical properties
(see [GDC97]).

Let Y = {Y1, .., YT } be a random n-sample where Yt is a random vector, yt its realization and
f(yt) ∈ Rq is its density function. In a mixture model, data are supposed to come in different
proportions from a mixture of initially specified populations, so the density of Yt can be written
as a combination of densities of the included populations:

f(yt, ψ) =
K∑

k=1
πk fk(yt, θk) (3.10)

where fk(yt, θk) is the density of the k-th component of the mixture and belongs to a parametric
family and θk is the vector of the unknown parameters of the density function. πk is the weight of
the k component with 0 ≤ πk ≤ 1 and∑K

k=1 πk = 1 and ψ = (π1, .., πk−1, θ1, .., θk) is the vector of
all the unknown parameters of the mixture. Since we are interested in modeling the distribution
by different populations, we notice that one information is missing: the appartenance/or not of
the data values to different populations. To quantify this information we introduce a new random
variable Ztk that equals 1 if yt belongs to k population and 0 if not. We suppose that Z1, .., ZT
are independent (Zt = (Zt1, .., ZtK)) and Zt is supposed to have a multinomial distribution (one
draw on k categories with π1, .., πk probabilities):

Zt1, .., ZtK ∼M(1;π1, .., πk)

The weights πk can be viewed as the prior probabilities that one data value belongs to the k
population. The posterior probability of Ztp given the realization yt would be:

τtk = Pr{Ztk = 1|Yt = yt} = πkf(yt; θk)∑K
i=1 πif(yt; θi)
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Adding the information given by Zt we obtain a data set called "complete data": x = (y, z) =
{x1, .., xT } = {(y1, z1), .., (yT , zT )} having a distribution function given by:

g(xt;ψ) =
K∏

k=1
[πkf(yt; θk)]ztk (3.11)

Once the belonging of the data points is established the parameters of each density components
of the mixture can be estimated via the data points of k populations. There is a variety of
techniques to estimate the parameters of a mixture, main approaches are: graphical method, the
maximum likelihood method (see [DLR77]), the method of moments, the bayesian method or
robust estimations (see [TL00]).

3.2.1 Parameter estimation
There are several methods to estimate parameters but the most popular are the maximum Like-
lihood, Bayes estimates and the method of moments. Comparing the three methods, means
evaluating the properties of the estimators they build (bias, mean square error, variance, consis-
tency, see [EAT08]).

Method of Moments
The basic idea of this method is to estimate an expectation, par example, by an empirical mean,
a variance by a empirical variances etc. If θ = E(Y ) than the estimator of θ by the method of
moments is θ̂n = Y n = 1

n

∑n
i=1 Yi.

More generally, if our data is drawn from f(y|θ) with the population moments given by µ′k =
E[Y k]. From the data we can compute sample moments: m′k = 1

n

∑n
i=1 Y

k
i . The method of

moments gives the estimator as the θ̂ solving the equation:

µ̂′k = m′k

for k = 1, , t where t is the number of parameters of the family f .
It is an estimator easy to compute and it provides good estimates, whenever the empirical
distribution of the samples converges in some sense to the probability distribution (see [MMP]).

Bayes Estimates
We are still in the general case of the data y1, ..yn drawn from f(y|θ) and the aim is to find
an estimator for θ. The first step of the method would be to select a prior distribution, π(θ),
expressing ours beliefs and uncertainty about θ.
After gathering data we can compute posterior probability distribution that update the original
beliefs. Posterior distribution, which is defined as the conditional distribution of θ:

π(θ|Y1, ..Yn) = f(θ, Y1, ..Yn)
f(Y1, ..Yn) = L(Y1, ..Yn|θ)π(θ)

f(Y1, ..Yn) (3.12)
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where L(Y1, ..Yn|θ) is the likelihood function. This equation is the implementation of the Bayes
theorem for θ. Let C = 1

f(Y1,..Yn) then the posterior distribution becomes: π(θ|Y1, ..Yn) =
CL(Y1, ..Yn|θ)π(θ). We continue by simplifying L(Y1, ..Yn|θ)π(θ) then pull all the terms not
depending of θ into C (normalizing constant). The terms that remained are forming the kernel
of the distribution for θ. The last step is to find out the classical distribution θ belongs to, and
to determine its parameters (see [JMW09]).

Maximum Likelihood Estimation
As mentioned before the mixture models can be seen as a missing data problem, as only the
observed data (yt) is available. We created zt so that for each yt there is an unknown value of
zt and we can interpret the weights of components as prior probabilities of belonging to a given
component: P{Ztk = 1} = πk. Knowing that our aim is to find g(xt;ψ) given by Eq.3.11, the
next step is to estimate all the parameters present in that definition of the distribution of the
mixture model.
Given a n-sample of independent observations from a mixture defined in 3.10, the likelihood
function is:

L(y;ψ) =
T∏

t=1

{
K∑

k=1
πkfk(yt; θk)

}
(3.13)

The aim of the ML is to maximize this likelihood and so obtain the ML estimator. The specificity
of the ML when applied to mixture models is that it maximizes the likelihood of the observed
data, and not the complete data i.e. the ML can’t be applied straightforward, it requires an
iterative procedure. The expectation-maximization (EM) algorithm (developed by Dempster in
1977) is the most common method for doing the ML estimation for the parameter of a mixture
distribution. The first theorem in Dempster’s article (see [DLR77]) says that each iteration of
EM either increases or holds constant the incomplete likelihood. The theorem implies that EM
converges to a local maximum of the observed-data likelihood, even if it doesn’t guarantee that
that there is a global maximum of the incomplete likelihood (e.g. [PIC07]).
The important properties of the ML estimator are: it only depends of the likelihood (function
of MLE), maybe simple to compute (for the classical cases), it is consistent and asymptotically
unbiased.

The Expectation Maximization algorithm
The objective is to estimate the parameter vector ψ = (π1, .., πk−1, θ1, .., θk) describing each
component density fk(yt, θk), where k are the components that generated each data point yt and
πk are the mixing proportions of the components (see [DLR77]). The procedure for doing it
is by maximizing the likelihood given by the eq. 3.13.
Returning to our data, we remember that the complete data-set is given by x = (y, z) that the
density of the observed data can be written as:

g(x;ψ) = f(y;ψ)k(z|y;ψ) (3.14)
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where k(z|y;ψ) is the conditional density of the missing observations, giving the data. We can
though write the likelihood of the complete data as:

logLc(x;ψ) = logL(y;ψ) + log k(z|y;ψ)

where

log k(z|y;ψ) =
T∑

t=1

K∑

k=1
ztk logE{Ztk|Yt = yt} (3.15)

But in accordance to the equation 3.11 we have

logLc(x;ψ) =
T∑

t=1
log g(xt;ψ) =

T∑

t=1

K∑

k=1
ztk log{πkf(yt; θk)} (3.16)

.
Let ψ(h) the value of the ψ parameter on step h. The EM algorithm maximizes indirectly the
likelihood of the incomplete-data by maximizing E{Ztk|Yt = yt}, the conditional expectation of
the complete-data likelihood:

logL(y;ψ) = Q(ψ;ψ(h)) − H(ψ;ψ(h)) (3.17)

where

Q(ψ;ψ(h)) = Eψ(h){logLc(X;ψ)|Y }
H(ψ;ψ(h)) = Eψ(h){log k(Z|Y ;ψ)|Y }

The EM algorithm for fitting a mixture model proceeds to repeat two important steps: estimation
(E) and maximization (M) that are framed by two other steps: initialization and choice of the
estimator:

1. Choose an initial value ψ(h) for the parameters ψ: any intuition values.

2. (E) Compute Q(ψ;ψ(h))

3. (M) Find a new parametrization ψ(h+1) that maximizes
Q : ψ(h+1) = Argmaxψ{Q(ψ;ψ(h))}

4. If the difference ψ(h+1) − ψ(h) barely changed, then stop. Otherwise continue at Step2.

This algorithm will improve the estimate of ψ, increasing the value of Q at every M step until
it reaches a local maximum.
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3.3 Mixture models in the Extreme Value Theory
Alternatively there are various mixture models fitting all the distribution: a certain model for
the bulk of the distribution and a flexible extreme value model for the tails. These models
may include the threshold among the parameters to be estimated (estimation parameters meth-
ods are the same as for classical mixture methods presented in the Section 3.2.1, see [EAT08])
or use smooth transition functions between the main mode of the distribution and the tails to
avoid the choice of the threshold. Below there are some of the methods built in the last few years.

Frigessi and Haug proposed in 2002 (see [FHR02]) a dynamically weighted model, as a mixture
of a GPD and a light-tailed density distribution, where the weight function varies over the range
of support, in such way that for large values the GPD component is predominant and thus takes
the role of threshold selection. In this way the estimation of the threshold is replaced with the
estimation of the parameters of the transition function which is done by the maximum likelihood
method. This approach may be useful in unsupervised heavy tail estimation and small percentiles.

In 2004 Mendes and Lopes (see [ML04]) propose a mixture model where the main mode of the
distribution is assumed to be normal and tails are fitted by two separate GPD models. They
use a combination between the maximum likelihood and L-moments methods to estimate the
proportion in each tail as well as the threshold. Behrens and Lopes (see [BHG04]) presented in
2004 a mixture model that combines a parametric form (gamma distribution) for observations in
the main mode up to some threshold and a GPD for the observations above this threshold (the
observations in the tails). In this approach all observations are used to estimate the parameters
of the model, including the threshold.

In 2006 Tancredi and Anderson proposed (see [TAO06]) to overcome the difficulties of the fixed-
threshold approach by using a model combining piecewise uniform distributions from a known
low threshold up to an unknown end point (u, the actual threshold) and a GPD with u as a
threshold, for the rest of the distribution, the tails. The threshold is estimated in the same time
with the parameter of the model, by bayesian inference.

Recently, Carreau and Bengio (see [CB09]) introduced a conditional mixture model with hy-
brid Pareto components to approximate distributions with support on the entire R. The hybrid
Pareto is a Gaussian whose upper tail has been replaced by a GPD. The heaviness of the upper
tail is controlled by a new parameter which is to be estimated along with the location and spread
parameters of the Gaussian distribution. A conditional density estimator is built, by modeling
those parameters, as functions of some variables giving information over the observations of in-
terest. This functions are implemented using a neural network. The hybrid Pareto can be adapt
to multimodality, asymmetry, and heavy tails distributions and have important applications in
domains such as finance and insurance.

In 2011 MacDonald and Scarrott (see [MSL+11]) propose a flexible mixture model combining
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a non-parametric kernel density estimator below some threshold and a GPD model for the up-
per tail above the threshold. In this way they avoid choosing a parametric form for the main
mode of the distribution and the mixture model has only one more parameter to estimate (ker-
nel bandwidth) than the usual GPD function (plus the threshold) which potentially simplifies
computational aspects of the parameter estimation compared to the uniform mixture model of
Tancredi and Anderson and mixture of hybrid Pareto distributions of Carreau and Bengio. The
uncertainties related to the threshold choice are considered and new perspectives on the impact
of threshold choice on the density and quantile estimates are obtained. Bayesian inference with
Markov chain Monte Carlo sampling is used to account for all uncertainties and enables inclusion
of expert prior information.

Whether mixtures of distributions are employed as a flexible modeling device to estimate den-
sities or are used to model data thought to arise from several populations, they provide an
efficient tool to approximate a distribution. Indeed, mixtures of distributions can model multiple
modes, different types of skewness, but they can also be employed to classify observations from
heterogeneous data sets. In 2011 Evin et al (see [EMP11]) studied mixtures of distributions
with normal, gamma, and Gumbel components. Moving away from the standard normal setting,
gamma mixtures are developed in order to model strictly positive hydrological data and Gumbel
mixtures for extreme variates. Since the data analyzed can exhibit dependency through time,
they treat both the independent and dependent cases, where the last one is modeled through
a Markov process. A fairly unified approach is adopted for the different distributions and the
problem is treated from the bayesian perspective, which enables them to use marginal densities
to automatically compare the adequacy of the different models for a given data set. This model-
selection framework allows to formally test the relevance of using mixture models by computing
the marginal likelihoods of single distribution models and to verify the presence of a persistence
in the time series by comparing independent and identically distributed (IID) and Markovian
mixture models.

Studying all this work we can see that there is no perfect method, each one of them has its
advantages and its inconveniences but they give us indices of what it might fit better with our
need when building the mixture model: choosing or not a threshold, fixing or not a parametrical
form for the bulk of the distribution, estimating the threshold separately or once with the models
parameter.

3.4 The proposed extreme mixture model
This section details the mixture model we propose which describes in the same time the bulk of
the distribution and the tails. When we build the mixture model for fitting our forecasting tem-
perature data we take into account its final use in the management of the electric consumption
which is to keep the risk of using exceptional means to produce electricity, lower than 1%. For
the main mode of the distribution, the forecasting method (see subsection 1.4.1) implemented in
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the article CSBIGS, gives good results. We may thus keep this weighted combination of normal
distributions, as the kernel density describing the bulk of the distribution.

The second step is now to establish the heaviness of the upper/lower tail. One way to do it,
which is consistent with the first part of the study (where the errors are defined by the ranks of
the forecasts) and it also provides a clear threshold (no need to estimate it), is to consider as
being in the tails all the values given by the extreme ranks (1 and 51 or 1,2 and 50, 51) in the
initial EPS. We remember that a forecast has the rank 1 when it gives the smallest value among
the 51 values of the EPS for the same time-step and the same time-horizon. In the interests
of having a larger number of extreme values we will start by taking into account also the the
1st and the 2nd ranks values for the left tail and the 50th and 51st ranks values for the right
tail. Based on the results that will be obtained we will decide or not to see what happens if we
consider as extreme values only those corresponding to 1 and 51. The observations selected as
extreme are supposed to follow GEV functions G(ξ, σ, µ) which might be different for the left
and the right tails.

Now that we established what are the values in the upper/lower tail, we can consider the mixture
model for our distribution of independent observations, X = {xij(k)|i = 1, .., N, j = 5, .., 14, k =
1, 2, 50, 51} where i is the time-step, j is the time-horizon, and k is the statistical rank of the
forecast. So the mixture model may be defined by the distribution function F as it follows:

F (xij(k), ξ, σ, µ,X) =





G1(xij(k), ξ1, σ1, µ1) if (k) = 1 ξ ∈ {ξ1, ξ2}
F2(xij(k), X) if (k) ∈ {2, .., 50} σ ∈ {σ1, σ2}
G3(xij(k), ξ2, σ2, µ2) if (k) = 51 µ ∈ {µ1, µ2}

(3.18)

By developing the G1, F2, G3 functions as we decide them above, F becomes:

F (xij(k)) =





exp
{
−
[
1 + ξ1

(
xij(k)−µ1

σ1

)]− 1
ξ1

}
if (k) = 1

xij(k) + ω ×
[
µprev(i) + exp(νprev(i)) εij(k)

]
if (k) ∈ {2, .., 50}

exp
{
−
[
1 + ξ2

(
xij(k)−µ2

σ2

)]− 1
ξ2

}
if (k) = 51

(3.19)

where:

• εij(k) is the normalized prediction error, εij(k) ∼ N (0, 1)

• ω = pk = Pr[x∗i = xi,j,(k)] is the probability that xi,j,(k) gives the best forecasts among the
K = 51;

• µprev are the values of the errors, predicted by a linear regression model M1 as described
below;
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• νprev are the log of absolute values of the residues of the M1 pattern, predicted by a linear
regression model M2 as described below;

• the statistical rank doesn’t intrude directly at that moment of the study, it intervenes
indirectly in the creation of the M1 and M2 patterns .

The M1 pattern explains the prediction error by the initial forecast, day-position within the year
and the statistical rank, τt:

µprev = α1 · xi +
3∑

p=1
[α2,p · a(p) + α3,p · b(p)] + α4 · τi (3.20)

The M2 pattern explains the log of the absolute value of the residuals of the M1 pattern i.e.
νprev, by the temperature, day-position within an year and the statistical rank, τt:

νprev = β1 · xi +
3∑

p=1
[β2,p · a(i) + β3,p · b(i)] + β4 · τi (3.21)

where:
a(i) and b(i) are the coefficient of Fourier series used to decompose the function giving the
day-position within an year: a(i) = cos

(
2πi×day(i)

365

)
, b(i) = sin

(
2πi×day(i)

365

)
;

Once the mixture model is built, the next step is the estimation of the parameters of the GEV
functions (the parameters of the combinations of normals, are computed in the same time when
we compute the forecasts, as function of initial predictions of temperature, day-position within
an year and the statistical rank). For computing the parameters estimation we use the evd
package from R software (see [STE12]). In this package the method used to estimate the GEV
parameters is the maximum-likelihood (see 3.2.1) and its expectation-maximization algorithm.

In the next section we will implement the mixture model built as presented above. We will be
confronted to choices of grouping data (by tail, by time-horizon, by season or by month), function
of the shape parameter estimation we may obtain.

3.5 Implementation of the Extreme Value Theory on
Temperature Forecasts Data

3.5.1 Context and Data
We are working on the same data as in the implementation of the BMM method presented in
the CSBIGS article (see Chapter 2), which are the daily average temperatures in France (the
weighted mean of 26 values of daily means temperatures observed by the Meteo stations in France
hourly) from March 2007 to March 2011 and the predictions given by Meteo France for the same

74



period as an EPS containing 51 forecasts by day, up to 14 time-horizons The predictions are
given as an Ensemble Prediction System (EPS) : 51 forecasts by day, up to 14 time-horizons
corresponding to 14 days (built as described in the data description section).

We implemented for this period the statistical Best Member method in order to improve fore-
casts starting with 5 days ahead. Once we have created the model, we made simulations and we
obtained 10 time more values by day (51 ∗ 10). Comparing the scores obtained on the simulated
forecasts with the scores for the initial EPS, we could notice an improvement of the quality of
the spread forecasts for the same performance, for the central part of a distribution. This is not
the case for the tails of the distribution, we are thus interested in modeling the extreme values
separately.

One of the important questions when applying the Extreme Value Theory (EVT) is the number
of the extreme values included for estimating the parameters of the extreme functions - a small
number of values could worsen the quality of the estimators. According to the GEV theory the
most current methods of selecting extreme values are the block maxima and the Peaks Over
Thresholds (see the section 3.1). But we are in a special case where we need to find a criterion
which will be consistent with the first part of the study where the errors are defined by the ranks
of the forecasts. Following the same principle of statistical order of the EPS members we decide
to consider as extreme values the forecasts having the smallest (1) and the greatest (51) statistical
ranks among the forecasts. For the interests of having a larger number of extreme values we start
by taking into account also the 2nd and the 50st ranks. Based on the results we obtain we decide
or not to see what happens if we consider as extreme values only those corresponding to 1 and 51.

We take into account all the values corresponding to the time-horizons from 5 to 14 and we make
adjustment tests (Kolmogorov-Smirnov) to decide if we can consider that it allows us to observe
if there are significant changes in the parameter estimation when they are computed separately
by board (1, 2, 50, 51), by time-horizon and/or by time (month, season).

3.5.2 Choices of extreme parameter values

We keep the same notation as in the implementation of the BMM so letX = {xijk|i = 1, .., n, j =
5, .., 14, k = 1, 2, 50, 51} be the ensemble of forecasts, therefore xijk is the forecasts given by the
scenario k for the time-step i and time-horizon j. Let yn be the temperature we are forecasting.
As in the first part of the thesis we work on the forecasting errors εij(k) = yt − xij(k), that we
will standardize to remove seasonality, so the new ε is computed from the old ones by εij(k)−µ

σ

where µ = 1
n

∑n
i=1 yij and σ =

√
var(yij) are obtained from the pattern use in the W-BMM

(presented in the CSBIGS article) to modelize the errors for the forecast ranking from 3 to 49
and an GEV function to modelize the rest of it. As we mentioned before the first thing to study
is by how many variables can we separate the extreme values in our database when estimating
parameter of the GEV function. The cardinal of the ensemble of all the selected extreme values
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is N = card{X} = 3566 or if we allocate those values by horizon and by rank, we obtain the
Table 3.2. In the Appendix we can find the same kind of table giving the number of extreme
values by time-horizon and/or by season and by month.

Horizon Rank 1+2 Rank 50+51 All 4 ranks
5 190 286 476
6 182 212 394
7 162 204 366
8 142 184 326
9 170 176 346
10 168 164 332
11 162 168 330
12 170 176 346
13 160 166 326
14 144 180 324
All 1650 1916 3566

Table 3.2: The number of values included in our study of the extreme values.

We start by looking at what the density function looks like, if we take all the extreme values
together, also if we separate them by left ranks (1,2) and right ranks (50,51) (Figure 3.1). On
the same graphics we draw the GEV distribution. For the computation part we use the R
software and for estimating parameters we use the fgev function from the evd package in R.
This function estimates the maximum-likelihood parameters fitting for the GEV distribution:
the location parameters µ, the scale parameter σ and the shape parameter ξ. We notice that
among the four presented cases, only in the case of the right tails the computed GEV function
does not fit well the data: taking more criteria into account is necessary. The KS tests with H0 :
the observed distribution and the computed GEV distribution are the same say the same thing:
we reject only for the Rank (50+51). So from the "fitting GEV" point of view given by the first
two graphics we could study all the extreme values together. But when we make directly KS tests
with H0 : the left extreme values and the right extreme values belong to the same distribution
they are rejected for the ranks (1 + 2) + (50 + 51) and for the ranks (1 + 2) − (50 + 51). This
gives us a first clue, we should follow the classical rule in the extreme literature: separate the
hot extreme values from the cold ones.
We don’t forget that among all the extreme values, right and left, we have 10 different time-
horizons. We now separate those values by time-horizons (Figure 3.2) and then also by left and
right ranks.
When separating them only by time-horizon we notice the densities shapes look alike but theirs
mean looks divided between 0 and 1. When separating them also by hot and cold we notice
that the densities of the left values, for different horizons are much more alike than the densities
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Figure 3.1: Errors densities and empirical distributions of all the extreme values included,
all ranks included (rank 1 and rank 2 with rank 50 and rank 51, and also rank 1 and rank
2 with -rank 50 and -rank 51) and left ranks and right ranks separated.

of the different horizons for the right values. This tell us that for the left tail we can study all
the time-horizon all-together but not for the right tails. That confirms our previous conclusions
concerning the separation of the right and left tails. We group the left and the right ranks in
two tails as follows:

B = B1 when the rank (k) ∈ {1, 2},

B = B51 when the rank (k) ∈ {50, 51}.

We made other tests to see if mixing cold values and the opposite of the hot values makes sense,
and we further see what final results such a mixture is giving. To verify the information given by
the two density graphics concerning the possibility of studying all the time-horizons together we
make adjustment (Kolmogorov-Smirnov (KS)) tests at the 5% significance level. The results tell
us if rather yes or not we can consider the extreme values of all the horizons as coming from the
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same distribution. One by one and one at the time we compare the distribution of one-horizon-
values with the distribution of the other horizons values, by KS tests with the hypothesis:

H0: the extreme values corresponding to the time-horizon i and the values corresponding
to the time-horizon j (with i 6= j) belong to the same distribution.

H1: the extreme values corresponding to the time-horizon i and the values corresponding
to the to the time-horizon j (with i 6= j) not belong to the same distribution.

The tests are made for the tail B1 and B51 separately and take it all together: B1 + B51 and
B1 + (−B51). We study the C2

10 = 45 tests results for the tail B1 and tail B51 separately than
for the two tails together, and also for the B1 and −B51. In the Table 3.3 we can see for the B1
we reject 11 times (including 8 times that are very close to 0.05) the H0 hypothesis (H7−H11,
H8 − H13, H11 − H13), much more for the B51: 25 times. We can consider that from the
adjustment tests point of view it certainly makes sense to have a single GEV function for the
left tail, for all the time-horizons, as suggested the densities graphics in the Figure 3.2. This
is not that obvious for the right extremes values: to make a decision we implement a different
adjustment test, at the 5% significance level, with hypothesis:

H0: the extreme values corresponding to the time-horizon i and the values corresponding
to all the time-horizons, other than i belong to the same distribution.

H1: the extreme values corresponding to the time-horizon i and the values corresponding
to all the time-horizons, other than i not belong to the same distribution.

The results (given in table 3.4) support our decision to consider all the horizons together for the
left tail B1 and separately for the right board B51.
Other way of making this KS-test is to compare the values coming from one time-horizon with
the values coming from all the others time-horizons: H0 : the extreme values from the time-
horizon i are coming from the same distribution that the extreme values of ∑j 6=i j. We can find
the results in table 3.4 and is saying that for B51 H0 is rejected for all the horizons excepting
horizons 6, 8 and 14. For B1 H0 is not rejected and that is for all the horizons excepting horizons
11 and 13. This results confirm the test horizon by horizon.
The conclusions of the tests - to see after what values we should separate our extreme data values
to compute the GEV parameters - made until now are:

• separation by time-horizons only on the right tail

• by tails.

We also study what brings a separation by season, when seasons are defined from an electrical
consumption point of view:

Spring when the month ∈ April, May,

Summer when the time-horizon ∈ June, July, August,

Autumn when the time-horizon ∈ September, October,
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Winter when the time-horizon ∈ November,December, January, February, March

When separating the left tail by season, and computing the corresponding GEV parameters we
find the distributions presented in Figure 3.3. The GEV are fitting close enough the four dis-
tributions respectively, and the corresponding adjustment tests do not reject, at 5% significance
level, the H0 hypothesis saying that the observed distribution and the GEV distribution are the
same.
When separating the right tail by season, and computing the corresponding GEV parameters
we find the distributions presented in Figure 3.4. The GEV are fitting close enough the summer
and autumn distribution, less close the spring distribution and even less close the winter distri-
bution. The corresponding adjustment tests reject the H0 hypothesis saying that the observed
distribution and the GEV distribution are the same, only for the winter values.
When we compute the parameters of the GEV estimated by season, we get the values in the
table. 3.5. An important thing to notice is that the shape parameter is in all the cases negative,
corresponding to a GEV distribution of Weibull type.
We can also take a look at how is evolving the parameters of the GEV function, mainly the shape
parameter, when computed by season (see Figure 3.5). We can see that the shape parameter
computed to the right extreme values has a small variation from a season to another and it is
always negative.
We do the same think for the left tails (see Figure 3.6). We can see that the shape parameter
has a even smaller variation from a season to another, it is always negative and they are also
very closed to the MLE value computed for all the seasons together.
We can see that the GEV parameters do not change significantly from a season to another but
it removes any seasonality might be left after normalizing our series so it might be interesting
to see what results this model may give.We consider it as one of our final choice for the
simulation and mixture model: the separation by season and by tail. Results are
presented in the next Section.

For the right tails we also study what brings a separation by groups of time horizons as follows
(the results for the left tails are available in the Appendix, Figure 4.1, but wasn’t necessary as
we decided that the left values from all the time-horizons can be considered as coming from the
same distribution, and may be considered together for estimating the GEV function) :

Pack1H when the time-horizon i ∈ {5, 6, 7},

Pack2H when the time-horizon i ∈ {8, 9, 10},

Pack3H when the time-horizon i ∈ {11, 12, 13, 14}

We can see in Figure 3.7 the errors densities and their corresponding GEV distributions for
the right extreme values for three packages of horizons. The first package, with the 5th, 6th
and 7th horizon is the one fitting less good the distribution. For this package only we have a
p− value < 0.05 of the KS test, so the H0 (the observed distribution and the computed GEV
distribution are the same) is rejected. This means that for the right tail we can not consider
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estimating together values coming from the same time-horizon neither, we have to estimate it
for each horizon separately. This is be the second choice of the final simulation and the
results are presented in the next section.

Another criterion for choosing the values after which we should separate the extreme values, is the
Akaike Criterion (AIC) crossed to the asymptotic condition in the GEV, of the number of values
by estimation class. The AIC makes a compromise between the complexity of a pattern (number
of parameters) and its performance. In the Figure 3.8 we have all the possible combinations of
parameters, and the corresponding AIC. From the AIC point of view the best models is the 15th
but it is corresponding to a very large number of parameters as it separates the extreme values
by day, this would make very few values for every computation of the parameter of the GEV
so the asymptotic EVT condition is not respected. The next model is the 16th and it separates
the extreme values by Package of time-horizon, by month and by rank, where we have the same
non-respect of the number of extreme values not large enough. The first model respecting the
two criteria is the model number 18 in fig 3.8 which supposes a separation by month and by
time-horizon package of the extreme values. We select the 18th model as the third choice to
make the simulations within a mixture model in the next section.

3.5.3 Mixture model and criteria of comparison of the final dis-
tributions

As mentioned in the section before we build three mixture models that we use to simulate other
temperature forecasts, for the time-horizons for 5 to 10, for all the time period. The models are
the one we have chosen in the section before:

1. a mixture model between the BMM for the central part of the distribution, and GEV
functions, with parameters computed by tail and by season (the classical choice in the
GEV, not rejected in our case by the tests we made).

2. a mixture model between the BMM for the central part of the distribution, and GEV
functions, with parameters computed by tail, and for the right tail by time-horizon also
(the choice to which bring us the tests).

3. a mixture model between the BMM for the central part of the distribution, and GEV
functions, with parameters computed by tail, by package of time-horizons, by month (the
choice indicated by the AIC).

Mixture Models with the GEV parameters estimated by tail and by season
Let us remember that the pattern for the central part of the distribution is the one build by the
BMM method (that we can find in CSBIGS article) with the difference that we keep the same
number of daily simulations as for the initial EPS. As for the pattern for the two tails, we built
it as two separated GEV functions, one for left tail and one for the right tails, and for each of
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them we estimate the parameters by season. Studied made before showed that those GEV are a
Weibull type, which is rather classical for the temperature forecasts.

After making the simulations with this new mixture model we compute the criteria to compare
it with the initial EPS of forecasts. In table 3.6 we have the scores for the mixture model and in
table 3.7 we have the scores for the initial EPS. In the appendix we can find the corresponding
table 4.2 for the BMM studied in the first part of the thesis.
We can see when comparing the two tables that we improve the CRPS component giving the
overall precision of the forecasts, for all the horizons as for the other scores we loose a little bit
in precision.
We also draw the Talagrand Diagram, we can see in the Figure 3.9 the ones for the horizons 5,
6, 7 with the corresponding diagrams of the initial MF forecasts. We notice that the diagrams
for the mixture model are slightly more flat than the ones of the MF forecasts but we can notice
that the extreme ranks are badly estimated. This is the case for all the horizons (figures are in
the Appendix).

Mixture Models with the EVT parameters estimated by tail and for the right
tail, by time-horizon.
We can see in table 3.8 the scores for the simulated forecasts obtained with this second mixture
model. We notice that the scores are very close to the ones obtained with the first mixture model
we built: we improve the CRPS component giving the overall precision of the forecasts, for all
the horizons as for the RMSE, it is larger, meaning that we have more large errors (we remember
that the main difference between CRPS and RMSE is that the second one puts greater influence
on large errors).
We also draw the Talagrand Diagram, we can see in the Figure 3.10 the ones for the horizons 5,
6, 7 with the corresponding diagrams of the initial MF forecasts. As for the case before we notice
that the diagrams for the mixture model are more slightly flat the ones of the MF forecasts.
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Figure 3.2: At the top: Errors densities by time-horizon, all ranks included. We notice the
densities shapes look alike but theirs mean are divided between 0 and 1. At the bottom
errors densities by time-horizon, by ranks, separating left and right. We notice that the
densities of the left values, for different horizons are much more alike than the densities of
the different horizons for the right values.
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Horizon i Horizon j p− value B1 p− value B51 p− value B1+B51 B1+(-B51)
5 6 0.3223 0.0431 0.1408 0.4795
5 7 0.8268 0.0362 0.0527 0.2005
5 8 0.0739 0.19 0.1593 0.3163
5 9 0.6529 2e-04 0.0024 0.0024
5 10 0.3208 1e-04 0.0043 0
5 11 0.026 0.0001 0.0002 0.0017
5 12 0.2246 0.0001 0.0014 0.0057
5 13 0.3495 0 0.0169 0
5 14 0.9916 0.2213 0.5523 0.3888
6 7 0.1703 0.0115 0.0774 0.1798
6 8 0.4905 0.2101 0.5556 0.4707
6 9 0.8207 0.082 0.2885 0.0438
6 10 0.1475 0.0524 0.4038 4e-04
6 11 0.2411 0.1264 0.1123 0.0541
6 12 0.6887 0.0405 0.0817 0.0403
6 13 0.0221 0.0042 0.7748 0.0006
6 14 0.3928 0.1337 0.383 0.6119
7 8 0.0223 0.3436 0.0144 0.2397
7 9 0.2008 0 6e-04 0.0015
7 10 0.5229 0 2e-03 0
7 11 0.0076 0 0.0001 0.0011
7 12 0.0774 0 0.0008 0.0036
7 13 0.5158 0 0.0049 0.0001
7 14 0.7988 0.0755 0.3836 0.4607
8 9 0.3728 0.0108 0.3737 0.0263
8 10 0.05 0.0019 0.2158 0.0015
8 11 0.0868 0.001 0.0345 0.0129
8 12 0.1949 0.0072 0.1822 0.0489
8 13 0.0014 0.0006 0.6699 0.0006
8 14 0.1684 0.8527 0.3478 0.6783
9 10 0.0417 0.875 0.3306 0.0505
9 11 0.4213 0.5543 0.7605 0.6616
9 12 0.8202 0.6059 0.5713 0.9659
9 13 0.0326 0.3374 0.957 0.0388
9 14 0.4363 0.0375 0.0772 0.094
10 11 0.0128 0.4764 0.1368 0.0124
10 12 0.0539 0.8594 0.1597 0.1114
10 13 0.678 0.6426 0.5151 0.4041
10 14 0.3931 0.008 0.0487 0.0049
11 12 0.5285 0.4818 0.9478 0.5245
11 13 0.0004 0.0953 0.2506 0.003
11 14 0.0262 0.002 0.004 0.0277
12 13 0.0158 0.5542 0.2747 0.0786
12 14 0.1846 0.0347 0.0517 0.1524
13 14 0.2451 0.0271 0.2543 0.0053

Table 3.3: The p-values for the KS test, at the 5% significance level with H0 : the values of the
time-horizon i and the ones from the time-horizon j (with i 6= j) belong to the same distribution.

83



horizon p− values B51 p− value B1
5 0 0.725
6 0.283 0.301
7 0 0.16
8 0.073 0.096
9 0.039 0.357
10 0.012 0.069
11 0.009 0.013
12 0.022 0.21
13 0.001 0.006
14 0.118 0.618

Table 3.4: The KS p− value tests, when taking out values from each horizon, one at the
time and comparing the distribution of what is resting with the distribution of what we
took out. For B51 H0 is rejected, at a 5% significance level for all the horizons excepting
horizons 6, 8 and 14. For B1 H0 is not rejected and that is for all the horizons excepting
horizons 11 and 13. This results confirm the test horizon by horizon.

Tail season location scale shape σ(location) σ(scale) σ(shape)
all spring 0.043 1.013 -0.166 0.052 0.037 0.032
all summer 0.1 1.054 -0.177 0.042 0.03 0.026
all autumn 0.25 1.05 -0.228 0.057 0.039 0.031
all winter 0.355 0.994 -0.283 0.029 0.02 0.013
B1 spring -0.008 1.127 -0.097 0.087 0.064 0.063
B1 summer 0.02 1.106 -0.137 0.055 0.04 0.037
B1 autumn 0.035 1.134 -0.143 0.083 0.06 0.053
B1 winter 0.119 1.072 -0.153 0.078 0.056 0.051
B51 spring 0.115 0.875 -0.288 0.06 0.041 0.026
B51 summer 0.256 0.885 -0.232 0.06 0.04 0.028
B51 autumn 0.566 0.765 -0.345 0.063 0.043 0.033
B51 winter 0.398 0.959 -0.298 0.03 0.021 0.011

Table 3.5: The estimations parameters by season, to notice the shape parameter that is
always negative, corresponding to a GEV distribution of Weibull type.
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Figure 3.3: Errors densities and GEV distributions of the left extreme values for the four
season.
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Figure 3.4: Errors densities and GEV distributions of the right extreme values for the four
season.
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Figure 3.5: The GEV parameters for the values coming from the B51. We can see that
the shape parameter (the most important as it decides of the case of the GEV function
we are in) has a small variation from a season to another and it is always negative.
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Figure 3.6: The GEV parameters for the values coming from the B1. We can see that the
shape parameter (the most important as it decides of the case of the GEV function we are
in) has a very small variation from a season to another and it is always negative.

88



Figure 3.7: The errors densities and their corresponding GEV distributions for the right
extreme values for three packages of horizons. The first package, with the 5th, 6th and
7th horizon is the one fitting less good the distribution.
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Figure 3.8: From the AIC point of view the best models is the 15th but it is corresponding
to a very large number of parameters as it separates the extreme values by day. The
estimation parameters classes does not respect the condition of the number of values large
enough. The first model respecting it is the 18th and it separates the extreme values by
Package of time-horizon, by month and by rank.
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Horizon CRPSpot CRPSReli CRPS MAE RMSE R2
5 0.5841 0.0050 0.5891 1.257 1.691 0.967
6 0.7367 0.0038 0.7406 1.553 2.080 0.951
7 0.9044 0.0042 0.9086 1.890 2.502 0.931
8 1.0481 0.0037 1.0518 2.171 2.852 0.912
9 1.1760 0.0035 1.1795 2.420 3.156 0.895
10 1.2872 0.0040 1.2912 2.653 3.434 0.878
11 1.3730 0.0037 1.3767 2.819 3.644 0.866
12 1.4183 0.0047 1.4230 2.943 3.789 0.854
13 1.471 0.0045 1.4761 3.023 3.873 0.846
14 1.4789 0.0046 1.4835 3.075 3.949 0.842

Table 3.6: The different scores by time-horizon, for the forecasts obtained when creating
a mixture model: BMM for the central part of the distribution and GEV functions for the
tails, having their parameters estimated by tail and by season.

Horizon CRPSpot CRPSReli CRPS MAE RMSE R2
5 0.6286 0.0035 0.6321 1.178 1.555 0.972
6 0.7841 0.0036 0.7877 1.485 1.958 0.956
7 0.9608 0.0047 0.9655 1.814 2.379 0.937
8 1.1080 0.0055 1.1135 2.104 2.740 0.918
9 1.2393 0.0048 1.2440 2.362 3.048 0.901
10 1.3540 0.0048 1.3588 2.586 3.314 0.885
11 1.4343 0.0040 1.4383 2.756 3.521 0.872
12 1.4897 0.0042 1.4939 2.879 3.662 0.861
13 1.5386 0.0042 1.5428 2.980 3.779 0.852
14 1.5645 0.0037 1.5681 3.036 3.845 0.847

Table 3.7: The different scores by time-horizon, for the initial MF forecasts
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Figure 3.9: Talagrand Diagrams corresponding to the mixture model (with the GEV
parameters estimated by tail and by season) on top and the initial predictions at the
bottom, for the time-horizons 5, 6 and 7 respectively.
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Horizon CRPSpot CRPSReli CRPS MAE RMSE R2
5 0.5843 0.0050 0.5893 1.259 1.695 0.967
6 0.7367 0.0038 0.7405 1.553 2.081 0.951
7 0.9046 0.0043 0.9089 1.895 2.510 0.931
8 1.0478 0.0038 1.0516 2.170 2.852 0.913
9 1.1761 0.0033 1.1794 2.417 3.153 0.895
10 1.2870 0.0040 1.2909 2.652 3.434 0.878
11 1.3727 0.0033 1.3760 2.812 3.634 0.866
12 1.4177 0.0045 1.4223 2.933 3.776 0.855
13 1.4716 0.0044 1.4760 3.021 3.870 0.846
14 1.4790 0.0047 1.4838 3.078 3.955 0.842

Table 3.8: The different scores by time-horizon, for the forecasts obtained when simulating
with the mixture model that separates extreme values by tail and for the right tail, by
time-horizon.

93



Figure 3.10: Talagrand Diagrams corresponding to the mixture model - that separates
extreme values by tail and for the right tail, by time-horizon - on top and the initial
predictions at the bottom, for the time-horizons 5, 6 and 7 respectively.
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Mixture Models with the GEV parameters estimated by tail, by month and
by package of time-horizon.

The third model we build is the one recommended by the AIC and we use it to produce another
ensemble of forecasts. The scores for it are in the table 3.9 and show an improvement of the
overall precision of the forecasts (CRPS) but also the existence of more large errors (RMSE).
We draw the Talagrand Diagram (we can see in the Figure 3.11 the ones for the horizons 5, 6, 7
with the corresponding diagrams of the initial MF forecasts) and we notice as for the two cases
before the diagrams for the mixture model are slightly flatter the ones of the MF forecasts. But
the estimation problem still exists for the extreme right values.

Figure 3.11: Talagrand Diagrams corresponding to the mixture model (GEV parame-
ters estimated by tail, by month and by package of time-horizon) on top and the initial
predictions at the bottom, for the time-horizons 5, 6 and 7 respectively.
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This last model, recommended by AIC is improving the CRPS, and the Rank Diagram globally.
It also gives (as we can see in the table 3.10) good estimations for the quantiles of the left side.
But it has that imperfection on the extreme right side, which is rather annoying as we want to
implement this method to improve the extreme values of the distribution.

Discussion extreme mixture models
We built three mixture models differing by class of values we used to estimate the GEV param-
eters. The implementation of the three mixture models on our data gave us three new EPS.
Comparing the resulting scores for the three models we can see that they are not significantly
different one from each other. The three of them give a good representation of the bulk of the
distribution, they improve the CRPS (comparing to the initial EPS), meaning that the overall
skill of the EPS is better (see the CRPS values in table 3.9). The ratio between the RMSE
and MAE remains the same so we keep having a high error variance, but we loose a little bit in
performance from the RMSE point of view meaning that there are more large errors in the three
new EPS we built than in the initial one (see table 3.7). The estimation of the tails (more exactly
for the right tail for Q0.99 and Q0.98) of the three new distributions is less good at the right side
of the distribution (see Figure 3.11) and this can also be seen in the quantiles table (see table
3.10). The estimation becomes better starting with the Q0.95, this could make us think that the
problem is coming from a not larger enough number of extreme values, but the fact that we don’t
observe the same phenomena for the left tail (where the number of extreme values is comparable
to the one of the right tail) is infirming this explanation. Another possible explanation might be
that an extreme approach is not successfully connecting with an EPS or maybe the connection
should be done differently than by a threshold corresponding to the statistical rank.

Finally as there is a matter of quantiles, it may be more justified to adopt a Quantile Regression
for the study of the tails. This is what we propose in the next and last section of the thesis.
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Horizon CRPSpot CRPSReli CRPS MAE RMSE R2
5 0.5859 0.0050 0.5909 1.260 1.698 0.967
6 0.7380 0.0038 0.7417 1.557 2.087 0.951
7 0.9068 0.0041 0.9109 1.892 2.508 0.931
8 1.0499 0.0031 1.0530 2.170 2.849 0.913
9 1.1801 0.0028 1.1829 2.419 3.151 0.895
10 1.2941 0.0027 1.2968 2.654 3.431 0.878
11 1.3784 0.0028 1.3812 2.817 3.636 0.866
12 1.4293 0.0042 1.4336 2.943 3.781 0.855
13 1.4757 0.0035 1.4791 3.020 3.867 0.846
14 1.4872 0.0035 1.4907 3.073 3.940 0.842

Table 3.9: The different scores by time-horizon, for the forecasts obtained when simulating
with the mixture model selected by the AIC criterion: GEV parameters estimated by tail,
by month and by horizon package. We have good scores, we improve the CRPS for all the
period.
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H Model Q1 Q99 Q2 Q98 Q5 Q95 Q10 Q90
5 Mixt .0219 .0000 .0432 .0007 .0609 .0071 .0952 .0871

MF .0363 .0493 .0583 .0843 .0781 .1117 .1323 .1768
6 Mixt .0185 .0027 .0398 .0069 .0562 .0240 .0947 .1063

MF .0309 .0357 .0535 .0617 .0748 .0816 .1276 .1564
7 Mixt .0275 .0000 .0474 .0034 .0645 .0206 .1139 .0879

MF .0254 .0377 .0494 .0597 .0734 .0879 .1290 .1599
8 Mixt .0165 .0021 .0282 .0117 .0543 .0288 .0934 .1078

MF .0192 .0357 .0405 .0536 .0659 .0769 .1312 .1477
9 Mixt .0165 .0014 .0371 .0089 .0543 .0296 .1010 .1107

MF .0234 .0289 .0467 .0488 .0701 .0742 .1271 .1478
10 Mixt .0131 .0021 .0351 .0158 .0543 .0337 .1018 .1072

MF .0282 .0296 .0509 .0502 .0702 .0729 .1279 .1472
11 Mixt .0110 .0014 .0344 .0145 .0496 .0385 .1005 .1115

MF .0255 .0248 .0434 .0496 .0654 .0695 .1246 .1342
12 Mixt .0103 .0021 .0289 .0145 .0544 .0406 .1033 .1247

MF .0269 .0310 .0455 .0475 .0654 .0723 .1198 .1357
13 Mixt .0138 .0014 .0338 .0096 .0503 .0283 .1054 .1061

MF .0262 .0241 .0496 .0482 .0669 .0731 .1165 .1289
14 Mixt .0172 .0007 .0407 .0138 .0634 .0345 .1097 .0917

MF .0221 .0283 .0434 .0524 .0593 .0731 .1214 .1345

Table 3.10: The quantiles 1%, 2%, 5%, 95%, 98%, 99%, for the initial MF forecasts and
for the mixture models when we compute the parameters separately by month and by
package of time-horizons.
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Chapter 4

Improvement of Short-Term Extreme
Temperature Density Forecasting
using Best Member Method (NHESS
Article)

This chapter is in the form of an article, which was submitted at the Natural Hazards and Earth
System Sciences Journal, published by the Copernicus GmbH (Copernicus Publications) on be-
half of the European Geosciences Union (EGU).

It contains the quantile regression method that we want to adopt in the study of the extreme
parts of the distribution. Since we want to model the tails, it is important to take into account
relative errors on quantiles. That is why we will use a χ2 distance which allows explicit over-
weighting of the tails. We choose classes around the probability of interest for us, which is 1%:
[0; 0.01], [0.01; 0.02] and [0.02; 0.05] for the lower tail, and the symmetric classes for the upper
one. We will use this to measure all improvements and the results are positives even if there
remain some biases in the tail representation.
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Abstract. Temperature influences electric demand and
supply, so it may be a cause of blackout. That is why,
as any electricity generator, Électricité de France (EDF)
has to model the uncertainty about future temperatures,
using ensemble prediction systems (EPS). Nevertheless,5

the probabilistic representation of the future tempera-
tures provided by EPS suffers some lack of reliability.
This lack of reliability becomes crucial for extreme tem-
peratures, since they can result in a blackout. To solve
this problem, a method of choice is the Best Member10

Method: it improves the whole representation, but there
is still some room for improvements about the tails.
We show that, in this case, using quantile regression to
model the error distribution is more efficient than the
usual two-stage OLS regression. To obtain further im-15

provement, one may use extreme value distribution to
model the error, when the realization is smaller or big-
ger than all forecasts. Another possibility would be to
model the probability that a given forecast is the best
one, using exogenous variables.20

Keywords. quantile regression, probability integral
transform, ensemble prediction system, density forecast-
ing, energy

1 Introduction

The uncertainty of future temperatures is a major risk25

factor for an electricity utility such as Électricité de
France: demand increases when temperature is lower
than 18˚C for heating, and larger than 18˚C for cool-
ing. Moreover, high temperatures also create cooling
problems for thermal plants.30

To fulfill the risk management needs, a compulsory

Correspondence to: Jérôme Collet
(Jerome.Collet@edf.fr)

source of information is the ensemble prediction systems
(EPS), provided by weather forecasting institutes, such
as ECMWF DOCUMENTATION (2002, 2006). Ensem-
ble forecasting is a numerical prediction method that35

is used to attempt to generate a representative sam-
ple of the possible future states of a dynamical system.
Ensemble forecasting is a form of Monte Carlo analy-
sis: multiple numerical predictions are conducted using
slightly different initial conditions that are all plausi-40

ble given the past and current set of observations. One
combine them to obtain estimates of future tempera-
tures, estimates of uncertainty about future tempera-
tures Whitaker and Loughe (1998), estimates of predic-
tive density, . . .45

Nevertheless, the probabilistic representation of the fu-
ture temperatures provided by EPS suffers some lack of
reliability, especially for probabilities around 1%. Lack
of reliability is prohibitive, since as a risk manager,
EDF has to use the most reliable information avail-50

able Diebold et al. (1998). This is emphasized by the
size and the market power of EDF: EDF has to be able
to prove to any stakeholder of the market it uses an
unbiased representation of the risk . The 1% level is
a constraint imposed by French technical system oper-55

ator: the probability of using exceptional means (e.g.
load shedding) has to be lower than 1% Sur (2004). The
lack of smoothness issue is more technical, since it may
cause some problems in generation management tools.
Many methods have been developed in order to get a60

smooth unbiased representation of the risk caused by
temperature Hagedorn (2010), but for most of them the
extremes are still difficult to predict. We will use here
as a basis the best member method Fortin et al. (2006);
Gogonel-Cucu et al. (2011b,a). The main point is that65

the fitting of the kernel dispersion is improved when
using quantile regression, in place of a two-stage OLS
regression.
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2 Gogonel, Collet, Bar-Hen: Short-Term Extreme Temperature Density Forecasting

The outline of the paper is the following: we first present
briefly a basic use of best member method. Then, we70

show the use of quantile regression to improve the er-
ror modeling needed for best member method. In a last
part, we show some more tentative improvements.

2 A use of the best member method

We describe here briefly a simple use of best member75

method on ECMWF forecasts, with a « dressing » de-
pending on the rank of the forecast. We study here all
the horizons, but each one independently of the others.
Then, in the following, we assume there is only one fore-
cast horizon.80

2.1 The data

The data consists of two different arrays. First one is
the array of the forecasts, with 3 dimensions.

– The date of forecasting (the forecast is made at this
date), in our set the dates are between 2007-03-2785

and 2011-04-30 (which makes 1473 dates).

– The forecast horizon: ECMWF provides forecasts
for 1 day ahead to 14 days ahead.

– The member: it is identified by a number between
0 and 50. For a given date, a member corresponds90

to a given initial state.

Second one is the array of the realizations, with 1 dimen-
sion, which is the date, approximately with the same
extent as the forecasts.
The member 0 is a bit different of the other, since its95

initial state is exactly the one derived from the obser-
vations. About other members, for two different dates,
there is no obvious link between the members denoted
by the same number. Despite the little difference of
member 0, we consider the member number is unin-100

formative, and the members of the EPS can be con-
sidered as exchangeable as defined in Bernardo (unlike
what happens for multi-model ensembles Gneiting et al.
(2005)).
The temperature we study is an average of temperatures105

in some points of France. The weights are chosen in or-
der to estimate the electricity load in France Dordonnat
et al. (2008).

2.2 The best member method for ECMWF
data110

The best member method was proposed by V. Fortin
(see Fortin et al. (2006)) and improves the studies pre-
viously led by Roulston and Smith (see Roulston and
Smith (2002)) then by Wang and Bishop (see Wang and

Bishop (2005)).115

For each date and each horizon, the « best member » is
the member closest to the realization (with the smallest
absolute difference). The principle of the method is to
model the probability distribution of the difference be-
tween the « best member » and the realization. Then,120

the probabilistic forecast will be the mixture of the mod-
eled probability distribution. Since all members of the
EPS are exchangeable, in a first step, all error models
and weights will be the same.
An additional idea, proposed by Fortin, is to use the125

rank. In this case, we first rank the forecasts, for each
date. Then, the error model and the weights will be a
function of the rank.
More precisely, for each rank r, the weight linked to this
rank is the number of best members having rank r, di-130

vided by the total number of forecasts. To model the
error, we use the rank r as a discrete variable.
Since we prefer to use a parametric framework, the
model of the error consists of:

1. a model for the mean of the error of the best mem-135

ber, noted ε,

2. a model for the variance of the error of the best
member.

There is many possible variables to model the error
mean and variance:140

– variables summarizing features of the current EPS:
mean m, square of the mean to take account of the
effect of extreme temperatures, spread (here mea-
sured as the interquartile range IQR) of the ensem-
ble;145

– variables to take account of a smooth influence
of the date (the date t itself, and cos(2tπ/365),
sin(2tπ/365));

– the rank of the member, considered as a discrete
variable;150

– since central ranks behave similarly; a variable
edge, equal to 0 when the rank is central, to the
rank elsewhere.

Furthermore, we may assume interactions between all
discrete and all continuous variables: for example, an155

interaction between mean temperature of the EPS and
rank means that the model has a different slope for the
mean temperature for each rank.
An additional degree of freedom lies in the definition of
« central ranks ». Ranks 1 and 51 behave obviously dif-160

ferently than very central ranks: larger probability to
be the best member and larger dispersion of the error.
Nevertheless, the same is true, in a smaller extent, for
ranks 2 and 50„ and even for ranks 3 and 49.
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Furthermore, it is impossible to estimate all the param-165

eters at once for all horizons, since the variance of the
residuals is approximately 3 times bigger for horizon 14
than for horizon 1.
We can use an automated variable selection method,
such as the « stepwise » selection method Institute170

(2006), it allowed to get some information about sig-
nificant variables.

– The rank never appears, the information it carries
is always provided by variable edge.

– The mean temperature is significant for the model175

of th error mean.

– The spread is significant for the error variance, but
we also need the mean temperature and its square.

– It is useless to take account of a smooth influence
of the date.180

The impact of the definition of the « central ranks »
has been assessed manually. The best choice, regard-
ing AIC, or adjusted R2, is to consider as non-central
the ranks {1,2,50,51}.
Finally, the chosen models are the following:185

ε = a(edge)+b(edge) ·m
(ε− ε̂)2 = α(edge)+β(edge) ·m+

γ(edge) ·m2 +δ(edge) ·IQR

In order to take account of some possible evolution in
the data, we divided it in two equal parts, fitting the
model on one part and using it on the other.
This results is an important improvement of the reli-190

ability of the temperature density forecast. To prove
this, we use probability integral transform Diebold et al.
(1998), and we plot on figure 1 the difference be-
tween the theoretical cumulated density function of the
PITs, and its empirical counterpart. For the curve195

of « raw EPS », the point (0.32,0.083) means that the
realized temperature is less than 32% of the simulations
for 32+8.3=40.3% of the dates, instead of 32%. For the
curve of « Usual BMM », the realized temperature is less
than 32% of the simulations for 31.5% of the dates, in-200

stead of 32%: the reliability improvement is important.
Another argument is the comparison of reliability com-
ponent of the CRPS Hersbach (2000): this indicator
decreases from a factor 7 for horizon 1 to 20% for hori-
zon 14, with a local minimum of 8% for horizon 5.205

Furthermore, this reliability improvement results in im-
portant differences on practically useful quantities. For
example, between raw EPS and simulations using BMM,
the variance of the temperature increases from 100% for
horizon 1 to 10% for horizon 14 (regarding the mean,210

the differences are significant but small).
Despite the important reliability improvement due to
BMM, we see the tails are not well represented.

3 Improving dispersion estimation using quan-
tile regression215

Since we want to model tails, it is important to take ac-
count of relative errors on quantiles, we can not any-
more use Kolmogorov-Smirnov distance. For example,
it would be possible to use Jager and A. (2005): this
paper proposes to compute a likelihood ratio between220

the theoretical and the empirical cumulative distribu-
tion function.
In this study, we know the range of probabilities which
are of interest of us. We have to prove the supply-
demand balance is positive in 99% of the cases, and the225

variability of demand is a bit bigger than the variability
of supply. So, when the supply-demand balance is on
its 1% quantile, the demand is close to its 1% quan-
tile, but not exactly equal to. That is why we will
use a χ2 distance, with the following classes: [0;0.01],230

[0.01;0.02] and [0.02;0.05] for the lower tail, and the
symmetric classes for upper one. We will use this to
measure all improvements.
A possible explanation to the poor quality of the tail
representation is that the dispersion measure heavily de-235

pends on distribution form. Yet, this distribution is very
different for the smallest, biggest and central members.
That is why we propose to model, in one stage, two dif-
ferent quantiles of the error, taking account of the same
variables as OLS. Quantile regression Koenker and Bas-240

sett (1978) is a type of regression: whereas the method
of least squares results in estimates of the conditional
mean of the response variable, quantile regression aims
at estimating any quantile of the response variable. A
crucial point, here, is this estimation does not rely on245

distributional hypothesis.
When using BMM, we know that the errors are not ex-
actly normally distributed, but we assume their shape
(at least the errors for central members) has little in-
fluence on the whole model accuracy. Nevertheless, we250

know that their location and scale are highly variable
and have huge impact on whole model accuracy, that is
why we model it.
The purpose of this modeling is to simulate, and the ac-
curacy of this simulation will be measured using mainly255

rank-based measures. Then, we are not interest in mo-
ments, we are interested in quantiles.
If our distributional assumption is wrong, but the mean
and variance right, there will be intersections between
the real error distribution and the theoretical one, but260

we do not know where: these intersections may be
located anywhere. If we use quantiles to locate and
rescale, we know where are the intersections, they are in
the quantiles we chose. Then, this location and scaling
method is more robust to distributional deviations than265

using two-step OLS. For example, if we model the quan-
tiles Q1/3 and Q2/3, we know the Kolmogorov-Smirnov
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Fig. 1. Comparison of PIT anomalies

distance between the modeled distribution and the real
one is bounded by 1/3, instead of 1/2 in case of two-stage
OLS (let consider the case of the mixture of two nor-270

mally distributed random variables: (1−p)×N (0,1) +
p×N (1/p,1), with p→ 0).
We modeled the quantiles Q1/3 and Q2/3, using the vari-
able named edge, and the ensemble mean and spread.
For both quantiles, the chosen model is:275

Qx/3 = α(edge)+β(edge) ·m+
γ(edge) ·m2 +δ(edge) ·IQR

Since we want to use a normal distribution to simulate
the errors, its parameters will be the ones necessary to
obtain the estimated third and first quartiles. In other
words:280

m=
Q2/3 +Q1/3

2 σ=
Q2/3 +Q1/3

2×φ−1(2/3)
where φ is the cumulative density function of the normal
distribution, so φ−1(2/3) = 0.431. The rest of the model
remains the same as in 2.2.
The results are the following. We may first look at the285

same PIT plot, in figure 1.More globally, we look at the
χ2 distances, for each horizon, in figure 2. We see the
improvement is important, and that there is a little fore-
cast degradation for only 2 horizons (among 14).
We know that the EPS, in ECMWF, are fitted on hori-290

zon 5. Furthermore, for horizon 1 and 2, the evolution of
the numerical model can not diverge a lot from reality.

Fig. 2. χ2 distances, for all horizons

This gives a possible explanation for the huge χ2 dis-
tance of horizon 3.

4 Conclusions295

We wanted to improve the representation of the tails,
which is poor when using BMM, at least on ECMWF
EPS. We state it is possible, using Quantile Regression.
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This improvement makes possible a better sizing of the
power supplies, resulting in important cost reductions.300

Nevertheless, there remain some biases in the tail rep-
resentation.
To obtain further improvement, one may list the follow-
ing possibilities:

– The extreme members are more frequently than305

others the best one, the error in this case is more
dispersed (its standard deviation is approximately
5 times bigger than for central ranks, for each hori-
zon), and its distribution is asymmetric. That is
why one could try to model it using Extreme Value310

Distribution.

– In our modeling, the probability that a member of
a given rank is the best one does not depend on any
exogenous variable. Testing and possibly rejecting
this independence assumption could help improving315

tail estimation.
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Conclusion

The aim of this thesis is to improve the short-term forecasts of temperatures (from 5 days ahead
to 14 days ahead) - provided by Meteo-France as an ensemble prediction system (EPS). The
improvement is to be useful for the electric system management, at EDF France and it can be
an improvement from the spread or the skill point of view.

The uncertainty of future temperatures is a major risk factor for an electricity utility such as
Électricité de France: demand increases when temperature is lower than 18°C for heating, and
larger than 18°C for cooling. Moreover, high temperatures also create cooling problems for
thermal plants.

To fulfill the risk management needs, a compulsory source of information is the EPS, provided by
weather forecasting institutes, such as ECMWF (see [DGT98], [HER00]). Ensemble forecasting
is a numerical prediction method that is used to attempt to generate a representative sample of
the possible future states of a dynamical system. Ensemble forecasting is a form of Monte Carlo
analysis: multiple numerical predictions are conducted using slightly different initial conditions
that are all plausible given the past and current set of observations. One combine them to
obtain estimates of future temperatures, estimates of uncertainty about future temperatures (see
[WL98]), estimates of predictive density,... Nevertheless, the probabilistic representation of the
future temperatures provided by EPS suffers some lack of reliability, especially for probabilities
around 1%. Lack of reliability is prohibitive, since as a risk manager, EDF has to use the most
reliable information available (see [DGT98]). This is emphasized by the size and the market
power of EDF: EDF has to be able to prove to any stakeholder of the market it uses an unbiased
representation of the risk . The 1% level is a constraint imposed by French Technical System
Operator: the probability of using exceptional means (e.g. load shedding) has to be lower than
1% (see [Sur04]). The lack of smoothness issue is more technical, since it may cause some
problems in generation management tools.

The EPS we are working on contains forecasts of daily temperature in France for a four years
period, from March 2007 to March 2011, that we will compare with the daily mean of the
observed temperatures. It is a 51-member EPS: we have 51 different values for every one of the
14 time-step (time-horizons). Those 51 values are obtained by running 51 times the same model
with different initial conditions, only one forecast, the scenario 0 is run with a non-perturbed
initial conditions.
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The first method we propose, it is chosen as to improve the probability density function of the
forecasts, preserving at the same time the quality of the mean forecasts. It is the best member
method (see [FFS06]) and its principle is to design for each lead time in the data set, the best
forecast among all the k forecasts provided by the temperature prediction system, to construct
an error pattern using only the errors made by those "best members" and then to "dress" all
the members of the initial prediction system with this error pattern. This method allows us
to extend the number of simulated temperatures. The case of the method we implement is the
one where in the simulation part the ensemble members are dressed and weighed differently by
classes of statistical order. We obtain a new EPS with 10 time more members than the initial
one and with a significant improvement of the distributions spread in its central part (Talagrand
Diagram) with a small loss of precision (RMSE) but keeping the same global skill (CRPS).

We use a second method to compare the results we obtained with the BMM and this is the
bayesian method proposed by Raftery (see [GRWG05]). It is a statistical method for post
processing model outputs which allows providing calibrated and sharp predictive PDFs even if
the output itself is not calibrated. The method allows to use a sliding- window training period
to estimate new models parameters, instead of using all the database of past forecasts and
observations. We obtain another system of forecasts with a very close spread (to the initial
spread) but with less good skill qualities (CRPS, RMSE). This results confirm that the first
method is a success: increasing the number of forecasts for improving the distribution of the
EPS, without losing the precision of its mean forecast. The thing we could still improve is the
distribution of the tails.

What we need now is to find a way to keep the BMM for the central part of the distribution and
another method for the tails. This brings us to use a mixture model, which will have a gaussian
distribution model for the heart of the distribution and a GEV distribution-type for the tails.
Choosing the best GEV to fit the tails is finding the best way of estimating the parameters -
shape, location, scale - among the most popular methods: maximum likelihood, bayesian method,
method of moments. Finding the best GEV is also choosing the more adequate type of GEV
(Weibull, Fréchet, Gumbell) function of the shape parameter (strictly negative, strictly positive,
or null) and finding the best model that estimates the three parameters. We find that the
most adequate way of estimating is the maximum likelihood method, the GEV comes out to
be a Weibull type and we select three models (chosen by three different criteria) of estimating
parameters. All the three models improve the global skill of the forecasting system (CRPS)
but give a strange effect to the last rank of the right tail of the rank diagram confirmed by the
quantile computations (.99, .98, .95) that are not well estimated by the forecasts given by the
mixture model. We propose to implement a last method, and this time we are not interest in
moments, we are interested in quantiles.

The method is the quantile regression method. Since we want to model tails, it is important to
take account of relative errors on quantiles. That is why in this last part of the thesis we will
use a χ2 distance which allows explicit over-weighting of the tails. We choose classes around the
probability of interest for us, which is 1%: [0; 0.01], [0.01; 0.02] and [0.02; 0.05] for the lower
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tail, and the symmetric classes for upper one. We will use this to measure all improvements and
the results are positives even if there remains some biases in the tail representation.

In the end all the methods we implement on the ensemble prediction system for a four years
period provided by Meteo France, when trying to improve its skill and/or spread bring us to the
conclusion that the optimum method is to use a best member method type for the heart of the
distribution and to adapt a quantile regression for the tails.

A perspective of this work is to build a mixture model combining the best member model for the
bulk of the distribution and extreme model for the tails but choosing differently the connection
between the models, other than the statistical rank of the forecasts in the EPS. A study for find-
ing the optimum threshold is to be done: either by bayesian inference or by bootstrap approach,
using a Monte-Carlo method.

Another way of building the mixture model is by using a bayesian inference approach for the
central part of the distribution. Study how a bayesian model is connecting with the extreme
model for the tails, in the EPS case it may be interesting.

The data we work on is the mean of the daily forecasts of temperature. Another possible ap-
proach is to implement the same kind of method on the minima/maxima of the daily forecasts.
This could give good estimations for the distribution tails.

The same kind of study, as in the thesis could be make on the hourly temperature in France. A
study where the 26 French stations are treated separately is also conceivable. Making one of this
two separations of the data (by geographic or time criteria) reduces the cell and may increase the
chances of obtaining good results comparing with this study where we work on mean of means
(of 26 stations of 24-hourly) which artificially increases the skill of the initial system.

A multivariate study is possible, from the time-horizon point of view, in order to obtain coherent
trajectories of temperature that might be use a simulator for the generalized additive model used
in the the management of the electricity consumption at the EDF R&D.
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Horizon CRPSpot CRPSReli CRPS MAE RMSE R2
5 0.6286 0.0035 0.6321 1.178 1.555 0.972
6 0.7841 0.0036 0.7877 1.485 1.958 0.956
7 0.9608 0.0047 0.9655 1.814 2.379 0.937
8 1.1080 0.0055 1.1135 2.104 2.740 0.918
9 1.2393 0.0048 1.2440 2.362 3.048 0.901
10 1.3540 0.0048 1.3588 2.586 3.314 0.885
11 1.4343 0.0040 1.4383 2.756 3.521 0.872
12 1.4897 0.0042 1.4939 2.879 3.662 0.861
13 1.5386 0.0042 1.5428 2.980 3.779 0.852
14 1.5645 0.0037 1.5681 3.036 3.845 0.847

Table 4.1: The different scores by time-horizon, for the MF (initial) forecasts.

Horizon CRPSpot CRPSReli CRPS MAE RMSE R2
5 0.6250 0.0073 0.6323 1.297 1.720 0.966
6 0.7784 0.0079 0.7863 1.598 2.109 0.950
7 0.9527 0.0080 0.9607 1.941 2.547 0.929
8 1.0970 0.0093 1.1063 2.231 2.902 0.909
9 1.2295 0.0091 1.2386 2.484 3.207 0.891
10 1.3504 0.0088 1.3592 2.720 3.486 0.874
11 1.4295 0.0091 1.4386 2.883 3.692 0.861
12 1.4856 0.0098 1.4954 3.013 3.849 0.849
13 1.5343 0.0097 1.5440 3.099 3.944 0.841
14 1.5566 0.0096 1.5662 3.161 4.019 0.835

Table 4.2: The different scores by time-horizon, for the forecasts obtained with the BMM
for the entire distribution.
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Season/H H 5 H 6 H 7 H 8 H 9 H 10 H 11 H 12 H 13 H 14 All Horizons
Spring 60 66 54 36 56 46 48 60 58 72 556
Summer 116 92 84 88 100 100 92 100 96 96 964
Autumn 52 44 50 32 40 50 62 58 54 46 488
Winter 248 192 178 170 150 136 128 128 118 110 1558
All seasons 476 394 366 326 346 332 330 346 326 324 3566

Table 4.3: The number of values, by time-horizon and by season included in our study of
the extreme values.

p− value KS test
"horizon 5" 0.725
"horizon 6" 0.301
"horizon 7" 0.16
"horizon 8" 0.096
"horizon 9" 0.357
"horizon 10" 0.069
"horizon 11" 0.013
"horizon 12" 0.21
"horizon 13" 0.006
"horizon 14" 0.618

Table 4.4: The p-values corresponding to the KS test where H0 is the hypothesis that the
extreme values (for board = 1) of the j-time horizon can be consider as coming from the
same distribution as the values from all the time-horizons other than j.
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p− value KS test
"horizon 5" 0.0004
"horizon 6" 0.283
"horizon 7" 0
"horizon 8" 0.073
"horizon 9" 0.039
"horizon 10" 0.012
"horizon 11" 0.009
"horizon 12" 0.022
"horizon 13" 0.001
"horizon 14" 0.118

Table 4.5: The p-values corresponding to the KS test where H0 is the hypothesis that the
extreme values (for board = 51) of the j-time horizon can be consider as coming from the
same distribution as the values from all the time-horizons other than j. W notice all the
p− values, excepting horizon 6 and 14, are smaller than 0.05 so we can reject H0: for the
rank 51 values, the extreme values coming from different horizons can not be considered
as coming from the same distribution.

Horizon CRPSpot CRPSReli CRPS MAE RMSE R2
5 0.5847 0.0026 0.5872 1.217 1.634 0.969
6 0.7367 0.0026 0.7393 1.518 2.028 0.954
7 0.9040 0.0028 0.9068 1.843 2.434 0.934
8 1.0484 0.0026 1.0510 2.133 2.796 0.916
9 1.1757 0.0029 1.1786 2.382 3.099 0.899
10 1.2871 0.0034 1.2905 2.618 3.383 0.882
11 1.3726 0.0029 1.3755 2.772 3.571 0.870
12 1.4185 0.0030 1.4215 2.882 3.692 0.861
13 1.4717 0.0033 1.4750 2.976 3.799 0.851
14 1.4784 0.0028 1.4812 3.006 3.840 0.849

Table 4.6: The different scores by time-horizon, for the forecast obtained when creating a
mixture model: BMM for the central part of the distribution and EVT for the tails
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Figure 4.1: Errors densities and their corresponding GEV distributions for the left extreme
values for three packages of horizons. We notice that the GEV fits good enough the
observed distributions, less god for the 2nd package but in the adjustment test for the
three cases H0 is not rejected (H0 : assumes that the values in the two distributions come
from a single distribution.)
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Figure 4.2: Talagrand Diagrams corresponding to the mixture model on top and the initial
predictions at the bottom, for the time-horizons 8, 9 and 10 respectively.
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Figure 4.3: Talagrand Diagrams corresponding to the mixture model on top and the initial
predictions at the bottom, for the time-horizons 11, 12 and 13 respectively.
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Figure 4.4: Talagrand Diagrams corresponding to the mixture model on top and the initial
predictions at the bottom, for the 14th time-horizon.
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Figure 4.5: Talagrand Diagrams corresponding to the mixture model when separating
extreme values by boards and at right also by horizon. On top and the initial predictions
at the bottom, for the time-horizons 8, 9 and 10 respectively.
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Figure 4.6: Talagrand Diagrams corresponding to the mixture model when separating
extreme values by boards and at right also by horizon. On top and the initial predictions
at the bottom, for the time-horizons 11, 12 and 13 respectively.
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Figure 4.7: Talagrand Diagrams corresponding to the mixture model when separating
extreme values by boards and at right also by horizon. On top and the initial predictions
at the bottom, for the 14th time-horizon.
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Figure 4.8: Talagrand Diagrams corresponding to the mixture model when separating
extreme values by time-horizon packages and by month on top and the initial predictions
at the bottom, for the time-horizons 8, 9 and 10 respectively.
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Figure 4.9: Talagrand Diagrams corresponding to the mixture model when separating
extreme values by time-horizon packages and by month on top and the initial predictions
at the bottom, for the time-horizons 11, 12 and 13 respectively.
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Figure 4.10: Talagrand Diagrams corresponding to the mixture model when separating
extreme values by boards and at right also by horizon on top and the initial predictions
at the bottom, for the 14th time-horizon.
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Case of the Extreme Values given by the 1st and 51st
rank
We will present here the results obtained when we consider as extreme values only the values
issues of the Ranks 1 and 51. The most important thing changing is the number of the extreme
values: 1129 against 3566 when we consider also the 2nd the 50th rank in the extreme values
data.

Horizon Rank 1 Rank 51 Rank 1 + Rank 51
5 67 93 160
6 58 68 126
7 52 64 116
8 42 65 107
9 46 51 97
10 54 57 111
11 51 52 103
12 52 56 108
13 51 49 100
14 46 55 101
All 519 610 1129

Table 4.7: If we consider as extreme values only the values coming from the rank 1 and
51 we will have the number of values in this table.

From the AIC point of view the best models is the 15th and the 16th. But even when we
choose the one less separating our data (the 16th) - by months, by ranks and by packages of
time-horizons- we still have certain classes with not enough data. We will have to go up to
the model 23rd to have enough data in all the classes for estimating the parameters of the
GEV distributions. The model 23 splits extreme values: by rank (1st and 51st) and by horizon
packages (5, 6, 7 ∈ PH1, 8, 9, 10 ∈ PH2, 11, 12, 13, 14 ∈ PH3)
When we compute all the scores we studied in the thesis, we notice an improvement from a
CRPS point of view and a loss from the RMSE point of view of the same order as from the case
where we considered the rank 2 and 50 as well as extreme values
The Talagrand Diagram (see Fig 4) was the reason we studied this case of extreme values selection
(1 and 51 ranks) but we notice the extreme right side of the diagram still has very little values
represented - this is why the case is only presented in the Appendix. This is also confirmed by
the quantile representation, Table 4.9.
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Horizon CRPSpot CRPSReli CRPS MAE RMSE R2
5 0.5859 0.0040 0.5899 1.248 1.683 0.968
6 0.7383 0.0031 0.7413 1.545 2.074 0.952
7 0.9062 0.0037 0.9098 1.880 2.493 0.932
8 1.0498 0.0026 1.0523 2.159 2.843 0.913
9 1.1794 0.0022 1.1816 2.397 3.127 0.897
10 1.2937 0.0023 1.2960 2.630 3.406 0.879
11 1.3762 0.0024 1.3785 2.796 3.617 0.867
12 1.4285 0.0036 1.4321 2.924 3.763 0.856
13 1.4761 0.0025 1.4786 3.001 3.847 0.848
14 1.4864 0.0025 1.4889 3.043 3.903 0.845

Table 4.8: The different scores by time-horizon, for the forecasts obtained when creating a
mixture model: BMM for the central part of the distribution and 6 different GEV functions
for the two tails and three horizon packages. We notice an improvement from a CRPS
point of view and a loss from the RMSE point of view of the same order as from the case
where we considered the rank 2 and 50 as well as extreme values.
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Figure 4.11: We consider as extreme values only the values issues of the Ranks 1 and 51.
From the AIC point of view the best models is the 15th and the 16th. But even when we
choose the one less separating our data (the 16th) - by months, by ranks and by packages
of time-horizons- we still have certain classes with not enough data. We will have to go
up to the model 23rd to have enough data in all the classes for estimating the parameters
of the GEV distributions. The model 23 splits extreme values: by rank (1st and 51st) and
by horizon packages (5, 6, 7 ∈ PH1, 8, 9, 10 ∈ PH2, 11, 12, 13, 14 ∈ PH3)
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Figure 4.12: On top: Talagrand Diagrams corresponding to the mixture model (when
the extreme values are those corresponding to the rank 1 and 51) indicated by the AIC
criterion (the first where we have enough values for all the classes to estimate the GEV
parameters). At the bottom, rank diagram for the initial predictions, for the time-horizons
5, 6 and 7 respectively. We remarque the same problem for the 51st rank, proofed also by
the Table of the right quantiles bellow.
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H Model Q1 Q99 Q2 Q98 Q5 Q95 Q10 Q90
5 Mixt .0240 .0000 .0438 .0078 .0602 .0233 .0985 .1061

MF .0363 .0493 .0583 .0843 .0781 .1117 .1323 .1768
6 Mixt .0240 .0048 .0370 .0192 .0569 .0418 .0960 .1180

MF .0309 .0357 .0535 .0617 .0748 .0816 .1276 .1564
7 Mixt .0247 .0000 .0515 .0089 .0638 .0268 .1208 .0933

MF .0254 .0377 .0494 .0597 .0734 .0879 .1290 .1599
8 Mixt .0151 .0014 .0309 .0206 .0467 .0412 .0968 .1120

MF .0192 .0357 .0405 .0536 .0659 .0769 .1312 .1477
9 Mixt .0151 .0055 .0323 .0227 .0495 .0515 .1031 .1134

MF .0234 .0289 .0467 .0488 .0701 .0742 .1271 .1478
10 Mixt .0144 .0069 .0330 .0275 .0509 .0453 .1025 .1093

MF .0282 .0296 .0509 .0502 .0702 .0729 .1279 .1472
11 Mixt .0117 .0062 .0289 .0220 .0502 .0468 .0970 .1191

MF .0255 .0248 .0434 .0496 .0654 .0695 .1246 .1342
12 Mixt .0110 .0090 .0289 .0227 .0482 .0468 .0964 .1274

MF .0269 .0310 .0455 .0475 .0654 .0723 .1198 .1357
13 Mixt .0159 .0021 .0372 .0172 .0524 .0420 .1006 .1116

MF .0262 .0241 .0496 .0482 .0669 .0731 .1165 .1289
14 Mixt .0200 .0014 .0490 .0207 .0648 .0414 .1145 .0931

MF .0221 .0283 .0434 .0524 .0593 .0731 .1214 .1345

Table 4.9: The quantiles 1%, 2%, 5%, 95%, 98%, 99%, for the initial MF forecasts and for
the mixture model. We are in the case where the extreme values are those corresponding
to the ranks 1, 51 and where the parameters of the GEV functions are computed separately
by and by rank and by package of time-horizons.
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