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Introduction

Dear reader, you might still remember from high school the way electrons are arranged
around an atom. In the Bohr model the electrons orbit around the atom nucleus (pro-
tons and neutrons) like the planets around the sun (Bohr, 1913). As in an antenna the
electrons are subjected to an acceleration, leading to the emission of radiation and thus a
loss of energy. Consequently the orbit radius is decreasing continuously until the electrons
hit the nucleus. This process happens in less than a second, but in reality the lifetime
of atoms is considerably longer. This contradiction was solved with the introduction of
quantum mechanics at the beginning of the 20" century, proposing an atomic orbital
model. Electrons are not described as particles any more within the framework of this
model. An orbital is assigned to each electron within which it can be found with a certain
probability. Each orbital is occupied by electrons whose energy adopts a discrete value.
The energies and orbitals can then be calculated by the time-independent Schrédinger
equation. Thus the orbital structure of each atom in the periodic table and even molecular
orbitals can be created.

But how can this structure be traced experimentally? The classical radius of an electron
orbiting around an atomic core is 0.53 A (1 Angstrom = 1A =10"1"m). The resolution of
a typical optical microscope is limited by the wavelength of visible light to several hundred
nanometers (1 nm =10""m) and is therefore insufficient. Owing to the wave-particle du-
ality of matter, particles can be used instead of electromagnetic waves, e.g. visible light,
for probing the sample of interest. Energetic electrons reaching low de Broglie wave-
lengths® (de Broglie, 1923) can resolve structures on the order of magnitude of several
Angstroms. The principle of the tunnel electron microscope is based on this idea (Knoll
and Ruska, 1932).

We chose a similar approach, also taking advantage of the short wavelength of ener-
getic matter waves. When atoms or molecules are subjected to a strong laser field
(1=10"W/cm?) an electron can escape by means of tunnel ionization. The wavefunc-
tion is thus split in two: a free electron wavepacket and a bound one. As the laser field
is oscillating, the free electron is accelerated and can be driven back towards the parent
ion. Both electron waves interfere with each other. The de Broglie wavelength of the
recolliding electron is on the order of magnitude of one Angstrom and constitutes thus a
sensitive probe for the orbital structure. Similar to an oscillating electron in an antenna,
the oscillating electron wave packet resulting from the superposition from the bound and
free wavefunctions creates a dipole emitting radiation: the high-order harmonics (McPher-
son et al., 1987; Ferray et al., 1988). The structural information of the probed orbital is

!De Broglie postulated matter waves and therewith introduced the concept of wave-particle duality.



encoded in the high harmonic spectrum that is measured in the experiment. This self-
probing scheme of electronic structure is a fundamental principle in this manuscript. It
has been first described by Corkum in terms of the three step model and demonstrated
by the tomographic reconstruction of nitrogen ground state orbital (Corkum, 1993).
The second question addressed in this manuscript is, how can dynamics in electron orbitals
be elucidated? The human eye is able to resolve movements on the timescale of ~0.04s.
At the end of the 19*® century Muybridge first tackled this limit by using a camera with
a fast shutter, taking pictures of a horse in motion. The time resolution was further
improved by Edgerton tracing a bullet passing through an apple, and finally topped by
tracing photons moving through space with a virtual slow motion camera (Velten et al.,
2012)2. Electrons are certainly not moving faster than light, this technique can however
not be applied in our case, remember a high spatial resolution is required. Indeed, as we
will see in the following the self-probing scheme combines the two, spectral and spatial
resolution.

High Harmonic Generation leading to Attosecond Time
Resolution

The basic mechanism of high harmonic generation (HHG) in atoms or molecules is de-
scribed in the three step model: First, a bound electron escapes in the strong laser field
through tunnel ionization. Second, the electron is driven away then accelerated back
towards the parent ion. Third the electron recombines radiatively with the parent ion. At
distinct times of the laser cycle, i.e. at different field amplitudes, the electrons follow well
defined trajectories. The recombination time and electron momentum are given by the
emission time of the electron (Shafir et al., 2012b). One photon is emitted per electron
with an energy corresponding to the electron’s kinetic energy plus the ionization potential.
These photons can be resolved spectrally, thus allowing a distinction between different
electron trajectories. The hole left behind after ionization moves during the time of flight,
influencing the electron density in the orbital. The interference of the returning electron
wavefunction depending on this orbital will thus be different. The electrons recombine
and emit photons at distinct times with distinct energies, such that different photons
correspond to different snapshots, encoding the electron-hole dynamics. Decoding the
information hidden in the high harmonic spectra is however challenging (Smirnova et al.,
2009a,b; Haessler et al., 2010). The time scale of the self-probing process is dictated
by the duration of a laser cycle and therefore pushed to the sub-femtosecond regime
(1fs=10"1s), i.e. to attoseconds (Las=10"1%s).

Besides the self-probing scheme high harmonic generation exhibits another important as-
pect which allows access to extremely short pulses: the extremely large spectrum. If
the phase is constant or linear over the entire spectrum (i.e. bandwidth-limited pulses),
the lowest possible pulse durations can be reached. This is not the case for HHG, the

2The video is very impressive: www.mit.edu/~velten/.



phase varies non-linearly with frequency, limiting the duration of the generated pulses.
Compression techniques can be used to decrase the pulse duration, the record being 63 as
in attosecond pulse trains and 67 as in isolated attosecond pulses pulses with respective
bandwidths of 83 eV and 75 eV (Ko et al., 2010; Zhao et al., 2012). Note that conventional
pulsed laser technology is far from reaching this time scale, their spectra being too narrow.
Recently it was possible to generate a 1.5 keV broad high harmonic spectrum, potentially
enabling the production of even much shorter pulse durations (Popmintchev et al., 2012).
Only further measurements will show. These pulses can be used in experiments for an
ultra-high time resolution, as the opening time of a camera shutter determines the time
resolution, the pulse duration sets this limit in an experiment (Krausz and Ivanov, 2009).

Outline: High Harmonic Generation taking the Road from Atoms
to Clusters

Chapter I: The basics of HHG are introduced for a single atom: the semiclassical three step
model (Corkum, 1993) and the quantum model (Lewenstein et al., 1994). These two the-
ories predict the main features of HHG, but still have drawbacks. At recombination they
neglect the ionic potential of the core. Therefore a third theoretical approach is presented:
Classical Trajectory Monte Carlo Quantum Electron Scattering Theory (CTMC-QUEST)
(Higuet et al., 2011). This theory, developped by Fabre and Pons, is tested on the Cooper
minimum of argon. This minimum originates from the atom'’s electronic orbital structure
and is observed in the harmonic spectra. A direct comparison between theory and exper-
iment can be drawn, allowing an outlook for the application of CTMC-QUEST in other,
more complex systems.

Chapter Il: As the orbital structure is well understood in the example of the argon atom,
we move on to small linear molecules, nitrogen and carbon dioxide. Under experimental
conditions this is not as trivial any more. As HHG is performed in a gas jet, the orienta-
tion of the molecules is arbitrary in this macroscopic target. Molecular alignment by laser
pulses is however well established, which allows us to break this isotropy (Lavorel et al.,
2000; Rosca-Pruna and Vrakking, 2001). Still the alignment distribution, i.e. the degree
of alignment, crucially depends on the rotational temperature of the molecules in the gas.
An Even-Lavie jet allows us to reach very low temperatures with an excellent alignment
distribution meeting also a crucial condition for efficient HHG: a high gas density. Owing
to the good alignment we are able to resolve the shape resonance in nitrogen recently
predicted by (Jin et al., 2012). Furthermore another feature is observed depending on
laser intensity and might thus be assigned to a dynamical behaviour originating from the
interference of lower lying orbitals. This type of minimum is well established in carbon
dioxide (Smirnova et al., 2009a) and shows a dependence on the alignment distribution
in our measurements. Further details are resolved for high harmonic spectra from carbon
dioxide taken at different alignment angles. These experiments were performed in collab-



oration with Harvey, Smirnova and lvanov who will perform further calculations for the
interpretation of our results.

Chapter Ill: In a next step a more complicated, namely non-linear molecule is studied:
nitrogen dioxide. This molecule does not only play an important role in atmospheric
chemistry but has also arisen much scientific interest. The photodissociation and the
fs-relaxation between two potential energy surfaces (PES) is studied in this molecule with
a sophisticated method: HHG combined with transient grating spectroscopy (Mairesse
et al., 2008c). The experiments were performed in Ottawa and Bordeaux in collabora-
tion with Wérner, Bertrand, Villeneuve and Corkum. The results obtained in Ottawa
and Bordeaux are in agreement concerning the photodissociation of nitrogen dioxide on
a picosecond timescale. The fs-dynamics observed in Ottawa are assigned to a popu-
lation transfer between the two PES (Worner et al., 2011). The experimental results
from Bordeaux reveal a transient behaviour that is different however (Ruf et al., 2012).
For getting a deeper understanding Halvick performed simulations based on trajectory
surface hopping. The comparison between calculation and experiment leads to a different
interpretation: oscillations of the bending wave packets and the coupling between the two
PES is responsible for the fs-dynamics.

Chapter IV: A major effort was invested in this chapter of the thesis. It was initiated
by the ambiguity on the nature of the generation media in a cold carbon dioxide gas jet:
What is the contribution of clusters to HHG in strongly aligned molecules? Clusters are
also considered as a promising light source, showing higher emission frequencies (Donnelly
et al., 1996; Vozzi et al., 2005b). The exact mechanism of HHG remains still debated.
We performed a detailed experimental study of HHG from clusters, which aimed at dis-
entangling the harmonic signal from clusters and identifying the mechanism at play. The
2D spatio-spectral resolution of the harmonic signal allowed the identification of a region
corresponding to emission from clusters. Furthermore we were able to assign a recolli-
sional recombination mechanism to HHG from clusters (cluster-to-itself): ionization from
and recombination to a delocalized electron cloud in the cluster. A crude model was
developped which finally allowed an estimation of the electron correlation length within
such an electron cloud.

The End: A Table-Top XUV Light Source

Chapter V: The last chapter summarizes the planning, construction and first analysis of a
XUV beamline provided by HHG. Therefore a new vacuum chamber had to be designed
fulfilling the following criteria: spectral selectivity between harmonic 9 and harmonic 17,
low budget, a photon flux of 10° on target per pulse and harmonic and an easy switching
between different setups. In order to meet these conditions the following three setups
meeting different requirements were installed: First the high harmonic spectrum can



easily be imaged on the MCPs. Second the full harmonic spectrum can be used as a
probe employing metallic filters for a spectral selection. Third a grating monochromator
can be utilized for selecting single harmonic orders. The first setup allows us to continue
experiments in the self-probing scheme whereas the last two permit to perform fs-XUV
spectroscopy in a velocity map imaging (VMI) spectrometer (Handschin, 2012).






1. Paving the Road towards High Harmonic
Generation

Since the observation of first high-order harmonic spectra in gases (McPherson et al.,
1987; Ferray et al., 1988) until today, high harmonic generation (HHG) has demonstrated
its importance, opening a door to the field of attosecond science. HHG is generally
obtained by focusing an intense femtosecond laser pulse (=~ 10'* W/cm?) in a gas. The
bandwidth of the emitted spectrum can reach up to 1.6 keV allowing transform-limited
pulse durations of 2.5as (Popmintchev et al., 2012). The radiation is coherent, has a
limited divergence angle (2 mrad-12 mrad) and a well defined polarization. The attosecond
pulses are emitted in form of pulse trains (Paul et al., 2001), but isolated pulses can be
extracted (Goulielmakis et al., 2008; Feng et al., 2009; Ferrari et al., 2010; Vincenti and
Quéré, 2012). The spectrum shows an evenly spaced frequency comb corresponding to
the odd high harmonic orders of the fundamental laser frequency. In contrast to second
order harmonic generation in solid state materials (Franken et al., 1961), HHG cannot
be treated by a pertubative theory. Only the lowest harmonics strongly depend on the
order of the multiphoton process wheras the conversion efficiency is almost constant in
the plateau region (Ferray et al., 1988; Li et al., 1989). Finally the signal drops down
dramatically in the cutoff region.

A Pertubative
Regime

Plateau

Cut-off

Intensity

2(4)()

SO L

Frequency

Y

Figure 1.1.: Typical structure of a high order harmonic spectra generated in a gas (figure
adopted from (Higuet, 2010)).

HHG is also a spectroscopic tool as it is possible to extract structural and dynamical
information on the emitting medium from the properties of the harmonic radiation. Indeed



1. Paving the Road towards High Harmonic Generation

the molecular orbital of nitrogen was imaged by decoding the spectrum of the emitted
VUV light (Itatani et al., 2004). This experiment triggered the tomographic reconstruction
for other molecules. Also the phase (Smirnova et al., 2009a) and the polarization state
(Levesque et al., 2007; Mairesse et al., 2008b) of the harmonic emission contain important
information for the investigation of more complicated systems. Extreme non-linear optical
spectroscopy (ENLOS) has transferred the techniques applied in conventional nonlinear
spectroscopy to HHG.

This chapter summarizes the relevant and most important aspects of HHG in atoms. The
fundamental process of HHG is explained in semiclassical approach and can be successfully
complemented by a quantum mechanical description. To start with, both theories will
be shortly presented, introducing the key parameters and a discussion on the related
approximations. A third new theoretical approach, combining quantum rescattering theory
and a statistical description, taking into account the ionic potential of the core neglected
by the other two. Classical trajectory Monte Carlo quantum electron scattering theory
(CTMC-QUEST) is finally applied in a first experiment. After a short presentation of
the experimental setup the observation of the Cooper minimum (Higuet et al., 2011) is
demonstrated and compared to results from CTMC-QUEST.

1.1. Motivation: Extreme Non-Linear Optical Spectroscopy

Before presenting the theoretical background of HHG the concept of extreme non-linear
optical spectroscopy (ENLOS) is introduced. HHG can be used as a spectroscopic tool
to extract structural and dynamical information of the emitting medium from the prop-
erties of the harmonic radiation. The exploited feature is the recollision mechanism in
the last step of HHG (self-probing scheme). Owing to the wave-particle duality of matter
the recolliding electrons can be considered as matter waves. The de Broglie wavelength
Agp is attributed to the electron: A\yg = h/p, where h is the Planck constant and p the
momentum of the particle. Recolliding electrons leading to the emission of harmonic 31
(fundamental wavelength: 800 nm) are assigned to a de Broglie wavelength of 2 A. The
order of magnitude of the recollision wavelength indicates that these matter waves can
probe the structure of atomic and molecular orbitals.

In the self-probing scheme the recolliding electron wave packet interfers with the wave-
function of the parent ion. Similar to an oscillating electron in an antenna, the oscillating
electron wave packet creates a dipole moment which emits radiation, the high-order har-
monics. The structural information of the probed orbital is encoded in the high harmonic
spectrum. A great breakthrough was the tomographic reconstruction of the highest oc-
cupied molecular orbital (HOMO) of nitrogen (ltatani et al., 2004). This experiment
proved to be the herald of ENLOS. As depicted in figure 1.2 this technique can be used
in combination with pump-probe spectroscopy for resolving dynamical information (Wag-
ner et al., 2006). Electrons with different momenta recollide at different times, so that
each emitted harmonic order corresponds to a different snapshot. The observation of
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1.2. Three Step Model

hole dynamics with a subfemtosecond resolution was proposed, first steps were under-
taken in carbon dioxide (Smirnova et al., 2009a,b) and nitrogen (Haessler et al., 2010).
Mairesse and coworkers transferred other techniques from nonlinear spectroscopy to the
extreme nonlinear optical regime such as: polarization-resolved pump-probe spectroscopy
(Levesque et al., 2007; Mairesse et al., 2008b), transient grating spectroscopy (Mairesse
et al., 2008c) and high harmonic interferometry (Smirnova et al., 2009a).

At Target —
| S—— Medium oL Harmonic spectrum
‘ XUV Grating
‘ fs-1R m
Probe "ulse -
L
VUV light

Extreme Non-Linear
Optical Spectroscopy

Electron
Wavepacket

Figure 1.2.: Scheme for extreme non-linear optical spectroscopy. HHG is used in a self-probing
scheme.

1.2. Three Step Model

A first simple model of HHG, called the three step model (Corkum, 1993; Schafer et al.,
1993), was suggested six years after the first observation of high harmonic spectra in gases.
It does not only provide a phenomenological understanding of many observations but very
often also shows a good quantitative agreement. Most importantly, it disentangles the
basic mechanisms at play allowing a more distinct treatment of HHG. The three steps are
shown in figure 1.3:

1)  The strong electric field bends the atomic potential and the electron tunnels through
the potential barrier.

I1) The electron is accelerated and driven back to the parent ion as the electric field
reverses.

II1) The electron recombines radiatively with its parent ion through emission of a photon.

1.2.1. First Step: Tunnel lonization

When exposing an atom to a strong electric field, the most affected electrons by the
electric field are the valence electrons. In a first approximation, only the outermost
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1. Paving the Road towards High Harmonic Generation

P
\//

Acceleration in Recombination and
the Laser Field Emission of a Photon

Tunnel Ionisation

Figure 1.3.: The three step model.

electron will be considered in an effective atomic potential. The interaction of this bound
electron with a linear polarized laser field £ = FE1u, can be described by the following
potential !:

V(z) =W(z)+ E(t)r = _iiff + Eyz cos wyt (1.1)

where V; is an effective ionic potential with a spherical symmetric potential with effec-

tive charge Z.¢¢. The electric field is oscillating with a period of Ty = 27 /wy (typically

2.67fs for a titanium-sapphire laser (Ti:Sa-Laser) at Ay = 800 nm). The three different
cases in figure 1.4 only depict a snapshot at an extremum of the electric field.

In the presence of the external field, a barrier is created in the direction of the field.
When the field is strong enough the height and the width of the barrier are small enough
and an electron wave packet can tunnel through the barrier. As the tunnel probability
depends exponentially on the field strength, tunnel ionization will mostly occur near the
extrema of an oscillating laser field. But this picture holds, if the barrier can be considered
as quasi static during the escape time of the tunneling electron. The Keldysh parameter
v (Keldysh, 1965; Reiss, 1980) is the parameter dicriminating between different ionization
regimes given by:

= o (1:2)

20,
with the ponderomotive energy U, = FEZ2/4w?2 o IX?. The ponderomotive energy
relates to the mean quiver energy which an electron initially at rest acquires during one
laser cycle. The tunneling condition is fulfilled when ~ < 1 corresponding to a situation
in which the laser frequency wy is relatively low and the field Ej relatively strong. This

Ln atomic units.
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V(x),

Figure 1.4.: Coulomb potential Vj(x) without electric field (dotted line), in the tunnel-
ionization regime (solid line) and in the BSl-regime (dashed line).

condition can also be understood in connection with the classical tunneling time ;-
This is the time a classical particle needs to cross the barrier assuming that a direct
passage through the barrier is allowed. The following relationship can be established
(Keldysh, 1965):

Y= Wottunnel (1 3)

Now the tunneling condition can be simply understood as v = wotunne << 1 implying
that the barrier remains quasi static during the tunneling process. If v > 1 tunneling
still takes place but becomes inefficient and another mechanism takes over. As the
ponderomotive energy decreases v >> 1 this descripiton is no longer valid (Mével et al.,
1993). One speaks of the multi-photon regime of ionization: the electron is taking the
vertical ionization channel, it is shook up between the potential walls (Ivanov et al., 2005).
Considering a typical experiment (A=800nm, |=10'W/cm?) in krypton one obtains
v=1.08. A Keldysh parameter around one still affirms tunnel ionization even though the
barrier moves slightly during this process.

The tunnel ionization rate I' ypx was first calculated by Ammosov-Delone-Krainov and
depends exponentially on the field strength and the ionization potential (Ammosov et al.,

1986):

—5.65,/13
Capi(t) oc I, exp (SE(XZ) (1.4)
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1. Paving the Road towards High Harmonic Generation

The total probability of ionization p is calculated by integrating over the pulse duration
of the electric field:

p=1—exp < — /+Oo F(t)dt) (1.5)

—o

When increasing the laser intensity, the ionization probability increases exponentially.
When the probability reaches the value of one, the atom is certainly ionized after the
passage of the laser pulse. In other words saturation intensity is reached. Saturation
intensity depends on several parameters such as pulse duration and spatial profile. Satu-
ration intensity can be very well reached at the center of the beam, but not at the border.
Saturation only affects HHG if the intensity is reached in a significant volume of the
macroscopic medium. Also a pulse with relatively low peak intensity but long duration
can significantly saturate a medium. This means that the medium is continuously ionized
between the beginning and the end of each laser pulse. Pulses with the same maximum
intensity containing less laser cycles, i.e. shorter pulses, will not reach saturation intensity
in the same conditions. Saturation intensity is increasing with decreasing pulse length.

(@) B

z
(&) °
NG ——

— Low field limit

270°

Figure 1.5.: Orientation of the orbital lobes leads to (a) suppression of ionization or to (b)
enhanced ionization. (c) Tunnel ionization rate of CO2 molecule with respect to
its orientation to the electric field for low and high strength of the ionizing dc
electric field (figure adopted from (Murray et al., 2011)).

In case of molecules, orbitals are spherically asymmetric and the ionization rate strongly
depends on the orientation of the molecular axis relative to the polarization of the electric
field (Murray et al., 2011). Figure 1.5(a) and 1.5(b) depicts the schematic orbital structure
of the ground state of the CO, or the O3 molecule. If the polarization direction constitutes
a symmetry axis between the orbital lobes of inverse sign, ionization will be strongly
suppressed (Muth-Bohm et al., 2000; Tong et al., 2002). Indeed, the contributions of
each lobe have a 7 phase difference and thus interfere destructively. If the orbital is rotated
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1.2. Three Step Model

by 45° ionization is not suppressed any more. This is a great difference to atoms, the
quantization axis is imposed by the symmetry axis, and not by the polarization direction.
For a typical non aligned sample, ionization is suppressed for a significant amount of
molecules. This leads to an on average higher harmonic cutoff because higher intensities
can applied till saturation of the entire sample is reached (Shan et al., 2002; Wong et al.,
2010).

Right after tunneling, the electron velocity along the field direction v is zero as it has
lost all its kinetic energy during the process. In the regime of tunnel ionization the initial
velocity distribution transverse to the polarization of the electric field varies with the
tunneling time t;uune. The width of the initial velocity distribution is approximated by
the width of the electron wave packet (v, ) (lvanov et al., 2005):

ID(UL) - 77Z)(0) exp(_vittunnel/Z) (16)

This equation simply states that a short tunneling time leads to a strong transversal

spread of initial electron velocities after tunneling. The electron tunnels out in the direc-

tion the potential is lowest. It is blocked on the sides by the higher potential which acts

as a wall. The electron wave packet is diffracted from this boundary, which are closer

when the tunneling time is short. The spatial spread of the electron wave packet after
tunneling is obtained by the Fourier transform of this expression.

If the electric field overcomes a certain threshold Ey > Epg, the electron will imedi-
ately escape the potential. This case is also known as Barrier Suppression lonization
(BSI) (Augst et al., 1989); a situation which refers to an ionization probability of one
when the saturation intensity of an atom is reached. The potential barrier maximum is
at a distance of xg = \/Z.;/E lowered to V(z9) = —2V/E = —1I,. Assuming that
Zesr = 1 one can now calculate the field strength and the saturation intensity. Table
3.1 shows ionization potentials and saturation intensities calculated form the BSI-model
for the rare gases and are compared to some experimental values. The BSIl-model clearly
overestimates saturation intensity at a pulse duration of 50 ps. As laser pulses become
shorter the saturation intensities of the BSI-model are reached.

I? I#
FEpg = Zp Ips = % Ips [W/em?] = 4.02 x 10°) [eV] (1.7)

1.2.2. Second Step: Electron in the Continuum

Within the context of the strong field approximation (SFA) the Coulomb potential of the
atom is neglected. Therefore, once the electron has overcome the barrier its motion in
the continuum is driven by the linearly polarized laser field. The electron motion obeying
the electric field is treated classically.

According to Newton's second law of motion the force acting on a free electron is simply:
F(t) = E, cos(wot) leading to the equation of motion:
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Gas | I,(eV) | theo. Isp(10"W/em?) | exp. Isp(10"W/cm?)
Helium | 24.59 14.67 6.2
Neon 21.56 8.69 4.1
Argon 15.76 2.48 0.3
Krypton | 14.00 1.54 0.25
Xenon 12.13 0.87 0.12

Table 1.1.: lonization potentials (Haynes, 2007) and saturation intensities of rare gases. The
theoretical values are calculated from equation 1.7 assuming the BSI model. The
experimental values were measured with a 50 ps laser pulse at a wavelength of
1.064 pum (L'Huillier et al., 1983).

&(t) = —E, cos(wot) (1.8)

This second order linear ordinary differential equation with its initial conditions @(¢;) = 0
and z(t;) = 0 can be easily solved analytically. &(t;) = 0 can be justified that after having
tunnelled through the barrier, the electron has lost all its kinetic energy. The second
condition simply neglects the distance of several A between the nucleus and the location
of birth in the continuum. The succesive integrations of equation 1.8 give:

z(t) = —fg[sm(wot) — sin(wot;)] (1.9)
x(t) = fg[cos(wot) — cos(wot;)] + f: sin(wot;) (t — t;) (1.10)

Figure 1.6(a) shows the electron trajectories following equation 1.10 with respect to
the ionization time. Electrons that are emitted before the field maximum (i.e. -0.67 fs <
t; < 0fs) will not return to the parent ion: When the electric field inverses the electron
can not be decelerated to zero velocity and will veer away from the point of birth in the
continuum. Then again if the electron is born in the time interval 0fs< t; < 0.67fs
the electrons will be accelerated back towards the parent ion. At a laser intensity around
| = 10" W/cm? the longest trajectories are born at t;=0 and will move 2nm away from
their origin before returning. Still the recollision energy is very low as shown in figure
1.6(b). The electron with the highest recollision energy is emitted at t;=0.13fs with a
recollision energy of 3.17U,. Its trajectory refers to the cutoff trajectory.

The electron trajectories can be classified into two groups: long and short. Figure 1.7(a)
shows that to each ionization time belongs a recombination time. Even though the time
of flight can be very different for these trajectories, a pair of trajectories (short and long)
can be found for recollision energies below 3.17U,. Short (long) electron trajectories
refer to electrons that are emitted at 0.13fs>t,>0.67fs (0fs>t;>0.13fs). The earlier
an electron is emitted during a laser cycle, the longer it will remain in the continuum
till recombination (figure 1.7(b)). During the time of flight the hole left behind in the
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Figure 1.6.: (a) The electron trajectories are calculated for a laser intensity of | =10'* W/cm?
with a carrier wavelength centered at A=800nm. Trajectories are plotted for
different ionization times. The oscillating laser field is displayed in bottom figure.
The kinetic energy of electrons while recolliding with the parent ion is strongest
for the red and weakest for the blue trajectories. (b) This kinetic energy is shown
for each electron trajectory. The maximum kinetic energy is obtained at 3.17 U,,.
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Figure 1.7.: (a) A different recombination time (red) is attributed to each ionization time
(blue). For each energy recollision energy below 3.17 U,, a couple of short and long
trajectories can be identified. (b) The ionization time of an electron, determines
its time of flight 7.

ion acquires a phase shift which is proportional to the electron travel time 7, and the
ionization potential difference between the considered state and the ground state of the
atom A/, (Kanai et al., 2007):

Ap, = AL, (1.11)

where 7, is the channel-average time delay between ionization and recombination also
know as time of flight. This phase is imprinted on each harmonic order ¢ and permits
to resolve different ionization channels at play in molecules (Smirnova et al., 2009b) or
interferences of high harmonic emission in mixed atomic gases (Kanai et al., 2007).
Up to now only a linearly polarized laser field has been considered. What happens in the
case of circularly or elliptically polarized fields? The electrons would clearly miss their
parent ion, but not if they already had a certain transverse velocity at their birth what is
indeed the case as stated in equation 1.6. When returning back to its origin the electron
distribution is widespread due to their initial transverse velocities.
In terms of quantum mechanics this effect can also be described by the intrinsic dispersion
of an electron wave packet. The dynamics of a free electron wave packet is governed by
the Schrédinger equation. Such a wave packet can be written as a superposition of plane
waves e** (Cohen-Tannoudji et al., 1998): The Schrédinger equation in Sl-units for a
free electron with mass m,, is as follows:

9 2
i () = (- 2m€V2>z/;(F,t) (1.12)

The waves have a dispersion relation of a free electron: w(k) = % The group and
phase velocities are respectively given by:
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hk hk
vy = — (1.13)

K9} =
2me M

p

This is an interesting result as it shows that these two velocities are fundamentally
different. Indeed an electron with the classical momentum p = hk moves with the
group velocity v,. However the phase velocity is only half as fast as the group velocity
this implicates an intrinsic spread for a free electron wave packet. Indeed an important
transverse spread of the electron wave packet needs to be taken into account. The
transverse width (1/e?) of the electron wave packet given in equation 1.6 will change
during its time of flight 7 as follows (Cohen-Tannoudji et al., 1998):

Aw(t) = /27(1 4+ t2/72) (1.14)

Note that the smaller the width of the initial wave packet the stronger it will spread
and vice versa. The probability density of the electron wave packet spreads proportionally.
The right side of equation 1.14 has to be multiplied by a factor of /2 for obtaining the
width.

1.2.3. Third Step: Recollision with its Parent lon

As the electron recollides with the parent ion several processes can be realized (Corkum,
1993). In high order Above-threshold ionization [ATI] the electron can scatter elastically
with the ion. Thereby it will be dephased and can gain energy from the laser field
extending the AT spectrum (Agostini et al., 1979; Paulus et al., 1994). Laser induced
electron diffraction (LIED) measuring elastically scattered electrons has recently been
used for the spatio-temporal imaging of molecules and their nucleii (Meckel et al., 2008;
Blaga et al., 2012). Nonsequential double ionization (NSDI) may also occur when the
electron scatters inelastically with the parent ion. The recolliding electron loses part of its
kinetic energy. This energy serves to remove another electron from the parent ion which
will be doubly ionized (Fittinghoff et al., 1992; Walker et al., 1994).

The electron may also recombine with the parent ion leading to the emission of photons in
the VUV/XUV range with a maximal conversion efficiency of up to 107 (Hergott et al.,
2002). The energy of the emitted photon corresponds to recollision energy of the photon
plus the ionization energy released when recombining: @ (t,)?/2 + I,. Thus the maxium
energy of those photons is 3.17U, + I, as mentioned in the latter section. This cutoff
law has also been verified empirically on the eve of HHG (Krause et al., 1992).

There are two important properties that can be deduced from the three step model: pulse
duration and polarization of the emitted harmonics. The radiative recombination takes
place on a time scale of less then 2.6fs imposing a short duration of this emission. It
occurs on a fs/sub-fs time scale namely in the range of attoseconds (as), a new limit that
had never, with whichever technique, been obtained before (Paul et al., 2001; Hentschel
et al., 2001; Mairesse et al., 2003; Tzallas et al., 2003). The second property that can
also be extracted from the three step model is the state of polarization of the high
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harmonic emission. As momentum needs to be conserved, the polarization between the
absorbed and emitted photons are strongly correlated. High harmonics generated in a
linear polarized laser field are themselves linearly polarized (Antoine et al., 1997).

An important aspect of HHG is the symmetry of the process. Recalling the nonlinear 2™
order polarizability P®(ws;) (Milonni and Eberly, 1988) in the pertubative regime one
yields, using the Einstein summation convention:

Pi(Z) (w3) = eoxz(?,)f(—wg,wl,wz)Ej(Wl)Ek(W) (1.15)
with x® the 2™ order susceptibility tensor, w; and w- the angular frequencies of the
two input photons and w3 the angular frequency of the photon which is generated. In
the case of 2™ order harmonic generation the relationship between the frequencies is as
follows w; = wy = w3/2. It is easy to show that for materials with inversion symmetry the
following statement holds: P{* (w3) = —PZ-(Q)(wg) what can only be fulfilled if P?) = 0.
This identity can be generalized for higher orders n: P(*®) = 0. In other words this means
that one cannot observe nonlinearities of even order in gases, fluids and crystals with an
inversion symmetric order. However consider that effects of y***1) and (> always play
a role on boundary surfaces.
Randomly aligned gases are inversion symmetric. In a macroscopic generation medium
one will always find an inversion symmetric pendant for HHG, such that harmonics of even
order are suppressed in the spectrum in the pertubative regime. Also in non-pertubative
regime only odd harmonics are present. This phenomenon can be understood in the
following context: HHG takes place every half laser cycle. With the reciprocity of the
Fourier transform, a harmonic spacing of twice the fundamental frequency is expected. As
the process changes sign every half cycle the even Fourrier components of the frequency
spectrum turn out to be zero.

1.3. Quantum Model of High Harmonic Generation

The semiclassic model explains the basic steps of HHG even delivering a cutoff law
3.17U, + I, which is in good agreement with experimental observations. Even phase
information of the harmonic field can be deduced from this model as it explains well
that electrons of different energy return at different times during the laser cycle. Figure
1.8 shows however that ionization times of the classical model do not agree with the
measured ionization times (Shafir et al., 2012b). The experimental data rather strongly
supports the quantum model. Thus the story needs to be wrapped up in the following
way: "Part of an electron wavefunction in the ground state of an atom leaves it by means
of tunnel ionization and propagates in the continuum. When returning the free electron
wavefunction overlaps with the initial wavefunction inducing a dipole which emits high
harmonic radiation." This kind of description does not only need a different theoretical
framework but will also lead to new insights to HHG. A first analytical solution of this
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problem was proposed by Lewenstein and coworkers and is today referred to the strong
field approximation (SFA) (Lewenstein et al., 1994; Keldysh, 1965).
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Figure 1.8.: lonization and recollision times determined from the experimental measurement
(red dots) with associated uncertainty (pink areas). lonization and recollision
times according to the classical (grey) and quantum model (black) are shown for
matters of comparison (figure adopted from (Shafir et al., 2012b)).

1.3.1. The Strong Field Approximation

The starting point for describing a single electron bound to an atom in an oscillating
electric field is the time dependent Schrédinger equation (TDSE) of this system:
iﬁwéz,t) = |- ;VQ + Vo(F) + FE()|¢(Ft) (1.16)
with Vy(7) the atomic potential and E(t) the electric field strength. Multielectron
interactions shall be neglected. Only one electron interacting with the laser field and the
atomic potential shall be considered. This refers to the single active electron approxima-
tion (SAE) (Keldysh, 1965). For systems such as alkali metal atoms this approximation
is very intuitive. For rare gases the situation is different, the approximation is only valid
when the photon energy of the fundamental laser field is much smaller than the ionization
potential (Schafer, 2009; Kulander et al., 1992). A numerical solution of the TDSE is
possible with today's processing power. However the analytical solution, which has been
made feasible by the SFA, gives deeper insights in the physical process of HHG.
Within the scope of the SFA, the following assumptions are necessary:

1) In order to ensure the horizontal ionization channel (tunnel ionization) v < 1 is
sufficient. This assumes a low frequency of the laser field and a strong laser field.
Only the ground state of the atomic/molecular system is considered.

I1) The electron in the continuum is unaffected by the Coulomb potential and only the
interaction with the laser field is taken into account. The electron is assumed to
be free in the continuum.
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I11) Depletion of the ground state is neglected.

These assumption are partly conflicting. On the one hand the field has to be quite
strong U, > I,,, but on the other hand I < I, has to be fulfilled. This results in a well
defined intensity regime for HHG.

The first step of solving the Schrodinger equation 1.16 can now be done by making the
following Ansatz:

W(7 ) = el {a@)% + d?fa(ié,we“ﬂ (1.17)

with a(t)1 the ground state and the second term corresponding to small perturbation
of the initial state. The expansion of this perturbation is written in a basis of plane waves
what is a justified approximation if the Coulomb potential of the atom is neglected. The
dipole moment 7(t) = (Y(7,t)| 7 |t)(7,t)) can then be expressed as (Lewenstein et al.,
1994; Chang, 2011):

t
— . 3= Tk iS(ELt)
£) = —@/0 dtz/d 7 &g ST B, 10, (1.18)
propagation N~
recombination ionization
with S the classical action, A the vector potential (E = —9A/dt) and {7 the canonical

momentum. The beauty of this result is that it can be interpreted in terms of the three
step model:

I) lonization: The electron is transferred to the continuum state |+ A(t;)) with canon-
ical momentum p{(¢;) at time ¢;. The probability of this transition is E(t;)d;, i,

whereas the dipole matrix element is written as: J];—',-/Y(ti) = (F+ At;)| 7 |to).

I1) Propagation in the continuum: Equivalent to Feynman's path integral formulation
the electron acquires a phase proportional to the classical action S:

St ts) = — /tj [W v 1] (1.19)

I11) Recombination: At time ¢ = ¢, the electron recombines with the accumulated mo-
mentum (p4A(t;)) with a transition amplitude given by: d;rﬁ(t-) = (Yo| 7|p+ A(ts)).

Note that the form of the dipole operator is not irrelevant. Length, velocity and
acceleration can give different results and remain to be debated. With the dipole moment
in length gauge the harmonic spectrum can now be calculated by applying the Fourier
transform to equation :

+00 . +o00 tr N .
M) = [ dterttdet = [t [T [ @5l bp e 00 (1.20)
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with the dipole phase

qu(tmtiaﬁ) = thr + S(ﬁ7tr7ti) (1'21)
and the amplitude of each contribution b(t,t;, 7) = ci;g(t)ﬁ(ti) _;7+E(ti)'

1.3.2. Saddle-point Approximation

The phase S acquired by the electron in the continuum corresponds to the classical action
and can be interpreted in terms of Feynman's path integral formulation (Salieres et al.,
2001). In contrast to classical mechanics this formalism allows all possible paths in the
space-time plane, even if they are classically forbidden (Sakurai, 2005). It turns out how-
ever that only paths closest to the classical one survive in this formalism. The integrand
e oscillates strongly such that trajectories from neighbouring paths cancel each other
out. The path that satisfies 05 = 0 provides the dominant contribution. According to
Hamilton's principle the trajectory which fulfills this condition corresponds exactly to the
classical path.

Also in the case of HHG the components of equation 1.20 which survive fulfill §(S(pt,t;)+
wytr) = 0. When applying Hamilton's principle in this context equation 1.21 has to be
differentiated with respect to p, t, and ¢; what then lead to the saddle point equations.

(7 + g(tz))2 I, =0 (1.22)
/tt dt (7+ A(t)) =0 (1.23)
(P + Alt))? T A (1.24)

\)

These equations can be interpreted with respect to the three step model, each step can
be identified by one of them:
Equation 1.22 states that the sum of kinetic energy and ionisation potential is zero at the
time of ionisation ¢;. This results in a negative kinetic energy of the electron which can
be justified by tunnel ionization when allowing complex valued emission times ¢;.
Equation 1.23 shows that the electron returns to its origin. In other words its trajectory
is closed: [," dtv = 0.
Equation 1.24 implies conservation of energy. The energy of the emitted photon is exactly
equal to the energy released by the recolliding electron. The saddle point equations are
also used for calulating the dipole phase which is an essential parameter depending on
the action S and the harmonic order q. A calculation performed by Varju and coworkers
(Varju et al., 2005) shows that the dipole phase changes linearly with laser intensity
(figure 1.9)(a). Moreover the slope depends on the type of trajectory and converges for
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1. Paving the Road towards High Harmonic Generation

the cutoff as depicted in figure 1.9(b). This slope is characterized by the o parameter.
First experimental measurements of the dipole phase (Mauritsson et al., 2004; Corsi et al.,
2006) uncovered the same trend as predicted in the calculations:
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Figure 1.9.: (a) The dipole phase of harmonic 19 in argon calculated for short (solid line) and
long trajectories (dashed line). (b) Variation of the dipole phase with harmonic
order, for long (dashed line) and short trajectories (solid line) (figures adopted
from (Varju et al., 2005)).

1.3.3. Quantum mechanical Cutoff Law

The exact cutoff law actually differs from the classical cutoff law I, + 3.17U,. This is
mainly a consequence of two effects that are not considered in the classical picture. Firstly,
due to the complex emission time, the electron is not born exactly at the position of the
parent atom. The electron tunnels out of a non zero distance. As the electron recollides
it acquires an additional kinetic energy as it covers an additional distance. Secondly
due to the intrisic dispersion of an electron wave packet the kinetic energy averages and
diminishes the latter effect. These two effects need to be considered as they lead to
a higher kinetic energy of the electrons. The quantum mechanical cutoff is as follows
(Lewenstein et al., 1994):

(h)mae = F(1,/U)I, + 3.17U, (1.26)

where F'(1,/U,) is a corrective factor. Figure 1.10(a) shows the dependency of the
corrective factor. Figure 1.10(b) compares the quantum mechanical cutoff law and the
classical cut-law. The exact quantum mechanical law fulfills the criteria for the cutoff
much better.

24



1.4. Classical Trajectory Monte Carlo Quantum Electron Scattering Theory

1.5 107" - . T
0 10k
145 1 10 'sk

317U+,

F1,/0,)
2 (a.u.)

T N N T SO S N Y B Y B B0 B |

31704,

O rrTTT

] 0 A A b 1 ] I

) 2 3 4 25 50 75 100
Harmonic order 2M+1

/Y

N
v

Figure 1.10.: (a) The corrective factor as a function of I,,/U,. It reaches a value of 1.32
for I,/U, = 0. (b) Calculated spectra showing the harmonic strength of the
Fourier component of the dipole moment. The quantum mechanical cutoff law
is more acurate than its classical pendant (figures adopted from (Lewenstein
et al., 1994)).

1.4. Classical Trajectory Monte Carlo Quantum Electron
Scattering Theory

The three step and the Lewenstein model have two drawbacks. First of all both neglect the
influence of the ionic potential during the time of flight of the free electron. Additionally
they cannot reproduce spectral structures such as the minimum observed in figure 1.11.
This Cooper minimum was first observed in the XUV photoionization of argon (Cooper,
1962). It originates from the zero dipole moment between the p ground-state wave
function and the d wave function of the photoionized electron. It took almost 20 years
since the first observation of this minimum in HHG (Wahlistrom et al., 1993) to its
satisfying modelling (Worner et al., 2009; Higuet et al., 2011). Existing theories had to
be modified or even be recreated as presented in the following.

In a recent work a quantitative rescattering theory (QRS) for HHG partly considering
the ionic potential in the recombination step has been proposed for atoms and molecules
(Le et al., 2009). For this purpose a model system assuming an effective charge has been
developped, showing coherent results both with SFA and TDSE calculations. Furthermore
this theory states, that the high harmonic spectra can be expressed as a product of the
electron flux recombining with its parent ion and the recombination probability.

In this context a semiclassical theoretical approach to HHG has been developped by Fabre
and Pons (Higuet et al., 2011): Classical Trajectory Monte Carlo Quantum Electron Scat-
tering Theory also referred to as CTMC-QUEST. It does not only take into account the
influence of the Coulomb potential but is also the first theoretical tool which handles
below threshold HHG appropriately (Botheron and Pons, 2009; Soifer et al., 2010). This
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Frequency

Figure 1.11.: High harmonic spectrum produced in argon gas at a fundamental laser wavelength
of 1800 nm.

model is composed of the same three steps as the three step model and the Lewenstein
model. Thus approximate calculations of the electron wave packet as performed in refer-
ence (Worner et al., 2009) are avoided. Let's go step by step.

This method is based on the calculation of many electron trajectories and is thus treated
in a theoretical framework. The initial phase space distribution needs to be established
for ionization. The Wigner distribution proves to be a good choice for approximating the
quantum radial electronic density. The ensemble of electron trajectories ejected from the
ion core are propagated under the influence of the laser field and ionic potential of its
parent ion. The electrons returning within the radius of a rescattering sphere are con-
sidered for recombination. This step is treated quantum mechanically however, decoding
the structural information hidden by the irradiated sample.

1.4.1. CTMC and Initial Phase-Space Distribution

CTMC (Abrines and Percival, 1966) is a method for solving the Liouville equations. The
electron density is described by a discrete representation of the phase space distribution

p(T,pst):

1 N
(F54) = 5 50 = 0)5(F = (1) (1.27)

with 7; and pj the generalized coordinates of a statistical ensemble. The temporal
evolution of this phase space distribution is causally determined by the Liouville equation,
the classical analog to the TDSE:

ap 4 {p.H} =0 (1.28)
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1.4. Classical Trajectory Monte Carlo Quantum Electron Scattering Theory

with {} the Poisson bracket and H = p*/2 + V(r) + 7E(t) the Hamiltonian. The
equations of motion for the different electron trajectories are finally defined by a set of
differential equations, the Hamilton equations:

o) _
ot (1) (1.29)
)
875 = —V[V(Tj) + T‘jE(t)] (130)

The statistical ensemble is described by microcanonical distributions in CTMC. The
challenge of statistical mechanics is finding the initial phase space distribution p(7,pt)
(Nolting, 2002). Knowing the potential of the physical system, the energy and the funda-
mental wavefunction can be calculated. Several bins are defined around the fundamental
energy (Rakovi¢ et al., 2001) of this model potential leading to a set of energies, with each
energy associated to a microcanonical distribution p(7,5,0). The known initial state can
be approximated by a linear combination of microcanonical distributions, the so called im-
proved initial phase-space distribution, resulting in a weight for each of these distributions.
The number of initial trajectories is proportional to these weights.

1.4.2. lonization for the CTMC Method

This method approximates quite well the quantum radial density 47rr2R§’1(7’) of the initial
3p ground state in argon as can be seen in figure 1.12. The nodal structure at small r and
the position of the large maximum do not fit well. However, it reproduces very well the
tail of the density distribution at large r that dominantly contributes to tunnel ionization.
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Figure 1.12.: Quantum radial electronic density (blackdotted line) of the fundamental argon 3p
ground state compared to the initial density of one microcanonical distribution
p(—I,,r,t = 0) (blue dashed line) and the initial density p(r,t = 0) (red solid
line) as a linear combination of ten microcanonical distributions.
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1. Paving the Road towards High Harmonic Generation

An important question to raise is: How does tunnel ionization work in this approach?
If only the phase space distribution belonging to F; = —1I,, is allowed, almost no electrons
escape the atom, what contradicts experiments and quantum calculations. A better
description can be obtained by employing an improved initial phase space distribution,
such as a Wigner distribution truncated according to the classical partition of the phase
space. In that case CTMC provides a significant degree of ionization, which reasonably
agrees with quantum estimates. This can be surprising since tunneling is classically
forbidden. In fact, the improved initial phase space distribution includes trajectories with
E > —1, such that ionization occurs in terms of above-barrier transitions (Balazs and
Voros, 1990; Keshavamurthy and Miller, 1994). In the present non-stationary case, it can
be similarly concluded that the usual quantum description of ionization through strong
field-lowered Coulomb barriers has a classical counterpart that can be represented by
improved CTMC calculations. The picture is simple: as observed in figure 1.13 electrons
associated to the phase space distributions of the highest energy levels can classically
leave the parent atom. Exactly these electrons correspond to the electrons in the tail of
the radial density distribution (see figure 1.12).

V),

~~

Tonization
Channel

Figure 1.13.: Bins are defined for the improved initial phase space distribution around —1I,,.
The ionization channel is classically allowed for the highest energies.

1.4.3. Electron in the Continuum and Definition of the Recombining Wave
Packet for CTMC

All possible electron configurations represented by the phase space distribution p(7,pt)
obey the equations of motion 1.29 and 1.30. This enables to calculate the density distri-
bution pret(Ej,I;”,t) with E; the energy and k" the wave vector direction of the returning
electrons when rescattering with the atom. An open question is, how is recombination
defined in a classical model. A criterion of the recollision probability is set by defining
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1.4. Classical Trajectory Monte Carlo Quantum Electron Scattering Theory

a rescattering sphere with the radius R, as depicted in figure 1.14(a). The electrons
returning within the radius of the sphere are considered for recombination. The radius of
this rescattering sphere is on the order of the extension of the fundamental wavefunction.
In order to determine the dependency of the sphere radius on the density of the returning
electrons three different radii are considered as shown in figure 1.14(b). The returning
electron density increases with bigger rescattering sphere, but the shape remains the same.
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Figure 1.14.: (a) As in the three step model the electron rescatters with its parent ion. It
only rescatters if it returns within the range of the rescattering sphere with a
recombination angle 6;.(b) Density of returning electrons for three different radii
of the rescattering sphere: R,.. = 3a.u. (solid line) R,ec = 5a.u. (dashed line)
and Ryec = Ta.u. (dotted line).

Another very important asset of CTMC is that short, cutoff and long trajectories can
be identified. In figure 1.15(a) the cutoff trajectory corresponds to the highest electron
energy. Electrons that return earlier (later) are attributed to short (long) trajectories. The
density of returning electrons decreases with trajectory length as can be observed in figure
1.15(b). At first sight, this observation is contradictory to the fact that electrons following
the longer trajectories are born earlier at a higher laser field intensity and experienced
therefore a stronger ionization rate than the electrons of shorter trajectories. It is clear
that another effect is dominating namely a stronger latteral spread of the long trajectories
and consequently a higher chance of missing the rescattering sphere.

1.4.4. Recombination for CTMC

The harmonic spectrum could be calculated classically, but this would be very complex.
As the probability of radiative recombination is quite low (on the order of 107¢ to 1079)
the number of trajectories that are needed to be calculated would be quite high and thus
exceeding the limits of available computing power.

In a first quantum mechanical approach the recolliding wavefunction was approximated
by plane waves. This approach has been successfully applied for the imaging of the ni-
trogen molecule (Itatani et al., 2004). It turned out that a plane wave is oversimplified
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Figure 1.15.: (a) Total energy of the electrons returning at different recombination times. (b)
Density of returning electrons for short (red solid line) and long trajectories (blue
dotted line).

for recombination. Since it does not take into account the influence of the ionic po-
tential which distorts the recolliding wave packet. Field-free continuum wave functions
however approximate the influence of the core very well (Worner et al., 2009). There-
fore recombination is treated within the framework of the quantum rescattering theory.
The probability of radiative recombination 'PPR(E,EH) can be established by applying the
microreversibility principle on Fermi's golden rule (Cohen-Tannoudji et al., 1996). This
establishes the transition induced by the electric dipole moment from the continuum of
scattering states ¢, 1, to the ground state ¢y

T 2E
2
with k" the wave vector and E the total energy of the returning electron. Note however

that the wavenumber of an electron at its birth is defined by k' = +/2FE whereas the
wavenumber of the recombining electron is influenced by the Coulomb potential of the

Prr(EE") = Ppi(K) = | (Vg ool 7 [0) |2 (1.31)

parent ion: k" = \/QE — 2V (R,.). Knowing the photorecombination probability and the
density of returning electrons the harmonic spectrum can be expressed as:

S(w, i) = / AE prer(E K" ) Ppr(BE)6(E + I, — w)

1 Nret(t) .
= N ; PPR(Ei(t)7k”)>f(Ei(t)7w) (1'32)

where f(E;(t)w) = 1 for E;(t) = w — I, and 0 if this condition is not fulfilled.
The time integrated spectrum is finally obtained by summing over the pulse duration 7*:
S(w,' m*) = [T S(w,i’,t)dt. The challenge of quantum rescattering theory is finding
the model potential describing a single active electron in a multi electron system. The
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1.5. HHG under experimental Conditions

model potential crucially determines the expansion of the scattering wave. This approach
has even been extended from atoms to simple molecules (Le et al., 2009).

1.56. HHG under experimental Conditions

Up to now HHG has only been treated considering a single atom in three different theoret-
ical models. Under experimental conditions, high harmonic emission in a gas is generated
in many atoms. All these atoms display dipoles which emit electromagnetic radiation
that interfere with each other depending on their relative phase. As in second harmonic
generation in crystals phase matching is an important issue and a long coherence length
Lon, must be established for efficient generation (Ashkin et al., 1963). Another issue in
macroscopic samples is reabsorption: if the generation medium is longer than its absorp-
tion length L, the emitted photons are reabsorbed by the medium itself.

The ring structures, as illustrated in figure 1.16, cannot be seized by these two macroscopic
effects though. It turns out the the emission on axis/off axis can indeed be attributed to
long or short electron trajectories.

H17 HI19 H21 H23 H25

Frequency

Figure 1.16.: High harmonic spectrum produced in argon gas at a fundamental laser wavelength
of 800 nm. H19 shows a on axis emission and two different ring structures as an
off axis emission.

Finally all theory stays redundant if it cannot put into practice. The Aurore Ti:Sa-
Laser system at CELIA will be shortly presented together with the TOPAS, an optical
parametric amplifier (OPA). The imaging of the HHG will be roughly presented as well
as two different gas sources in which high harmonics are generated.

1.5.1. Phase matching Conditions for HHG

This section will consider the different contributions to phase matching in gases. A wave
vector k for a light wave propagating through a gaseous medium exposed to a strong
laser field has mainly two contributions: a dispersive one due to neutral atoms, ions and
electrons in the gas (L'Huillier et al., 1992; Rundquist et al., 1998) and a geometrical one,
the Gouy phase (Siegmann, 1986). In a first step the dispersive effects will be neglected
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what can be justified by a low density of the emission medium. It comes out that phase
matching conditions depend on the position of the laser focus with respect to the gas
source (Saliéres et al., 1995; Antoine et al., 1996; Balcou et al., 1997; Gaarde et al.,
1999).

Neglecting dispersive effects the phase matching conditions can be summarized as (Balcou
et al., 1997):

ky =gk + K (1.33)

with the wave vector Eq of the emitted high harmonics. The wave vector k; is a sum
of fundamental wave vector and a term related to the Gouy phase shift experienced by a
Gaussian beam around the focus. This leads to a phase difference of wavefronts before
and behind the focus which amounts to exactly m. The effective wave vector K is the
gradient of the atomic dipole phase. Phase matching conditions can now be established
when adding these two vectors (figure 1.17).

(a) (b)

- - b — -
i T SN BN e s
B s o T e e e e e
— — —-)—)—.)_) N
B Sl A B SN

Figure 1.17.: (a) Wave vector k1 of the fundamental laser beam going through a focus including
the effect of the Gouy phase shift. (b) The effective dipole phase wave vector K
in the focal region (figures adopted from (Balcou et al., 1997)).

Figure 1.18 depicts four different conditions when overlapping the wave vector k1 of
the fundamental beam and the effective dipole phase wave vector at different positions
of the beam. It is clear that phase matching can not be fulfilled at focus as the effective
wave vector is zero and cannot compensate the mismatch. However if the focus is moved
on axis in front of the generating medium, the phase mismatch can be compensated and
on axis emission will occur. When displacing the focus in the other direction after the
generating medium, compensation will not be possible. Only at positions off axis in front
of the focus, nonlinear phase matching conditions can be established with a l;q pointing
off axis. In summary, depending on the position of the laser focus phase matching is
favorized either in a on axis or off axis direction. These results already give a first notion
why different trajectories are emitted in different directions as observed in figure 1.16. K
is more pronounced for the long electron trajectories because their dipole atomic phase
varies strongly with laser intensity (see equation 1.25).
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Figure 1.18.: Phase matching at different points of the focal region: (a) On axis at focus, (b)
on axis after the focus, (c) on axis before the focus and (d) off-axis before the
focus (figures adopted from (Balcou et al., 1997)).

Phase matching is never perfectly fulfilled along a medium with the length L, but
only to a certain degree which is defined as the phase mismatch |AE|L. Balcou and
coworkers have calculated this mismatch for different conditions (Balcou et al., 1997).
The parameter characterizing this mismatch is the coherence length L., defined as:

Leon = |/ AK| (1.34)

If the generation medium exceeds the coherence length, harmonic waves emitted at the
edges of the medium emit out of phase and interfere destructively.

HHG requires a substantial gas density p for efficient generation (10" cm™3- 10" cm—3).
In such a situation dispersive effects of the medium need to be taken into account. One
has to distinguish between three contributions: atomic, electronic and ionic dispersion,
whereas the latter is usually neglected (L'Huillier et al., 1992; Rundquist et al., 1998).
Atomic dispersion dng()\) is different for the fundamental wavelength A\q and the harmonic
wavelength \,. The refractive index of the gas is n(\, p) = 1+ dng(A)p (Mével et al.,
2000). 0n4(Ag) is positive for photons with a lower energy than the ionization potential
and dn4(\,) negative for photons with a larger energy. A one-dimensional model delivers
the vector mismatch for the atomic and electronic case (Mével et al., 2000):

27
qi

Aka(p.I) = ki — ki, ~ —
Ao

[Ana(Xo) — Ang(Ag)]p(1 —T(1)) (1.35)
where I'(]) is the ionization probability. The vector mismatch is oriented inversely to

propagation direction.

Plasma dispersion is another substantial contribution to the vector mismatch, all free

electrons contribute. The vector mismatch points in propagation direction (Mével et al.,
2000):
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Ak(pT) = k9 — gkl ~ “’;W — 1I(D) (1.36)

The wave vector mismatch is negative for atoms and positive for the plasma but al-
ways parallel to the fundamental wave vector. As long as the medium is not too strongly
ionized phase matching on axis is well maintained.

1.5.2. Reabsorption in the Generation Medium

As in highly doped laser crystals, reabsorption in the generation medium plays an impor-
tant role. A photon produced by HHG can be reabsorbed by the gas. The absorption
length characterizes the critical length at which reabsorption begins to play an important
role. It is defined as L,s = 1/(op), with p the gas density and o the single photon
ionization cross section. In a one-dimensional model the number of photons N,,; emitted

by the ¢! harmonic on axis can be estimated with (Constant et al., 1999; Mével et al.,
2000):

412 L L L
Nou 2A2 abs [1 ( . med) _9 ( med) ( . med ):|
PP 1+ 47‘-2([’21)5/[’%0}1) exp Labs cos Lcoh b 2Lab5
(1.37)

where L,,.q is the length of the generating medium. The evolution of equation 1.37 is
illustrated in figure 1.19(a).
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Figure 1.19.: (a) Number of on-axis emitted photons at different coherence length and ab-
sorption length ratios (figure adopted from (Constant et al., 1999)). (b) Photon
yield of the atomic response (dotted dashed line) for a 40fs laser pulse with a
peak intensity of 10*W/cm? using a 4cm long, 200 zm bore diameter capillary
filled with 8 mbar of Xe. Phase matching reduces the HHG to a much shorter
time interval leading to a macroscopic response (solid line) (figure adopted from
(Mével et al., 2000)).
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If no reabsorption was present, the number of emitted photons would grow exponentially
in case of infinite coherence length. When absorption becomes significant the output
photon flux saturates. The saturation level depends on the coherence length, and becomes
very low if the coherence length becomes equal to the absorption length. The optimizing
conditions for HHG can be summarized as:

Lmed > 3Labs
Leon > 5L gps (138)

As coherence length changes with laser intensity, it becomes a selective factor for HHG
when taking into account dispersion. Figure 1.19(b) shows that the time window for a
high coherence length can be much shorter than the laser pulse duration. This leads to a
short time window of HHG in macroscopic media. The findings of this paragraph finally
show, that several parameters have to be adjusted in experimental conditions for maxi-
mizing the XUV photon flux: Laser parameters?, gas pressure and focussing conditions
(optimization see paragraph 1.5.4).

1.5.3. Structure Interpretation of the Spectrum: Long and Short Trajectories

There is still one fundamental question which remains unanswered from a general point
of view. How can the harmonic profile in figure 1.16 be explained. Harmonic 15 to 21
clearly show rings around the central signal. These structure can be explained beginning
with the linear intensity dependence of the atomic dipole phase ¢, = —a,I (Varju et al.,
2005) as already stated in equation 1.25. With the electric field:

B, = Ay (t)eliat=2a®)) = A (£)ei®) (1.39)

the instantaneous harmonic frequency can be written as (Gaarde et al., 1999; Saliéres
et al., 1999):

09 oI(t)
= a = qw + Oéqw

As a > 0 this equation says that the XUV emission in the leading edge is blue-shifted
and the XUV emission at the trailing edge is red-shifted. With o, ~1-5 x 107" cm?/W
for the short trajectory and a;, ~20-25 x 10~'*cm?/W for the long trajectory this shift
is stronger for the latter and weaker for the former. Thus the frequency shift is stronger
for long than for short trajectories. The spatial dependence can also be illustrated as
shown in figure 1.20. The short trajectory signal remains closer on axis wheras the long
trajectory signal is very divergent.

£y(2) (1.40)

2These include laser intensity, pulse duration and the chirp of the laser pulse
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Figure 1.20.: The far field spatial profile is obtained by a Fourier transform of the near field
profile at generation. The stronger the phase the stronger the divergence of the
emitted harmonics (figure adopted from (Higuet, 2010)).

When increasing the intensity of the laser beam, another effect on the spectrum can
be observed. With the phase ¢ = wyt — 27”712 the intantaneous frequency can be written
as:

w on
= 084,; = qw — qczgt (1.41)

With increasing ionization the refractive index becomes negative. Consequently the
presence of an electronic plasma contributes to a blue shift to the harmonic spectrum.
The signal originating from the long electron trajectory is hollow and shows ring structures.
A recent experimental and theoretical investigation for the long trajectories (Heyl et al.,
2011) delivered very convincing results that the different rings can be interpreted in the
context of Maker fringes (Maker et al., 1962). These fringes refer to an oscillating
photon yield S when changing the length L,,.q of the generating medium. Neglecting the
absorption, the following relation can be derived from equation 1.37:

w

Lype _ AkLpy,e
S o L2, ,sinc? (7; d) = L2, ,sinc? (2d> (1.42)
coh

with Ak the sum of the wave vector mismatch contributions summarized in section
1.5.1. Dispersion terms are not considered. Maker fringes could for example be demon-
strated in HHG in a gas cell when varying its length and thus the propagation phase
(Kazamias et al., 2003). On the other hand theses fringes can also be observed if L stays
constant and Ak is modulated. This is exactly the case for HHG: Ak, = —a,,01(t)/0z.
This consequently leads to an oscillating harmonic signal (Saliéres et al., 1999) what can
be interpreted as Maker fringes as a function of time (see figure 1.21(a)).
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(b) B | (©)

Figure 1.21.: (a) The photon yield S is varying with intensity, what can be interpreted as
Maker fringes. (b) Each intensity variation maps to an instantaneous frequency
Q. (c) The oscillating photon yield can also be directly related to the instanteous
frequency €2, (figure adopted from (Heyl et al., 2011)).
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This explains how the different structures can be interpreted in the frequency domain.
But the same can be observed as a function of divergence angle of the high harmonic
radiation. Once again a low atomic dipole phase ¢,, as in the case of the low trajectory
electrons, leads to an almost flat wavefront in the generating medium. In the far-field,
onto the detector, this radiation will not have diverged much. On the contrary, for the
long trajectory electrons, the wavefront is significantly curved (see figure 1.20). The sig-
nal from the short and long trajectories merges in the cutoff as o, converges.

The same question arises as in the spatial domain: Why are structures visible for the long
trajectory signal? The intensity dependence of phase matching leads to different prefer-
ential wave vector direction of the emitted high harmonic radiation along the intensity
profile of the fundamental beam. In other words, the wave front of the emitted high
harmonic generation will not be even but consist of wiggles. The far-field of such a signal
is not smooth but gives rise to phase matching rings (Heyl et al., 2011).

Note that even though the recent work of (Heyl et al., 2011) nicely explains observed
phenoma, their results do not exactly agree with previous results reported in literature.
a17-19 ~40x 107 cm?/W is found for example, whereas a maximum of a, ~25-
35 x 107 cm?/W was calculated before by Varju and coworkers (Varju et al., 2005).
It has to be mentioned that structures in the high harmonic spectrum have also been
interpreted in terms of intereference between the two shortest quantum paths of elec-
trons contributing to HHG (Zair et al., 2008). Further studies should reveal which effect
predominates under which conditions and when both need to be considered.

1.5.4. Experimental Setup and Techniques

This paragraph will shortly present the experimental setup at Bordeaux beginning with
the laser. The main energy source, the homemade Aurore Ti:Sa-Laser system at CELIA
delivers pulses with an energy of 7mJ in the two arms, a duration of 25fs and a central
wavelength of 800 nm at a repetition rate of 1 kHz. As self-focusing limits the amplification
of ultra-short laser pulses this laser system is based on chirped pulse amplification (CPA)
(Strikland and Mourou, 1985). A scheme of the latest laser system is depicted in figure
1.22. The laser can be delivered in three different experimental rooms, two at the same
time. During this PhD work the ocillator has been changed for delivering a broader M-
shape spectrum in order to compensate for gain narrowing during further amplification
steps and therewith support shorter amplified pulses. The pulses are stretched after the
oscillator, still maintaining a broad spectrum. They are first amplified in a regenerative
amplifier and in a final step in a four paths cryogenic amplifier. The recompression of the
pulses is achieved as close as possible to the application inside each experimental room.

The grating compressor cannot compensate 2™ and 3™ order spectral phase indepen-
dently (Fork et al., 1987). This would be necessary however when additional optical
elements are introduced in the beam path. Table 1.2 shows the shortest possible pulses
achieved with different windows after the output of the compressor. Also laser beam
energy plays an important role as nonlinear propagation can induce high order phases and

38



1.5. HHG under experimental Conditions

i F k
Stretcher : e]f(()i(:)ac ~_ Nd:YLF Nd:YLF
Offner  —>!Dazzler’ P 1kHZ 29W  1KHZ 29W
A
Pulse ;icker Nd:YLF | Nd:YLF Nd:YLF
- 1 kHZ 15W 1 kKHZ 29W 1 KHZ 29W
470 ps

>
- 1.5 mJ Pulse r
350 ps Cleaner 22 W

- Repetition Rate: 1 kHz A/

- Central Wavelength: 800 nm (FWHM 50 nm) Compressor

- Pulse Duration: 25 fs y y

- Energy after compression: 7md -25fs 7mJ - 25 fs
2 beams at 7 mJ respectively 1kHz 1kHz

Figure 1.22.: Scheme of the laser system Aurore at CELIA.

cause self phase modulation (SPM).

The beam size becomes an issue at such high intensities. SPM in air leads to self-
focusing and creates hot spots in the beam. This can be prevented by chosing a laser
beam diameter which is large enough. The size is limited by mirror size, i.e. experimental
feasability and cost, and one has to take care that no diffraction is created by laser
beam. With a beam diameter (1/e?) of 19.54+ 1 mm a good compromise is found. Also
other effects of third order nonlinearties play a role at such high intensities. Nonlinear
elliptical polarization rotation (NER) is introduced in isotropic media (Jullien, 2006). The
understanding of this nonlinear change in polarization state is crucial for experiments such
as polarimetry (see paragraph 4.3.4). In an anisotropic medium even a cross-polarized
wave (XPW) can be generated. It takes place in media with a third order nonlinearity
and plays a role when optical elements are under mechanical stress.

HHG requires intensities of 1014 W /cm? which are achieved by focussing the laser beam
into the generation medium. This requires a vacuum chamber if one wants to prevent self-
focusing of the laser beam and reabsorption of the generated XUV photons by the ambient
gas. In order to reach thus high intensities the beam needs to be temporally compressed
with as less chirp as possible. By tuning the grating of the compressor pulse duration
is minimized. This is either verified by a single-shot autocorrelator or by producing the
strongest possible plasma in air with a lens. In order to reach optimal phase-matching
conditions and prevent plasma dispersion, the intensity of the laser beam is adjusted by a
diaphragm. The focussing is either implemented by a lens or a mirror. A lens introduces
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Input Energy (mJ) no element MgFy (3mm) | + Fused Silica (2 mm)
11 24.51s 27.7 fs 30fs
9 25.2 fs 291s
7 24.8 1s 271s
5 244 1s 261s
3 239 fs 24.81s
Input Energy (mJ) | + BK; (10mm) | + BK; (3mm) +MgFs (5mm)
11 41.51s 31.51s 351s
8 37fs 291s 331fs
7 36 fs 28.61s 321s
) 271s 29.51fs
3 30fs 26 fs 271s

Table 1.2.: Laser pulse duration after the compressor at different laser pulse energies at the
entrance of the compressor. The "+" sign indicates that the optical element is in
combination with the compressor output window (MgF2 (3 mm)). The pulses have
been measured with a single shot autocorrelator.

dispersion, which cannot be completely compensated by the grating compressor and thus
stretches the pulse temporally. A concave mirror overcomes this problem. However, if the
angle of incidence (AOI) on this mirror is non-zero the beam focus is strongly astigmatic.
The AOI is minimized on the concave mirror by minimizing the AOI on the last mirror
before. Due to space issues the setup only allows the assembly of the two mirrors inside
the vacuum chamber. In order to shift the focussing position they are on linear translation
stage which is aligned parallel to the beam direction.

( Vacuum
chamber

Supersonic
gas jet

/
Phosphor-

High harmonic

\ generation

Figure 1.23.: Simple experimental setup for spectroscopically resolving a high harmonic spec-
trum.

I —

Once the high harmonic generation is produced the spectrum is imaged by a an
abberation-corrected concave grating for flat-field spectrographs (Hitachi). This setup
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1.6. An Example: The Cooper Minimum in Argon

allows us to acquire a 2D spectro-spatial image on double microchannel plates (MCPs)
(Hamamatsu) with a diameter of 40 mm. Combined with a phosphorscreen (Hamamatsu)
the image is recorded onto a 12 bit CCD camera (PCO). The slit in figure 1.23 has been
used to limit the infrared intensity onto the gold grating.

When working with target media of low ionization potential, the high harmonic cutoff
energy is lowered and cannot be increased with intensities beyond saturation intensity.
Another mean of enhancing the cutoff is a higher ponderomotive energy (see equation
1.26). By increasing the fundamental wavelength the cutoff is extended, scaling with
A2. However the recombination efficiency is reduced, scaling with A= (Tate et al., 2007;
Shiner et al., 2009), owing to a longer excursion time and consequently stronger spread
of the electron wave packet (see equation 1.14). The experimental tool used for light
conversion is the commercial high energy travelling-wave optical amplifier of white-light
continuum (HE-TOPAS) (Light Conversion) used to generate pulses at wavelengths cen-
tered between 1100 nm and 2400 nm. The basic principle of this optical parametric ampli-
fier (OPA) is as follows: Third order nonlinear response x(®) in a sapphire plate generates
a white-light continuum. Even though the intensity of the new generated wavelengths is
weak, these wavelengths are used as a signal beam to generate together with fundamental
laser beam, called pump beam in this context, a new frequency, the idler beam (three
wave mixing processes due to second order nonlinear response x(?). Three amplification
stages in the HE-TOPAS ensure a sufficiently high laser intensity for the signal and idler
beam. Either the idler or signal beam can be selected to work with by using a set of
selective dichroic mirrors.

For the experiments during this work the HE-TOPAS was pumped with the Aurore Ti:Sa-
Laser system in the old configuration, i.e. a pulse duration of 35fs and an energy of
4.7mJ at 800 nm. When working with the idler beam at 1900 nm, 800 J could be ex-
tracted with an intensity stability of 6% rms and a pulse duration of 50fs. The signal
beam delivered 1 mJ at a central wavelength of 1300 nm.

1.6. An Example: The Cooper Minimum in Argon

Now as the basics of HHG are established a first application will be presented: the Cooper
minimum in argon. The first observations of the Cooper minimum are reported in the
photoionization cross section (Cooper, 1962). It originates from the zero dipole moment
between the p ground-state wave function and the d wave function of the photoionized
electron. The minimum provides a simple test of the influence of the electronic structure
of atoms on the shape of the harmonic spectrum. Its observation permits an insight in
the structural signature of the atomic valence shell. When HHG was still in the egg it was
reobserved in HHG by Wahlstrém and coworkers (Wahlstrom et al., 1993). The position
of the Cooper minimum has not been tested until recently (Worner et al., 2009). This
minimum also proves as a an ideal sample to corroborate CTMC-QUEST. An excellent
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1. Paving the Road towards High Harmonic Generation

agreement is found between CTMC-QUEST and experiment: 53.7 eV for the theoretical
value and 53.8 £ 0.7 eV for the experimental minimum (Higuet et al., 2011).

First of all photoionization and radiative recombination are compared to each other as
the Cooper minimum was observed in both processes. Also experimental setup for HHG
is presented in detail. The position of the Cooper minimum is studied for different
experimental conditions. Finally a comparison is addressed between experimental and
theoretical results obtained by CTMC-QUEST.

1.6.1. Photoionization and Radiative Recombination

The position of the Cooper minimum measured in the high harmonic spectrum (53 £ 3 eV
(Worner et al., 2009)) and the photoionization spectrum (48eV-49¢eV (Marr and West,
1976; Chan et al., 1992; Samson and Stolte, 2002)) are different. As both processes can
be connected by the microreversibility principle to each other this appears to be strange
at first sight. In a first study the total photoionization cross section is compared to the
recombination matrix element.

Similarly to Lewenstein model the SAE is applied, only considering one single valence
electron playing a role during photon electron interaction. The effective model potential
of argon is spherically symmetric (Muller, 1999):

—Br —Cr
Vi) = 1 AemP 4 (17— Ae (1.43)
r r

with A=5.4, B=1, and C' =3.682. Similarly to the hydrogen atom, the basis of the
eigenstates 1, ;. ,, () can be developped as the product of spherical harmonics Y;™(£2) and
a radial part R, ;(r). The knowledge of the wavefunctions in the argon atom is important
for the calculation of the photoionization rate induced by absorption which is determined

by Fermi's golden rule (Cohen-Tannoudji et al., 1996).

w(k,ii) = gk (V7] D [h3,1,0)* (1.44)

where D = —Enr is the electric dipole moment operator, 151 refers to the ground
state of the valence electron and v to the scattering continuum states of the electron. In
the Lewenstein model the scattering states were approximated by plane waves (see equa-
tion 1.17). This Ansatz does not take into account the form of the scattering potential
of the argon atom. A spherical model potential allows us to develop the scattering states
in the spherical state basis of the eigenstates of the argon atom and therewith take this
one into account.
Due to the selection rules of the electric dipole transition moment (Al = +1) only two
scattering continuum states v contribute, with angular momenta I = 0 (p — s) and
[ =2 (p — d). This leads to a simple analytical expression for the total photoionization
cross section which is integrated over the full solid angle 47:
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3
7(h) = T (g +212,) (1.45)
with c the speed of light and I}, the radial integrals I;; = [ Ry ;(r)Rs1(r)r3dr. The
two radial integrals are shown in figure 1.24(a). When I; 5 = 0 the total photoionization
cross section adopts a minimum which is responsible for the Cooper minimum observed
in photoionization (Cooper, 1962). The Cooper minimum of this calculation appears at
50.1€V and agrees quite well with the minimum measured between 48 €V and 49 eV (Marr
and West, 1976; Chan et al., 1992; Samson and Stolte, 2002).
In case of the recombination matrix element for HHG it has to be considered that tunnel
ionization and recombination parallel to the field polarization are highly direction selective.
The recombination matrix element can be written:

’drec|2 = ’ <¢E‘ ﬁFW:u,o) |2

= 12; z [T 0€"%0 — 21} 9€™%2|? (1.46)

where 0y, is the rescattering phase. The results from photoionization and radiative

recombination are compared in figure 1.24(b). The minimum from photoionization is

clearly less pronounced at an energy of 50.1€V than the minimum for the recombination

dipole moment which is located at 51.6 eV. This difference can be justified by the selection

of quantization axis through the polarization of direction of the electric field for the case

of HHG. The calculated minimum from plane wave functions is situated at 21 eV (Wérner
et al., 2009).
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Figure 1.24.: (a) Radial integrals I,;. (b) Comparison of the recombination matrix element
(red solid line) and the total ionization cross section (dotted black line).

1.6.2. Experimental Setup

Observing the Cooper minimum in HHG spectra around 50 eV would require high inten-
sities (22 x 10W/cm?) at a fundamental wavelength of 800 nm. At a pulse duration
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of 40 fs the medium would be completely ionized before reaching the maximum intensity.
Woarner and coworkers avoid saturation by using pulse durations of 8 fs at 780 nm (Wérner
et al., 2009). Another possibility is the extension of the generation wavelength. According
to the cutoff law (Avp.. o< IA? see equation 1.26) higher energies can become accessible.
This permits the generation of high harmonics at intensities below saturation. Extending
the fundamental wavelength has another advantage: The resolution of the Cooper min-
imum is enhanced from 3.1eV (800nm) to 1.4eV (1800nm) as the separation between
the harmonic orders is decreased (Aw = 2wge,).

A= 1700 — 2200 nm

A = 800 nm ~ 80071

4.7 mJ
HE-TOPAS

Nitrocellulose
pellicle

Translation stage MCP
e —— +phosphor screen
HHG o ————— | — ~\
chamber I Aluminium \
A S : filter |
i gas*cell __. :
\ . Grating !
Spherical mirror ~——L__ 3 )
R=75cm N e P

Figure 1.25.: Experimental setup used for detection of the Cooper minimum.

The experimental setup is shown in figure 1.25. The laser system and the HE-TOPAS
which are used in the experiment are presented in section 1.5.4 (see also (Higuet, 2010)
for more details). The energy of the long wavelength pulses delivered by the HE-TOPAS
is adjusted by rotating a 30 um thick nitrocellulose pellicle. By rotating the pellicle the
transmission can be varied between 95 % at normal incidence and 50 % under 70° angle of
incidence. The laser beam is focused by a silver mirror with a radius of curvature of 75cm
into a 2mm continuous gas cell filled with argon. We use the spectrometer presented in
section 1.5.4. An additional aluminium filter is inserted in this setup.

Also the second order of the gold grating is diffracted on the MCPs in such a way that the
detected spectrum is a superposition of the 1* order and 2™ order diffraction. Photons
at energies around 100V (2™ order) overlap at the position of the Cooper minimum at
around 506V (1% order) and shift the position of the minimum to higher energies. An
aluminium filter is therefore inserted in front of the spectrometer to block harmonics with
energies beyond 73eV (CXRO, 2012), thus suppressing the contribution of the 2™ order
diffraction near the spectral position of the Cooper minimum. Indeed a superposition of
the 1% order and 2™ order of the spectra may only occur below 73/2eV =36.5¢€V.

Finally an accurate calibration of the XUV spectrometer is an important point, allowing
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1.6. An Example: The Cooper Minimum in Argon

us to assign absolute values to the scale of the frequency spectrum. The generation wave-
length \q is known, the spectral distance between each harmonic order ¢ follows a Ay/q
law. Fitting the experimental data to this dependence can be ambiguous. Therefore the
final verification of this calibration is a comparison to the abrupt cutoff of the aluminium
filter observed in the spectrum at 73eV.
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Figure 1.26.: (a) High harmonic spectrum in argon averaged over 25000 laser shots. The
Cooper minimum is identified at 53.8eV with the following laser parameters:
Agen =1830nm, 1=8 x 1013 W/ch, 7*=50fs. (b) High harmonic spectra in
the same conditions. The intensity is decreasing from | =8 x 103 W/cm? (top
green line) to | =5 x 10'3 W /cm? (bottom violet line).

1.6.3. Experimental Results

The position of the Cooper minimum might depend on several parameters. Not only
the sensitivity to the single atom response but also to macroscopic response has to be
tested. Figure 1.26(a) shows typical spectrum and an envelope obtained by convoluting
the spectrum with a Gaussian function. The width has more than twice the harmonic
energy. The minimum corresponds to the Cooper minimum. Figure 1.26(b) depicts
spectra at different intensities. The Cooper minimum is extracted and plotted in figure
1.27(a). The same procedure is carried out as a function of laser wavelength (see part
(b)). Within the error bars the Cooper minimum remains at the same position: 53.8€V.
This is an indication that the strong laser field does not play an important role during the
recombination process. This is important to note as a strong field might induce a Stark
shift that can be neglected.

The macroscopic response of the medium is studied by varying phase matching condi-
tions such as backing pressure, laser beam aperature and laser focus position. Figure 1.28
shows the position of Cooper minimum as a function of these three parameters. Within
the error bars the minimum is observed around 53.8 eV and does not move. Consequently
the minimum does not depend on macroscopic generation conditions over the ranges in-
vestigated. This means that the signature of the single atom response is accessible in
the harmonic signal. Note furthermore that the harmonic signal remains nicely collimated
which indicates that only the signal from short trajectories has been observed. The signal
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Figure 1.27.: Position of Cooper minimum as a function of (a) laser intensity and (b) laser
wavelength.

from the long trajectories gets lost as the recombining electron wave packet spreads too
much during its time of flight (Tempea and Brabec, 2000). However it has to be men-
tioned that Farrell and coworkers report contradictory results (Farrell et al., 2011). They
also record the long trajectories at a generation wavelength of 800 nm and observed a
variation of the shape of the Cooper minimum.
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Figure 1.28.: Cooper minimum as a function of (a) laser beam aperature, laser focus position

and (c) backing pressure.

In a final experimental study the importance of electron recollision angle is emphasized.
By using an elliptically polarized laser field the recollision direction of the electron can
be controlled. In a first simple approach the recollision angle is calculated within the
framework of the three step model. By assuming nonzero perpendicular initial velocities
of the electrons having escaped the core potential, the classical electron trajectories can
be closed in an elliptical polarized laser field. The new recollision angle changes the
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recombination matrix element defined in equation 1.46 which needs to be reevaluated with
respect to a new quantization axis. The analysis of the theoretical outcome shows that the
shape of the minimum changes with increasing laser ellipticty. As can be observed in figure
1.29(a) the Cooper minimum broadens towards high energies in reasonable agreement with
the experimental measurements presented figure 1.29(b). Note however that there is a
slight shift between the position of the experimental and theoretical Cooper minimum.
This originates from the fact that not only the recombination matrix element needs to be
taken into account, but also the density of returning electrons at a certain energy. These
experimental outcomes can now be compared to calculations of CTMC-QUEST.

(a) (b)
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Figure 1.29.: (a) Calculation of |d,..|> as a function of photon energy and ellipticity

and (b) the measured harmonic spectra under same conditions (A=1900nm,
| =10 W/cm?).

1.6.4. Comparison with CTMC-QUEST

The theoretical anaylsis of the Cooper minimum in argon is implemented by CTMC-
QUEST which includes the different contributions to the harmonic spectrum (see equation
1.32). CTMCT-QUEST does not only consider the photorecombination probability given
by Fermi's golden rule (see equation 1.31) but also the density of returning electrons,
i.e. the shape of the electron wave packet. Numerical calculations finally evaluate the
harmonic spectrum determined by equation 1.32.

Figure 1.30(b) shows that the calculated position of the minimum depends on the trajec-
tory family: long or short. As the density of returning electrons is different, the Cooper
minimum is shifted for the two spectra. It is located at 51.7 eV for long and 53.7 eV for
short trajectories. Neglecting the density of returning electrons (see figure 1.15(b)) results
in a shift of the Cooper minimum. This is illustrated in figure 1.30(a) where the statisti-
cal distribution of the returning electron (thus neglecting their energy dependent density)

shows a minimum at 51.7 £ 0.5¢€V lower than the one observed for the CTMC-QUEST
calculation (53.5+0.5¢V).
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Figure 1.30.: (a) Comparision between the shape of the spectrum calculated with CTMC-
QUEST (red dashed line) and statistical distribution of recombination probabil-
ities (scattered points, that appear like a solid line). (b) Harmonic spectrum
calculated with CTMC-QUEST taking into account only the long (dashed black
line) or short (red solid line) electron trajectories.

Finally figure 1.31(a) compares experimental and theoretical spectra under same laser

field conditions. It shows a very good agreement between the Cooper minimum obtained
by CTMC-QUEST at 53.7 eV and the experimental spectrum at 53.8 +0.8€eV. Not only is
the theoretical result consistent with the experimental measurement within the error bars,
but also the shapes of the two spectra are similar. Furthermore the theoretical calculated
spectrum does almost not shift when changing laser intensity what coincides with the
measurements presented in figure 1.27. Only at the lowest intensity the minimum is
slightly shifted what can be interpreted as a different energy distribution of the returning
electron wave packet.
In summary one can say that CTMC-QUEST prooves to be a good tool for describing HHG
in argon. The Cooper minimum, orginating from the electronic structure of atoms can be
very well reproduced by the calculations, the agreement is almost perfect. Moreover this
method is selective on the trajectory family allowing the discrimination of the experimental
results.

1.7. Summary

The chapter begins with the theoretical introduction of HHG for the single atom response.
The classical three step and the quantum model referred to the strong field approxima-
tion are presented. Both models neglect the influence of the ionic core during the time
of flight of the free electron. A new model, CTMC-QUEST, based on a semiclassical
theoretical approach has been developped taking into acount the core potential. Again
it can be divided in three steps and thus avoids approximate calculations for the electron
wave packet.

Under experimental conditions, high harmonic emission in a gas is generated in many
atoms. Thus macroscopic effects such as phase matching and reabsorption need to be
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Figure 1.31.: (a) Cooper minimum calculated with CTMC-QUEST (solid red line) and ex-
perimental spectrum obtained at a wavelength of 1830nm and intensity of
1014 W /cm? (dashed black line). (b) CTMC-QUEST calculation at 1830 nm
at an intensity of =5 x 1013 W/cm? (solid black line), 1=7.5 x 1013 W /cm?
(dashed red line) and | =1 x 10" W/cm? (dotted blue line).

considered. Furthermore the high harmonic spectrum reveals an on axis signal and an
off axis signal which is attributed to the short and long electron trajectories respectively.
Phase matching rings in the spectrum might be interpreted in terms of Maker fringes.
Finally CTMC-QUEST is applied a first time in the Cooper minimum in argon. This
minimum originates from the zero dipole moment between the p ground-state wave func-
tion and the d wave function of the photoionized electron. This minimum which has
already been observed in photoionization is revealed by HHG. This is an important prop-
erty, it proves that HHG is sensitive to orbital structure. We measured the minimum at
53.8 4 0.7 eV wheras it occurs between 48 eV and 49 eV for the total photoionization cross
sections. The experimental study was performed with the TOPAS, a parametric amplifier
delivering pulses at 1800 nm. By using a high fundamental wavelength the precision of the
Cooper minimum position is improved. With variation of the gas pressure, the focusing
condition and the laser intensity the minimum did not move.

The different position of the Cooper minimum is owed to two effects. First the recombi-
nation process is the inverse to photoionization, however the recombination angle needs
to be taken into account for the latter. Second the density of the returning electrons
plays an important role for the recombining electrons. The shape of the experimental
and theoretical spectra and the experimental position of the minimum (53.8+0.7¢V)
the theoretical one (53.7€V) match very well. Extending CTMC-QUEST to elliptically
polarized pulses and molecules will prove if this method can be applied with the same
success and overcome the difficulties encountered in quantum calculations.
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Résumé du Chapitre

Depuis I'observation d’harmoniques d’ordre élevé dans des milieux gazeux (McPherson
et al., 1987; Ferray et al., 1988), la génération d’harmoniques d'ordre élevé (GHOE) a
démontré son importance, en permettant l'essort de la science attoseconde. La GHOE
est réalisée en focalisant une impulsion laser femtoseconde a des éclairements intenses
(= 10'* W/cm?) dans un gaz atomique ou moléculaire. Le spectre peut étre trés large,
permettant des impulsions trés courtes jusqu'a 67 as dans une impulsion isolée avec une
largeur de bande de 75eV (Zhao et al., 2012). L’'émission est cohérente avec un an-
gle de divergence limité de I'ordre du 2mrad a 10 mrad et une polarisation bien définie.
L’emission s'effectue sous forme d’un peigne de fréquences impaires de la fréquence fon-
damentale. Contrairement a la génération de seconde harmonique (Franken et al., 1961),
la GHOE ne peut pas étre décrite par la théorie de la perturbation. Seules les harmoniques
les plus basses dépendent de I'ordre du processus multiphotonique alors que I'efficacité
de conversion est presque constante dans la région du plateau (Ferray et al., 1988; Li
et al., 1989). Le signal décroit finalement rapidement au dela d’une fréquence de coupure
abrupte, le "cutoff".

Une autre application émergente qui fait |'objet de cette thése est la spectroscopie op-
tique extrémement non linéaire (extreme non-linear optical spectroscopy: ENLOS). Dans
ce contexte, la GHOE est utilisée comme sonde du systéme atomique ou moléculaire pour
obtenir une information structurelle et dynamique. Le méchanisme caractéristique qui est
exploité est la recollision du paquet d’onde électronique, la derniére étape de la GHOE. Cet
auto-sondage est un concept fondamental dans ce travail: en se recombinant, le paquet
d’onde électronique "interfére" avec la fonction d’onde de I'ion parent. Le dipole résultant
émet des harmoniques d’ordre élevé qui encodent I'information de facon structurelle et
dynamique sur l'orbitale.

Dans une premiére partie nous introduisons le modéle semi-classique a trois étapes qui
décrit le processus de GHOE par un atome unique (Corkum, 1993; Schafer et al., 1993).
Ce modéle présente néanmoins quelques défauts, comme, par exemple de mal prédire
I'instant d’ionisation des électrons (Shafir et al., 2012b). Lewenstein a développé une
théorie quantique qui présente un meilleur accord quantitatif avec les observations ex-
périmentales (Lewenstein et al., 1994). Néanmois ce modéle ne prend pas en compte
le potentiel ionique du noyau non plus. Pour prendre en compte les effets du poten-
tiel ionique Fabre et Pons ont développé une nouvelle méthode basée sure une approche
semiclassique: "Classical Trajectory Monte Carlo Quantum Electron Scattering Theory"
(CTMC-QUEST) (Higuet et al., 2011). Contrairement aux deux modéles précédents,
celui-ci reproduit bien un minimum structurel dans 'atome de I'argon: le minimum de
Cooper. Ce minimum était prédit en théorie dans les sections efficaces de photoionisation
des orbitales de valence (Cooper, 1962). Comme ces sections efficaces de photoion-
isation sont directement liées aux éléments de matrice de recombinaison ce minimum
était effectivement observé dans les spectres harmoniques (Wahlstrom et al., 1993). Les
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calculs de CTMC-QUEST montrent une position de minimum de Cooper a 53.7¢€V qui
est en bon accord de la position du minimum de Cooper observé experimentalement
53.84+ 0.7eV. CTMC-QUEST a été aussi appliqué pour calculer I'angle de la polarisation
des harmoniques produites dans I'argon par un champ elliptique (Shafir et al., 2012a).
Cette étude a montré que le calcul est seulement en bon accord avec I'observation experi-
mentale si le potentiel ionique est pris en compte. CTMC-QUEST est par conséquent une
méthode prometteuse moins exigeante en moyens de calculs et donc envisageable pour
simuler des interactions avec des molécules plus grandes.
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2. High Harmonic Generation in strongly aligned
Molecules

The previous chapter illustrated how the signature of the electronic structure of atoms
can be decoded by HHG. How can this self-probing scheme be extended to molecules? In
atoms a coherent signal is generated. Owing to the isotropy of the atoms, the emitted
radiation is identical for each of them. In the case of molecules this is not necessarily the
case, the amplitude and the phase of the signal emitted from each molecule can be differ-
ent, depending on the orientation of each molecule. Indeed the ionization probability and
the radiative recombination dipole moments vary as molecular orientation changes with
respect to laser polarization. The following question arises consequently: How can this
macroscopic isotropy be cracked for accessing anisotropic properties of single molecules?
Different methods have been established for achieving molecular alignment: collisional
processes, static electric fields or optical fields (Stapelfeldt and Seideman, 2003). The
disadvantage of the first two techniques is however, that they can only be applied in
very specific cases. The last method is rather unusual: a short strong laser field forces
the molecules to align shortly after excitation (prompt alignment). A revival structure of
aligned rotational wave packets has been predicted (Seideman, 1999) and been demon-
strated shortly afterwards experimentally (Rosca-Pruna and Vrakking, 2001). The rota-
tional wave packets revive at regular intervals which leads to a field-free alignment of
the molecules. This field-free alignment permits the implementation of the self-probing
scheme in molecules.

Yu and cowokers first predicted that high harmonic spectra in Hy and HJ encode the
information of the molecular structure (Yu and Bandrauk, 1995). Several years later ex-
periments were undertaken which proved a sensitivity of HHG towards orientation and
the molecular axis (Velotta et al., 2001; de Nalda et al., 2004). Orbital reconstruction
was pushed to its limits by the tomographic imaging of the highest occupied molecular
orbital (HOMO) of nitrogen (Itatani et al., 2004). One year later minima have been
observed in carbon dioxide molecules located at different positions (Kanai et al., 2005;
Vozzi et al., 2005a). This minimum was identified as a dynamical minimum resulting
from the interference between different channels. Smirnova and coworkers were able to
retrieve structural and dynamical information in carbon dioxide in order to disentangle the
multichannel contribution (Smirnova et al., 2009b,a). They disentangled the contribution
of different channels to the high harmonic spectrum and were able to trace the hole left
behind after ionization on a sub-femtosecond timescale. By controlling the molecular
alignment angle a change of the hole dynamics is observed.

Two other groups have not observed this multichannel interference. Lock and coworkers
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2. High Harmonic Generation in strongly aligned Molecules

claim that lower lying orbitals of carbon dioxide and dinitrogen oxide do not contribute
to HHG (Lock et al., 2009). Two-center interference is responsible for the observed high
harmonic emission. Lower lying channels can apparently be neglected. Also Vozzi and
coworkers have not observed a dynamical minimum in carbon dioxide at generation wave-
lengths of 1450 nm to 1700 nm. They therefore excluded contributions from different
channels and were able to perform the tomographic reconstruction of the HOMO of car-
bon dioxide (Vozzi et al., 2011).

Worner and coworkers also observed a dynamical minimum in carbon dioxide wheras the
one from nitrogen is claimed to be structural (Wérner et al., 2010). Furthermore sub-
stantial subcycle transitions have been observed in nitrogen by Mairesse and coworkers,
revealing a coupling between different channels (Mairesse et al., 2010). An analysis of
the relative phases involved in HHG between the different channels strongly suggests an
electron rearrangement during ionization.

The results obtained by HHG have one important constraint, they are dealing with an
imperfect degree of alignment. Molecular alignment induced by a strong laser pulse is per-
formed in a macroscopic ensemble of molecules, which can never be completely aligned.
The molecules adopt a certain alignment distribution and thus the high harmonic signal
only gives an average response of this distribution. Different approaches were developped
for extracting the single atom response (Wagner et al., 2007; Akagi et al., 2009; Yoshii
et al., 2011). Deconvolution of the angular distribution can be reached through an itera-
tive procedure. This method is limited however, it only takes into account the variation
of the field amplitude as the molecule is rotated and not the variation of the phase.

We chose a different method, directly attacking the root of the problem. To achieve a
high degree of molecular alignment the molecules must be rotationally cold before exci-
tation. This can be achieved by using a supersonic molecular gas jet. In order to obtain
the coldest rotational distribution required for creating the best alignment of the molec-
ular axis, we have used a strongly collimated supersonic expansion (Even-Lavie jet (Luria
et al., 2011)) which enables us to generate high harmonics at a distance of 42 nozzle
diameters from the nozzle. This results in an estimated rotational temperature of 5K.
A highly improved alignment distribution is obtained with this technique, setting a new
standard for HHG in aligned molecules.

This chapter summarizes the theory of molecular alignment and rotational revivals. Align-
ment has been performed for two small linear molecules, carbon dioxide and nitrogen. Ex-
perimental results in carbon dioxide reveal features at low temperatures which have not
yet been observed before. These should permit to draw new conclusions on the interplay
between the different channels and therewith the hole dynamics. Owing to the higher
degree of alignment a higher resolution is reached for the harmonic signal from nitrogen,
measured as a function of molecular angle. This reveals a shape resonance predicted
theoretically in molecular nitrogen (Jin et al., 2012).
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2.1. Field-free Molecular Alignment by Laser Pulses

2.1. Field-free Molecular Alignment by Laser Pulses

Molecules in a molecular gas jet are randomly oriented. They can be aligned by using
strong laser pulses. Depending on the orientation of the molecule with respect to the po-
larization direction of the laser field the force induced on the molecule is different. Linear
symmetric molecules experience the strongest torque if its principal axis is perpendicular
to the field polarization. In contrast the molecule is unaffected if the principal axis is
parallel to laser polarization. Thus the molecular axis are forced to similar orientations.
This molecular ensemble could now directly be probed by a second pulse. Two different
techniques were established, adiabatic alignment with picosecond pulses (Friedrich and
Herschbach, 1995; Seideman, 1995) and nonadiabatic (impulsive) alignment with fem-
tosecond pulses (Rosca-Pruna and Vrakking, 2001). The former method shows a higher
degree of alignment than the latter method for the same laser intensities (Torres et al.,
2005). Impulsive alignment has a great advantage however. Owing to the revival struc-
ture of the rotationally excited wavepacket, field-free alignment is accomplished. This is
important as the two fields disrupt each other if they overlap: HHG and the creation of
a rotationally excited wavepacket are perturbed.

The electric field E of the laser induces a dipole moment i = - E. The polarizability
« is orientation dependent and is therefore represented by a tensor. The value along the
most polarizable axis is labelled o) and «; along the second most polarizable axis, which
is perpendicular to the former axis. In case of a linear molecule the least polarizable axis
coincides with the second most polarizable one oy and o) > o . Each molecule acquires

an additional potential energy U = —(& - E) . E which only depends on the angle 6 be-
tween the field and the molecule’s principal axis. At nonresonant frequencies, well below
the electronic transition energies, the field-matter interaction is governed by the potential
U only taking into account the angle-dependent term® (Stapelfeldt and Seideman, 2003;
Rouzée, 2007):

U= —iEg P() (e — ay) cos®(8) = —Up(t) cos® 0 (2.1)

where f(t) is the envelope of the laser pulse with a maximum field strength Ey. The
torque exerted by this potential is —dU/df. It will force the molecules to align with
their principal axis along the polarization direction. In other words the angular dependent
potential well adopts a minimum for parallel alignment.

2.1.1. Rotational Wave Packets

In quantum mechanics classical particles are represented by wavepackets formed by the
coherent superposition of quantum states. The idea of a wavepacket is found for many
other applications in physics and chemistry (Stolow, 1998). The notion of a rotational
wave packet can be understood by describing the molecules in terms of rigid rotors. The

L Atomic units are used in this chapter.
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2. High Harmonic Generation in strongly aligned Molecules

rotational eigenenergies are calculated applying the rotational energy operator BJ? on the
angular part of the nuclear wavefunction ¢(0,¢,t). The eigenenergies of this operator are
spaced as BJ? = ByJ(J + 1) with J the angular quantum number (classical equivalent:
angular momentum) being a positive integer and By being the rotational constant. The
eigenfunctions of the rotational operator are the spherical harmonics Y (6,), with the
magnetic quantum number M. M is the projection of J with respect to the electric field
and adopts the following values: M = —J,—J+1,..., J—1, J. The evolution of ¥)(0,¢,t)
taking into account the nonresonant interaction with the laser field is finally governed by
(Dooley et al., 2003):

z'aatw(e,gb,t) = [BJ? — Up(t) cos® 0] (0,0,t) (2.2)

As the molecules rotate their bonds stretch, i.e. the rigid rotor is only an idealization.
This leads to an increase of angular momentum which is corrected as E; = BJ? =
BoJ(J+1)—Do[J(J+1)]* with Dy/ By ~ 1076—10"*. The equation is solved numerically
by a program written by Weber (Weber, 2007). The coupled linear differential equations
are solved for the different angular quantum numbers using a fourth-order Runge Kutta
algorithm. The interaction term —Uy(t) cos?(6) couples the eigenstates J — J + 2 and
J — J — 2. In other words, Raman transitions lead to the population of higher states
with an equal distance of J = 2 leading to the creation of a rotational wave packet.
Different M-states remain uncoupled.

In a molecular gas jet the rotational temperature distribution is quite broad. The
weights of the original rotational state population is governed by the Boltzmann distribu-
tion:

Py o< gs(2J + 1)e=Es/knTrer (2.3)

where g is a parameter which is different for even or odd .J-states and 7T,..; the rotational
temperature of the molecules. The cooler the initial rotational temperature, the lower the
number of original populated states (see equation 2.5). Thus revivals are more pronounced
at low than at high temperatures. Figure 2.1 depicts the Boltzmann distributions for the
different rotational temperatures in nitrogen and carbon dioxide.
If the pulse envelope f(t) has a pulse duration on the order of the rotational period of
the molecules, these will be trapped by the potential U = —Uy(t) cos? §. When the pulse
has passed by, the alignment gets lost. In contrast to adiabatic alignment, short laser
pulses (=~ 100fs) are used in case of impulsive alignment. Such a laser pulse gives the
molecules a short kick, with a force proportional to the induced dipole moment. The
molecules are therewith aligned shortly after the laser pulse. Prompt alignment cannot
be used for HHG as probe and pumb-beams still overlap temporarily. High harmonics are
therefore generated at the rotational revival of the wave packet. The full revival occurs
at a time delay At = T,,; = m/By, the wave packet revives exactly to its original one.
As the revival times are (see table 2.1) much higher than the duration of the pump pulse,
HHG can be accomplished without disruption of the pump beam (field free).
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Figure 2.1.: Boltzmann distributions of rotational states J, at different rotational temperatures
for nitrogen at (a) 5K and (b) 50K and carbon dioxide at (c) 5K and (d) 50 K.

Molecule | By (em™!) | Dy (cm™!) Q) — o (A3) Ge | 9o | Trot (PS)
Ny 1.99 5.7x 1076 1.0 211 8.38
CO, 0.39 1.3x 1077 2.0 110 427

Table 2.1.: Rotational constants for nitrogen and carbon dioxide (NIST, 2012).



2. High Harmonic Generation in strongly aligned Molecules

The degree of alignment is given conventionally by the statistical average over the
following expectation value (Rouzée, 2007):

((cos® 0)) star(t) = (W o,010| 08”0 [W o 01y)) s (1)

_Erxn
= ZJO,MO gi€ P <\IIJ07M0| cos® QI\I]J07M0> (t)
ZJO PJO

where Jy and M, correspond to the intially occupied states before the interaction with
the alignment pulse. ({cos?0))a(t) is O if the axes of all molecules are perpendicular
to the polarization axis of the electric field. It adopts the value of 1/3 if the distribution
becomes isotropic and unity if all molecules are perfectly aligned along the polarization
axis.
After interaction with the alignment pulse different J are populated. Neglecting the
centrifugal distortion and the Stark shift term which induces a permanent alignment the
quantity characterizing the alignment ((cos? 6))s.:(t) is proportional to (Renard et al.,
2004):

(2.4)

((c0s? 0)) srar(t) o< cos(w st + AGTMO) (2.5)
Agp I — g g 26)

This equation shows that each J-component oscillates with a period of 7/i/[B(2J+3)].
Renard and coworkers showed that owing to the property of the spherical harmonics
((cos? 0)) sat(t) is strongest for low Jy = 0 and therewith for low M, = 0. Also the
quantum beat phase AHjO’MO plays an important role for the position of the revivals.
Figure 2.2 depicts an alignment scan performed in nitrogen with pump-probe polarizations
that are parallel to each other. Revival structures are not only visible at the full revival of
8.38 ps. At the time T.,;/2 and T}.,;/4 more revival structures are revealed. The contrast
between the aligned and anti-aligned molecules is strongest at the half revival.

The degree of alignment can however not be determined precisely by HHG. The response
of high harmonic emission in differently aligned molecular gases is not known and is
certainly not linear. The exact value can be measured by Coulomb exlosion (Dooley
et al., 2003; Kumarappan et al., 2006; Lee, 2006). As this technique is not used in
Bordeaux we try to estimate the value?. The temporal structures of the calculated signal
and measured harmonic signal are compared. Note that the high harmonic response is
not linearly dependent to ({cos® 0)):4:(t). Therefore a comparison of the absolute signal
is neglected. The initial parameters (number of rotational states, pulse duration, laser
intensity) of the calculation are determined in a manner that the temporal features and

2This estimation is commonly used for HHG by the scientific community.

58



2.1. Field-free Molecular Alignment by Laser Pulses
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Figure 2.2.: Harmonic signal in nitrogen as a function of pump-probe delay with parallel pump-
probe polarizations.

the periodicity of the extremal values adopt best the measured signal. When changing one
of these parameters the calculated signal disagrees to a higher degree from the measured
signal.

At the half revival the alignment is followed by an anti-alignment and inversely at the
full revival. The angular distribution follows the same pattern, at half revival it first
exhibits a prolate shape and then an oblate shape and repeats the same vice versa at full
revival. The signal from harmonic 19 is two times stronger at the half revival than at
the full revival. This reflects a more distinct alignment distribution as can be observed
from the calculated polar diagrams in figure 2.3(a) and figure 2.3(b). Not also that the
distribution never points exactly in the polarization direction of the laser. The shape of
the distribution always adopts the form of a butterfly.

We find a maximum of the molecular alignment at a pump-probe delay of 4.1 ps in the
experiment. Figure 2.3 delivers a ({(cos? 0)) () =0.85 that is very high, if compared
to iodobenzene that achieved a record with ((cos?0)) () =0.92 (Kumarappan et al.,
2006). A rotational temperature of 5K is expected within the gas jet which is much
lower to the rotational temperature observed with the former General valve. Figure 2.4
shows a comparison for the rotational temperature reached with the Even-Lavie valve and
the former valve. The shape of the distributions are significantly different: this results
from different gas expansion characteristics from the gas jet nozzle. The alignment
distribution is peaked at an alignment angle of 27° at a rotational temperature of 50 K.
At a temperature of 5K the alignment distribution is narrower and peaked at an angle
of 9°. The attenuation of the rotational temperature to probe an aligned macroscopic
ensemble is thus necessary for measuring a signal which is much closer to the single
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Figure 2.3.: Comparison between the signal from harmonic 19 and the calculation of
((cos0))stat(t). The pulse duration of the alignment pulse is 70fs with an in-
tensity of 6 x 103 W /cm?. The polar diagrams depict the alignment distribution
of the molecular ensemble. The polarization direction of the alignment pulse is in
horizontal direction. A rotational temperature of 5 K was taken for the simulation,
leading to {{cos? 6))ssat(t) =0.85 (figure adopted from (Higuet, 2010)).
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2.2. High Harmonic Generation in aligned Nitrogen Molecules

molecule response.

When expanding into the vacuum the molecules experience collisions, which transfer
the rotational internal kinetic energy to translational energy (Scoles et al., 1988). The
higher the distance from the nozzle, the more collisions the molecules have undergone
and thus the lower the rotational temperature. The gas density is however significantly
reduced far from the nozzle which is a great disadvantage for optimizing HHG, remember
the macroscopic signal highly depends on the number of emitters and therewith on the
pressure. Thus HHG has to be performed close to the nozzle, with the disadvantage of
poor alignment. The achieved rotational temperature crucially depends on the expansion
characteristics of the nozzle. Low rotational temperatures are especially obtained in
supersonic gas expansions. The nozzle of the Even-Lavie valve exhibits this characteristic
with a jet expansion half angle of 10°. This low divergent jet allows us to generate high
harmonics at a distance of 40 nozzle diameters (150 um). The Even-Lavie jet is thus the
key technology for reaching cold rotational temperature. These are varied by heating up
the nozzle.

Figure 2.4.: Alignment distribution at a rotational temperature of 5K and 50K at the half
revival.

At colder rotational temperatures the alignment distribution is strongly peaked and the
average alignment angle of the molecules is closer to the direction of laser polarization
than in the case of warmer rotational temperatures. The weak alignment at warmer
rotational temperatures originates from the high number of J, and M, contributing to
({cos? 0)) st (t) (see equation 2.2). Figure 2.1 clearly illustrates that only 3 states con-
tribute significantly to this initial distribution at a temperature of 5 K, wheras 10 need to
be taken into account at 50 K. This coldest rotational distribution is required for creating
the best alignment of the molecular axis.

2.2. High Harmonic Generation in aligned Nitrogen Molecules
First results are presented in the smaller of the two molecules, namely Ny. Since the

tomographic reconstruction of the HOMO, the nitrogen molecule has taken a very promi-
nent role for HHG (ltatani et al., 2004). As a matter of fact, the visionary work from
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2. High Harmonic Generation in strongly aligned Molecules

Itatani and coworkers triggered a lot of questions. Very soon afterwards multielectron
effects were considered (Patchkovskii et al., 2006). The experimental reconstruction of
the first excited electronic state (HOMO-1) followed four years later (Haessler et al.,
2010). Also substantial subcycle transitions between the X- and A-channel (see figure
2.5) are expected from experimental observations (Mairesse et al., 2010). The B-channel
is considered to play only a minor role due to its high ionization potential. The harmonic
phase, which is fundamental for orbital reconstruction, has been found to be intensity
dependent, indicating a transition from the single- to the multi-channel regime (Diveki
et al., 2012).

First the symmetry sensitivity of HHG to the molecular orbital is demonstrated. Then
the experimental setup of a non-collinear pump-probe scheme is presented. Finally the
results from experiments performed in a cold molecular gas jet are displayed. These are
obtained at different nozzle temperature and generation intensities.

2.2.1. High Harmonic Spectra decoding the Structure of Molecular Orbitals

As already mentioned in chapter 1 the tunnel ionization rate strongly depends on the
orientation of the molecule with respect to the electric field (see figure 1.5). The molecular
geometry responsible for direction dependent tunnel ionization rate is visualized in terms
of the Dyson orbital ¥p;. It is defined as the projection of the ionic wavefunction wj(-N_l)
of the ion in state j after removal of an electron from the N-electron wavefunction of the
neutral molecule @bJ(VNT) (Smirnova et al., 2009b):

¥ = VN @V w0 (2.7)

As tunnel ionization is exponentially sensitive to the ionization potential I, (see equation

1.4), the process is expected to be most efficient for the ground state. One has to
consider the geometry of the Dyson orbitals (see figure 2.5). Due to nodal structures of
the Dyson orbital in the ground state, ionization is suppressed for molecules which are
aligned perpendicular to laser polarization. In other words, the opposite sign of the Dyson
orbitals’ lobes lead to destructive interference and ionization suppression (Muth-Béhm
et al., 2000; Tong et al., 2002).
The harmonic signal is not only determined by the tunnel ionization probability but also
by recombination. The recombination dipole moment is governed by the same geometry.
Different phases are acquired for different ionization channels, the phase of each channel
can be split in four different contributions (Smirnova et al., 2009a):

I) Phase acquired during ionization.

I1) Phase accumulated by the electronic states j of the parent ion during the electron
propagation ¢; oc e FiT.
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2.2. High Harmonic Generation in aligned Nitrogen Molecules

I11) The Volkov phase accumulated by the continuum electron which is different for two
ionization channels j = 1,2: Ap =~ (Ey — E7)AT, with A7 the difference in travel
time for the two channels.

IV) The phase of the recombination matrix element.

Smirnova and coworkers demonstrated that at a certain time of flight 7 of the con-
tinuum electron destructive interference from two different channels can be associated
(Smirnova et al., 2009a).

Figure 2.5.: Dyson orbitals corresponding to different ionization channels in nitrogen: X-
channel, ground state: FEx =15.6€V, A-channel, first excited electronic state:
E4=16.9¢eV and B-channel, second excited electronic state: EFg=19.1eV. The
polar diagrams illustrate for each orbital the normalized tunnel ionization proba-
bility (figure adapted from (Higuet, 2010)).

2.2.2. Experimental Setup for Optical Alighment

At the time when the experiment was performed the Aurore Ti:Sa-Laser system was
delivering 7mJ, 35fs, 800 nm pulses at 1kHz. The experimental setup is presented in
chapter 1 (see figure 1.23). Figure 2.6 displays the setup which is used for optical
alignment. The laser beam is separated by using a 50/50 beam splitter. The pump
beam is delayed by At using a motorized translation stage. The degree of alignment also
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2. High Harmonic Generation in strongly aligned Molecules

depends on the laser parameters such as intensity and alignment pulse duration (Haessler,
2009). A good alignment was found when stretching the alignment pulse from 35fs to
70fs, by propagation through a 10mm thick SF10-plate. The \/2-plate rotates the
molecular alignment with respect to the generating beam polarization axis by an angle 6.
HHG from the pump beam is not recorded as pump and probe beams are non-collinear.
This has the strong advantage that the pump intensity can be increased. Both beams
are focussed by a spherical mirror with a focal distance of f=37.5cm into the gas jet.
The beams are reflected by two mirrors at an angle of incidence (AOI) of 7.5°. This
causes a slightly astigmatic focus. The pump intensity is around 6 x 101¥W/cm?, the
probe intensity is varied by a diaphragm.
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Figure 2.6.: Experimental Setup for HHG in aligned molecules.

2.2.3. HHG in strongly aligned Nitrogen from multiple Orbitals

The alignment scan in nitrogen presented in figure 2.2 fits the features of the calculation
in figure 2.3. At low gas temperatures (T,,; =5 K), clusters can be formed in the gas jet.
These might contribute to HHG and interfere with the radiation emitted from aligned
molecules. Their formation should be negligible for nitrogen however, its adhesion is very
low. The tendency to stick together is characterized by the condensation parameter which
is very low for nitrogen (see table 4.1 chapter 4). Significantly higher backing pressures
than what we use for molecular alignment (9 bar and 11 bar) are needed for efficient cluster
generation in nitrogen.

An intriguing feature is revealed in figure 2.2. In the cutoff i.e. harmonic 33, 35 and
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2.2. High Harmonic Generation in aligned Nitrogen Molecules

37 a local maximum appears at strongest anti-alignment (At=8.52ps). The rotational
wavepacket adopts an oblate shape at this position. The axes of the molecules are in a
plane which is perpendicular to laser polarization. What is the reason?

In 2008 McFarland and coworkers first observed the influence of the HOMO-1 in aligned
nitrogen molecules (McFarland et al., 2008). Paragraph 2.2.1 explains the suppression of
ionization due to destructive interference from to neighbouring orbital lobes with opposite
phase. The mechanism is also valid for the recombination dipole moment. This leads to
suppression of HHG from the X-channel if the polarization direction is perpendicular to
the molecular axis. The contrary is the case for the A-channel (see figure 2.5) ionization
is enhanced and thus leads to a significant HHG from this channel.

McFarland and coworkers also observed an inverted behaviour at the half revival. In a
cross-polarized pump-probe scheme the signal usually adopts a minimum at 4.1 ps due
to ionization suppression from the X-channel. The cutoff harmonics show however a
maximum, which is interpreted as the contribution from the A-channel (McFarland et al.,
2008). The appearance of a stronger signal from the A-channel makes sense, owing to a
superior ionization potential it dominates over the emission from the X-channel. We also
looked for this feature, but were not able to reproduce it, even though we tried different
generation intensities. The pulses used in their experiment were shorter (30fs vs. 35fs),
the alignment pulse was longer (90fs vs. 70fs), the gas jet warmer (T,,; =40K vs.
T,0t =5K) and the alignment intensity lower (2.5 x 10'* W /cm? vs. 6 x 10> W/cm?).
Let's come back to the local maximum observed in figure 2.2 in the parallel pump-probe
configuration at the anti-alignment. This feature has not yet been reported before. For the
same reason as above the A-channel might be revealed at the full revival anti-alignment.
At the half revival anti-alignment the minimum for harmonic 37 is slightly cut, probably
for the same reason. The anti-alignment is weaker at half than the full revival. This
shows that a high degree of alignment is crucially important. If it was weaker, this feature
would not have been measured.
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Figure 2.7.: Spectra in nitrogen at (a) parallel and (b) perpendicular laser polarization for the
pump and probe beam. The nozzle temperature is at 80 °C with a backing pressure
of 11 bar.

Figure 2.7 illustrates the high harmonic spectra in aligned nitrogen molecules. The
signal from short and long trajectories can be clearly distinguished, and is merging in the
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2. High Harmonic Generation in strongly aligned Molecules

cutoff. As we increase the laser intensity, the ring structure from the long trajectories
expands. These two effects are expected from phase matching conditions as explained in
chapter 1. It is noticeable that the signal from the short trajectories almost disappears
at perpendicular alignment. Where does this strong contrast between perpendicular and
parallel alignment originate from?

2.2.4. Shape Resonance in strongly aligned Nitrogen Molecules

Figure 2.8 illustrates the harmonic signal as a function of alignment angle at different
intensities. The spectra on the figure illustrate how the cutoff is decreasing with intensity.
A distinct feature appears for the lowest harmonics at parallel alignment. It is stronger
for the intermediate generation intensity but still clearly visible at lower and higher inten-
sities. This strong enhancement of the signal has not been observed yet at a generation
wavelength of 800 nm (see for example figure 3(b) from (Mairesse et al., 2008a)). We
study it for two reasons. First an enhancement of the high harmonic emission is always
of interest if it is used in pump-probe experiments (see chapter 5). Second the origin of
this characteristic might give further insights in the molecular structure of nitrogen.
Figure 2.9(a) displays the same signal for the long trajectories. The selection of the long
trajectory signal was done by subtracting the central spot (short trajectories) from the
total signal. The signal for harmonic 19 is weak and experiences a sudden drop with
respect to harmonic 21. One observes however that the signal of harmonic 19 is not fully
recorded by the detector (see figure 2.8). Due to the strong divergence the lower and
upper parts of the signal are cut®>. Thus it is not possible to measure the signal from
harmonic 19. If harmonic 19 is neglected, the same strong increase can be observed for
the long as has been observed for the short trajectories for low harmonic orders at parallel
alignment. The enhancement of the signal from harmonic 23 to harmonic 21 is more dra-
matic at higher intensities than at lower intensities. |t shows the same tendency however.
The contrast of the signal from harmonic 21 at parallel and perpendicular alignment is
30.3 for the short and 5.6 the long trajectories.

At a certain time of flight 7 of the continuum electron constructive interference from
two different channels could cause such a maximum (see paragraph 2.2.1). If this was
the case for the strong signal observed here, one would expect different tendencies for the
long and short trajectories as they acquire different phases. The similar behaviour from
short and long trajectories indicates however that different ionization channels should not
play an important role. This hypothesis is confirmed by the intensity dependence. When
varying the intensity, trajectories with a different time of flight contribute to the same
harmonic order and 7 varies. Thus a change of signal is expected with intensity. Figure
2.11(a) shows however that harmonic 19 is almost constant within an intensity range of
1.0 x 10*W/cm? to 1.5 x 10 W/cm?. As interference between the different channels
(dynamical effects) can be excluded this feature can be attributed to a structural origin.

3The signal is cut either due to the differential pumping hole or the limited height of the grating.
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Figure 2.9.: High harmonic signal in nitrogen as a function of alignment angle and harmonic
order for the long trajectories in parallel configuration. The generation intensity,

determined by the harmonic cutoff decreases from (a) 1.5 x 104 W /cm? to (b)

1.2 x 10" W/cm?. The backing pressure is 10bar at a nozzle temperatures of
80°C.

Jin and coworkers calculations revealed a strong high harmonic signal at the same wave-
lengths at parallel alignment (Jin et al., 2012). They attributed this observation to a
shape resonance in nitrogen, but could not confirm it experimentally. Figure 2.10 displays
their calculation for the differential ionization cross section. As discussed in the case of
the Cooper minimum in chapter 1, the photorecombination probability is proportional to
this cross section. Thus harmonic 15 to 25 are expected to be strongly enhanced at a
generation wavelength of 800 nm for the HOMO. Their calculations agree well with our
observations. In order to record the decline of the harmonic signal at lower harmonic
orders the harmonic detector needs to be moved by four to six orders. Figure 2.10(b)
shows that the contribution from HOMO-1 is negligible at parallel alignment. The pho-
torecombination probability from HOMO-1 is relatively high however at perpendicular
alignment. This is in good agreement with the discussion in chapter in paragraph 2.2.3.
The A-channel is dominating the X-channel at perpendicular alignment in the cutoff. Still
the full calculation including ionization, propagation and recombination is required for
drawing a conclusion on this. Another important point to include are subcycle transitions
between the HOMO and HOMO-1 as the photon energy of 1.55€V is close to the energy
gap between the two states (Mairesse et al., 2010).

Harvey and coworkers currently perform calculations on this phenomenon taking our ex-
perimental results as a comparison. They attribute this shape resonance to an autoionizing
state (Strelkov, 2010) which causes a resonant enhancement of HHG. An autoionizing can
be formed when the centrifugal barrier is taken into account in addition to the Coulomb
potential. In multielectron systems the attraction close to the nucleus changes its scaling
from —1/r to —Z/r, where Z is the charge of the nucleus. In reasonable heavy systems
this creates a significant well in addition to the centrifugal barrier. However the inter-
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Figure 2.10.: Calculated differential photoionization cross section as a function of polarization
direction of the (a) HOMO and (b) HOMO-1 for nitrogen (figure adopted from
(Jin et al., 2012)).

action range of this well is only short-ranged. At very small distances to the molecular
center the centrifugal barrier (o< J(J + 1)/r?) dominates over —Z/r.

Figure 2.11 displays harmonic 19 to 35 as a function of alignment angle at different

laser intensities. The structure of the shape resonance is apparent for harmonic 19, 21
and 23. Other details appear in the signal, which have never been observed before.
Harmonic 29 to 33 reveal a clear minimum at parallel alignment and signal maxima at
an alignment angle around £40°. These structures do not seem to vary with intensity.
Another observation is represented in figure 2.11(b) for harmonic 33. The minimum
detected at an angle of +-80° at a laser intensity of 1.5 x 10 W /cm? moves to +70° for
lower intensities. This tendency can also be clearly observed for other harmonic orders:
a minimum moving to lower absolute alignment angles at higher intensities (see figure
2.11(c)-(f)). This intensity dependence indicates a dynamical effect.
Remember the local maximum at the anti-alignment of the full revival in figure 2.2. This
feature might be attributed to a contribution from the A-channel which is dominant when
laser polarization is perpendicular to the molecular axis. Exactly this is the case for the
maximum which is observed at an alignment angle of +90° for the cutoff harmonics.
The minimum which is moving with decreasing intensities to lower absolute angles could
therewith be identified as a destructive interference between the X-channel and the A-
channel. Note, this is consistent with the calculed differential photoionization cross section
in figure 2.10, the A-channel is dominating over the X-channel in the cutoff. Now, only
the different phase contributions are missing for the reproduction of this minimum. Once
again, we would like to emphasize that the resolution of the dynamical minimum had not
been possible if the strong degree of molecular alignment had not been reached by the
Even-Lavie jet.

The calculation of the shape resonance by Jin and coworkers has been done in a
relatively warm gas jet. With ({cos?6))qa(t) =0.6 a degree of alignment has been
reached, which is significantly lower than the one achieved by the Even-Lavie valve
({{cos? 0)) sat(t) = 0.85). We therefore changed the nozzle temperature in order to study
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the dependence on the rotational temperature. Figure 2.12(a) and figure 2.12(b) illus-
trate scans at different nozzle temperatures. Figure 2.12 displays the harmonic signal
from the short trajectories as a function of alignment angle at different nozzle temper-
atures. The shape resonance is clearly observed at a nozzle temperature of 80°C. It
decreases however significantly at the higher nozzle temperature, i.e. a lower degree of
molecular alignment. Again the additional two features which are described above are
observed. The signal adopts a maximum at +30° and a minimum in between. Also the
dynamical minimum at an alignment angle of +80° becomes visible. At 160°C, these
features clearly disappear. Figure 2.13 depicts the corresponding alignment scans which
reveal a similar behaviour. Only the quarter revival of the two scans seems to be shifted.
The contrast between alignment and anti-alignment are similar. Another scan at even

higher nozzle temperatures might have been useful for reaching even higher rotational
temperatures.

1 0 T T T T T T T T T T
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Figure 2.13.: Alignment scan in nitrogen for harmonic 19 at a nozzle temperature of 80°C
(red) and 160°C (blue).

2.3. High-Order Harmonic Generation in strongly aligned Carbon
Dioxide Molecules

Carbon dioxide is another linear molecule with a different orbital structure which has been
widely studied by HHG. First experiments of HHG in aligned carbon dioxide molecules
have been performed by Kanai and Vozzi together with coworkers (Kanai et al., 2005;
Vozzi et al., 2005a). In the two experiments a minimum was observed in the high harmonic
spectra, however at different positions. These type of minima were already predicted the-
oretically in aligned H, and H3 (Lein et al., 2002). The explanation was structure-related
interference from the different contributions emitted from different atomic centers. If
the distance between such two centers corresponds to half the de Broglie wavelength of
the recolliding electron wavepacket destructive interference is expected. The minimum
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structures were attributed to such a structural minimum (Kanai et al., 2005; Vozzi et al.,
2005a), with the opening question: Why should this type of minimum show up at dif-
ferent positions in the spectrum? The experiments at Tokyo and Milano were conducted
at different intensities. Smirnova and coworkers confirmed this intensity dependence the-
oretically and experimentally (Smirnova et al., 2009a). The new interpretation of the
minimum, dubbed dynamical minimum, was completely different. More than one molecu-
lar channel plays a role for HHG, namely the highest occupied molecular orbital (HOMO)
and the two orbitals beyond: HOMO-1 and HOMO-2. Furthermore the position of the
minimum was found to depend also on the laser wavelength (Worner et al., 2010).

A typical alignment scan is depicted in figure 2.14. The prolate shape of the rotational
electron wave packet is reached at a delay of 21.2ps. In contrast to nitrogen (see figure
2.2), the harmonic signal shows a minimum at this delay.
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Figure 2.14.: Alignment scan in carbon dioxide with parallel pump-probe polarizations.

2.3.1. HHG in a cold Carbon Dioxide Gas Jet

Before going into detail with the new features observed in aligned carbon dioxide, one has
to evaluate the medium of generation. Supersonic gas jets are also used for the formation
of clusters as elaborated in chapter 4. Paragraph 4.5 elucidates the contribution of clusters
to the high harmonic signal in cold gas jets. It concludes that cluster formation cannot be
excluded in such a jet. The alignment pulse at an intensity of 6 x 10'* W /cm? probably
destroys the largest clusters. The cluster participation to HHG from aligned carbon dioxide
molecules is expected to be negligible.

In order to study a possible effect from clusters on the alignment scan, a second analysis
has been performed. At the half revival of the alignment scan an oscillation is observed
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Figure 2.15.: Alignment scan in carbon dioxide with parallel pump-probe polarizations at the
half revival of the rotational wave packet.

(see figure 2.15). The degree of revival is now extracted in the following way: After
subtracting the background from the signal, a Fourier transform is performed to extract
the amplitude of the oscillatory component. The amplitude is then normalized to the sum
of the Fourier transform. The degree of revival, i.e. the normalized component of the
Fourier spectrum is plotted for each pixel. It is illustrated in figure 2.16(b) in a revival
map. A strong signal also shows a high degree of revival. Even the cutoff harmonics, long
trajectories down to harmonic 19 reveal a significant degree of revival. Only the harmonic
signal from the long trajectories from harmonic 15 and 17 seems not to be affected by the
alignment pulse. This might be attributed to a low signal. As clusters are insensitive to
alignment the degree of revival is expected to be zero. If clusters contributed significantly
to the high harmonic signal, these regions would be identified in the 2D spatio-spectral
signal. The degree of revival would be expected to decrease significantly for the off axis
cutoff harmonics*. This is not observed however. We therefore conclude that clusters do
not play a role in the signal from the alignment scan.

2.3.2. The Minimum in aligned Carbon Dioxide

One question from paragraph 2.3 is still pending: Why does the harmonic signal show a
minimum at the maximal degree of revival at a pump-probe delay of 21.2 ps? As already
discussed in paragraph 2.2.1 the tunnel ionization rate strongly depends on the orientation
of the molecule with respect to the electric field (see figure 1.5). The Dyson orbital of
the ground state exhibits a nodal structure (see figure 2.17). Due to the nodal structure

*HHG from large clusters has been identified in these regions in chapter 4.
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Figure 2.16.: (a) High harmonic spectrum and (b) revival map in carbon dioxide at 9bar at
80°C.

of the Dyson orbital for the ground state, ionization is suppressed for molecules which
are aligned parallel or perpendicular to the laser polarization. Figure 2.17 also illustrates
the relative strong-field ionization amplitudes between the first three channels in carbon
dioxide. The B-channel contributes significantly to ionization when the molecular axis is
parallel to the laser polarization even though the ionization potential is 4.3 €V higher than
that for the X-channel. If the molecular axis is perpendicular to the laser polarization, the
B-channel becomes negligible and the A-channel gains in importance.

Figure 2.18 shows harmonic spectra with a clearly distinguishable signal from short
and long trajectories. As we increase the laser intensity, the ring structure from the long
trajectories expands. These two effects are expected from phase matching conditions as
explained in chapter 1. In part (a) of the figure a minimum is observed for the short
trajectories at harmonic 19. If the nature of the minimum was structural, it should af-
fect the signal from short and long trajectories similarly. As in nitrogen, this minimum
might be the result of destructive interference between the different ionization channels.
Smirnova and coworkers demonstrated that at a certain time of flight 7 of the continuum
electron, destructive interference between two different channels leads to such a mini-
mum (Smirnova et al., 2009a). The main phase difference contribution originates from
(Ep — Ex)1, with Eg and Ex the ionization potentials of the respective channels. They
observed that the minimum in the harmonic spectra from aligned carbon dioxide molecules
shifts linearly with laser intensity in agreement with their calculations. We believe that
this is also the case for the minimum observed in the short trajectories. It has to be
noted that the central part of harmonic 17 in figure 2.18(a) is split in two. When moving
the alignment beam slightly upward or downward, by tweaking a mirror, the depletion
of this central part is moving respectively. The following paragraph demonstrates that a
higher degree of alignment shifts the dynamical minimum to lower harmonic orders. We
suspect that this effect is also responsible for the minimum observed for harmonic 17.
The alignment is stronger at the center of the pump-beam and thus creates a destructive
interference for the lower harmonics. Thus the minimum of harmonic 17 is an indicator
for the stronger alignment on axis.
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Figure 2.17.: Dyson orbitals corresponding different ionization channels in carbon dioxide:
(a) X-channel, ground state: Ex =13.8€V, (b) A-channel, first excited elec-
tronic state: E4=17.3eV and (c) B-channel, second excited electronic state:
Ep=18.1eV. The red and orange lobes correspond to different signs of the
Dyson orbitals at a level of 90% of electron density. (d) Relative strong-field
ionization amplitudes between different channels (figure adapted from (Smirnova
et al., 2009b)).
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Figure 2.18.: Spectra in carbon dioxide at (a) parallel and (b) perpendicular laser polarization
for the pump and probe beam. The nozzle temperature is at 80 °C with a backing
pressure of 9 bar.
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2.3.3. High-order harmonic generation in strongly aligned Carbon Dioxide
Molecules

The setup used in the previous experiment (Smirnova et al., 2009a) has room for im-
provement. By using the Even-Lavie valve which delivers a rotationally cold gas jet, and
higher alignment pulse intensities, the degree of alignment is enhanced. The degree of
alignment is decreased by an increase of the nozzle temperature. The evolution of the
harmonic signal corresponding to the short trajectories is illustrated in figure 2.19 and
figure 2.20 as a function of alignment angle and nozzle temperature. The selection of the
short trajectory signal is realized by selecting the central spot. The signal of the long tra-
jectories is obtained by subtracting the signal of the central spot from the total harmonic
signal. At a nozzle temperature of 80°C harmonic 15, 17 and 19 reach a clear minimum
at a parallel or perpendicular alignment angle®. The maximum is at an alignment angle
between 60° and 70°, where the dominating X-channel is strongly contributing to the
high harmonic signal.

The higher harmonic orders (see figure 2.20) reveal a maximum at a parallel alignment
angle at low nozzle temperatures, i.e. at a narrow alignment distribution peaked at
an alignment angle of 9°. This results from the strong contribution of the B-channel.
The maximum vanishes at higher temperatures. The representation of the experimental
results in 3D temperature dependent maps emphasizes the importance of a low rotational
temperature for the gas sample. Otherwise important features cannot be resolved and
experimental results cannot be interpreted correctly.

Figure 2.21 displays the high harmonic signal corresponding to the short trajectories
as a function of alignment angle and harmonic order. In parallel alignment the minimum
is located at harmonic 19. It moves to harmonic 23 as the alignment distribution de-
teriorates. The maximum is always located at harmonic 25. This switch from a local
minimum to a maximum reflects the switching from one ionization channel to another
one. The ionization potential and ionization probability is higher for the B-channel in this
molecular orientation. This leads to a dominating signal from this channel for the cutoff
harmonics.

A minimum is observed for harmonic 19 at parallel alignment at a temperature of
80°C. It corresponds to the dynamical minimum, reflecting the destructive interference
between the X- and B-channel. As the degree of alignment is decreased this local mini-
mum moves towards harmonic 23 at a nozzle temperature of 180°C. At 80°C the local
minimum moves to higher alignment angles for higher harmonic orders. This is displayed
as a U-shaped minimum in figure 2.21(b). Remember now, that the average angle to
polarization direction is 9° at parallel alignment. As the nozzle is heated up, the average
angle increases. At a temperature of 80°C the average angle to polarization direction
becomes significant. At an indicated alignment angle of zero in figure 2.21(f) the average
alignment angle is 27° with respect to laser polarization. Thus the same effect, which
is responsible for the motion of the local minimum to higher alignment angles at 80°C,

5The terms parallel and perpendicular are used with respect to the laser polarization direction.
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pushes the minimum from harmonic 19 to harmonic 23 when increasing the temperature.
The location of the minimum at parallel alignment can thus be used as a relative measure
of the alignment distribution at same generation conditions. The lower degree of align-
ment strongly influences the interference between the X- and B-channel. The weight of
the B-channel to the harmonic signal is decreased with a deteriorated alignment distribu-
tion. Another effect is also observed when heating up the jet nozzle. The contrast of the
minima at parallel and perpendicular alignment is less pronounced at higher temperatures
for harmonic 15, 17 and 19.

Figure 2.22 illustrates the same 3D-maps for the signal from the long trajectories. The
overall signal decreases due to lower pressures at high nozzle temperatures. Harmonic 17
also seems to show a local maximum at all alignment angles for nozzle temperatures of
80°C and 100°C. Apart from these features the maps show identical structures for all
harmonic signals, a minimum at parallel and perpendicular alignment angle and a max-
imum at an alignment angle between 60° and 70°. A minimum cannot be detected in
this condition. The influence from the B-channel at parallel alignment is not clear. This
emphasizes, that origin of the minimum is dynamical.

The experimental results in strongly aligned molecules show a dynamical minimum at
lower harmonic orders than in reference (Smirnova et al., 2009a). We attribute this ob-
servation to the higher degree of alignment. Latest calculation predict an involvement
of the C-channel (1, =13.8eV+5.6eV =19.4¢eV) which couples with the other channels.
The simulation implies that the X- and A-channels dominate for the lower harmonics the
wheras the B- and C-channel take over for the higher harmonics.

2.4. Conclusion and Outlook

We examined the rotational excitation of nitrogen and carbon dioxide molecules by a
femtosecond laser pulse with pump probe spectroscopy using HHG as a probe signal. To
achieve a high degree of molecular alignment the molecules must be rotationally cold
before. This goal is achieved by employing a strongly collimated supersonic molecular
jet (Even-Lavie) which enabled us to generate high harmonics at a distance of 42 nozzle
diameters from the nozzle. Furthermore a non-collinear pump probe setup was used
which did not limit pump intensities. These two improvements allowed us to reach very
low estimated rotational temperatures of 5 K. We measured the high harmonic signal of
short and long trajectories as a function of pump-probe delay and alignment angle.

The harmonic signal in nitrogen is recorded as a function of pump-probe and delay reveals
a new feature at low rotational temperatures. A local maximum at the anti-alignment
of the full revival for the cutoff harmonics is interpreted as a strong contribution from
the A-channel to the signal. When recording the signal as a function of alignment angle,
a minimum is observed for the higher harmonic orders. The minimum moves when the
intensity is changed. This might be attributed to the interference between the X- and the
A-channel. We thus recorded for the first time a minimum with a dynamical behaviour
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in nitrogen. The second new characteristic at a generation wavelength of 800 nm is the
strong enhancement of harmonic 17 and 19 at parallel alignment revealing a recently
predicted structure: the shape resonance in nitrogen (Jin et al., 2012).

The low rotational temperatures also allowed the measurement of a signal with a higher
resolution in carbon dioxide. The signal from the higher order harmonics is clearly stronger
at lower nozzle temperature at parallel alignment. The dependence of the dynamical
minimum is studied as a function of nozzle temperature, i.e. alignment distribution. We
observe a minimum that moves to lower harmonic orders at the improved distribution.
These results are currently theoretically reproduced, predicting a fourth channel being
involved.

As the interaction between different channels can be better resolved these results will also
change the current picture electron-hole dynamics for carbon dioxide (Smirnova et al.,
2009b,a) and nitrogen (Haessler et al., 2010). Alignment suffices for these two symmetric
molecules but in case of asymmetric molecules, alignment is not adequate any more,
control of orientation is necessary. Frumker and coworkers recently achieved orientation
in combination with HHG in carbon monoxide by breaking the symmetry of the aligning
pulse (Frumker et al., 2012). Orientation techniques together with the utilization of the
Even-Lavie valve will set new standards for future experiments. Also orbital tomography
benefits from the enhanced alignment distribution. Amplitudes and phases which are
crucial for orbital reconstruction are expected to be measured with higher accuracies.
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Résumé du Chapitre

Nous avons montré que la GHOE pouvait étre utilisée pour étudier la structure orbitale
d’un atome: I'argon. Nous avons ici étendu les études a des petites molécules linéaires
comme ['azote ou le dioxyde de carbone. L'alignement des molécules est arbitraire dans
un jet de gaz. Pour observer la signature de la structure moléculaires dans un signal
harmonique il convient de réaliser un alignement macroscopique préalable des molécules.
L’alignement moléculaire est cependant possible a I'aide d'une impulsion laser focalisée
qui brise I'isotropie de la cible macroscopique (Rosca-Pruna and Vrakking, 2001). Pour-
tant la distribution de I'alignement dépend crucialement de la température rotationelle
des molécules du jet de gaz. Une vanne Even-Lavie permet d’atteindre des températures
basses avec une excellente distribution d’alignement qui satisfait une condition importante
pour la GHOE: des impulsions de gaz trés bréves avec une densité élevée. Une expansion
de gaz supersonique avec un angle d’expansion fortement collimaté permet de générer des
harmoniques d’ordre élevé a une distance de 42 diamétres du col de tuyére. On estime une
température rotationnelle de 5 K. C'est une température qui n'était pas encore obtenue
dans le contexte de la GHOE, établissant une nouvelle norme pour les futures expériences
de I'imagerie des dynamiques moleculaires (Smirnova et al., 2009b, Haessler et al., 2010),
mais aussi pour la tomographie orbitale (Itatani et al., 2004).

Avec ce degré élevé d’alignement nous sommes capables de résoudre une résonance de
forme dans I'azote qui a été récemment prédite dans la section efficace différentielle de
photoionisation (Jin et al., 2012). Cette résonance de forme est attribuée a un état
auto-ionisant qui entraine une amélioration de la résonance. Grice aux basses tem-
pératures rotationelles nous avons observé un minimum avec les caractéristiques d’un
minimum dynamique. Ce minimum dynamique se révéle quand on change l'intensité de
I'impulsion de génération. Un comportement dynamique provient de l'interférence entre
les différentes orbitales. Ce type de minimum est bien établi dans le dioxyde de carbone
(Smirnova et al., 2009a) et montre une dépendance sur la distribution de I'alignement
dans nos mesures. Nous avons aussi été capable de mesurer le signal avec une résolu-
tion plus haute dans le dioxyde de carbone. Les résutats sont actuellement reproduits
par des simulation théoriques qui montrent la contribution d’une orbitale supplémentaire.
Grace a un alignement fort nous avons été capable de mieux résoudre des caractéristiques
structurelles et dynamiques. Cet alignement fort est nécessaire pour comprendre les dy-
namiques attosecondes qui jouent un réle dans I'ion moléculaire pendant le temps de vol
de I'électron.
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3. High Harmonic Transient Grating Spectroscopy
probing electronic Relaxation of NO,

Rotational wave packet revival in linear molecules have been studied in the last chapter.
This trivial dynamical behaviour becomes more complex if chemical reactions of nonlinear
molecules are studied. A deep understanding of these reactions requires the ability to
observe dynamics on an atomic time scale namely femtoseconds. Comprehension of these
reactions is of fundamental interest and is the first step towards their control. Ahmed
H. Zewail was awarded the Nobel price of chemistry for his breakthroughs in the field of
Femtochemistry (Zewail, 2000) which has undergone a rapid development since then. The
dynamics of a chemical reaction are determined by the electrons occupying the highest
occupied molecular orbitals (HOMOs) or in other words the valence electrons. Several
techniques have been applied for tracing valence electron dynamics. Electron diffraction
with a ps-resolution was employed for direct imaging of transient molecular structures
(Ihee et al., 2001) and was later extended to a self-probing scheme (Meckel et al., 2008).
With photoelectron spectroscopy (Nugent-Glandorf et al., 2001; Blanchet et al., 1999) the
resolution of these dynamics was pushed to the fs-time scale. A very recent method, time-
resolved holography with photoelectrons, might be extended from atoms to molecules to
time resolve electron dynamics (Huismans et al., 2011).

The previous chapter emphasized the sensitivity of HHG to the symmetry of molecular
orbitals in a self-probing scheme. HHG was used in this context as a very sensitive probe
as demonstrated in the vibrational dynamics of SFg (Wagner et al., 2006; Walters et al.,
2007). This approach has been extended to the case of N2O, resolving the Raman-active
vibrational modes (Li et al., 2008). A more sophisticated method has been is used in the
context of this thesis: HHG combined with transient grating spectroscopy, first demon-
strated by Mairesse and coworkers (Mairesse et al., 2008c). The transient grating setup
utilizes two pump pulses in a crossed geometry creating an excitation grating. Compared
to the common pump-probe setup it allows the extraction of phase information and a
very high sensitivity as the background is omitted for diffracted orders. This technique
was used successfully shortly after its first demonstration, for tracing the dissociation of
Bry (Worner et al., 2010).

In this chapter the dissociation and electronic relaxation of NO, are studied. NO, is inter-
esting from two different point of views: an atomospheric one and a fundamental scientific
one. First NO,, a reddish brown toxic gas, plays a crucial role in the ozone cycle of the
troposphere. A considerable source of NOy are combustion engines and biomass burning.
These processes contribute directly to the production of summer smog and do not only
reduce the local air quality but also increase tropospheric ozone globally and thus effect
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the ozone cycle (Richter et al., 2005). Tropospheric ozone is not only a greenhouse gas
but also reacts oxidizing with other chemical compounds in the atmosphere. It therewith
changes the gas concentration of the atmosphere but also creates toxic oxides. Studying
the photodissociation, a process which is induced by UV light in the atmosphere, will
allow us to get a better understanding of these fundamental processes in the atmosphere.
Second the first electronic excited state of NO, is strongly coupled to its ground state
through a conical intersection. Nuclear motion is determined by the potential energy sur-
faces (PES) corresponding to the different electronic states (Yarkony, 1996). A conical
intersection permits a coupling between the two PES at certain molecular coordinates.
They play an important role in photochemistry because they convert electronic energy
into nuclear kinetic energy (Whitaker, 2011). Until now the conical intersection of NO,
has been mainly studied theoretically (Santoro and Petrongolo, 1999; Santoro et al., 2000;
Sanrey and Joyeux, 2007; Arasaki and Takatsuka, 2007; Arasaki et al., 2010). NO, is
however compact molecule with a conical intersection that is experimentally seizable.
HHG transient grating spectroscopy is employed for studying NO, around its conical in-
tersection.

Before introducing the experimental setup the molecular system NO, is presented. An
experimental study of the photodissociation of NOy on a picosecond timescale follows.
Then a simulation of HHG of the excited NO, is demonstrated which reveals interesting
dynamical features. The simulation is compared to the experimental results. The chapter
summarizes the result of two experimental campaigns, one conducted at the NRC Steacie
Institue at Ottawa, Canada and the other at CELIA, Bordeaux, France. The two studies
agree in general but lead to slightly different experimental results which are interpreted
controversially (Worner et al., 2011; Ruf et al., 2012).

3.1. Potential Energy Surfaces of NO,

The potential energy in the NOy molecule depends on its bond angle and the distances
between the respective nitrogen and oxygen atoms R; and R,. In the ground state the
point group of NO, is Cy, with the two oxygen atoms having the same distances to the
center nitrogen atom (R; = Ry). After excitation the symmetry reduces to Cy with
R, # Rs.

Different models of potential energy surfaces (PES) have been developped (Leonardi et al.,
1996; Kurkal et al., 2003; Arasaki and Takatsuka, 2007). The second one turns out to be
the most reliable for studying NO, at dissociation. Kurkal and coworkers use sophisticated
ab initio calculations based on a multireference configuration interaction (MRCI) level
taking a large basis set. They provide the potential surfaces for the ground state and
first excited electronic state of the molecule in two different representations. Treating
the coupling at the avoided crossing (conical intersection) in the adiabatic representation
is technically very demanding (Kurkal et al., 2003). This imposes diabatization of the
surfaces by a unitary transformation (rotation) of the adiabatic states and thus smoothes
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out the strong variation. Both representations are depicted in figure 3.1. The conical
intersection is only visible in the adiabatic representation illustrating the strong electronic
coupling between the excited and ground state. In diabatic representation the energy
minimum of the electron ground state and excited state are shifted with respect to the
nuclear coordinates. This implies that after excitation of the NO, molecule to the first
excited state, the electron wave packet relaxes towards this minimum as the pendulum of
a clock. But unlike this pendulum two different dynamics happen on different timescales.
The faster dynamic takes place on a femtosecond timescale as the electron wave packet
moves along the bending coordinate, passing the crossing seam® and possibly changing
the energy surfaces to the ground state. Excitation is most efficient along the O-O axis
of NOs. Therefore the polarization of the pump pulses acts as an alignment selection
of the molecules. If the NO, molecule is excited by a photon with an energy of 3.22¢eV
(A=400nm) (lonov et al., 1993) or higher it dissociates on a picosecond timescale what
is visualized in figure 3.1(a) as the distance between oxygen and nitrogen increases.
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Figure 3.1.: (a) Potential energy surface in diabatic representation depicting the ground and
excited electronic state of NOs as a function of bond angle and NO distance. The
inset shows the adiabatic represention with its conical. (b) Potential energy surface
in diabatic representation with the 124’ ground and the 224’ excited electronic
state of NOg as a function of bond angle and NO distance R;. In both images
the asymmetric stretch Rs is fixed.
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The diabatic representation (see figure 3.1(b)) is needed for further trajectory surface
hopping (TSH) simulations. The PES in the diabatic representation calculated by Kurkal
and coworkers (Kurkal et al., 2003) neglects the electronic coupling between the ground
and excited state. The electronic coupling Vi5 remains after diabatization. It can be
expressed by the diabatic energies® F; and E, and adiabatic energies Fx and E, of the

!Diabatization imposes a minimization of the coupling for the three molecular coordinates (Kurkal et al.,
2003). The conical intersection thus disappears and turns into a crossing seam (see figure 3.23).
21 and 2 correspond to the ground and excited state respectively in the text.
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ground and first excited state respectively:

1
Z[(EA — Ex)* = (B2 — )] (3.1)

The electronic coupling can be different from zero when the distances between the
oxygens and nitrogen atom R; and R, are not equal. In regions with strong coupling

the sign of V5 is not clear from equation 3.1 but is in a first approximation proportional
Q_ - Rl - RQ.

2 _
Vig =

3.2. Transient Grating

Electron dynamics take place on a femto- to attosecond time scale. Femtosecond time
scales can be seized with a simple pump probe setup: A pump pulse excites the sample
of interest and a second pulse probes it at different time delays after excitation. The
time delay between the pump and probe pulse is controlled spatially with a translation
stage (see figure 3.3). The relative time delay between two pulses is tuned by changing
the propagation length between the two pulses: At = As/c. For example 10fs of time
delay corresponds to 3 um of propagation length difference. The time resolution of such
a setup is limited by the pulse duration of both pulses and the smallest step size of the
translation stage.

The signal change after such an excitation can be very weak leading to an unfavourable
S/N ratio. In case of electrical signal a Lock-In Amplifier can be used for improving the
S/N ratio. This electric filtering method cannot be applied for optical signals. Therefore
another elegant approach is chosen, namely transient grating spectroscopy. This tech-
nique is based on four-wave mixing with a perturbative behaviour (Boyd, 1992; Bertrand
et al., 2011). This approach has been used within the context of conventional nonlin-
ear spectroscopy (Rouzée et al., 2007) and shortly afterwards in combination with HHG
(Mairesse et al., 2008c).

In the following, we describe only the setup employed at Bordeaux. Where necessary
comparisons are drawn with the setup built at Ottawa. As illustrated in figure 3.2, two
non-collinear beams are overlapped in time and space creating an optical interference
grating in the NO, gas jet. This is achieved by using two parallel beams, vertical one
above the other, separated by a distance between the beams of d=16mm. They are
focussed by a concave silver mirror with a focal distance of f =0.375m into the gas jet.
The fringe spacing of the grating a is calculated by the following formula:

0 = 2 arctan (26;> (3.2)
cos(6/2)

4= Apump tan(6)
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Figure 3.2.: Principle of the transient grating. Two non-collinear synchronized pump beams
are crossed with an angle 6 and create an optical grating which itself induces a
spatial modulation of molecular excitation. The diffracted light, induced by the

optical grating, is spatially clearly separated from the undiffracted light.
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where A, =400 nm is the pump wavelength. If sin(f) ~ 6 ~ tan(#) holds equation
3.3 can be simplified to:

Apumpf
a=— (3.4)
This provides a sinusoidal intensity modulation with a fringe spacing of 9.4 um. At
positions of low intensities, molecules remain as they are, at high intensities they are
excited however. This leads to a grating with a spatial modulation of excited and unexcited
molecules (see figure 3.2), or in other words a grating of molecular excitation with a fringe
spacing of 9.4 um. As amplitude and phase of the generated high harmonics are different
for excited and unexcited molecules in the near field the grating thus leads to a diffraction
pattern in the far field. The diffracted signal, which carries the signature of the excited
molecules, is spatially well separated from undiffracted light and therewith significantly
improves the signal. In the case of only one pump beam this signal is overlapped by the
harmonic signal which contributes only as a time-independent background.
The lower part of figure 3.2 illustrates the spatially modulated fraction of excited molecules
which has its maximum value 7 at constructive interference of the optical grating. With
k = 27 /a defined by the fringe spacing a, the fraction of excited molecules is expressed
as r(z) = r(cos(kz) + 1) in case of a single photon excitation process. The dipole
moment with amplitude d and phase ¢ of the XUV emission for a certain photon energy
Qis E,(Q) = d,e'®s for the molecules in the ground state and F,(Q2) = d.e'® for the
molecules in the excited state. The coherent superposition of these two fields leads to
the high harmonic emission across the transient grating in the near field:

E(Q,z) = E,(Q2,2) + E.(2,2)
=(1- r(z))dgei‘z’g + r(2)d, e (3.5)

Fraunhofer diffraction delivers the far field pattern of the emitted high harmonics, it is
obtained by applying the Fourrier transform on the near field profile (Hecht, 2002):

FT(E(2)) = ((1 ~P)d,e 4 rdeewe)(S(g)

T (g give _ i¢g>( k _k >

1 <dee 4y ) (86 + 50) + (6 = 51) (3.6)
This equation gives the signal of the undiffracted (m = 0) and the diffracted light

(m = +£1):

I—o = |rd.e™® + (1 — 7“)0196"‘1’9\2 (3.7)
2
r ) .
Ipey1 = Z|de€l¢e — dge'®s? (3.8)
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As the signal from the molecules in the ground state is the dominating contribution
in the undiffracted light the signal from the excited molecules has only a much lower
relative contribution. The first order diffracted light always delivers a difference signal
independent from the fraction of excited molecules. This fraction is usually low, on the
order of several percent. d,e'®s can be understood as a reference signal in a homodyne
detection scheme.

3.2.1. Experimental Setup and Alignhment Procedure

Figure 3.3 illustrates the experimental setup for high harmonic transient grating spec-
troscopy of NO,. For this experiment the Aurore Ti:Sa-Laser system at CELIA is employed
delivering pulses with an energy of 7mJ, and a pulse duration of 25fs (see chapter 1,
section 1.5.4). A beam splitter reflects 20% of the laser energy which is used as the pump
beam. 80% are transmitted and used as the probe beam. The relative delay between
these two beams is controlled by a computer controlled translation stage (Newport). The
polarization of the probe beam is controlled by a A/2-plate. The pump beam diameter
is reduced by a factor of 2.5 using a convex and a concave mirror as a telescope. The
frequency is doubled by a type 1 SH-BBO crystal (Eksma) with a thickness of 200 zm.
In order to make sure that the chirp is the same for HHG and second harmonic genera-
tion (SHG), the dispersion induced by the beamsplitter and the entrance window of the
vacuum chamber is compensated. A BK7 window (d=5mm) and a SiO; (d =3 mm)
window are installed between the beam splitter and the SH-BBO crystal. The thickness
of the crystal still permits a considerable tunability of the spectrum without temporarily
broadening the frequency doubled pulses too much. With a spectral FWHM of 7 nm the
expected Fourier limited pulse duration assuming a Gaussian pulse profile is 33.6fs. The
pump beam is split further by a 50/50 beamsplitter. Dichroic and dielectric mirrors with
a low reflectivity for a wavelength of 800 nm and a high reflectivity at 400 nm are used
for filtering out the fundamental beam. The relative delay between the two pump beams
is controlled by a manual translation stage in one of the two pump arms. An adjustable
aperature inserted between the BBO crystal and the 50/50 beamsplitter allows us to tune
the pump energy in each arm between 10 and 35 uJ per pulse. The two pump beams are
recombined on a silver mirror with a diameter of two inches. The center of the mirror is
drilled at 45° with a diameter of 10 mm. The probe beam passes through the hole whereas
the two pump beams are reflected at a vertical distance of 8 mm above and below the
center of the mirror. The three parallel beams are in a plane vertical to the experimental
table and focussed by a silver mirror with a focal length of 37.5cm into the NO, gas
jet. A small angle of incidence (AOI) of 2.8° on the silver mirror ensures a negligible
astigmatism at focus.

The pump energy is controlled with an iris in front of the BBO crystal. Depending on
the iris diameter the waist radius of the blue beams varies between 60 mum and 170 um
(following the calculations of appendix B). With a fringe spacing of 9.4 um, the optical
grating consists of 10 to 20 periods. With a waist radius of approximately 60 um (see
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appendix B) for the region of HHG, the transient grating always overlaps with it and con-
sequently provides diffraction. The probe intensitiy deduced from the the harmonic cutoff
is about 1.2 x 10" W /cm?. The detection scheme of the XUV emission is commented in
chapter 1, section 1.5.4. The created ions are dectected by means of a mesh connected
to high voltage. Therefore the nozzle has to be grounded. The signal is detected after
filtering out the low frequencies with a high-pass-filter.

Two different valves provided the generation medium. In the first case a General valve
with a nozzle diameter of 100 um, was employed at a repetition rate of 100 Hz with a
backing pressure of pure NO5 at &~ 780 mbar. High harmonic emisssion was produced at a
distance of a few 100 um from the nozzle. Dimer formation is reduced by heating the noz-
zle to 80°C leading to only 10 % N5Oy in the gas. Additionally owing to its low excitation
probability of 4 % (Roscoe and Hind, 1993) at 400 nm N,O, is not expected to influence
the harmonic yield. The second valve is an Even-Lavie valve that can be operated at a
repetition rate of 1kHz. In contrast to the General valve it is also corrosion proof. The
great disadvantage of this valve is however a required minimum backing pressure of 12 bar
for operation. A gas mixture of helium and NO, is prepared for reaching pressures around
16 bar. A conical nozzle with a diameter of 250 um is employed with a focus distance of
approximately 1.6 mm from the throat of the nozzle. As lower rotational temperatures
(see chapter 2) are expected for this kind of valve, different dynamical behaviour might
possibly be observed.
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Figure 3.3.: Transient grating setup for NOs.

The alignment procedure is tricky as three independent parameters (time delay, z- and
y-direction) need to be well adjusted for a spatial and temporal overlap between the pump
and probe beam. To begin with it starts with finding the spatial overlap before finding
the temporal one.

The spatial overlap is checked by imaging the overlap of the focii of the three beams on a
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CCD camera. In order to prevent damage of the CCD chip two wedges and neutral density
filters are employed. A removable wedge is installed just in front of the vacuum chamber.
It is mounted on a rail and can reliably be moved back in exact the same position as
it was in before being removed. The image of the beam is done by a silver mirror with
exactly the same focal length as the concave mirror used for focussing the beam into
the gas jet. Note that the distance between the wedge and the two focussing mirrors
has to be the same respectively because the two pump beams are not exactly parallel
to each other. This would change focussing conditions if the distances were different
and therewith create a different overlap in the generating chamber than observed by the
camera. Also the aperature diameter should be maintained as in generation conditions
for the image on the CCD camera.

Once the spatial overlap is obtained two different methods can be applied for finding
the zero delay btween pump and probe pulse. In the first case, the third harmonic order
is generated in a BBO crystal by one pump and the generation beam. The generated
266 nm light is observed as fluorescence on a white paper after spatial separation from
the 400 nm and 800 nm light by a prism. Shadowgraphy is the second method: a plasma
is generated in air by the fundamental laser beam employing a concave mirror with short
focal length (f~10cm). The plasma creates a shadow in the blue pump beam what can
be observed on a screen well behind the focus. One major advantage of this method is,
that the plasma has a lifetime on the order of nanoseconds and therefore influences the
pump beam even if the distance between pump and probe beam is still several millimeters.
When decreasing the distance difference between the two beams the shadow of the pump
beam on the screen becomes stronger up to a point when it suddenly disappears. This
happens when the pump beam is in advance of the red probe beam and is therewith
unaffected by the plasma. Both methods do also require a good spatial overlap of the
two beams. In case of the second method the pattern might be difficult to observe at
the beginning, what is often a question of spatial overlap. By tweaking the last mirror
of the pump beam the shadow is enhanced. Once the temporal overlap is established for
the fixed pump beams by tuning the automatic translation stage of the probe beam the
temporal overlap has to be found for the other beam, this time by moving the manual
translation stage. A perfect temporal and spatial overlap can be verified on the CCD
camera. The image of the interference pattern of the two pump beams should form a
nice grating which is overlapped by the probe beam.

Further optimization (spatial and temporal) is done directly in the harmonic signal when
generating in argon, again beginning with the fixed pump and the probe beam. The goal is
to create a strong wave mixing pattern (Bertrand et al., 2011) as illustrated in figure 3.4.
This is done iteratively and repeated for the second beam. Once the perfect overlap is
achieved for the three beams, the experiment is ready for high harmonic transient grating
spectroscopy in NO,. Depending on the stability of the laser, the fine alignment has to
be repeated once or twice a day.
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Figure 3.4.: Wave mixing between the red and blue beams at zero delay when generating in
argon.
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3.3. Photodissociation of NO; on a Picosecond Timescale

Photodissociation of NO5 has been investigated in the past, studying the laser induced
fluorescence signal in NO. The group around Curt Wittig worked intensively on photodis-
sociation of NO, at different molecular temperatures and different photoexcitation wave-
lengths. In a first study (lonov et al., 1993), the dissociation time of NO, was determined
between 0.4 ps and 6.25 ps. At room temperature (rotationally warm molecules) the dis-
sociation time increases from 0.4 ps to 5.88 ps when increasing the excitation wavelength
from 375.2 nm to 401.7 nm. In rotationally cold molecules (T =6 K) the dissociation time
increases from 0.36 ps to 6.25 ps when increasing the excitation wavelength 382.0 nm to
397.8 nm. Dissociation is even suppressed at higher wavelengths. The dissociation time
was also found to be higher for cold molecules than for warm molecules. In a second
study (Stolyarov et al., 2002) molecules that were rotationally colder (T =1.3K) have
been investigated. The dissociation time increased dramatically and was determined be-
tween 8 ps and 51 ps for wavelengths between 397.5 nm and 397.9 nm.

Here the pump-probe signal of the first order diffracted light I; and undiffracted light is
traced. Figure 3.5(a) depicts the evolution of the two signals when pumping at 395 nm
with pump and probe polarization orthogonal to each other. The figure combines two
different scans, one with a stepsize of 10fs in a time window between -100fs and 500 fs
and the other with steps of 250 fs between 0.5 ps and 5.5 ps. Each measuring point was
averaged over 1250 laser shots. The next section will treat femtosecond dynamics, for
now we stick to the picosecond timescale.
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Figure 3.5.: (a) Probe signal of the diffracted signal I; (red) and undiffracted signal (blue)
from harmonic 15 using a pump pulse centered at 395 nm. Both pump pulses had
an energy of 20 uuJ respectively and were polarized perpendicularly to the probe
pulse. The diffracted signal is multiplied by 35. (b) Evolution of rA(t) with the
associated fit providing a dissociation time 7=1.8+ 0.3 ps.

After excitation the signal of the undiffracted light drops immediately to 56 % of the
value before excitation. Then both the diffracted and undiffracted signals increase steadily
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to a certain saturation value. When the pump wavelength is changed beyond the dissoci-
ation limit, the picosecond dynamics vanish (see figure 3.6(a)). The diffraction efficiency
is defined by:

L
Io+ 141+ 14

where [ is the undiffracted and I, /1_; (I; = 1/2(I11+1_1)) the first order diffracted
signals. The diffraction efficiency is quite small and only reaches ~ 2 %. NOy is dissociated
using pulses centered at 395 nm what corresponds to = 90 % of the spectrum being above
the dissociation threshold of 398 nm. After dissociation of NO, also its fragments NO
and O contribute to HHG. However the tunnel ionization probability is different for NO
and O as it depends exponentially on the ionization potential (see equation 1.4). At an
intensity of 1.2 x 10" W /cm? (electric field strength: 3 x 10'°V/m) and an ionization
potential of ,=9.26 eV for NO and |, =13.61€V for O, the tunnel ionization rate is 133
times stronger for NO than for O. Thus the contribution of O atoms can be neglected
and in a first approximation the harmonic dipole moment taking into account dissociation
can be written as:

n= (3.9)

E. = Eyose™ ™ + Eno(1 — e7/7) (3.10)

where 7 is the dissociation time of NOy, Eno,« and Eno the complex harmonic dipole
moments of excited NO, and NO fragments respectively. As these dipole moments cannot
be measured directly a relationship to the measured intensities is established. Thus the
dissociation time can be determined from the data of figure 3.5(a). The normalized
difference between the undiffracted and diffracted signal is given by:

rA(t) = ;{W -1 (3.11)
R R I

This equation directly allows us to access the dissociation time. Figure 3.5(b) depicts
the evolution of rA(t). Note that equation 3.12 is only valid once the population trans-
fer between the 1'A’ to the 22A’ state is completed. The extracted dissociation time
is 1.84+0.3ps. At a dissociation wavelength of 395nm a dissociation time of 1.54 ps
and 2.44 ps have been measured for molecules at room temperature and cold (T =6 K)
molecules respectively (lonov et al., 1993). This suggests that the rotational temperature
of the molecules probed here is in between the two. Figure 3.6 depicts the dynamics
measured at Ottawa at pump wavelength of 397.2 nm. Under these conditions a dissoci-
ation time of 2.4 ps and 5.0 ps was measured at room temperature and cold temperatures
respectively (lonov et al., 1993). With a dissociation time of 7=2.71ps this indicates
that the gas jet employed at Ottawa might have been warmer than the jet at Bordeaux.
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This is consistent with the fact that the nozzle diameter was 100 um in Bordeaux and
250 um in Ottawa.
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Figure 3.6.: Transients recorded in Ottawa.(a) lon signal (green) and probe signal of the
diffracted signal I; (orange) and undiffracted signal Iy (blue) from harmonic 13
using a pump pulse centered at 407 nm. Both pump pulses had an energy of 10 uuJ
respectively and were polarized perpendicularly to the probe pulse. (b) Same
transients at a pump wavelength of 397.2 nm.

The dynamics of this excitation were attributed to a single photon process (lonov et al.,
1993). Multiphoton excitations would populate higher lying electronic states which would
not contribute to HHG due to their low binding energies. Thus the strong modulation
(see figure 3.5(a)) of the signal after excitation implies that only single photon excitation
needs to be considered.

3.4. Femtosecond Dynamics in NO,

The NO, molecule is excited at different wavelengths for triggering dynamics on a fem-
tosecond timescale. The vibrational dynamics induced by pump pulses at a wavelength
of 400 nm are decoded and almost completely understood. The experimental results of
femtosecond dynamics triggered by a pump at 266 nm and 800 nm are also presented
subsequently. Their analysis and interpretation is currently under progress.

Paragraph 3.5 shows that NO, is a molecule featuring a highly chaotic behaviour. This
property and the fast dynamical behaviour of the population require a time resolution
within the first few hundred femtoseconds after excitation. However a short duration also
requires a thin BBO crystal with a lower SHG efficiency. Thus a compromise has to be
made for the pulse duration.
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3.4.1. Femtosecond Dynamics measured in Ottawa

According to the chronological order of the measurements, the results from Ottawa are
presented first. Figure 3.7 depicts the data presented in reference (Worner et al., 2011).
Molecular excitation is triggered by a pump pulse centered at 401 nm, with an energy of
10 1J and a pulse duration of 40fs in the cross-polarized® configuration. The diffracted
signal reveals a transient with an oscillatory evolution. The first oscillation maximum is at
35fs, the minimum at 70fs and the second maximum at 130fs. Even a second minimum
and a third maximum with a lower contrast are observed at larger time delays.
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Figure 3.7.: (a) Evolution of the undiffracted signal (blue) and the diffracted signal (orange,
multiplied by three). (b) Undiffracted (blue) and diffracted signal (orange) from
harmonic 15 and cross-correlation obtained from harmonic 16 (green). The ex-
citation was triggered by pump pulses of 10 J centered at 401 nm orthogonally
polarized to the probe beam.

Another transient illustrated in figure 3.8 also reveals dynamics in the total signal
which is not observed in the undiffracted signal from figure 3.7. The FWHM of the
cross-correlation is 62 fs. Only two oscillations are observed and not three as in the data
above. For sake of comparison the net diffracted signal is shown in figure 3.8(b). It
appears that the third oscillation is present only, when the signal is not normalized by
the total harmonic signal. This indicates that the third oscillation in figure 3.8(b) is also
caused by HHG fluctuations in this particular data set. At a higher sampling rate this
third oscillation peak seemed however to be reliably reproduced as depicted in figure 3.7.
In general one can clearly see that the data presented in figure 3.8 seem to be different

3The polarization of the pump and probe pulse are perpendicular to each other.
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3.4. Femtosecond Dynamics in NO,

from the data depicted in figure 3.7. This might be due to too low statistics but also due
to a different treatment of the signal: Therefore the data depicted beyond only shows the
diffraction efficiency which is supposed to be more reliable than the raw diffracted signal
as it corrects the HHG fluctuations.
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Figure 3.8.: Evolution of the total signal (blue), the raw diffracted signal (red, divided by two)
and the first order diffraction efficiency (green, multiplied by 2) for harmonic 11
(a) and harmonic 15 (b) triggered by pump pulses of 15 pJ centered at 400 nm
orthogonally polarized to the probe beam.

One has to rule out the contribution of the N;Oy to the observed femtosecond dynamics.
The signal, a homodyne interference, shall only be attributed to one molecular species.
Otherwise the analysis of the data becomes very complicated. At a temperature of 80°C
the partial pressure of N,Qy is still ~10% and might such still contribute to the signal.
Pumping at 400nm leads to excitation of the Raman active modes of N,O, with a
period of 130fs (Li et al., 2008). When cooling down the nozzle to room temperature
the partial pressure of NyOy, increases to ~70%. Transients are shown in figure 3.9
for parallel and perpendicular pump-probe polarization. Clear oscillation with a period
of 130fs can be observed. The temporal position of the first and second oscillation
maxima almost coincide with those observed at 80°C (see figure 3.11), however the
dynamics are fundamentally different. Further oscillations are not observable in the case
of NO, at delays larger than 200 fs. Also the maximum of first order diffraction efficiency
is shifted in the case of NO, with respect to N,O,. We can also confirm that the
contrast of the oscillations is stronger in the parallel polarization than in perpendicular
polarization, as claimed in the supplementary information of reference (Worner et al.,
2011). As in NO, this polarization dependence resembles the orientation dependence of
the molecules. The pump polarization determines a preferential alignment direction for
the excited molecules. As HHG is very sensitive to the orientation of the molecular axis,
the signals are different. The data illustrated in figure 3.12 agrees with measurements
performed in N,O, at Bordeaux. This excludes N,O4 as a culprit responsible for the
detected dynamics which can only be attributed to dynamics occuring in NO,.
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Figure 3.9.: Total harmonic signal (blue), first order diffraction efficiency (green) and the cross-
correlation (FWHM =67 fs) for (a) harmonic 11 and (b) harmonic 13 for a per-
pendicular polarization angle between pump and probe beams. Subfigures (c) and
(d) show the same scans in the parallel configuration.
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3.4. Femtosecond Dynamics in NO,

3.4.2. Femtosecond Dynamics measured in Bordeaux

Femtosecond dynamics were triggered by pumping at wavelengths between 392 nm and
400 nm employing two different molecular gas jets with different rotational temperatures.
The observed dynamics are weak at parallel polarization between pump and probe beam.
The observable feature increases monotonously with increasing polarization angle between
the pump and probe beam (see figure 3.10). Excitation is direction selective along the
0O-0 axis of the NO, molecule. In parallel configuration the excited molecules are probed
parallel to the O-O axis. In case of the cross-polarized beams the excited molecules are
probed parallel to the axis of rotational symmetry. This orientation also dominates the
emission from the unexcited molecules. Owing to this direction dependence a higher sensi-
tivity is observed for the cross-polarized experiment as displayed in figure 3.10. Therefore
further measurements were conducted at a perpendicular polarization angle between the
pump and probe beam.
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Figure 3.10.: First order diffraction efficiency as a function of the polarization angle between
pump and probe beam and delay. The first order diffraction efficiency is normal-
ized to its value at t =260fs. At this time delay the dynamics have faded.

In a first measurement the femtosecond dynamics were recorded using a pump energy
of 20 uuJ for each of the pump pulses centered at 400 nm. Figure 3.11 depicts the time
dependence of the overall signal and the first order diffraction efficiency (see equation 3.9)
for harmonic 15 to harmonic 21 using a finer sampling each 10fs. This result is obtained
by averaging over 6250 laser shots per delay, averaging over 5 consecutive scans. The
even harmonics are a result of wave mixing (Bertrand et al., 2011) and are only present if
pump and probe beams overlap. Thus this signal corresponds directly to a cross-correlation
between pump and probe beam. The pump also initiates molecular dynamics which can
affect the even harmonic signal. This effect is taken into account when determining the
zero delay: The cross-correlation signal is defined by leyen/loaa Where leye,, is the signal of
a even harmonic and |44 the average of the two adjacent odd harmonics. This procedure
assumes that even and odd harmonics are affected similarly by the change of molecular
geometry. The maximum of the cross-correlation signal occurs 10 fs before the maximum
of diffracted harmonic signal. The cross-correlation in figure 3.11(a) delivers a FWHM
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3. High Harmonic Transient Grating Spectroscopy probing electronic Relaxation of NOy

of 54 + 1fs. Three different contributions must be taken into account for calculating the
FWHM: first the FWHM of the pump pulse (35fs), second the FWHM of the probe pulse
(25fs) and third the additional delay induced by the diffraction of the optical grating
(20 periods: 26fs). The calculated convolution of the delay induced by the grating and
the pump pulse under an angle of 1.2° is 44fs. A second convolution of this result with
the probe pulse gives a FWHM of 50fs. This is very close to the measured value. The
difference might arise from the influence of several dispersive elements (windows and beam
splitters) in the beamline that cannot be compensated by the compressor. Additionally
the overlap between the two pump beams is possibly not perfect.
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Figure 3.11.: Evolution of the ion yield (orange) the first order diffraction efficiency (green,
multiplied by 20) and the total signal (blue) for harmonic 15 (a) to harmonic 21
(d) triggered by pump pulses of 20 uJ, centered at 400 nm orthogonally polarized
to the probe beam. Gaussian fit (pink) of the normalized cross-correlation (signal
harmonic 16 divided by signal from harmonic 13 and 15).

As the total harmonic signal decays after pumping, the first order diffraction efficiency
becomes significant. The total harmonic signal shows a minimum at 15fs , a maximum at
65 fs and then again a minimum at 130fs. Then it increases slowly what can be attributed
to the dissociation of NO5 which is very visible in the picosecond dynamics. At a pump
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3.4. Femtosecond Dynamics in NO,

wavelength of 400 nm and a bandwidth of 7nm 25 % of the excited molecules are above
the dissociation limit. The first order diffraction efficiency shows an inverted behaviour,
a maximum at 15fs, a minimum at 58 fs and another maximum at 120fs. The observed
contrast is better for the first order diffraction efficiency than for the total signal. The ion
signal increases with the first order diffraction efficiency but does not reveal any oscillatory
dynamics.
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Figure 3.12.: (a) In case of sinusoidal modulation of the transient grating only first order
diffraction is expected in the far field. (b) If the origin of excitation is a two-
photon process or if saturation of the one-photon absorption is reached second
order diffraction is observed in the far field.

Interestingly second order diffraction is observed in the far field if the pump energy
is increased to 35 uJ for each arm. Figure 3.12 depicts the two possible origins of the
second order diffraction. Two-photon excitation modifies the near field transient grating
so that it follows the square of a sinusoidal modulation of the pump intensity. In a second
scenario the saturation of the molecular excitation induces an anharmonicity in the grating
modulation. Both effects can lead to second order diffraction.

Figure 3.13 depicts the time dependence of the first order diffraction and second order
diffraction for harmonic 15 to harmonic 21. The temporal evolutions of the first order
diffraction efficiency and second order diffraction efficiency are similar. The first order
diffraction efficiency is principally identical with the one depicted in figure 3.11, only the
relative heights of the two oscillation peaks differ. When changing the pump energy
between 10 uJ and 35 uJ per pump pulse in each arm the detected dynamics are not
affected. The weak value of the first oscillation peak for the second order diffraction
might be owing to a weaker contribution from wave mixing. Wave mixing is weaker for
the higher orders (Bertrand et al., 2011). Thus second order diffraction would be suited to
even better reveal the true dynamics around zero delay. Also the second order diffraction
efficiency for harmonic 15 is very weak. The similarity in time dependence suggests that
higher order excitation processes can be excluded as different dynamics would be expected.
Indeed appearance of second order diffraction is more compatible with saturation of the
one photon process. To check this the pump energy required for saturation is estimated.
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The 2A; — 2B, absorption cross section (Vandaele et al., 2003) is ~6 x 107'? cm?.
The calculation from appendix B delivers a pump waist size of 60 um (the diaphragm for
tuning pump intensity has a diameter of 4 mm). With these parameters saturation should
occur at ~25 uJ per pump pulse and agrees well with what has been observed in the
experiment.
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Figure 3.13.: Evolution of the first order (green) and second order diffraction efficiency (red,
multiplied by 20) for harmonic 15 (a) to harmonic 21 (d) triggered by pump
pulses of 35 uJ centered at 400 nm orthogonally polarized to the probe beam.

Furthermore the dependence of the dynamics have been studied not only as a function
of pump energy but also as a function of rotational temperature and pump wavelength.
Next to the General valve an Even-Lavie valve (conical nozzle diameter: 250 um), pulsing
at a repetition rate of 1kHz has been employed. This valve can only be operated at
backing pressures higher than 10 bar which is not compatible with a pure NO, gas load
since the vapour pressure is only =~ 780 mbar at room temperature. Therefore NO; must
be mixed in a different bottle with helium, a buffer gas that will not contribute to the
harmonic spectra at the intensities used in the experiment. First the bottle has been filled
up with NO3 and then by 16 bar of Helium. The Even-Lavie valve was then operated with
such a mixture at a nozzle temperature of 120 °C. The focus distance from the nozzle is
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3.4. Femtosecond Dynamics in NO,

approximately 2 mm in this configuration. When using the General valve this distance is
lower with a few 100 um. The rotational temperature is expected to be lower with the
Even-Lavie valve. Figure 3.14 compares the first order diffraction efficiency for harmonic
17 from the General valve and the Even-Lavie valve. Due to the strong dilution of NOs in
the gas mixture the signal has a higher noise for the latter case. Only the ratio between
the first and second oscillation bump is different which might be due to the fact that the
two measurements were performed on two consecutive days at slightly different pumping
conditions.

Finally the femtosecond dynamics were also studied at different pump wavelengths (392 nm
to 400 nm). Again no dynamical variations could be observed, only higher noise for the
first order diffraction efficiency is noticeable. In conclusion the observed femtosecond
dynamics do not depend on pump energy, rotational temperature of the NO, molecules
and pump wavelength within the variation range.
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Figure 3.14.: (a) Evolution of the first order diffraction efficiency generating in a warm (red)
and cold (yellow) molecular beam. (b) Time Dependence of first order diffraction
efficiency at different pump wavelengths: 400 nm (red), 395 nm(blue) and 392 nm

(purple).

3.4.3. Discussion

The two transients measured at Bordeaux and Ottawa (see figure 3.7) are directly com-
pared in figure 3.15. On first sight the two different results agree well, however several
differences can be noticed. First the diffraction efficiency measured in Bordeaux is four
times lower than in the Ottawa experiment. Second the dynamics appear as well in the
undiffracted harmonic signal and not only in the diffracted one. Third, only two oscilla-
tions are observed and not three. Also the timing of the oscillations seems to be different
in the Bordeaux and Ottawa experiments. The Ottawa data reveal a first oscillation max-
imum at 35fs, the minimum at 70fs and the second maxium at 130fs (Worner et al.,
2011) what is similar to the data taken at Bordeaux: 15fs, 58fs and 120fs.
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Figure 3.15.: Normalized undiffracted signal to the undiffracted signal at negative pump-probe
delays measured at Bordeaux (blue) and Ottawa (pink). First order diffraction
efficiency from harmonic 15 measured in Bordeaux (green, multiplied by 10) com-
pared to first order diffraction efficiency observed in Ottawa (orange, multiplied
by 5).

The differences between the two experiments are hard to determine, as shown above
they do not depend on wavelength, pump energy, rotational temperature and cross-
correlation between. As the molecular dynamics are induced by a one photon transition
they do not depend on the chirp of the pump pulse (Brumer and Shapiro, 1989; Joffre,
2007). The procedures for the cross-correlation calibration are different at Bordeaux and
Ottawa. We normalized the cross-correlations by the overall signal, as this is different
at negative and positive delays. The two cross-correlations might differ by up to 10fs.
Experimental artefacts like prepulses or strange pulse shapes might play a role for the
different observations, and cannot be excluded in the two cases. The difference in diffrac-
tion efficiency might originate from two different possibilities: Either the one in Bordeaux
is too low or the one in Ottawa is too high. The lower diffraction efficiency in Bordeaux
might be an indication that the experimental parameters are not optimized. The transient
grating might not be optimized due to a different fringe spacing (Bordeaux: 9.4 um vs.
Ottawa: 13.3 um) or pump beam quality. An equal beam intensity is important for a good
contrast of the grating. One of the two pump beams is reflected from a beam splitter
and the other one is transmitted. It is difficult to compensate this effect and therewith
pump duration and intensity might be slightly different, what deteriorates the contrast.
However the calculated theoretical diffraction from reference (Kraus and Wérner, 2012;
Kraus et al., 2012) and figure 3.25 agree well with the experimental data from Bordeaux.
This suggests that the diffraction efficiency measured in Ottawa is too strong. One possi-
ble reason for the high diffraction efficiency in Ottawa might be a lower detector response
at the position of the zero order diffraction. This leads to a spectro-spatial dependent
response from the detector emphasizing the first order diffraction compared to the zero
order diffraction. This might distort the diffraction efficiency to higher values.
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3.4.4. Femtosecond Dynamics triggered at a Pump Wavelength of 266 nm or
800 nm

In a further experiment dynamics were incuded by pump pulses centered at 800 nm. The
initial rotational dephasing of NO5 has been observed from non-resonant four-wave mixing
(Pastirk et al., 2001) when pumping at 800 nm. The same setup as described for excitation
at pulses centered 400 nm was used. The pump energy was 230 pJ for each pump pulse
which corresponds to a diaphragm diameter of 5.6 mm. Due to the higher fringe spacing
of the transient grating the first diffracted order is much closer to the zero order signal and
was thus afflicted with a higher background from zero order. Also the cross-correlation
cannot be extracted because the wave mixing signal always overlaps. It has to be pointed
out, that the results of these scans have not been reproduced yet. Figure 3.16(a) shows
a signal oscillating with a period of about 500fs. The delays were sampled each 50fs
and were averaged over five consecutive scans, leading to an accumulation of 50000 laser
shots per delay. The five scans contributed equally to the oscillation of the signal, all
of them exhibit an oscillation, but with a stronger noise. This oscillation resembles a
transient which has been observed by Hamard and coworkers (Hamard et al., 2010).

1% extremum | 2" extremum | 3"¢ extremum
Photoionization Signal 0.70 ps 0.95 ps 1.46 ps
HHG 0.70 ps 0.90 ps 1.20 ps

Table 3.1.: Comparison between the ocillation peaks and dips of the photoionization signal from
reference (Hamard et al., 2010) to the extrema of the high harmonic transients.

Table 3.1 draws a comparison to their photoionization signal, i.e. NO™, from this work.
This signal has been measured when pumping at 404 nm and probing at 270 nm with the
polarization perpendicular to each other. The first order diffraction efficiency does not
really confirm the observed oscillations which are visible in the total harmonic signal. The
noise level is too high. It has to be noted however that the two peaks at 0.5ps and
0.9 ps coincide with the minima of the total harmonic signal. A transient grating with a
smaller fringe spacing might be helpful for enhancing the contrast. When changing pump
polarization to parallel (see figure 3.17), the oscillations are not as pronounced for the total
harmonic signal. The first order diffraction efficiency of harmonic 19 reveals however the
same oscillations that have been observed in perpendicular configuration. The oscillation
has been assigned (most likely) to the absorption of two pump and two probe photons,
triggering quantum beat signal. This would imply that the dynamics observed from the
high harmonic signal originates from the absorption of four pump and six probe photons.
Further studies need to be carried out in order to check this hypothesis.

Another feature that is revealed is a slow decay up to 0.5fs which is also visible in
perpendicular configuration (see figure 3.17). This decay is especially visible for first order
diffraction efficiency. A decay with the same timescale has been observed by Pastirk and
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Figure 3.16.: (a) Time dependence of the total harmonic signal for harmonic 17 (yellow) to
harmonic 25 (pink) with a pump centered at 800 nm with a polarization perpen-
dicular to the probe polarization. The transients are shifted with respect to each
other for better visibility. In comparison the time-resolved signal (solid black line)
of NOT for a pump centered at 403.7nm and a probe centered at 269.7 nm is
depicted (extracted from reference (Hamard et al., 2010), figure 2(b)). (b) Same
scan illustrating the first order diffraction efficiency multiplied by 20 for harmonic
17 (yellow) to harmonic 23 (blue).

coworkes (Pastirk et al., 2001) employing the transient grating techique in a convential
setup. It was attributed to an initial rotational dephasing in the sample.

Figure 3.18 and figure 3.19 illustrate the time dependence of the harmonic signal
and higher order diffraction efficiencies at two different energies: 260 uJ and 360 iJ
for each pump pulse. At high energies even third order diffraction is visible. This feature
might originate from a strong saturation of the transient grating but might also have
another origin. Mairesse and coworkers have studied high-order harmonic transient grating
spectroscopy in rotationally excited molecules (Mairesse et al., 2008c). A grating of
rotational wave is created leading to diffraction. They found that the structure of this
grating depends stongly on the pump-probe delay and intensity. The change of symmetry
of the grating can thus very well lead to higher order diffraction.

Figure 3.18 depicts the zero order harmonic signal and first order diffraction efficiency
at two different pump energies. A decay of up to 0.5ps is clearly visible for zero order
harmonic signal at low pump energies whereas this decay seems to be faster when increas-
ing the pump energy. The first order diffraction efficiency does not reveal such a decay,
however harmonic 15 shows local minimum at 0.2 ps and a local maximum at 0.3 ps for
both pump energies. The higher contrast for diffraction efficiency of harmonic 15 might
be attributed to the higher spatial separation of the diffracted orders for the lower order
harmonics. The minimum that is resolved does not fit the time delay of the minimum
that is observed in reference (Pastirk et al., 2001). The long temporal overlap of the
four-wave mixing signal might shift this minimum to higher time delays.
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Figure 3.17.: (a) Time dependence of the total harmonic signal for harmonic 15 (yellow) to
harmonic 25 (pink) with a pump centered at 800 nm with a polarization perpen-
dicular to the probe polarization. The transients are shifted with respect to each
other for matters of clear arrangement. (b) Same scan illustrating the first order
diffraction efficiency for harmonic 15 (red) to harmonic 23 (blue) multiplied by
20.

Figure 3.19 illustrates the second order and third order diffraction efficiencies at two dif-
ferent pump energies. Second order diffraction reveals a clear local minimum at 0.1 ps
which is close to the one observed by Pastirk and coworkers. Four-wave mixing becomes
weaker for the higher orders (Bertrand et al., 2011). Thus the minimum is pushed more
to higher delays for the low order harmonics than the high order harmonics. The tran-
sients are however different at the two pump energies, the decay has a lower contrast
and is faster at higher pump energies. Third order diffraction is not observed at 260 J.
Even though the contrast is not very high for third order diffraction a decay is still clearly
observable at 360 ptJ with a minimum, depending on the harmonic order, located between
0.1ps and 0.2 ps.

If the observed signal corresponds to a rotational excited wave packet at prompt align-
ment a stronger alignment would be expected at higher pump pulse energies. As the
structure of the transient grating for rotational excited wave packets depends on pump
intensity (Mairesse et al., 2008c), diffraction efficiceny of the grating might be higher
at low intensities. The observation of prompt alignment has important implications for
future experiments in NOy. Pump-probe spectroscopy signals from aligned NO, at the
half-revival would have a strongly enhanced contrast allowing us to reveal new features
in femtosecond transients.

Final pump-probe measurements were performed in Ottawa with a pump beam cen-
tered at 266fs. Cireasa and coworkers detected a couple of sharp long-lived photoion-
photoelectron peaks triggered by the excitation at 269 nm (Cireasa et al., 2009). They
were attributed to excitation of an NO; Rydberg state around 9.2 €V by two pump pho-
tons. The energy of each pump pulse was 21 ;zJ in each arm. The first order diffraction
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Figure 3.18.: Transients taken in perpendicular pump-probe configuration at low pump energies
(260 1J, upper panels) and high pump energies (360 1J, lower panels). (a), (c)
Time dependence of the zero order harmonic signal for harmonic 15 (red) to
harmonic 21 (violet). (b), (d) Same scans illustrating the first order diffraction
efficiency for harmonic 15 (red) to harmonic 21 (violet) multiplied by 20. The
transients are shifted with respect to each other for matters of clear arrangement.
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3.4. Femtosecond Dynamics in NO,
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Figure 3.19.: Transients taken in perpendicular pump-probe configuration at low pump energies
(260 1J, upper panel) and high pump energies (360 iJ, lower panels). (a), (b)
Time dependence of second order diffraction efficiency for harmonic 15 (red)
to harmonic 23 (violet). (c) Same scans illustrating the third order diffraction
efficiency for harmonic 15 (red) to harmonic 23 (violet) multiplied by 20. The
transients are shifted with respect to each other for matters of clear arrangement.
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3. High Harmonic Transient Grating Spectroscopy probing electronic Relaxation of NOy
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Figure 3.20.: Evolution of the total harmonic signal (blue) and the first order diffraction ef-
ficiency (green) for harmonic 11 (a) to 17 (d). The pump pulse is centered at
266 nm and cross-polarized with respect to the probe pulse.
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3.5. Simulating the electronic fs-Relaxation induced at 400 nm

is well separated from wave-mixing signals or the zero order and has therefore a good
signal to noise ratio. Each transient illustrated in figure 3.20 was averaged over 5 scans
and sampled every 10fs. The total harmonic signal drops after excitation and is followed
by a slight increase. The first order diffraction efficiency shows the similar decays up to
0.5ps as in figure 3.17 and 3.16 and then almost approaches zero.

3.5. Simulating the electronic fs-Relaxation induced at 400 nm

Halvick and coworkers from the ISM, Bordeaux performed the simulations initiated by
Pons in order to reproduce the experimental results. Generally nonadiabatic dynamics of
small molecules (such as NO;) can be calculted in a quantum-time dependent (QTD)
approach. However as the molecule size increases this method is not feasible any more,
owing to a lack of required computing power. While the dynamics of NO, have been
simulated by QTD methods (Santoro et al., 2000; Sanrey and Joyeux, 2007; Arasaki and
Takatsuka, 2007) we apply here a method also applicable for bigger molecules: trajectory
surface hopping (TSH). These studies were based on a diabatic representation of the
electronic Hamiltonian. The initial distribution quantum wave packet or surface hopping
trajectories are calculated and then propagated over a 3D space (bond angle and N-O
stretch). Here the high harmonic signal is calculated from the trajectory distribution. The
ionic potential curves and dipole moments necessary for calculating the high harmonic
signal are only available as a function of bond angle. Thus the distribution over bond
angle cannot be taken into account and is averaged out. The contributions to the high
harmonic signal is summed up coherently over the bond angles for each molecular state.
This 1D model is finally compared to the experimental transients featuring the molecular
vibration of the NOy molecule.

3.5.1. Trajectory Surface Hopping Calculations

The TSH used in this context was already implemented by Halvick and coworkers (Halvick
et al., 2002). It is based on Tully's fewest switches algorithm (Tully, 1990). This algo-
rithm calculates the transition probability of switching the PES at each integration time.
Conservation of energy sets the condition for the velocity component on the coupling vec-
tor if a switch occurs. First the initial phase space distribution has to be determined in the
excited state when NO, interacts with an ultrashort laser pulse. This is done classically
in a two step procedure (Meier and Engel, 2002). The distribution for the vibrational
ground state of the electronic ground state is represented by the Wigner function p%)
and filtered by the resonant one-photon transition:

p(G@,5) = pio) (G p)e(Pratw)? /200" (3.13)

where D1, is the difference of the potential energy of the transition, w=400nm the
central frequency of the pulse and « the parameter of the pulse envelope defined by e=*.
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3. High Harmonic Transient Grating Spectroscopy probing electronic Relaxation of NOy

The pulse envelope (FWHM: 30fs) defines the starting time of each trajectory during the
passage of the excitation pulse. Figure 3.21 shows the evolution of the diabatic state
population, either by taking the same start time for all the trajectories or starting the
trajectories at a random starting time given by the distribution function e 2%*. In the
following 1 x 10" trajectories were taken. Also smaller batches (2 x 10% and 5 x 10%)
were used for which no difference in the evolution of the dynamics were observed. Also
different pump wavelengths at 392 nm and 395 nm have been tested. When comparing the
dynamics at the three wavelengths (392 nm, 395 nm and 400 nm) no significant differences
can be observed until t=100fs.
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Figure 3.21.: Population of the excited PES assuming the same start time for all the trajectories
(green) and a start time determined by the envelope of the pump pulse (red).

Figure 3.22 illustrates the normalized populations for the diabatic PES of the excited and
ground state. Snapshots are taken at different instants of time, they are displayed in figure
3.23. At t=0fs only trajectories on the excited PES are present. These move towards the
potential minimum and reach the crossing seam at t =10fs. Only few trajectories cross to
the respectively other PES at the seam because the electronic coupling is still inefficient
as the trajectories are still well located around Q- = R; — Ry = 0. From now on the
swarm spreads considerably with respect to the bond angle and already has a considerable
width when reaching the turning point at 20fs. As it oscillates back (30fs to 60fs) the
coupling which is proportional to ()_ is substantial and a significant amount of the excited
state population is transferred to the diabatic ground state. The diabatic excited state is
repopulated at 100 fs during the following oscillation cycle and two oscillations cycles later
at 170fs. These recurrences are visible in figure 3.22(b), but no further can be observed,
the trajectories are completely scattered in the whole phase space.

When comparing these results to QTD calculations from (Arasaki and Takatsuka, 2007)
a good quantitative agreement can be ascertained, but recurrences are much stronger for
the QTD calculations. A strong trajectory swarm dispersion has already been predicted
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Figure 3.22.: (a) Population of the first excited (red), the ground diabatic state (blue) from
TSH calculations and the first excited diabatic state (black) from QTD calcula-
tions. (b) The average bond angle of the molecule in the ground state (blue) and
the excited molecule (red) from TSH calculations. A 100 % excitation probability
was assumed for the results from TSH calculations.

before (Georges et al., 1995), leading to a chaotic* behaviour for trajectories starting at
energies close to dissociation threshold. Classical chaos is probably the reason for the
quantitatively different results from QTD and TSH calculations.

3.5.2. Calculation of High Harmonic Emission

HHG can be taken into account following the three step model in chapter 1: tunnel
ionization, propagation in the continuum and finally radiative recombination. lonization
rates and complex recombination dipole moments were taken from the first of the articles
(supplementary information) published in the course of this study (Wérner et al., 2010).
They were only calculated for three different bond angles (85°, 102° and 134°) with NO, in
the Cy,, symmetry. As the ionization rates and complex recombination dipole moments are
not available along the asymmetric stretch coordinates, the calculation of HHG can only be
implemented within the scope of a 1D model. The dipole amplitudes and recombination
phases were interpolated for intermediate bond angles. Different ionization channels were
taken into account for the calculation, each with a possibly different phase (Smirnova
et al., 2009a): first the recombination phase, second the continuum evolution phase,
third the evolution of the electronic states of the ion during the electron propagation in
the continuum and fourth the ionization phase. Three of these phases are taken into
account, the ionization phase is expected to be close to zero. The third phase evolution
is discussed in section 1.2.2, chapter 1. It is determined by the time of flight 7 and
the ionization potential difference between the excited and the ground state molecules:
Ay, ~ Al,7,. The time of flight and the recombination phase stays constant for a

4The distance between trajectories starting close to each other in phase space grows exponentially.
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Figure 3.23.: Snapshots of the trajectory swarm and contour lines (every 0.5 €eV) of the ground
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(blue) and excited diabatic PES (red). The blue and red dots represent respec-
tively the coordinates of the trajectories on the ground and excited diabatic PES.
The crossing seam of the two PES is represented by the thick red line.



3.5. Simulating the electronic fs-Relaxation induced at 400 nm

certain harmonic order® at a specific intensity. But the phase of the high harmonic
emission changes because AI, varies during the vibrational motion of the molecule, i.e.
the electron wave packet movement on the two different PES. The potential difference
AT, was extracted from the ionic potential curves which were calculated by Arasaki and
coworkers (Arasaki et al., 2010). Figure 3.24 shows the harmonic phase shift Al,7 as a
function of bond angle for the two potential surfaces PES 1 and PES 2. The main part
of the PES 1 trajectories stay between 120° and 142° whereas the trajectory swarm of
PES 2 stays essentially between 95° and 110°. The phase dependence as a function of
bond angle is linear around the respective potential minima. The phase shift ranges from
-0.47 to 0.4 7 for PES 1 and from 0.2 7 to 0.8 7 for PES 2.

100 120 140 160
Bond angle (°)

Figure 3.24.: Harmonic phase shift AI,7 in units of 7, as a function of bending angle for
emission from PES 1 (blue) and PES 2 (red). The shaded areas correspond to
the bending angles explored by the main part of the trajectory swarm.

In order to calculate the diffracted and undiffracted signal given in equation 3.8 , the
harmonic signal is summed coherently over the different bending angles 6 for the ground
and excited states (Worner et al., 2010):

2

Io(t) O(‘ /(1 - T)dgeiqﬁg + TWl(Q,t)dl(Q)eim(G) + TWQ(H,t)d2(0)6i¢2(0)d9

(3.14)

2

L(t) o i‘ / rW(0,t)(dy(0)e D) — d e’ 4+ rTWy(6,t)(da(0)e™2 D — d,e®)d(6)
(3.15)

with d; the amplitude and ¢;(6) the amplitude and phase of the dipole moment for
emission from PES j and W;(6,t) the time-dependent bending wave packet on PES j
(see figure 3.25(a) and figure 3.25(b)) and r the fraction of excited molecules at maximal
intensity of the transient grating. The bending wave packet W;(6,t) is calculated from
the trajectory swarms in figure 3.23 and averaging over the stretching coordinates.

Figure 3.25(c) displays the calculated and experimental total signal I, = Iy + 21,
normalized to one at negative delays and the diffraction efficiency 7, = I /I;,; convolute