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Résume

Le domaine deséseaux tdrants aux dlais (DTN) a éellementmerg ces deux derares
anrees afin de fournir des@sanismes permettantadeéndre I'architecture de I'Internet actuel.
Les reseaux adreés par ce domaine partagent le fait que leur conneetgt perturbe ou que
le niveau d’leterogereitée est tel que les protocoles usuels de I'Internet ne fonctionnent plus.
Nous avongtudé les probkmes les au routage dans lgsseaux connegs par intermittence.
Dans cette thse, nous @sentons plusieurs contributions pour le routage DTN. Celles-ci
prennent place dans desseaux 0 les entiés participantes sont mobiles (e.glephones,
PDAs,...) et transpages par des gens ayant des liens sociaux @ugdjants d'un rame pro-
grammea l'universi€). D’abord, nous @montronsa I'aide d’'une analyse de tracesetles,
la presence d'Bterocereite dans les interactions entre les noeuds et que celle-cigeut
prise en compte pour proposer des €gas de routage efficaces. Dekmiement, nous pro-
posons l'utilisation d’un formalismeégérique baé sur un espace virtuel euclidien, appel
MobySpace, construé partir d'informations sur les habitudes de mobilites noeuds. Nous
démontrons, avec le rejeux de traces de mabiéklles, que ce formalisme peut s'appliquer au
routage DTN et qu'il permet de €er des strégies performantes en terme de taux de livraison
et de cd@it de communication. Enfin, no@tudions la faisabilé d’'une architecture de distri-
bution de contenu en environnement urbaitaide de bornes courte pés Bluetooth. Nous
étudions plusieurs stiagies de distribution en rejouant des traces que nous avons ee#ect
lors d’une exgrience iditea Cambridge, GB.

Mots clés

routage, eseaux tdrants aux dlais, connectivé intermittente






Abstract

There is a growing interest in Delay Tolerant Networking (DTN). Thisaesh field aims at
providing communication means to extend the current Internet architeciutieef support of
challenged networksThese networks are mainly characterized by the fact that connectivity
between entities suffers from disruptions. We examine in this thesis the prableuting by
using knowledge about network connectivity.

In this thesis, we make several contributions to DTN routing. We investigatieydarly
scenarios where network entities are mobile (e.g., mobile phones, PDAsjaiet! by people
sharing social relationships. First, we show, with the analysis of readrdhat there is het-
erogeneity in interactions between participants of such networks andmendérate that this
heterogeneity could be taken into account to propose efficient routiregrees. Second, mov-
ing in sich direction, we propose routing algorithms based on the use of adhiginsional
Euclidean space, that we call MobySpace, constructed upon nodbdityneatterns. We have
shown, through the replay of real mobility traces, that MobySpacedhasging schemes can
applied to DTNs and that it can bring benefits in terms of enhanced burdlergend reduced
communication costs. Finally, to contribute to the on-going data collection efferpresent
an analysis of contact traces that we collected in an experiment we deddndCambridge,
UK. This experiment allowed us to study the feasibility of a city-wide conterttiigion
architecture composed of short range wireless access points.

Keywords

routing, delay tolerant networks, intermittent connectivity
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Chapter

Introduction

OWADAY S, networking technologies are at the center of computer systems. They commu
N nicate and benefit from the large amount of widespread networkingoitiipa intro-
duced these last thirty years. As a conseguence, more and more systeimg,each their par-
ticularities and eventually their own communication facilities, are being interctedéhrough
the Internet or through other kinds of networks. An example of suchtarsiction chain could
be a mobile phone using a broadband access (e.g. UMTS or WiMax) th, ideiough the
Internet, a camera embedded in a geostationary satellite.

Mass market electronic devices such as laptops, PDA, music playermauitk phones
have also seen and continue to see a tremendous evolution, getting ever samallaore
present in users’ lives. Users want to be mobile, to access remote tontparsonal in-
formation from wherever they are in a transparent manner. This is theepbofpervasive
communications. Communication capabilities have thus increased to allow thésesdev
access content or services in infrastructure networks and to allow thietetact together.

Due to these changes in user needs, in availability of communication oppostaritiein
network heterogeneity, it is essential to develop new communication techemlagd appli-
cations. Current networking approaches do not tolerate a high levedtafork heterogene-
ity, constrained environments, or connectivity disruptions caused by modilidypportunistic
communications. The growing number of devices that people carry, tietywaf networking



capabilities, the number of short and long range communication opportuaitieshe hetero-
geneity of networks have lead researchers to envisage new ways to oocateu One class
of solutions, Delay Tolerant Networking (DTN), can be view as a way terekthe Internet’s
networking capabilities. It offers the possibility for users to communicatenvdomnectivity

to an access network is intermittent or when the local network is composedfombges that
see each others intermittently. Delay tolerant networking not only addressearios in which
connectivity is disrupted, it also deals with situations where some links cockddege prop-
agation delays or high error rates so that a regular end-to-end trapsptocol (e.g., TCP,
UDP) trying to cross that link or disrupted area would fail.

Research in DTNs has been inspired by work which took place in IntereRiey Network-
ing (IPN) within the IPNSIG working group (IPN Interest Group) crekite 1998 and the IPN
project at the the National Aeronautics and Space Administration (NASétwdlrks being on
different planets face intermittent connectivity. Researchers alsoeddhiat similar problems
could be found in wireless sensor networks. The Delay Tolerant NktResearch Group (DT-
NRG) was then created at the Internet Research Task Force (IR26Qi#) and is now leading
and federating most of the current work on the topic. Also of interest, #feride Advanced
Research Projects Agency (DARPA) launched a DTN program in 200&h has supported
work in DTNRG.

In the delay tolerant networking scenario that we focus on in this wortles@are mobile
and have wireless networking capabilities. They are able to communicate withotiaer
only when they are in transmission range. The network suffers froquémet connectivity
disruptions, making the topology only intermittently and partially connected. Dilewe
disruptions, regular ad hoc networking approaches for routing andgeat do not work, and
new solutions must be proposed. In particular, we investigate scendrars wetwork entities
are mobile (e.g., mobile phones, PDAs) and are carried by people shadiad relationships
(e.g., students from the same university, students in the same progranopte [pang in the
same city).

In this context, as mobility is driven by social factors, regularities in the intenas be-
tween DTN entities exist. Understanding these interactions, i.e., the way therkesncon-
nected and disconnected, is of great help for the design of efficietihgoprotocols. As a con-
sequence, we first present in this thesis work in which we charactefa®rk connectivity in
areal life scenario. We highlight that there is heterogeneity in interactigtmsslen participants
and we show that routing can be improved using this information. Afterywardsntroduce
too algorithms which use knowledge about network connectivity to routefadataone point
to another: the first one uses mean inter-contact times, the second one maitkng of
nodes. We analyse the performance of these algorithms by replayingpresctivity data in



simulations. Finally, as new connectivity data sets are still needed by therchssommunity
to better understand the properties of DTN scenarios and to perfotwcpi@valuations, we
present results from an experiment we conducted in which we collectetectivity data that
we used in an urban setting.

In this section, we present in detail the context for delay tolerant netmgrihe research
issues and our main contributions to the research domain.

1.1 Context

In this section, we describe the context in which the emerging domain of ddrarb net-
working arises. We first review the assumptions of the Internet architeetud protocols.
Then, we present the new environments, also callellenged networksin which current
communication solutions fail, and for which DTNs are suggested as a solution.

1.1.1 Internet assumptions

The Internet as we use it now has been designed in the context whitiesgend-hosts and
routers) are mostly connected through wired links. Protocols and apptisdtiat were devel-
oped thirty years ago are still in use today. They rely on assumptions tradgseeibe here:

e End-to-end connectivitythey assume that between any two nodes that can communicate
with each other there is a continuous, bidirectional end-to-end path.

e Short round trip timesthe assumed end-to-end connectivity, mainly relying upon wired
links, leads to round trip times ranging from few milliseconds to a second.

e Symmetric data rateglata rates are assumed to be roughly symmetric. Even if access
networks such as ADSL are asymmetric by nature, the level of asymmetritablsu
with regard to user needs. The up-link, which has the lowest capacgyhden suffi-
ciently provisioned for most of the applications.

e Low error rates transmission errors can occur for diverse reasons such as linkefailu
congestion, but are considered to be unusual and they arise at aéow ra
1.1.2 Challenged environments

The area of delay tolerant networking addresses scenarios thattléggically from the Inter-
net in a number ways that might arise individually or collectively:



¢ Intermittent connectivityConnectivity may suffer from disruptions leading to link fail-
ure and network partitioning, for a large number of reasons:

— Mobility issues Nodes are mobile and can communicate from one to another in a
wireless fashion only when within radio range.

— Radio issuesRadio conditions might not be sufficiently good or could be disturbed
by external interference.

— Battery issuesNodes could run out of battery power or use policies that make them
unable to communicate for a certain amount of time.

e Delay issues Links could have a very high propagation delay or have such a highly
variable delay that traditional protocols like TCP would fail.

e Asymmetric data rated.inks can suffer from highly asymmetric data rates or can be sim-
ply just unidirectional. This could happened when using satellite links or Datas1].

e High error rates Some links may have high error rates. They could require a high
level of correction and a large number of retransmissions, leading togh#dam of tight
bottlenecks.

With respect to all the constraints just listed, DTNs are often calkedlenged networksThese
kind of networks might include:

e MANETs (Mobile Ad hoc NetworksAn ad hoc network [2] is composed of several
mobile nodes sharing one or several wireless channels without cerdretimé&rol or an
established infrastructure. Each node can communicate directly with the titla¢iare
within its transmission range. Each node may act as a router in order to allomwao
nication between hosts that are not within radio range of each other. Aatgiigation
where ad hoc networks are useful is the deployment of a communicatitamsiscases
where setting up infrastructure is a non-trivial task or may take too much tilA&NBT's
can be used by public safety forces in a natural disaster, by militarySance battle-
field, or simply by people at a meeting or a conference. These netwoifies Bom
connectivity disruptions due to node mobility and radio propagation issusay ibler-
ant approaches are envisioned to help provide continual communicatidcessn such
an unfavorable context.

e PSNs (Pocket Switched Networkisitroduced by the Haggle project [3], Pocket Switched
Networks [4] are self-organizing peer-to-peer networks that coldel aglvantage of op-
portunistic contacts between people. In PSNs, people can relay infornfatitve others

4



in a store and forward fashion. The Haggle architecture is describedria dedail in
Sec. 2.1.3. Some people refer to this kind of networksoedact networks

Transportation and Vehicular Network§hese networks are often named VANETS (Ve-
hicular Ad Hoc Networks). They focus on wireless vehicle-to-vehiclé aehicle-to-
infrastructure communications. One common scenario is that vehicles can sfire
and forward message switches with short-range communication capabilitiddécles
can exchange information with other cars or with access points from time to tipzg-op
tunistically. The time between two connections may be long and transfer timeshmould
short because of the high mobility of vehicles.

WSNs (Wireless Sensor Networkis) this kind of challenged network, nodes have ex-
tremely limited power, memory, and CPU capabilities. Communication is often sched-
uled to conserve power. As a consequence, specific protocols\aiepled to deal with
connectivity disruptions and resource issues.

UWSNSs (Underwater Sensor Network3hese networks consist of a number of de-
vices deployed underwater to perform collaborative tasks in a gives arhey could
be enabled in oceanographic data collection, pollution monitoring, disastergion,
assisted navigation or tactical surveillance. In UWSNs, communication td&es p
through wireless underwater acoustic networking technologies. Asseqaence, band-
width is severely limited, long propagation delays and high errors ratesaoeietered,
and devices could fail at any time for a large number of reasons.

Satellite and Inter-Planetary Networks, 6]: As Fall states: “Satellite networking plots
very long-distance radio links (e.g., deep space RF communications with figbégea-
tion These systems may be subject to high latencies with predictable interrugiipn (
due to planetary dynamics or the passing of a scheduled ship), may cuiffge due to
environmental conditions (e.g., weather), or may provide a predictabilablastore-
and-forward network service that is only occasionally available (e.g-glasth orbiting
satellites that pass by one or more times each day).”. In addition, the aintenf In
Planetary Networking (IPN) is to define the architecture and protocoksssacy to per-
mit inter-operation of the Internet resident on Earth with other remotely Iddaternets
resident on other planets or spacecraft in transit. While the Earth'sifiterbasically a
“network of connected networks”, the Interplanetary Internet mayetoee be thought
of as a “network of disconnected Internets”. Inter-networking in thisrenment will
require the development of new techniques [7].



In these contexts, a large portion of the communication protocols that havedesigned
for the Internet fail. Indeed, TCP and UDP, which are the support aitobthe other proto-
cols (POP, HTTP,...) and applications, assume the existence of good qudlty-end paths
between hosts. TCP, for instance, is a conversational protocol fechthe three way hand-
shake required to establish a connection, acknowledgements duringatedfetrand the four
way handshake needed to close a connection. The chatty nature oke@UiRres a sufficient
level of interactivity between the two end-hosts that we may not have in a. DT DTN,
TCP fails for two possible reasons: (1) because the probability that@itoeend path exists
at a given time between two nodes that are not in communication range is td@)dwecause
propagation delays are so long that TCP considers that it has to stomifténgsto counter a
supposed network congestion.

In this work, we mainly address networks that suffer from connectivigugtions, and in
which regularities can be found in the connectivity patterns between ndtiescould be the
case in transportation networks such as city-wide bus networks, in peekehed networks
where people have different kinds of interactions depending on thaalselationships, or in
mobile ad hoc networks used for instance by public safety forces whinpity of people is
influenced by their position in the functional organization and hierarchy.

1.1.3 Openissues

Extending the Internet architecture with delay tolerant networking stgtjest one or several
new protocol stacks have to be developed and that interoperability issueso be resolved. In
this work, we focus on scenarios in which network connectivity is intermitt®nt. reference
scenario is close to the one addressed in pocket switched networkirigeslearried by people
on a campus, in an urban setting, or at a conference, are used toggalata in a peer-to-peer
fashion. In this context, a number of networking issues need to be solved:

e Transport As we will see in the next chapter, it is widely accepted that nodes need to

communicate in atore and forwardashion and that they need to have storage capabil-
ities to carry data on behalf of the others. But a large number of operiopgsemain
in this area. For instance, what kinds of acknowledgement, flow comtbtangestion
avoidance mechanisms should we use?

e Resource managememts devices can have limited capacity in terms of batteries, com-

putation power and storage, policies and strategies have to be definadnfidgsion
control and buffer management.

e Addressing Mobility of nodes, their possible attachment to a large number of existing



networks and the use of different communication interfaces make addyessy chal-
lenging. Solutions have to be found to provide an addressing scheme iwhasilient
in the face of these connectivity issues.

e Routing Being in an environment where nodes see each other intermittently, a complete

path may never exist physically between a source and a destination. Risutieg chal-
lenging. Routing strategies that take into account the properties of swatvaonment
are thus needed to ensure efficient delivery of messages.

e Forwarding The number of factors that might be integrated in forwarding decisions is

large. These factors cover the kind of communication interfaces to usejltimgness
of nodes to forward messages for the others, or routing informatiorptAgaalgorithms
have to be developed to take into account all these factors.

¢ Interoperability DTN enabled nodes may need to pass through Internet-linked networks

and interact with legacy applications. Transport protocols and applicatmies have
to be provided to support this.

In this work, we concentrate on DTN routing by trying to understand ptigseof network
connectivity that could serve routing protocols to make efficient routinfprvarding deci-
sions. We analyse real contact patterns of nodes to answer fundaogedtions like: What
does connectivity between nodes look like? Do nodes see every node sarie manner or
are there differences in interactions that can be characterized? Th paiiat do social rela-
tionships influence contact patterns? Is there any simple model that couedeto model
these interactions so that it could help the design of efficient routing algmih

We have also performed empirical work, in which we propose routing sokitioat are
based on knowledge of nodes contacts and mobility patterns. The questcaddress are
the following: Is it possible to achieve message delivery in very large intemtlitteonnected
networks? To what extend? What is the trade-off between the energgtéu/in message
transfer and routing performance?

1.2 Contributions

In this work, we present contributions in the domain of delay tolerant n&ingthat share the
common property of dealing with the fact that interactions between entitiestembeneous
and display regularities that can be used for routing information. We highlighpresence
of heterogeneity in node interactions with the analysis of a real data seteasdow that one
has an interest in advantage of such heterogeneity. Finally, in a contriliotibe on-going



effort of trace collection, we present results of an experiment thatoamelucted to collect
connectivity data. The goal of this experiment was to study a content distribscenario in
an urban setting using short range access points.

In more detail, the contributions of this work are the following:

e The impact of pairwise inter-contact patterns on routing in delay toleramvorks[8]:
Prior work on the understanding of contact patterns in delay toleranpriivinas typ-
ically focused on inter-contact time patterns in the aggregate. In this warlargue
that pairwise inter-contact patterns are a more refined and efficienfiotoctharacteriz-
ing DTNs. First, we provide a detailed statistical analysis of pairwise intetacotimes
in three reference DTN data sets. We find that the empirical distributionstéebd
well fit by log-normal curves, with exponential curves also fitting a sigaifigortion
of the distributions. Second, we investigate the relationship between pamnikag-
gregate inter-contact times. In particular, we show how the aggregatiexpohential
pairwise inter-contacts may lead to aggregate inter-contacts with power faxsis@us
degrees. Finally, we propose a novel single copy opportunistic routhmense that fully
exploits pairwise inter-contact heterogeneity. This algorithm provides thienmin de-
livery time in case of exponential pairwise inter-contacts. In this schentgsnchoose
to relay messages to neighbors that are closer (in terms of total expettedydime)
to the destination. The scheme is derived analytically in the case of hetemgeimde-
pendent exponential inter-contacts and is evaluated on the threencfatata sets that
we used.

e DTN Routing in a Mobility Pattern Spad8, 10]: Routing in a delay tolerant network
benefits considerably if one can take advantage of knowledge congeroite mobil-
ity. This work addresses this problem with a generic algorithm based orsthefla
high-dimensional Euclidean space, that we call MobySpace, construptan nodes’
mobility patterns. We provide here an analysis and a large scale evaluatius ojut-
ing scheme in the context of ambient networking by replaying real mobility trades
specific MobySpace evaluated is based on the frequency of visits esrio@ach possi-
ble location. We show that routing based on MobySpace can achievepgoimimance
compared to that of a number of standard algorithms, especially for nates¢present
in the network a large portion of the time. We determine that the degree of howibge
of node mobility patterns has a high impact on routing. And finally, we studytitigya
of nodes to learn their own mobility patterns.

e Content distribution in an urban settind1]: This work investigates the feasibility of
a city-wide content distribution architecture composed of short rangdesfreiccess
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points. We look at how a target group of intermittently and partially connectdaleno
nodes can improve the diffusion of information within the group by leverafikegl and
mobile nodes that are exterior to the group. The fixed nodes are datespand the
external mobile nodes are data relays, and we examine the trade off hdtveegse of
each in order to obtain high satisfaction within the target group, which derislata
sinks. We conducted an experiment in Cambridge, UK, to gather mobility ttaaewe
used for the study of this content distribution architecture. In this scerthgcsimple
fact that members of the target group collaborate leads to a delivery fafica In
addition, the use of external mobile nodes to relay the information slightly isesgae
delivery ratio while significantly decreasing the delay.

1.3 Outline

This thesis is structured as follows. First, Chapter 2 proposes a stateast thelelay tolerant

networking by giving an overview of architectures, applications antbpais that have been
studied or deployed. Then, Chapter 3, Chapter 4 and Chapter 5 poeseontributions in the

order they were introduced in Sec. 1.2. Finally, Chapter 6 concludes dkshw summarizing

the contributions and discussing the future directions in which this work eaxtended.
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Chapter

State of the art

HIS chapter provides an overview of research work and industrial activetiated to delay
T tolerant networking. We first present architectures that have begoged to support
communications when connectivity suffers from disruptions. Then, wegmnt an overview of
DTN routing protocols and of real connectivity data sets or mobility modelscdrate used
to evaluate them. Finally, we review applications and real deployments whkxg tlerant
networking has been or is being applied.

2.1 Architectures

In this section, we present the three main architectures related to delayhtaietevorking.
We will see that they share common properties suchsiera and forwardnanner of deliver-
ing information and the packaging of application data imtmdlesor Application Data Units
(ADUSs).

2.1.1 DTNRG Reference Architecture

The DTN reference architecture [12] is a generalization of the IPNrtRli@netary Networks)
architecture supported by the National Aeronautics and Space Administ(Atk&SA) which
is described by Akyildiz et al. [7]. It is being developed by the Delay TréMNetwork Re-



search Group (DTNRG) [13] which is sponsored by DARPA as anitaatiare [14, 15] to
support messaging in DTNs. The architecture consists mainly of an ovedigd thebun-

dle layer, added above the transport layer in the classic TCP/IP stack. Messag&BUs,

in the DTNRG architecture are callédindles They are transferred atomically between DTN
nodes in a hop-by-hop fashion using a transport protocol that enswde-to-node reliability.

A node is said to get thibundle custodyvhen it receives a bundle. Bundles can be of any size
and nodes are assumed to have large buffers in which they can store them.

Application DTN Application

Gateway I
Bundle Bundle Bundle | | ..
{potential delay) K= (potential delay) =— {potential delay) =} end‘o’
1=
I reliability
-1-
.3
node-to-
node
reliability

Key: = Data sent by node
& Acknowledgement received by node

D Region A lower-layer protocals (e.g., TCP/IP)
- Region B lower-layer protocols (e.g., not TCP/IP)

Figure 2.1: DTNRG reference protocol stack [16].

Fig. 2.1 shows the protocol stack defined in the DTNRG architecture. Agtigitdata are
packaged by applications into bundles that are transmitted by the bundlénayeop-by-hop
fashion from one DTN gateway to another. The network is divided into orking regions
bounded by DTN gateways that ensure bundle’s passage througbhdioas. An example
of such organisation is presented by Fig. 2.2. Within each region, aadtiff@rotocol stack
can be used. A bundle can, for instance, be carried to the destinatimg teen transported
using TCP over a Wi-Fi link, using a reliable transport protocol such@$F5[17] over a
satellite link, and, finally, using a basic transport protocol over avianierar[18] providing
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reliable data acknowledgements. In this transmission chain, large delagsbeointroduced
for instance if there is a need to wait for the satellite to be in communication rargieply
because of an unsuccessful transmission attempt with the avian camigth(lef time-outs
triggered when waiting for an acknowledgment might go from few minutesyts dapending
on the environment).

Mess{?iésérfadressing
Source: {A, UserHost:x1093}
Dest: {D, Satellite/Service3/x21}

RE 1. DTN gateways interconnect regions running potentially

Figure 2.2: Regions interconnected by DTN gateways [5]

To route messagesame tuplesre defined to describe where end nodes are. These tuples
are composed of the region name and the object (end node) name. HEeawhyges able to
locate objects within the regions it is taking care of using a DNS-like approgaiting Fall's
example [5], an example tuple would be, in the case of the Internet:

{internet.icann.int, http://www.ietf.org/oview.html}

The DTN architecture provides for postal-like services. Priorities caattbiduted to bun-
dles such adulk, normal andexpedited Delivery options are also available such as, for
instance Report When Bundle Receiveghich asks for a report to be sent when any DTN
nodes receives the bundReport When Bundle Forwardedhich asks intermediate nodes to
report that they have forwarded the bundleRaport When Bundle Deliverggrhich asks the
destination to report to the source upon reception of a bundle.

13



2.1.2 Tetherless Communication Architecture

Seth et al. [19] recently proposed an architecturetétinerless communicationshich pro-
vides support for opportunistic communications that are resilient to digotions and aware
of mobility. The Tetherless Communication Architecture (TCA) extends the D& ldRhitec-
ture in two ways. First, it translates the notion of session state betweeres@urd destinations
to networks where connectivity is disrupted by providing session pemsistcross disconnec-
tions. Second, it supports node mobility by providing the means to locate modeder to
make them reachable at all times.

Local DTH

- LL.R’/‘ router (A kgcp

Internet 4 Regim(R) 4 & Custodian(C) o o User(f)

(4, R 1,9 TP

Figure 2.3: Tetherless Communication Architecture [19]

TCA also uses regions to demarcate connectivity islands and introducésmiguos to
locate mobile devices and to perform routing. Each mobile node posseGéaisadly Unique
Identifier (GUID) so that the node can be addressed from anywhregjistries, organized
in a hierarchical manner, are used to map GUIDs to the current locatiomsdek. Fig. 2.3
presents this structure. Note that the Internet is defined as a specitin.rey DHT (Dis-
tributed Hash Table) is maintained in this region by a set of Home Location RegiétiR),
to map GUIDs (1) to node locations (R). Each region R maintains one or moiteMi®cation
Registers (VLRs) which map each GUID tacastodian nodeC, to which end hosts are at-
tached. Custodian nodes are routers that are always available andntsibre data on behalf
of disconnected mobile nodes. A mobile user can be directly connected sicai@un router
or can pass through another level, which is a Local DTN router. A LBdal router, which
can be a Custodian node as well, is usually mobile and ensures data ttatispdrom one
point to another (e.g., a bus). Custodian nodes maintain a Local Locatgiat&e(LLR) to
map GUIs to local routers. The registries are updated when nodes mioied, allows devices
to be reached and information to be routed between mobile nodes.

The Opportunistic Connection Management Protocol (OCMP) [20] mepby Seth et al.
is used to provide persistent session state on top of DTNs. This is inspirdet Persistent
Connectivity Management Protocol (PCMP) proposed by Ott et al. [Rallows applications
to opportunistically communicate on multiple network interfaces, switch acrossaicest ag-
gregate their bandwidth, remain disconnected or powered off for ailyitieng periods, pack-
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Figure 2.4: Opportunistic Connection Management Protocol (OCMP) [22]

age and move their state across devices, and inter-operate with legéicgtégps and servers.
The implementation is in Java so that it can be run on any Java-based moliile. dev

Legacy protocol support is plugin based. Support for HTTP and W& been provided.
Higher level operations such as blogging and picture publishing havedeseloped using the
APIs provided by Bloggérand Flick?

2.1.3 Pocket Switched Networking Architecture

The European IST Haggle project [3] addresses also issues reldtgdrtittent connectivity
by targeting the three methods by which data can be transferred betwéeasdihat peo-
ple carry every day: through an existing infrastructure, in an ad hsldda with neighboring
nodes, and using the mobility of users to carry the data. They refer to¢harsc they study
as Pocket Switched Networking (PSN) inspired by the idea that people mackets in their
pocket. The Haggle infrastructure is able to opportunistically take advanfagansfer oppor-
tunities and to manage the limited resources of nodes.

Haggle proposes to forward ADUs (Application Data Units, i.e., bundles ilDIfRG
architecture) using application layer information (e.g., email addressegsyatc.) rather than
a network-specific identifier. As in the DTNRG architecture, Haggle adsipte-and-forward
operations to handle asynchronous communications and is able to use inédermadies to
relay application data.

Fig. 2.5(a) presents an overview of the architecture. As one can cdes imave storage
capabilities to store user data received from applications and potentiatty dtber nodes.
Nodes have a transverse module for resource management and edfogaengine that uses

*http://ww.blogger.com
2http://www.flickr.com
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Figure 2.5: Haggle propositions [3].

user-level names. Finally, a communication module takes care of communichyidnding
connectivity issues from the application. Fig. 2.5(b) shows an exampleAD&). We can see
that Jon Crowcroft, being the receiver, is addressed using hisgsiofeal contact data. This
ADU is an email containing an image and some text.

2.2 Routing protocols

As adding delay tolerance to networks impacts every level of protocdtsted almost all
node services, listing all past and on-going work related to DTNs woulglttadk much space.
We focus here on routing propositions, as they are strongly related tootiigbutions we
present in this work.

As mentioned by Jain et al. [23], routing is one of the very challenging agmres in
DTNs. Because the network suffers from connectivity issues, MANE Touting algorithms
such as OLSR, based on the proactive broadcast of control informatidODV, which uses
on-demandroadcasted route requests, fail to achieve routing. Different appes have to be
found.

Following the taxonomy introduced by Jones et al. [24] we divide routinggsitions for
DTNs into three main categorieseplication based knowledgebased andhybrid strategies.
Replication based approaches take advantage of what we carodaltiversity They address
ways information can be disseminated among several carriers to increasbkahce that it
would reach the destination. Knowledge based strategies use of inforrnfaiomodes obtain
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about connectivity or network conditions to make efficient forwardingjsiens that improve
routing performance. Hybrid approaches, as suggested, use pbtatien and knowledge.
DTN routing strategies face a general trade-off between differetoris robustness to
connectivity disruptions (i.e., the delivery ratio), the impact on networkuees (i.e., the
routing overhead), and the rapidity of execution (i.e., the message déayg) might want a
DTN routing process to be as robust as possible, to have the lowest impaiee network
and to be as fast as possible. From our experience, as soon as wémpreve on all these
performance metrics, we must consider the nature of the underlying rketaonectivity. We
borrow terminology the DTNRG architecture to describe different patigfrnsde contacts:

e Scheduled contactshese can exist, for instance, between a base station somewhere on
earth and a low earth orbiting relay satellite.

e Predicted contactsthese are not scheduled, but predictions of their existence can be
made by analyzing past information or using hypotheses regarding nogsmeants.

e Opportunistic contactsthese are created simply by the presence of two entities at the
same place, in a meeting that was neither scheduled nor predicted.

2.2.1 Replication based

Replication based routing protocols do not assume that nodes have Kgeviteat could be
used to make forwarding decisions.

Epidemic routingreferred sometimes ftoboding proposed Vahdat and Becker [25], is one
of the most basic and popular solutions when nothing is known about tteibelof nodes.
In this scheme, when any two nodes meet, they compare bundles and adsttlse other
the ones it lacks. The ZebraNet project [26] makes use of epidemic goiatiits studies of
animal migration and inter-species interactions. Data are flooded in the kedwdhat they
reach access points as a result of animals’ mobility. Epidemic routing is vemyimigsource
consumption, but it achieves the best performance in terms of delivioyarad delay. As,
in large networks, it may be too costly in terms of energy consumption or mensageywe
discuss work that attempt to limit flooding or to use coding to make better useplafation.

Grossglauser et al. [27, 28] were among the first to introduce a rephidadiged scheme for
MANETS that is not epidemic. They show that the total network throughaatoe increased
using mobility of nodes if applications tolerate some delay for data delivergke®a can be
buffered at nodes and they can be routed using one intermediate reétapsfered directly to
the destination.

17



To control flooding in DTNs, Spyropoulos et al. have introduced theyspnd Wait [29]
protocol that distributes a number of copies to relays and then waits untiféhem meets the
destination. Harras et al. [30] have evaluated simple controlled messadmfiGcchemes with
heuristics based, for instance, on hop limits or timeouts. They also introducetsaniem
based on packet erasure. Once a message arrives at the destifiatidrasic flooding, the
remaining copies in the buffers of other nodes are erased.

Wang et al. [31] propose to reincode messages with erasure codésaitdite their differ-
ent parts over a large number of relays, so that the original messagbse caconstituted even
if not all packets are received. Widmer et al. [32] have explored néteading techniques. All
these approaches distribute multiple copies of packets and ensure altaigtitseof delivery,
and a low latency, but they imply high buffer occupancy and high bandwigtisumption.

2.2.2 Knowledge based

Since relaying information can lead to buffer overflows and inefficielt afstransmission
media or transmission opportunities, one would prefer to use informationahdieobtained
about node interactions to help make less naive forwarding decisions.

Some work has been done with scheduled contacts, such as the scheniseddsy Jain
et al. [23], which tries to improve the connectivity to the Internet of an isdlatéage based
on knowledge of when a low-earth orbiting relay satellite and a motorbike meghtailable
to make the necessary connections. They introduced a spectrum ofeschigat use more or
less knowledge from connectivity and from the network. This starts witFitts¢ Contact (FC)
scheme in which nodes have no knowledge, and where, at each majbebare forwarded to
random neighbors. Other algorithms make use of more and more knowlétue retwork
conditions and connectivity. MED (Minimum Expected Delay) is able to assigotie pairs,
the cost being the sum of the average waiting time, propagation delay asthisaion delay.
In MED, Bundles are source routed using Dijkstra’s algorithm. Then, alipeogramming
based algorithm makes use of all information about connectivity andmgrard future traffic
demands. They show through simulations that, as predicted, the more kgewledes have,
the better is the routing performance. Also of interest is work by Akyildizl.dt7hon inter-
planetary networking, where they use scheduled contacts, such asethbatween planets, in
the framework of a DTN architecture.

Work has been performed with predicted contacts, such as the algorithmdgfren et
al. [33], which relies on nodes having a community-based mobility patterneNowinly re-
main inside their community and sometimes visit other communities. To route a bundle to a
destination, a node can transfer that bundle to a node that belongs tathe@amunity as the
destination. This work has been extended to define ProPhet [34]tacptthat is being tested
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in Sweden within the &mi Network Connectivity project [35] and is being standardized in the
IRTF DTN group. In a similar manner, Burns et al. [36] proposed a rguigorithm that uses
past frequencies of contacts. Also making use of past contacts, Dalid&7] improved the
basic epidemic scheme with the introduction of adaptive dropping policieen@gdViusolesi

et al. [38] have introduced a generic method that uses Kalman filters to cerabthevalu-
ate the multiple dimensions of the context in order to take routing decisions. orttext is
made up of measurements that nodes perform periodically, which cafabedreo connectiv-

ity patterns, but not necessarily. This mechanism allows network architedésine their own
hierarchy among the different context attributes.

LeBrun et al. [39] propose a routing algorithm for vehicular DTNs usingent position
and trajectories of nodes to predict their future distance to the destinati@y réplay GPS
data collected from actual buses in the San Francisco MUNI System, ththegNextBus
project. Finally, Jones et al. [40] propose a link state routing protoecdDfiNs that uses the
Minimum Estimated Expected Delay (MEED) as the metric.

Some research projects, such as Data Mules [1], SeNTD [41] or Messarying [42],
use mobile network elements to transport data from fixed sensors to a nah#neess points
in an opportunistic fashion. For instance, in SeNTD, data from sensaregon buoys that
monitor the water quality on a lake are relayed by tourist tour boats or pkeasuisers. Also
of interest, Zhao et al. [43] propose to calculate routes for ferriels tat the traffic demands
are met and the data delivery delay is minimized.

2.2.3 Hybrid approaches

All the knowledge based approaches presented above are singleddup means that mes-
sages can be routed in a multi-hop fashion in the network but, at every tityegra copy of
the message is present in the network. To be robust to node failures armidase routing
performance, we might want some replication. Hybrid solutions are ttregteBirable.

Jain et al. [44] have tried to determine an optimal allocation of erasure tbolgss over
multiple paths to maximize the probability of delivery depending of path failureatbibties
and level of redundancy. Given the path success probabilities, ¢odeskare spread over the
multiple possible paths. They applied two different algorithms: one which tinelg best
edge-disjoint paths and one which aims at maximizing a specific objectivéidongsing a
linear programming method.

Note that, in addition to the single-copy protocol that we introduce in this wdrikhwis
based on the use of mobility patterns of nodes, we present an extendézhyevhich is a
controlled flooding solution that performs knowledge based forwardaugstbns. This work
is presented in Chapter 4.
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2.3 Mobility issues

To evaluate a DTN scheme, one has three possibilities: (1) implement ang tepimecha-
nism, which could cost a lot and could be limited in scale, (2) perform simulatigtsmo-

bility models, which could be too synthetic and thus unrealistic, and (3) reiplaimulation,

mobility traces gathered in real contexts, which could lead to too scena@ifisgevaluations.
None of these methods is ideal. However, the increasing number of datetionllefforts and
the advances in mobility modelling are leading to higher quality frameworks fod Bdheme
evaluation. This section presents a short overview of these receriseff

2.3.1 Data sets

We present here a non exhaustive list of data sets available to thectesearmunity. Most
data sets that could be of interest to the DTN community are now available atdlized
by the CRAWDAD [45] (Community Resource for Archiving Wireless DataD¥rtmouth)
project at Dartmouth University.

Dealing with traces allows researchers to better understand the undeplyipgrties of
DTN environments. In the contributions presented in this work, we perfdmtiehe evalu-
ations in simulations with real mobility traces and we emphasize the understaridimgse
traces with detailed statistics.

2.3.1.1 GPS based

GPS is at first sight the natural mean to collect mobility data. However it doiesark when
a user is indoors. As a consequence, it has only been used to monitoopattivities such as
the taxi cabs from the MPT Radio Taxi company in Warsaw, Poland. arafic-Djukic et
al. [46] obtained GPS coordinates &5 taxis over 92 days in an area @ x 48 km.

2.3.1.2 Bluetooth based

Experiments using Bluetooth contact loggers, namely Intel motes (iMoteg, been con-
ducted within the Haggle [47] project, which explores networking possibilfiesmobile
users using peer-to-peer connectivity in addition to existing infrastrestuhey deployed
these iMotes on different sets of people (conference attendeesratagmployees, groups
of friends) these iMotes to measure and characterize interactions (i.e., thg tfréontacts)
between people. As this thesis also presents a study based on a similar ildetienent that
we conducted, we provide a detailed comparison of the different existitagsets in Chapter 5.
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2.3.1.3 Wi-Fi based

Work has been conducted around Wi-Fi access networks to gathethdatzan be used, after
some processing, as DTN-like data. Dartmouth College [48] has deployedfahe most
extensive trace collection efforts to gather information on a Wi-Fi acoetsgonk. These data
have been used as mobility data to characterise the mobility of users [49,tb@wvaluate DTN
routing protocols [10]. Other Wi-Fi access networks have been usadaiyse mobility such
as that of ETH airich [51] and that of the Wireless Topology Discovery project at UQST).
The usual hypothesis that one makes to infer interactions between WdEsris that two
nodes are in contact whenever they are attached to the same AP (Acdeds We use such
data throughput this thesis and we discuss the reasonableness of theygignpliisumptions
in Chapters 3, 4 and?.

Additionally, in the UMass DieselNet project [53], which aims to study DTNtirayin
a transportation setting, a testbed to gather interactions between 40 busesténnwMas-
sachusetts was deployed in 2005. Buses are equipped with 802.11hdageworking in ad
hoc mode.

2.3.1.4 GSM based

The Reality Mining [54] experiment, conducted at MIT, has capturedipriby location, and
activity information from100 subjects over an academic year. Each participant had an applica-
tion running on their mobile phone to record proximity with others through periBllietooth
scans as well as their location, using the identifier of the cell to which thegpsaitached.

2.3.1.5 Social activity based

Some researchers have inferred theoretical interactions from infomeaimut human behav-
ior. For instance, Srinivasan et al. [55] have studied interactions betstidents based on
their university time tables.

2.3.2 Mobility models

Due to the limited number of data sets available and the fact that they are Iespegific
to a scenario, synthetic models have been widely used. Models such dsrR&valk (i.e.,
Brownian motion [56]) or Random Way-Point [57] have been very pepuHowever, when
compared to real mobility data, the properties generated by models oftent doatch. As
a consequence, researchers are proposing synthetic models thattonteproduce statistical
distributions or behaviors that have been observed in reality, as déstbgBorrel et al. [58].
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For instance, Musolesi et al. [59] propose a model in which movementsdafsnare driven by
the social relationships among them. Bohacek [60] designed a mobility moideliatiuals in
urban settings based on a recent US Department of Bureau of LalbistiStgime-use study.
Legendre et al. [61] question whether microscopic mobility behaviorsauable to represent
mobility with more realness and their influence on important characteristicsliigkgduration
distribution).

2.4 Applications

Regarding applications that use opportunistic communications, the large majdtigm have
been deployed for feasibility studies, while a few are currently workingawige operational
services. We first present operational deployments and continue wigindbpective ones.

2.4.1 Operational deployments

In this section, we present some applications (commercial and non-pratfitjgh DTN com-
munications and that are deployed in running operational systems. Téy@sgmients concern
urban peer-to-peer messaging systems and wildlife monitoring systems.

2.4.1.1 Urban peer-to-peer messaging

BUZZeeBee [62] is a commercial messaging service for wireless devickdesktops using
Wi-Fi, Bluetooth, and Ethernet. When one person using BUZZeeBeeuatars another, a
spontaneous wireless connection is automatically created. Messagee eddrbssed to a
specific user or target a group of users. They are relayed by otheless devices. Every
communication is anonymous unless the sender has included his businkisstharmessage.
Each message exists by default during dhlyhours but a user can pay to increase the time-to-
live of his messages. This is to avoid having useless messages pollute tloeknata being
spread far from the place in which they might be useful. Since it is a comrheroduct,
stores can send messages to users including coupons and spersal offe

MobiLuck [63] is similar to BUZZeeBee but focuses more on the fact thaait kelp
people to meet each other. Currently, users can send messageg finatrare relayed by the
nearby Bluetooth devices. They can send their profile to other Mobilrackecluding their
photo. Soon, MobiLuck will allow for multi-user games, and the downloadifngng tones,
logos, music and games. They plan to encourage the use of such applitatwatessional
exhibitions, to help people exchange business cards and find new custanrjabs. MobiLuck
claims one million users in 200 countries. To counter the low user density jsbeggefine
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MobiLuck HotSpots which are merely meeting places for MobiLuckers sa@rastaurant, a
theater, a nightclub, a store, etc.

ProxyDating [64] is a dating service available on Bluetooth enabled mobilegshdJsers
configure their profile. The application detects matching persons in thengtg:and triggers.
The phone rings and the face of the other appears on screen. Timesierialities are often
mentioned as matchmaking services.

Socialight [65] allows people to leave virtual sticky notes anywhere in thiédvemd share
them with others. A virtual sticky note is a piece of content that is associate@gweographic
position that could be text, pictures, videos or sound clips. The visibility tliaiisticky notes
can be restricted to a single user, to group of users or to everybodyappiication is available
on mobile phones and PDAs. People can thus leave their impressions of taemmiley just
visited or advise others that there is a good restaurant in the neighborbinee Socialight is
a company, advertisement nodes could be let for commercial purpose.

The growing number of smart phones with Wi-Fi or Bluetooth will supportgbpularity
of these kinds of applications. People predict that they will be very poguteong groups
of teenagers or in countries where communication between people men amehvi® very
regulated. However, as shown by the following message, found on asdisa forum, the
low density of users is currently a barrier to the success of that kindmicagions:

>| really want to use BUZZeeBee. It's a cool new app using Wi-F i, a mix of

>social/dating networking, classifieds and optin adverti sing for one’s favorite stores.

>But it's also like IM, you need other people to use it with bec ause it's not online,

>but offline peer to peer and proximity based!

>So if you can give it a try..let me know. I'm in Mountain View , California.

>Thanks

If you supply the equipment needed, furnish us with return pl ane tickets and overnight
accommodation, I'm sure many of us here in the U.K. would glad ly spend time with you over a coffee.
000

2.4.1.2 Monitoring

ZebraNet [26] is a project that aims at monitoring zebras in Africa. It w@es of the first
deployments where researchers posed the problem of collecting dataeasaking prob-
lem. The idea emerged in 2002 and the deployment was done in 2004 at fvhiah is
a biology field station in central Kenya that Princeton University administersyawith the
Kenya Wildlife Service. Before this project started, people in wildlife monitotiag three
possibilities:

Shttp://forums.vnunet.com/thread.jspa?messagelD=6128 28
“http://www.nasm.edu/ceps/mpala/main.html
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e GPS trackers Collars equipped with a GPS tracker are attached to animals and record

GPS positions. The problem is that collars have to be collected and reddpieyiodi-
cally to collect data. It may disturb animals behaviors and create gaps intthe da

e Satellite tracking Collars that the animals wear can be equipped with an active satellite

tracking system. This demands high battery capacity and offers a venyitioatéto re-
port collected information. Batteries have to be changed periodically, vebiciplicates
the deployment as for GPS trackers.

e VHF: Transmitting collars using VHF can be used to determine the locations of animals

using triangulation methods. The precision of this positioning system is vesndent
on the radio propagation in the area the animals traverse.

ZebraNet uses low-powered devices that communicate in a peer-tdagham and have
data storage. GPS positions are sampled periodically and stored locally véttirdtirmation
such as sun/shade indication, activity (standing or moving), speed,a&geetc. Information
is then distributing among zebras and dropped opportunistically at colleairiges that re-
searchers place close to where the zebras live. This system allows taetd a large amount
of different kinds of data and to reduce the maintenance and collectiatiasti Note that the
ZebraNet scenario is similar to wireless sensor networks in which data tebd collected at
sinks.

The Delay Tolerant Shell (DTS) [66], proposed by Lukac et al., heenhtested in an
experimental setting within the Middle America Subduction Experiment (MASE grevi50
seismic stations are deployed and connected with long range Wi-Fi links.i€& Shell that
can be used for node administration and data collection. It has the paiticafdreing tolerant
to connectivity disruptions by relying on the fact that data are stored amdftinwarded in an
epidemic fashion. In the environment where the experiment takes placendh®-end path
availability is evaluated by authors to be j83@6.

2.4.2 Prospective deployments

Here, we present some of the applications that have been launched arehiatended to be
launched in support of academic research on DTNs.

2.4.2.1 Transportations

The UMassDieselNet[67] project has deployed hardware in buses of the town of Amherst,

Massachusetts, with the aim of providing services to users and the busepmphey are
currently studying opportunities of transfer that a possible networktanthre could benefit
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from. Buses upload information to a central server whenever they aengerof any open
802.11 AP. The information includes bus-to-bus transfers, GPS loglsth@ndownloading

of software updates. 60 days of traces are available to the community. aEbrtensfer

opportunity, they recorded the duration, transferred data, locatichspeied and direction.
They recently improved the network connectivity witltow-boxesvhich consist of long range
(thus low bitrate) ad hoc nodes that are able to communicate with an infras&raetwork and

with buses. The ultimate aim of this experiment is to provide internet servicksxqeriment

with new kinds of applications.

Lebrun et al. [68] propose to use what they call BlueSpots to distriburteenbin buses on
the campus at UC Davis. They are currently working on the testbed.

The CafNet (Carry-and-Forward Networking) system is being dgesldn the CarTel [69]
project. It aims at developing and deploying a protocol stack similar to the Efé&tence
implementation in a context where data mules have high capacity and expddeggeriods
of disconnection. CarTel uses data mules to transfer large amountssof $eformation from
and to mobile nodes. They mainly target applications in automobiles, such cdradfic
monitoring, on-board automotive diagnostics and notification, road sudagnostics and
opportunistic data transport in general.

2.4.2.2 Urban settings

Karlsson et al. [70] deployed a proof-of-concept demonstratotif®rconcept of delay toler-
ant broadcasting. Public channels are available to send and recaiemicopportunistically.
Nodes such as mobile phones or laptops are constantly looking for othieesi@ising Blue-
tooth or Wi-Fi. Nodes can potentially relay content that they themselves airtacested in.
They implemented various strategies for soliciting content to see how to impreveetfor-
mance of the system.

The RollerNet [71] project that we conducted at LIP6 with Farid Beirgiacparallel to this
thesis work aims to analyse and use mobility in rollerblade tours in Paris, toseffeices that
will be available to participants. Every Friday evening and every Sunftaynaon in Paris,
weather permitting, groups of between 5,000 and 15,000 people go rallierdpfar three hours
at a time. They are guided by staff members and assisted by public safedg.fon order to
analyze the mobility of participants, we perform experiments in which we deplotes, the
Bluetooth contact loggers (thanks to James Scott from Intel Researchr{dge), on approx-
imately a hundred volunteers, these could be organisers’ friends, membesllerblading
associations or members of staff. In addition to this sensor deployment kweles people
to activate Bluetooth on their mobile phones. The iMotes log, at a high fregudre devices
(other iMotes or people’s mobile phones) that they meet. The data that wet@l@vs us to
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measure and characterize the interactions between people over therdafdtie rollerblade
tours. Such information is helpful in the design of new forms of applicatiotiserdomains of
emergency response, location services, and content delivery. litnprary proof-of-concept
of a positioning system has already been demonstrated [72].

2.4.2.3 Monitoring

The Diverse Outdoor Mobile Environment [73] project at UMass sdekadvance internet
technology to deploy in environments where providing networking to mobilestisea chal-

lenge. DieselNet was one of the projects conducted within this framewwad other recently
launched projects are:

e TurtleNet This project aims at monitoring the habitat of wood turtles. The primary goal
is to collect GPS information, temperature, sunlight intensity, and turtle goiratas.
Turtles will be equipped with 6 MHz Mica-2 Dot motes.

e Underwater monitoringln collaboration with oceanographers, the project will conduct
underwater monitoring of coastal areas, including sea life and oceamsotto

2.4.2.4 Developing regions

The Sami Network Connectivity project [35] aims to establish Internet communicafmrthe

Sami population of reindeer herders, who live in remote areas in the noBweflen. The
initial goal is to provide email, cached web access, reindeer herd traikergetry and basic
file and data transfer services. Bundles are routed between DTN gatewhich could be
mobile or fixed. Fixed gateways may be in residential communities where theehtsn

be accessed. The proposed solution is DTN-based, and is curreinity developed by the
Internet Research Task Force DTN Research Group (IRTF-DTINRE&w routing algorithms
such as ProPhet [33] and protocols are being developed to taketagwaof the forwarding
opportunities presented by periodic chance encounters.

Deployments of rural kiosks [74] using the DTN reference architeasiteeing experi-
mented by Seth et al. within India to provide services to remote population abletw. &iosks
will provide a variety of services such as birth, marriage, and death cetéfi, land records,
and consulting on medical and agricultural problems. The infrastructilirewpport oppor-
tunistic and scheduled links established with buses that pass through thie réllages and
internet-connected areas.

The aim of the TIER [75] (Technology and Infrastructure for EmerdRegions) project at
the University of California at Berkeley is to address the challenges igibdgrthe information
technology revolution to the masses in developing regions. [76]
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Chapter

The impact of pairwise
inter-contact patterns on
routing in delay tolerant
networks

THIS chapter presents our first contribution. The main argument in this work igehat
searchers should also be looking at heterogeneous inter-contact tinigutiisns when
modeling DTNs and designing routing algorithms.

3.1 Introduction

In delay tolerant networks (DTNSs) [12] nodes are typically mobile and lvéiveless network-
ing capabilities. They are able to communicate with each other only when theyithia

transmission range. The network suffers from frequent connecthgtyptions, making the
topology only intermittently and partially connected. This means that there is aiamgge

This is joint work with Vania Conan (Thales Communications) and Timur Fng (Universié Pierre et Marie
Curie, LiP6—CNRS).



that an end-to-end path exists between a given pair of nodes at atognenExamples from
the recent literature include the DieselNet project [67], which featuwsesunication devices
deployed in a regional bus system, and Pocket Switched Networks JHSNswhich are
formed by devices that people carry every day, such as cell ph&iess, and music play-
ers. In contexts such as these, end-to-end paths can exist temporarilgy sometimes never
exist, with only partial paths emerging.

Routing in such a context is a challenge, and much depends upon whakpeets in
terms of node mobility. Initial DTN work focused on exploiting scheduled mediings [23].
Focus then turned to the sort of randomness in meeting times encounterediia atbhoc
networks [30, 77], and characterised in mobility models such as RandoyrPdiat [57],
and Random Walk [56]. These models yield homogeneous patterns, ahe@des share
a single inter-contact time distribution. More recent work has analysedriexpntal data
sets [48, 50, 54] that record actual inter-contact patterns in a nunflaifferent environ-
ments. Chaintreau et al. [50] have observed power laws of variouseegncluding degrees
lower than2, where the mean and/or variance are infinite. They analyse so-callay &
Wait protocols, modelling pairwise inter-contact times with power laws, andlada that such
schemes do not allow finite time delivery of messages when the degree isth@amér At the
same time, routing schemes that have been tested through simulation on the tafd®]da
have proved effective. This constitutes what we callgberer law paradox

In this work, we advocate that researchers look at pairwise inter-ciquatterns. We make
three contributions along these lines: First, we provide a detailed statistadgbaof pairwise
inter-contact patterns in three reference DTN data sets. Previouswasidtudied inter-contact
times in the aggregate, across all pairs of nodes. It has combined, anditkeured, the in-
dividual effects of pairwise inter-contacts. We characterize hetertigg in contact times and
inter-contact times, and find that distributions of inter-contact times tend toellenwdeled
by log-normal curves. Exponential curves also tend to fit a fair portiahstributions.

Second, we provide an explanation for the DTN power law paradox. &%eribe how
distributions with finite means and variances can be composed to yield the-tadadydistri-
butions that Chaintreau et al. [50] observed. In particular, we showetgnential pairwise
inter-contact time distributions can be combined to create an aggregatelpemdgstribution.

Third, we propose a single copy opportunistic routing scheme that fullpgspairwise
inter-contact heterogeneity. This algorithm provides minimum delivery timese céexpo-
nentially distributed pairwise inter-contact times. As we shall see, the hetesdy that we
highlight allows us to usefully extend the work of Spyropoulos et al. [B§, Which analyzes
numerous routing schemes for DTNSs, but that uses mobility models that yislddeneous
distributions. The scheme provides an opportunistic version ofrtimmum expected delay
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(MED) routing introduced by Jain et al. [23], whereby a node relays ssage to a neighbor
that is closer, in terms of total expected delivery time, to the destination. \Weaflyranalyse
the scheme for the case of heterogeneous independent exponentiabimiects, we evaluate
it through simulation on the three reference data sets.

The rest of this work is structured as follows. Sec. 3.2 provides a statiatiedysis of
pairwise contacts in the three real life data sets we used in this work. Segre3énts the
power law paradox. Sec. 3.4 introduces our novel opportunistic roathgme, and Sec. 3.5
provides its evaluation. Sec. 3.6 describes related work concernitiggaand mobility in
DTNs. Sec. 3.7 concludes the chapter, discussing directions for futurke

3.2 Pairwise interactions

This section introduces and analyses the three different data sets thaéwethe rest of this
work. We characterize interactions that may occur in DTN scenariosightight the different
kinds of heterogenities that arise.

3.2.1 Experimental data sets

We describe here the contexts in which the data sets have been collectét audjuisition
methodologies that were used. All of these data sets are publicly available GRAWDAD
archive [45].

3.2.1.1 Dartmouth data

This connectivity data set has been inferred from traces collected in itté &icess network
of Dartmouth College [48]. The traces that we use were pre-procéys8dng et al. for their
prior work [80] on mobility prediction. They track users’ sessions in theel®gs network,
noting the time at which nodes associate and dissociate from access poltitsugh the
Dartmouth data is not from a DTN network, we use it because it is perhapdctiest data
set publicly available that tracks users in a campus setting, and becaitseadlity. Jones
et al. [40], Leguay et al. [10], and Chaintreau et al. [50] haventgeaised these traces in a
similar way.

A few judicious assumptions are required to adapt the Dartmouth data for diidies.
First, we only consider the subset of users who were present in thenketwery day between
January 28 2004 and March 1% 2004, an academic period during which we expect nodes’
activity to be fairly stationary. This data set conta®3d users, or nodes. Then, we assume that
two nodes are in contact if they are attached at the same time to the same agug#sH). We
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miss other contacts between users that are not logged by Wi-Fi devazesjde the users are
not carrying the devices or have turned them off. These contacts magatlieen logged in a
true DTN network, by lighter-weight wearable devices that remain on &tradks. When more
extensive DTN data in campus settings becomes available, researchersedillo revisit the
studies made using the Dartmouth data, to see if the lack of such contactsmgseanon their
conclusions. Finally, we filter the data to remove the well kn@inmg-pongeffect. Wireless
nodes, even non-mobile ones, can oscillate at a high frequency betwedéPs. To counter
this, we filter all the inter-contact times below 1,800 seconds (30 minutes).thaitdefining
better filtering methods, although challenging, would be of interest for thmamity. As this
is not the purpose of this work, we choose here the threshold that Yadn&1] used for the
same purpose. We use this inferred data set for the remainder of thieichap

Fig. 3.1 presents, for all the data sets, the evolution over time of the total muhben-
tacts that occurred between nodes (left column) and the number of tofdaevery pair of
nodes having at least one contact, ranked in decreasing orderdoigimin). Fig. 3.1(a) and
Fig. 3.1(b) are the plots for the Dartmouth data set. As Fig. 3.1(a) showsténactions be-
tween nodes are quite stable over time. We observed 13,901.7 contactsypan dverage,
with a standard deviation af96.9 contacts. We conjecture that this stability comes from the
fact that we choose only nodes that are present every day. Fitp) 3gws that a few node
pairs had a high number of contacts, and that this number then decreagaspidly. Just
10.7% (i.e., 37,424) of node pairs had contacts between each other, and tbd¢lse anes that
are plotted. Among these, the mean number of contactd Svdswith a standard deviation of
32.9 contacts.

3.2.1.2 iMote data

Chaintreau et al. [50] used iMotes (Bluetooth contact loggers from Itdedcquire proxim-
ity contacts that occurred between participants in the student worksttop latfocom 2005
research conference. Students were asked to carry one of tmssgssim their pocket at all
times. Due to Bluetooth’s short range, authors logged instances whetepeere close to
each other (typically withii0 meters). They collected data froth iMotes over3 days. The
devices performed Bluetooth inquiry scans ev&ryinutes. For each pair of nodésyj), we
considered thatandj were in contact if either one saw the other. Note that, as with the Dart-
mouth data, many contacts might be missed. Those that occur between the 2soamgeare
not registered, and two nodes that are scanning simultaneously will@ebgsé other.

In this data set, the evolution of the number of contacts between participamis diurnal
variations, as seen in Fig. 3.1(c). We obser28d.7 contacts per hour on average, with a
standard deviation df81.3 contacts. Fig. 3.1(d) only plots node pairs that had contacts, but
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Figure 3.1: Evolution of the total number of contacts over time (left). Numbepnfacts for
each pair of nodes (right); pairs are sorted in decreasing orderiphtimaber of contacts.

these represent fullg5.4% of the pairs. For these pairs, the mean number of contacts was
22.8, with a standard deviation d#4.8 contacts. The iMote data shows more contacts for the
typical node pair than does the Dartmouth data.

3.2.1.3 MIT data

The Reality Mining experiment [54] conducted at MIT captured proximityatmn, and activ-

ity information from97 subjects (mainly students) over the course of an academic year. Each
participant had an application running on their mobile phone to record proxinitityothers
through periodic Bluetooth scans (eveéryninutes) in a similar fashion to that of the iMote
experiment. Locality information comes from knowing which GSM network cedl phone

is attached to. We only make use of the Bluetooth proximity data to determine winether
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nodes were in contact. We selectefd days of data corresponding to the first semester of
the academic year 2004-2005 where activity was high in the traces in tertims néimber of
phones that collected data and the number of contacts that were recorded

Fig. 3.1(e) displays weekly variations in the number of contacts betweé&nipants. The
mean number of contacts per dagé).0 contacts per day, with a standard deviatiod@f.072
contacts. The number of interactions is lower than in the iMote data set, whemdhn
number of contacts per day was 1,378.39, and that was amongbnlydes. For th60.4%
of node pairs that had at least one contact, and are plotted in Fig. $hef®,is a mean df2.3
contacts, with a standard deviation3#.8 contacts. This plot more closely resembles the plot
for the Dartmouth data set than the iMotes data set.

These data sets represent three different DTN scenarios whichi srerest for the un-
derstanding of interactions between people that might carry communicatiaresle We will
refer to these data sets @artmouth iMote andMIT.

3.2.2 Heterogeneity in expectations

This section looks at the durations of contacts between pairs of node&¢t timesand the
time that elapses between any such contastsr¢contact times We focus on heterogeneity,
looking at the distributions for all node pairs. In the data sets just descnb&ec. 3.2.1,
we have already observed heterogeneity in the number of contactsgeepaw. However, a
deeper look is required to understand the impact of contact patternsitmgro

Fig. 3.2 shows, in the left column, the cumulative distribution, for all nodespairmean
inter-contact times. We denote withi the expectation of inter-contact times, witleing the
process of inter-contact times for a given pair. Similarly, Fig. 3.2 showdigtiebution of E(?),
the expected contact times of node pairs. We can see that the distributdmstarogeneous,
with the means spanning over three orders of magnitude. The mean intaciciime is280.6
hours for Dartmouth, with a standard deviation2df.5 hours; 4.9 hours for iMote, with a
standard deviation df.6 hours; and387.1 hours for MIT, with a standard deviation 877.3
hours.

The mean contact times are also heterogeneous, as shown by plots in theohighhn
of Fig. 3.2. The mean expected contact times &r8:hours for Dartmouth, with a standard
deviation of3.0 hours;0.03 hours for iMote, with a standard deviation @04 hours; and).3
hours for MIT, with a standard deviation 6f4 hours.

We also observe, for all three data sets, that mean contact times are routeh gtan inter-
contact times. This leads us to conjecture that understanding the inteciciimias processes
is more crucial that understanding the contact-times processes if ong toeeldoose which
to focus on. We can already see that the iMote context seems more suitabfgpfications
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Figure 3.2: CDF of mean inter-contact timegE(left) and mean contact times &) (right).

that would perform direct transfers between source and destinatd@snas pairwise average
inter-contact times are lower than in the other data sets. Such a simple scherhaahigbrk

in MIT and Dartmouth, where average inter-contact times are very lamgatirig) mechanisms
might have to be proposed. We address the issue of routing in more detadsn3®4 and 3.5.
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3.2.3 Nature of inter-contact times distributions

To better understand the inter-contact time processes between nodevediest for whether
the distribution of inter-contact times between any two nodes can be modelled leyttan
exponential, a log-normal, or a power law (to be precise, Pareto) distributio

For this purpose, we use the Cramer-Smirnov-Von-Mises [82] statistygaithesis test.
Recall that such a statistical test can ordjector fail to rejecta given hypothesis. So, when
the hypothetical distribution is rejected by the test, we are certain that the dlitriitomputed
over the data does not match. In the other hand, when the test fails totregengpothesis,
we only know that this is true to a confidence level «. We used a relatively high level of
confidenced = 0.01) and also visually cross-checked the goodness of fits.

For each pair of nodes,j) having at least contacts, we compare the cumulative distribu-
tion Iﬁ of the V inter-contact times observed and the hypothesis functions whose curaulativ
distributions are given by the three following formulas:

e Exponential distributionF;(z) = 1 — e~ %i®

e Pareto distributionf;(z) = 1 — (x—ﬂ> ’

T

. . . i 1 — L
e Log-normal distribution:;;(z) = § + Lerf [%}
Note that, for a given node pair, several distributions may fit the intetacodistribution.
We see an example in Fig. 3.3 of the inter-contact times for an iMote node gaaseTinter-
contact times are found to follow a log-normal distribution.
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Figure 3.3: Fitting results for a given node pair in iMote data.
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Table 3.1 presents, for each data set, the proportion of pairs for whactligtribution of
inter-contact times fits an exponential, a Pareto, and a log-normal distribMeralso show
the proportion of pairs that were rejected for all three hypothetical digioibs.

One notable observation is that log-normal tends to fit better than expdreriiareto for
all three data sets. The main reason is that the log-normal distribution affatge versatile
model to capture the variability in inter-contact patterns across the ditfeegrs of nodes.
Almost no pair of nodes has been found fit only an exponential or ad’drgribution. For
Dartmouth, for exampld).1% of node pairs are exponential only, and the same proportion are
Pareto only, while36.4% of node pairs only match a log-normal distribution.

Dartmouth iMote MIT

Number of pairs tested 20,211 755 2,174

Exponential 428% | 7.9% | 56.3%
Pareto 342%| 123%| 26.5%
Log-normal 85.8% | 99.4% | 96.9%
None 129%| 04% 2.7%

Table 3.1: Fitting results.

Fig. 3.4 plots the distribution of the parameters of the log-normal in all data sets. This
parameter governs the shape of the cumulative distribution at the odgialues are higher
than1, which means that asymptotes tend to be vertical at the origivalues are higher in
Dartmouth, with an average 8f5, compared t®.2 for iMote and2.1 for MIT. Considering
the fact that the log-normal distribution can cover a large spectrum aofigtsfic behaviors at
the origin, subsets of log-normal distributions could well be considered exponentially or
power law distributed.

From these observations, it seems reasonable, in these data setsiderquaiswise inter-
contact time distributions as log-normal rather than power law or exponemtiad.speaks to
the heterogeneity of the distributions. The log-normal family is better capébtedeling the
variations of behaviors across the pairs of hodes. The reasonsodabfy twofold. First, it
covers a large span of asymptotic behaviors at the origin (from horizimntertical asymp-
totes). Second, it can capture light tailed behavior as well as some hdadytahavior, while
always maintaining a finite expectation and/or variance (contrary to poweridth degrees
lower than 1).

As we have examined only three data sets, albeit often-used ones, nat claw firm
general conclusions about what will be revealed elsewhere. Bumagi@ reasonably expect
that other mobility traces captured in similar environments will show similar chaistits.
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P(X>0)

Figure 3.4: Distribution of;; for log-normal node pairs in data.

3.3 The power law paradox

Chaintreau et al. [50] report that aggregated inter-contact times folbeveplaws in a number
of DTN traces (including ones based on Dartmouth and iMote data). At the sae, we
have just ruled out a power-law distribution to model pairwise inter-contaas this holds
for traces based on the same Dartmouth and iMote data. This constitutes vbatled the
power law paradox
Computing the cumulative distribution of aggregated inter-contact times forahenbuth

data set confirms this observation. The plot in Fig. 3.5 shows that it follqvesvar law of the
form f(x) = ca?, with exponent = —0.16 and scale parameter= 3.45.

L ) ——

P(X>x)

1800 100000 1e+06
inter-contacts (s)

Figure 3.5: Distribution of inter-contacts.

This section studies this power law paradox by looking at the relationshigbatpairwise
inter-contacts and inter-contacts aggregated over the entire set obpadrdes. We show how
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specific combinations of heterogeneous pairwise inter-contact times plairethe aggregated
power laws that have often been observed in experimental data sets.

First, we introduce a generic model of a heterogeneous DTN. The modpbgs any
inter-contact time distribution. To analyze the power law paradox, we studggbcial case
where the distributions are exponentials. This leads to explicit analyticaldas that provide
insight into the phenomenon at play. The exponential hypothesis is nogeghdittfor the data
we analysed, but appears often as the second best choice (ashosmedaom Table 3.1). It
constitutes also the extreme case — exponential decay being the very pectdtyght tailed
distributions — and the opposite of the heavy tailed behavior of the power\Vsevare then able
to formally derive the aggregate distribution of inter-contact times in the daseponential
pairwise inter-contacts. Confronting the formula with the experimental Dattmdata set,
we confirm that power-laws in the aggregate are compatible with exponpatralise inter-
contacts.

3.3.1 Heterogeneous DTN Model

Let us first consider a generic model for a heterogeneous DTN compba@éodes. All nodes

are given a unique ID in, 2, ...,n. For any two nodesi,;j) we denote a$t8.’))nez =..<

t;jl < t?j < t}j < ... the sequence of time instants at which a contact betwaed; occurs.
The inter-contact pattern of the network is defined in the following way:

e For each pair of node@,;) the pairwise inter-contact sequer‘(¢é?))nez is a renewal
process; in other words, inter-contact times between noded; are independent iden-
tically distributed(iid) random variables, let's s&¥;;. Note that for each paifi,j) the
distribution law of7;; and its parameters may differ.

e A given joint distribution of then(n — 1)/2 pairwise inter-contact sequences serves in
particular to characterize the possible correlations between two interetsetguences.

We associate two processes to the model. First we défineinf;; T;; which represents
the meeting time between any two nodes in the network; the renewal processitiugs gives
the “pulse” of inter-contacts. Second we deftde= U;;T;; to be the aggregate inter-contact
time for all pairs of nodes.

The major hypothesis made by the model is that inter-contact time distributiorstaare
tionary. In other words, node behaviors are assumed to change omex stale than message
exchanges. Nodes are also assumed to have infinite capacity in bandwdditoeage. As we
have seen in Fig 3.2, by looking at the number of node contacts, this hgmiha drastic sim-
plification for the iMote and MIT data sets, whereas is appears more realigie Dartmouth
data set.
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The model focuses on the temporal dynamics of hode connectivity in a R Tdes not
model node mobility directly, but captures inter-contact patterns. In thistpagvides a com-
mon framework to analyse different DTNs. The traditional Random WaytRmid Random
Walk mobility models for ad-hoc networks fall in this category (see Carretrak [83]). More
generally, the model would allow one to capture the different forms of bgésreity that we
have identified in the data sets of Sec. 3.2.

3.3.2 Aggregated power law

In this section we focus on the heterogeneous exponential case, whiesmonds to the model
with the following complementary hypotheses: the pairwise contact seqgueneéhomoge-
neous Poisson processes (HPPSs), i.e., the inter-contact times followesnjad laws with pa-
rameters);;. Furthermore the HPPs are independent. The purpose is here to fothe o
heterogeneity of pairwise mean inter-contact times, which are giverf by and to study the
effect of aggregating the inter-contact patterns. Choosing the erpahease may be seen
as an extreme; the tail distribution of the exponential is the very opposite biedney tailed
pattern that power laws capture best. Moreover, it may seem that theiggmiewponential
assumption is too strong to yield a power law in the aggregate.

Let © be the aggregate inter-contact time for all pairs of write nodes. Let's vfite:
n(n — 1)/2 and renumber the pairwise inter-contagjsfrom 1 to K. We then have® =
Ui<k<kxTx. Let's imagine that all inter-contact processes are exponentially distrilvité
various parameters;. Different distributions of the\;, parameters can model different global
properties of DTNs. For example, in some cases, a hode will meet most ofttbies several
times a day, and the remaining ones on a weekly basisp,Ldenote the proportion of pairs
with parameten.

Conditioning on the event that the in the aggregate,<x 7}, the pair is pair numbet,
we have:

o

=K
PO>1) = P(Ty > t)pk (3.1)
k=1
In the case of a DTN with a very large number of pairs (such as in the Datlincase) we
can write the same formula with a continuously varying probability distributioy of the A
parameters:

PO >1t) = A . e Mp(A)dA (3.2)

What Eq. 3.2 says is that, for the exponential case, the aggregateontacttime distri-
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bution is fully characterized by the distributions of thgparameters. More precisely, the tail
cumulative distribution of the aggregated inter-contact times is given by thlatatransform
of the distributiornp of the A\ parameters.

A power law behavior, with parametert will appear in the aggregate when the distribution
of © follows a Pareto law with shape parameter- 0 and scale parametér> 0, in which
case we have, far> 0:

PO > 1) = (be)a (3.3)

Since the Laplace transform is invertible, Eq. 3.2 tells us that taking the eéenslace
transform ofP(© > t) gives the distribution of the A parameters. We then havébeing the
Gamma function, fon > 0:

a—1pa,—bA
p(A) = AT Ve F?Oj

We can now state the following result: in the exponential case, the aggigatbution
will exhibit a power-law tail cumulative distribution with parameterif the A\ parameters

(3.4)

follow a Gamma distribution with the same parameter

This answers our initial question: even if all pairwise inter-contacts follovxponential
distribution, it is still possible to regain the power law distribution in the aggregane could
have thought priori that it would require the distribution of thie parameters to be a power
law, or at least heavy tailed. In that case there would still have been arpgaw behavior,
not directly in the pairwise inter-contacts, but at a global scale of the DENd{stribution
of parameters). In fact Eq. 3.4 shows that this is not necessary, thiadail of the Gamma
distribution is asymptotically exponential, and thus Gamma is not heavy tailed.

Let us apply this result to the Dartmouth data set; recall that inter-contéetripa are
not all exponential, so to validate the result, we proceed in the following wayestimate
parametersx andb from the cumulative distribution of th& parameters for pairs that were
shown to follow an exponential behavior (the ones that “pass” the Cragpmmthesis test).
We findb = 113,766.9 andv = 2.26. Fig. 3.6(a) shows the estimated cumulative gamma
distributiong(z) with the experimental lambda cumulative distribution for all pairs that have
shown to be exponential. Then, we plot in Fig. 3.6(b) the correspondiwgrplaw /(¢) with
cumulative distribution of aggregated inter-contact times. As one can sdajdlexperimental
curves fit the theoretical curves.

What this result shows is that when one considers an exponential D& awregain the
power law behavior for the aggregated inter-contacts when the distritafttbe parameters is
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Figure 3.6: Distributions with exponential pairs.

a Gamma, which is the case in the data we used when considering the sytses tiat have
inter-contact times exponentially distributed.

The important lesson that we can draw is that it is not necessary to ing@adirgvise power
laws to generate aggregate power laws. This is good news for routing s DThaintreau
et al. [50] have reported that pairwise power-laws (in particular fgrekes lower than 2) have
an adverse impact on the opportunistic Spray and Wait routing strategfinggaome doubt
on the mere possibility of efficient finite-time delivery of messages acrostveork. With
pairwise inter-contacts with both first moments (mean and variance) finite jdtieplooks
much brighter, as we shall see in the next section.

3.4 Opportunistic minimum delay

In this section we propose a novel single copy routing strategy that minimizeglivery delay
of messages across the DTN. We formally analyse the scheme for thef ¢heeerponential
DTN model introduced in Sec. 3.3.1.

The major hypothesis the model introduces for routing is that contacts (aadribssage
transfers) are assumed to be instantaneous. The reasonablenésassimption is supported
by the fact that inter-contact times have been observed (see Sec. B&)mach longer on
average than contact times. The results with the proposed model arebhapels, but, as we
will see, still provide valuable information and insight on how to route messig@ TNs.

In the routing strategy, message transfers are assumed to be instantaneoaiso con-
sider that nodes know all pairwise mean inter-contact times for all nodeg inettwork, i.e.,
each node knows thg;; matrix. This knowledge could be learned by each node from past
contacts and diffused through an epidemic style of routing. The impactofunate or partial
knowledge of the interconnectivity matrix is evaluated in Sec. 3.5.
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We formally analyse the routing scheme for the exponential DTN case. eBudts apply
in a somewhat more general setting that corresponds to what Carretaf88] designate the
Marks Memorylesslass. The difference with the exponential case isThat inf;; 7;;, the
“pulse” of inter-contacts is not restricted to the exponential case, bubeaany distribution
law. Note that in this case, all pairwise inter-contact times follow the same laferlit from
that of the pulse), but with different parameters. The pulse distribution atsay introduce
correlations between the pairwise inter-contacts.

The proposed routing scheme exploits the opportunistic relaying principleecSpray
and Wait strategy introduced by Grossglauser and Tse [28] in the ¢aftexobile ad-hoc
networks. Sec. 3.4.1 derives the formula for expected delivery delaghé one relay single
copy Spray and Wait scheme. Sec. 3.4.2 proceeds with the presentati@agportunistic
mean expected delay scheme.

3.4.1 Spray and Wait routing

The Spray and Wait strategy consists of two steps. First, the sourceusedéhe first nodes
encountered as relays to the destination. This is the “spraying” step. YAmete then uses
the “wait” strategy to relay the message, i.e., it waits until it meets the destinatiotiverdiee
message. Here, we study the case where only one relay is used, whilgsigrate 1-SW.

Let us first consider the spraying step. The message is injected aksaatrime instant
t. The first node- it encounters may be any of the— 1 other nodeg, r1, 79, ..., 7,_2 and the
time X it takes to meet this first node is the infinum of the inter-contact times with all other
nodes:

X =inf(R.,, R,

Sr1?°

LRU) (3.5)

STn—2
Since allRf;m are independent exponentials with paramelgrs we have (see [84, p.328]):

e The random index of the first node encountered is independent of the first encounter
time X

e X is exponentially distributed, with parameter:
As = )\sd + Z?;f()\sri)

e Pr(First node encountered isr) = i\"

This means that we can represent the spraying step as independertiffyiiigthe en-
countered node (with probabilitf}ﬁ) and adding an exponential waiting time with parameter
At

The decoupling of mean waiting time and identity of the encountered node keyhi® the derivation of the
scheme. In the case of tiarks Memorylesslass, this result is provided by Wald’s Lemma.
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Two cases may arise: either the first node encounteesglialsd, ands delivers the mes-
sage with expected timﬁ;, orr # d and node- waits to meet nodd to deliver the message.

Let’'s evaluate the time it takes ferto meetd and deliver the message. If the message
is received by node at timet (let's say), its delivery time is equal t&’ , the remaining
inter-contact time before the next contact between nedwsdd. The memoryless nature of
exponentials implies thak’, ; follows an exponential distribution with the same paramatgr
as the inter-contact time. The mean expected delivery time for a messaggeat awaiting
delivery tod is thus given by:

E[Dy] = 1/A\va (3.6)

The total delivery timeZ,. along pathr, i.e., conditioned on using nodeas a relay, is thus
the sum of the first encounter timd¢ and £[D",] the remaining delivery time between nodes
r andd and thus: . .

Bl = As * Ard

The total delivery timeZ is computed by conditioning on all possible first encountered
nodesd, r1, s, ..., 'n—2, €VENts whose probabilities are given%z.

After simplification, this leads to the following mean delivery time for 1-SW:

(3.7)

AST
(1 + Zr#s,r#d )\Td)
Zr;ﬁs )\S”'

E[D};*"] = (3.8)

3.4.2 Minimum delay Spray and Wait

The minimum delay routing strategy is based on the previous 1-SW schem wieirderive
1-SWr which sprays the message onlynteighborg(i.e., nodes encountered) of the source that
minimise the expected delivery time in case of pairwise exponential inter-¢cengecond we
show that recursively applying the scheme leads to a fixed point that minithesdglay in the
case of an arbitrary number of intermediate relay nodes.

Instead of considering all neighbors of source node s as candidays,ras in the 1-SW
scheme, let's consider that the source nedsprays the message only to nodes in a subset
R. We call this a 1-SW scheme. Following the same line of reasoning as in Sec. 3.4.1, and
definingl/\4q = 0, one finds that the expected delivery time is given by:

1+ cr )

3.9
Z’I’ER )\sr ( )

—sz
E[DL 57 =

We define 1-SWto be a 1-SW scheme which uses a subsethat minimizesE[D;d‘“”R].
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Brute force minimization amounts to testing all subs®tsf neighbors of source node
The complexity of the algorithm is exponential in the degigef nodes. The structure of
Eqg. 3.9 allows for the definition of an algorithm which is linearin(see Sec. 3.8.1). To find
the subset$ of neighbors of source nodethat minimizeE[D;d‘s“’R] (Eqg. 3.9), we propose

the following algorithm:

for every destination do
Sort its neighbors in increasing mean inter-contact tirmeghich case we have:
0< - <5 <o <y
Initialise the result sef = @ and corresponding minimal mean delivery time (using/$et
Cr = %1(1
fori=1,...,ndo
Add nodei to setl and computeE[Di;S“’I] (asin Eq. 3.9)
If this value is strictly larger than;, remove nodé from I and stop
Otherwise, place this value i

end
end

At the end, the optimal set of nodesirand the corresponding minimal delaydn Proof
of the algorithm is provided in Sec. 3.8.1.

Let's now introduce a second relay node in the Spray and Wait schemde Noow
chooses the best first encountered neighbors based on the assuimgtitrey will relay the
messages following the 1-SW relay scheme. For a given set of firsuetezed neighbor£,
the total expected delay is given by:

(1+ X, er Asr BID "))
ZTGR /\57”

Minimising Eqg. 3.10 for all sets? of neighbors ofs is obtained by applying the same
algorithm as for 1-SW, since Eg. 3.10 is deduced from Eq. 3.9 by regeié(iinby E[chfw].

Gradually introducing further relaying steps amounts to recursively agpthe process.
The sequence of valuds[D.,**], E[D2,%"], ..., E[D" %] thus created is decreasing and
positive (see Sec. 3.8.2), so it converges to, let's Ba§:*|. E[D:y*] is necessarily attained

E[D*""] = (3.10)

in a finite number of steps (since there are only a finite number of possiblmedéte nodes)
and is a fixed point for the recursive process. Because thg;gaealises the fixed point, the
forwarding strategy simply amounts, for nodeo relaying any message with destinatibto
any first encountered neighbor Ry ;.

The major benefits of the SWouting scheme are:

i) opportunistic forwarding of messages is loop-free

i) computing the routes is polynomial in the number of nodes in the network
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Forwarding a message with SVis loop free. Remember that a message with destination
d is transfered by any nodgto the first nodej in set R}, it meets. The reason why there is
no loop is because transfers always go to nodes that are strictly cloder destination. All
next relay nodeg have an expected delivery time dostrictly lower than that of the current
relay nodei (see Sec. 3.8.3). This implies that for any route a bundle takes, the seqoien
nodes it Visits;, i, iz, ..., ip, Necessarily verifie®/[D7*] < E[D1] < ... < E[D]. If
there were a loop, it would mean that one of the visited nades, i, is i, so we would have
E[D;1*] < ... < E[D;"*], which is a contradiction.
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Figure 3.7: CDF of node degrees in data sets.

This algorithm has complexity aP(L.n2.D). L is the width of thebinary connectivity
graph in which two nodes share a link whenever they have been in contad. the total
number of nodes and is the average node degree. On the data sets we consideisd,
equal tol10 for Dartmouth,5 for MIT, and 3 for iMote. Nodes degree cumulative distributions
are depicted in Fig. 3.7. We see that node spectrum of interactions arewvidgespect to
the network size in iMote than in MIT and Dartmouth. The average node elégf®.5 in
Dartmouth,22.3 in MIT and 22.8 in iMote. As, in reality,D and L are very small compared
to n2, the complexity is ofO(n?). More generally, if connectivity graphs have scale free
properties, as one can expect in large networks, we would havéog(n) andD < n.

3.5 Comparing routing protocols

This section looks at the routing performance of a number of routing prtsoiocluding the
ones just described, in the presence of heterogeneity in inter-contadtisitributions.
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3.5.1 Methodology

We performed simulations using Dartmouth, iMote and MIT traces to study homithienum
delay routing algorithms behave in the case of heterogeneous conneicticitynparison to
some well known approaches.

We simulate the following protocols:

e Wait a node waits to meet the destination in order to transfer its message. The main
advantage of this method is that it involves only one transmission per message.

e 1-SW unless it meets the destination, the source transmits a copy of the message it
carries to the first node met. This node is used as a relay but only transmitetisage
to the destination if encountered.

e 1-SW: this scheme is similar to 1-SW but relays are only chosen among the setesf nod
R that minimizes Eqg. 3.9, as seen in Sec. 3.4.2. We simulated this modified version of
1-SW to see if there is an advantage to taking into account the heterogeheitytact
patterns.

e MED (Minimum Expected Delay): this scheme was introduced by Jain et al. [28. T
strategy, similar to source routing, defines which path the message will faltow §
to d, that is, the ordered list of intermediate relay nodes it will have to go throtigh
list is chosen to provide minimum expected end-to-end delay. Each rela; opdn
receiving the message, will not be free to choose the next relay: it wié bafollow
the initial plan. Finding the optimal path thus amounts to finding a lowest-weight path
between nodes andd in a graph in which the weight on each liik j) is defined as
1/X;;. Dijkstra’s algorithm is used.

e SW': this is the multi-hop and single-copy routing strategy that minimizes the delay, as
described in Sec. 3.4.2.

e Epidemic this scheme is described by Vahdat and Becker [25]: each time two nodes
meet, they exchange their messages. The major interest of this algorithm itspitoat
vides the optimum path and thus the minimum delay. We use it here as a lower. bound

We slightly modified 1-SW, to better compare it with 1-S\M& nodei is a potential relay
only if \;q > 0, i.e., if it has a chance of meeting the destination. Iadyiwe authorized
intermediary relays to directly transfer messages to the destination whenetzer

In each of the simulation series, we choose at randéthdifferent source destination
pairs(s,d) and replay the contacts between nodes present in the data to see heagtqoair,
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a message, generated at the beginning of the two months period, is dklivereach data set,
because of computational issues, we used a different constant megesegation rate between
source destination pairs.

A values used for route selection in 1-S\WsW* and MeD, and to determine theoretical
delays for Wait, 1-SW, SW* and MeD have been computed over the whole data set in a
preliminary step.

3.5.2 Simulation results

This section presents results for the different routing strategies oroé#uh data sets.

3.5.2.1 Dartmouth

In Dartmouth,\ values used have been computed over the data filtered due to the ping-pong
effect (see Sec. 3.2.1). However, the contacts replayed in simulatioaghvese in the original
traces, as it does not impact the results and because filtering was ontgresirfor modelling.

In these simulations, we generated messages between source-destmiatiengry20 days.

Del. |A. delay|M. delay|Th. delay|A. hops| Overhead

(%) (days) | (days) | (days) #) (trans.)
Wait | 8.6+1.0 [12.242.7| 7.244.4 | 11.9+3.1 [1.0+0.0 25.8+3.1
1-SW [57.4+2.0|16.5+0.7]14.0+16 - 1.9+00| 427.8+153

1-SW*(|61.4+1.1(13.540.6/10.0+0.9| 8.4+06 |1.91+01| 416.81128
MED [34.2+1.2(17.9+1.0|/15.2+1.8] 1.0+01 |6.1+02| 724.8+20.4
SW* |82.4+1.4| 7.8+04 | 43203 | 1.4+01 |5.7x01| 1993.6+793.4
Epid. |99.040.5| 1.0+0.2 | 0.9 0.0 - 9.8 +0.2|123851+36s7.8

Table 3.2: Simulation results with Dartmouth data.

Table 3.2 presents the simulation results averaged ®ovens with90% confidence lev-
els that are obtained using the Studentistribution. It presents, for each of the protocols,
the average delivery ratio, the average delay (“A delay”) and the meltiy (“M delay”)
computed over the delivered messages, the average theoretical detagllathe messages
generated (infinite delay is assumed to be the length of the simulated periotf days), and
the average hop count, also obtained on delivered messages. We aloatddhe protocol
overhead, considering the total number of transmissions that occuefeimessage delivery
(or nondelivery for those that never reached their destination).

Wait and Epidemic are the two extreme schemes that we simulated. They regyecti
deliver 8.6% and 99.0% of messages with a mean delay 1.2 and 1.0 days and with a
median delay of’.2 and0.9 days. Wait only delivers.6% of messages because most of the
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source-destination pairs, selected at random, satigfy= 0 (i.e., they never met). Wait only
involves1.0 hop while Epidemic attains a high average hop-courit &f Naturally, Epidemic
plots the highest overhead with 123,851 transmissions in total while Wait oaliges25.8
transmissions.

1-SW and 1-SW, which are the two one-relay algorithms that we simulated, deliver re-
spectively57.4% and61.4% of messages with an average delay @b and13.5 days. 1-SW
outperforms 1-SW while only requiring 416.8 transmissions instead of 42/a8erage. From
these results, we clearly see that one should take into account heteitpdgenrouting. The
difference between the modified 1-SW and 1-SyWes further insight into the type of hetero-
geneity that should be considered. The modified 1-SW is a one hop stthggises only true
relays to the destination: relay nodes in 1-SW must meet both the sourceeatieistination.
The scheme is not completely ignorant of heterogeneity, as it exploits linanectivity infor-
mation, the fact that not all nodes meet one another. I-§s beyond that and differentiates
between neighboring nodes based on the quantitative expected intactdime. The fact that
1-SWr outperforms the modified 1-SW thus indicates that routing actually benefitstfre
gquantitative inter-contact time heterogeneity, and not just from nodecctinity.

These results show also that S\WWutperforms MeD while delivering82.4% of messages
instead 0f34.2%. SW* has performance close to that of Epidemic in delivery ratio while
only involving 1,993 transmissions. The opportunistic nature of*$§\the main reason for
this superiority over MD, in which messages follow a strict sequence of relays, in a network
which is not a perfect exponential DTN. A node cannot take advardhg® opportunistic
contact with a node that has a lower cost path than does the predesigestédp node. This
weakness has already been mentioned by Jain et al. [23].

Table 3.2 shows a discrepancy between the theoretical and the expetlidedays. This
can be explained by the presence of node pairs that do not have @meeial behavior. This
is particularly true for 1-SW, SW* and MeD that should show average theoretical delays of
respectively8.4, 1.4 and 1.0 days while they achieve in Dartmout3.5, 7.8 and17.9 days.

In this case the computation of expected delays on mean inter-contact times pusséble
inter-dependencies of node contacts.

3.5.2.2 iMote

In simulations with the iMote data set, we generated messages between ssiiratitbn pairs
every5 hours. Table 3.3 shows the simulation results.

We first observe that the delivery ratios are closer to each other gafom 81.9% for
Wait and t091.8% for Epidemic. The fact that Wait delivers a large number of messages
is another illustration of the high level of interactions that occurred betweeticipants, as
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Del. |A. delay|M. delay|T. delay| Hops | Overhead
(%) (h) (h) (h) (#) (trans.)
Wait  |81.9+28[10.5+06| 7.2+03 | 5.3+0.5[1.0+0.0| 1146.6+39.6
1-SW |83.5+1.2/10.6+0.6| 7.5x06 - 1.9+00| 2476.4+116.6
1-SW* |87.2+1.3| 9.0+06 | 6.3+0.5 | 2.0+0.1 |1.7+0.0] 2255.0+34.8
MED [82.1+3.4/10.3+0.5| 7.3+0.1 |2.8+0.1|1.3+0.0| 1669.6+31.2
SW*  188.3+1.4| 8.6+06 | 6.1+0.7 | 1.7+0.1|2.7+0.1| 3644.2+96.6
Epidemic|91.8+1.3| 6.5+0.4 | 4.2+0.3 - 4.1+0.1|27470.6+950.8

Table 3.3: Simulation results with iMote data.

already seen in Sec. 3.2. We observe similar results to those with Dartmouthkingaf
protocol performance.
3,523 MIT

In the simulations we performed on MIT, messages between sources stithtiens were
generated everys days. Table 3.4 shows the simulation results.

Del. |A. delay|M. delay|T. delay| Hops | Overhead

(%) (days) | (days) | (days) | (#) (trans.)
Wait  |35.6+3.6{15.0+2.0| 4.9+16 |{9.15+1.2{1.0+0.0] 249.4+254
1-SW |67.7+2.4(11.2105| 0.8 +0s6 - 1.8+0.1| 1185.6+15.5
1-SW* [88.0+1.1{10.0+0.7| 2.3+0.6 | 3.6+0.2 |1.8+0.1| 1080.2+14.5
MED |46.6+4.0{14.6+1.0| 3.2408 | 3.0+0.1 [1.5+0.1| 633.8+39.7
SW*  196.4403| 5.0404 | 0.1+0.1 | 2.2+01 |2.8+0.1| 1994.6+65.5

Epidemic|99.0+0.2| 1.4+0.4 | 0.1+01 - 2.5+0.1|50344.6+897.7

Table 3.4: Simulation results with MIT data.

Results are closer to the ones we obtained with Dartmouth. Furthermore seevelsimi-
lar ranking of protocol performance to those with Dartmouth and iMote.

Through all these simulations, we validate the natural sense that we shkelohta ac-
count the heterogeneity of inter-contact times distributions in the desigrubhgosolutions
for DTNs.

3.5.3 Discussion

This section discusses specific factors that could have impacted the ,rasditsome imple-
mentation choices.
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3.5.3.1 Impact of traffic generation

The results that we presented show performance that we believe to beestichated because
of the way we generated traffic. In our simulations, as we did not havekaoyledge of
social relationships between participants, we selected source destinaitismfprandom and
generated traffic with a constant rate. However, in a real deploymeDT bf applications,
we conjecture that those two parameters would be highly driven by setagiionships (most
of people would only communicate with friends with who they might also have a higt le
of interactions) and environmental factors such as specific eventsiodigeschedules. As a
consequence, we believe that the results that we presented might imprawalicase.

3.5.3.2 Data sets used

The data sets may represent partial or biased real life interactions abrgampthods were
used for their collection. The iMote and MIT data sets have been collected psriodic
Bluetooth scans which may have underestimated the overall number of tsomtdice contact
times between nodes. In Dartmouth, the two main factors coming into play (se&.3gc
are: 1) we infer that too people are in contact whenever they are ctatht® the same AP
which might create unrealistic interactions, 2) mobility of laptops is not reallyessmtative
of human mobility. As a consequence, one has to take carefully these iatubiscount. We
conjecture, that because of those sampling methods, results are tintkiexs compare those
we might get with perfect real connectivity data.

3.5.3.3 Complexity of inter-contact times processes

Furthermore, evaluating schemes that use synthetic information such agetiageinter-
contact times on real data have to deal with two factors: the presumed statafnater-
contact processes and the short and long terms dependencies intimwsrbdetween nodes.
As a consequence, average values might not be representativs®@racesses are not stable
and their burstiness is not well taking into account. An easy observati@aweake to illus-
trate this problem is that the standard deviation for inter-contact times valo¢$aa a given
average. This can be observed in Fig. 3.8 where we plot the standaatiale function of the
average in MIT data. For instance, for an average af 0.2 days, standard deviations vary
from 1.97 to 10.5 days.

Simulation artifacts also come into play. The routing simulation is carried out on a limited
time scale. The\ values are computed over the entire data set in a prior pass, so a relay nod
may meet the destination for the last time before having met the source forsthignfie. This
pre-computation being not realistic, we could have used on-line predastiearning methods.
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Figure 3.8: Standard deviations function of average for pairwise imtetact times processes
in MIT data.

However, as they are challenging to define, we let this study for futurk amd intend here to
provide early validation results to motivate research in the domaird Mearly suffers from
this simulation artefact, it would have a larger number of messages otherwise.

3.5.3.4 Keeping copies at source nodes

Applications that might send data over DTN networks would probably keepwnof messages
until they get an acknowledgment telling that messages have been codelotred. In that
case, source nodes would transfer them directly to destination nodewifrgered.

In order to study the impact of such behavior on the routing schemes thatahgated in
Sec. 3.5.2, we have performed simulations using exactly the same parameitsmiece des-
tination pairs. Table. 3.5 presents results with the three connectivity datd\etsaan see that
keeping one copy at the source almost preserves the relative otawet previously while it
slightly improves performance globally. 1-SW, 1-SWMED and SW deliver in Dartmouth
respectively58.3%, 61.6%, 34.8% and82.7% of messages instead 87.4%, 61.4%, 34.2%
andg82.4% for instance.

3.5.3.5 Overhead reduction

Handling information on contact patterns for S\@buld lead to high processing and network
overhead even if only synthetic information such)asalues is used. Nodes would have to
perform tasks such as: monitoring the inter-contact times they have with teesptlissemi-
nating this information to the other nodes (using a centralized architectu)pcamputing
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Dartmouth iMote MIT

Del. |A.delay| Del. |A.delay| Del. |A.delay
(%) | (days) | (%) (h) (%) (h)
1-SW |58.3+1.9/16.0+0.8/88.9+1.4| 8.8+0.5 [73.8+2.6/10.5+0.6
1-SW*|61.6+1.1{13.5+0.6|88.7+1.3| 8.7 +0.6 |88.3+1.3] 9.7 +0.s
MED [34.8+1.2{17.9+1.0/84.5+3.0{10.0+0.4/48.7+3.7|15.1+1.2
SW* [82.7+1.7| 7.8 0.2 [89.5+13| 8.1+05(96.6+0.3] 4.8 104

Table 3.5: Simulation results when a copy is kept at the source.

periodically the sets of relays that have to be used for forwarding. dieceethe amount of in-
formation shared among nodes, we evaluate a scenario in which nodekffudg \ values for
pairs than a thresholfl. Table 3.6 shows the simulation results obtained in similar conditions
to those in Sec. 3.5.2 on iMote and MIT data sets.

iMote MIT
Del. |A. delay|M. delay| L Del. |A. delay|M. delay
(%) (h) (h) [(h)| (%) | (days)| (days)
81.9125|10.5+06| 7.2+04 | 1 |35.6+3.6/15.0+2.0| 4.8+1.6
86.2+15/ 8.9+05 | 6.4+04 | 24|48.1+3.4/10.3+0.9| 2.6 +0.6
87.3+1.6| 8.5+05| 6.1+06 | 36|68.4+2.2| 6.2+07 | 1.3+0.3
87.5+1.7| 8.6+05 | 6.2+06 | 72|84.2+0.9| 5.1103 | 0.6+0.3
88.3+1.4| 8.7+06 | 6.3+0.6 [16895.3+0.1| 5.7+0.3 | 0.4+0.1
88.3+1.4| 8.6+06 | 6.1+0.7 |00 |96.410.3| 5.0+0.4 | 0.1+0.1

—~
o -
=

8'5‘00(:1[\“—\

Table 3.6: Simulation results with partial knowledge.

We can see that, as expected, as we increase the threshmgdormance are closer to
those observe in Sec. 3.5.2 denotedby: oo here. The value of. for which performance are
reasonably degraded i hours in iMote and 68 hours in MIT leading to reduction in shared
routing information of respectivel9.8% and 35.2%. These figures depend on the overall
density of interactions. Because in iMote, nodes had a high and lessdetenus level of
interactions, we are not able to reduce the overhead as we could do inAl'€xpect this
reduction to be much higher in Dartmouth data but we were not able to pesforatations for
computational reasons. This result is promising regarding the scalabilibptihg algorithms
that would involve synthetic knowledge on pairwise contacts such asgevémger-contact
times.
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3.6 Related work

Much ongoing research tries to understand and characterize the mohitéyngen DTNs and
mobile ad-hoc networks (MANETS). Due to the limited number of data sets alaitadul
the fact that they are generally specific to a scenario, studies oftem tesynthetic models.
Models such as Random Walk (i.e., Brownian motion [56]) and Random Réayt [57] have
been very popular [30, 77]. More recent work has extended théie models with proposals
to better match patterns observed in real mobility data. Musolesi et al. [6pppe a model
in which the movements of nodes are driven by social relationships. Bkli&0] designed a
mobility model of individuals in urban settings based on a recent US Buifdaabor Statistics
time-use study. Francois et al. [85] proposes a framework for formglibi@ behavior contact
patterns in situations in which each node knows the probability distributionigsfopntacts
with other nodes. Carreras et al. [83] propose a graph-based ataideb capture the evolution
of the connectivity between nodes over time.

The approach taken in our work is rather to put the stress on inter-¢@aitderns as one of
the key enablers for the design of routing algorithms in DTNs. This work ifitsteto provide
a detailed analysis of the pairwise inter-contacts in a number of DTN datasdtthe first to
identify the log-normal family of distributions as a promising modeling candidate.

Previous formal analyses of DTNs have focused on naive routingitdgws, such as Wait,
Epidemic, or Spray and Wait routing. For controlled flooding in DTNs, Bpgulos et al. [29]
evaluates the number of copies the Spray and Wait protocol should distiibthe case of
Random Walk mobility. Zhang et al. [86] use ordinary differential equati@DES) to in-
vestigate how resources such as buffer space and power can &g fioadaster deliver using
epidemic routing and its variations. Liao et al. [87] present analytic wonkodeling various
redundancy-based routing schemes for DTNSs.

The present work moves one step further. We do not just analysexpgtng routing
schemes or evaluate the impact of their parameters. We derive a newuwpgtios routing
scheme that is proven to be the best at minimising single copy end-to-endrgetiien pair-
wise inter-contacts are exponentially distributed.

3.7 Conclusion and future work

In this work, we argue for the wisdom of using pairwise inter-contact paite characterize
DTNs. We have first provided a statistical study using widely-used DT skts in which we
characterize heterogeneity of interactions between nodes. We shguatihvaise inter-contact
times processes, which have a great impact on routing, are heterogesad distributed in
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log-normal for a large number of node pairs. Second, we describeothergaw paradox and
show that the distribution of aggregate inter-contact times can be powaetidtnibuted while

pairwise processes are exponentially distributed. Finally, we have valitta¢einsight that
taking heterogeneity into account for routing improves performance.

We presented a new routing strategy, SWhich is capable of using only a subset of relays
to improve routing performance, measured in terms of average delay. e Isy replaying
real connectivity traces, that SWachieves good performance, in terms of delivery ratio and
delay, while keeping the overhead low. We also discussed factors andneigtion issues
that might have impacted the results.
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3.8 Annex

3.8.1 Resultl

For an exponential DTN of nodes and with paramete(s;; ), and for any matrixe;;) which
represents the estimated message travel time between aodenodej (given a certain rout-
ing policy), introducing an intermediate relay selected among a subsfkfirst encountered
neighbor nodes of the sourgggenerates, for the delivery of a message to nhyda expected
travel timeC' (1), given by:

(1 + ZT‘EI )\srerd)
ZTGI )\57’

Let I,,.;, be one subset that minimis€4 ) for all subsetd of neighbors ok. We consider
without loss of generality that ; < €g4... < €p4.

We are going to establish the following, quite remarkable, result on the steucfuhe
minimal setl,,,;,:

THEOREM. If I,,;, is a subset of neighbor nodes ©that minimize Eq. 3.11, then either
Inin = @ orthereis @,1 < p < n, forwhich I,,,;, = [1,2, ..., p].

This result is derived from the special shape of criterion of Eq. 3.1&reMprecisely, we
will need the following lemma:

C(I) = (3.11)
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LEMMA ¢. Let’s introduce the bivariate functiaf(z,y) = % (compareitto Eq. 3.11to

see how it comes into play), we have:

Vb >0,a>0andVe,y >0, ¢(xy) < — <= y < (3.12)

Qo

b
a

PrROOF. This is straightforward to check.
Let’'s now proceed to the proof the main result.
PrRooOF. Consider neighbor nodes efand whether they ever meet destinatibor not:

i) if none of the neighbors of ever see destinatios, this means that using any of them
as a relay introduces infinite delivery time, criterion (Eqg. 3.11) becomestafim other
words none of the neighbors efare valid relaying candidates, $g;, = ©

ii) if at least one of the neighbors 6f seesd, there exists a node with index such that
€Emd < 00 SO i # ©.

Let p be the index of the larges}, for nodesi in setl,,;,. We are going to show that all
nodes: which satisfye;q < €,4 also belong td, ;.

Let’s note ratioC'(1in) byg = (dtii;;pd) Sincel,,;, minimizes criterion in Eq. 3.11,
g < g: the second term represents the value of the criterior,fgf minusp, which is by
definition of I,,,;,, suboptimal.

Rewriting the inequality%%w < %l, and from the property ap in Eq. 3.12, we then

d )
havee,q < . Now:

(d 4+ Asp€pd)

A
c+ )\sp (3 3)

b
€pd <- = €pd <
a
d
= (C+ )\Sp)epd <d+ Aspﬁpd < €pd < E

Suppose there exists a nogesuch thate,,; < €, andm ¢ I,,;,. Let's add it to set
I,.:n, and consider the value of the criterion for this new set of neighbossbf= 1,,,;, Um,
oIy = W which is lower than or equal t§ (from the property of in Eq. 3.12
and the fact that,,,q < €)q < 2); I’ would then perform better thah,;,, in minimising the
criterion, which is in contradiction with the definition &f,;,,.

In other words, all (reordered) nodéghroughp belong to set,,,;,, which provides the
announced result. This further leads to the linear time algorithm for minimisingiteean:
once sorted in the appropriate order, it suffices to add each noddten¢ha other and stop

when the criterion does not diminish anymore.
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3.8.2 Result2

We are going to show that for a given source destination gdjrthe sequence of expected
delivery timesE[D” S“’*] for the strategy with relays decreases as the number of relaying
stepsn increases.

Let’s first introduce some notations. For a given destinadidet’s consider, for all source
nodess, the sequence of vaIué%{Dwa*], defined recursively by:

and E[DY,**"] = 0 and (3.14)

* 1
Vs # d, B[DY "] = 3
sd

(1+ 3, eg Ar EDS 7))
ZT‘ER AST

Vs,¥n > 0,E[D7; "] = Mingc p)( )

THEOREM. The sequencE[Dgfw*] defined in Eq. 3.14 is decreasing, i.e.:
Vn >0, Vs, B[O < gDt (3.15)

PrROOF. We proceed by induction on the number of relays
Forn = 0, we haveys, E[DJ;*"] = ;L e RU oo
Two cases may occur, depending on whethereetsd or not:

o If \;q # 0, let's consider the one relay strategy for whiBhreduces to singletod. Its
delivery delay is given byﬁ. By definitionE[D;fw*] gives a lower delay, so we have
E[D.;*"] < & = E[DY ™).

)‘sd -

So this proves the result in the casewf 0.

Let's suppose that the result holds at rank 1, Vs, E[D";**"] < E[DI"" D=7,
Let's considet=[ D"V ~*""] for a givens,

(43, emm AerEDG D

%ﬁ-e%m Asr

By definition we have:E[D";**"] = , for a given setl]}

of neighbors of node.
If one uses this set of nodes when introducing another relay node (iranken + 1), the

expected delay is higher thalﬁDiZH)_sw*] (by definition), so we have:

L+ Xrer, A BID ™)
ZrEIﬁlm )\57‘

E[DIAI T < (3.16)
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But we have by hypothesisj, E[D; "] < E[DZ[Z*I)*W*], so this leads to:

n—1)—sw*
(14 Sem, AwBDY D7)
Zrelgm AST

BD ] < =EDi ] (347)

and this is true for all nodes i.e.,Vg,E[DéZH)_S’“*] < E[DL’;_S“’*]. This is the induction
hypothesis at rank + 1. QED.

3.8.3 Result3

We are going to show that a message with destinatisrelayed by SWto a node with lower
expected delivery time td, i.e., we have the following.
THEOREM. For any node following the routing strategy SWwe have:

vr e R, E[D7i"] < E[Dg"] (3.18)
PROOF. E[D2}*] is the fixed point of theZ[ D7, *"’] sequence, so it satisfies:

(4 Y reps, Aer EID)

E[D3y*] = (3.19)
d ZrGRZd )\57'
Singling out a giving relay node, and applying Lemma of Eq. 3.12, we have:
E[Dr3"] < E[D"] (3.20)

We now have to check that the inequality is strict. Singling out noideEq.3.19, we have:

(d + Ao E[D22*])
c+ Agr

BlDyg"] =
It is straightforward to check thaB[D3¥*] = E[D:¥*] if and only if E[D:%*] = <.

But ¢ corresponds to the criterion with set of neighbor nodes &, minusr, which is in
contradiction with the definition aR?,. So the inequality is strict.
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Chapter

DTN routing in a mobility
pattern space

HAPTER 3 argued that one has to consider heterogeneous inter-contact timeutistsh
for routing, we introduce in this chapter a generic formalism, MobySpakiehis able
to use knowledge about node mobility or interactions with the others.

4.1 Introduction

This chapter addresses the problem of routing in delay tolerant net@fiés) [12]. It eval-

uates a scheme that we proposed in [9] that turns the problem of DTNgountoa problem of
routing in a virtual space defined by the mobility patterns of nodes. We calkedittual space
MobySpace. The earlier work tested the scheme with an entirely artificizsoe By driving

simulations with real mobility traces, in this chapter we validate MobySpacedisasgie-copy
and multi-copy routing schemes in the context of ambient networks. Thigertepo studies
a number of important factors, such as the degree of homogeneity in the mobilitges, that

This is joint work with Vania Conan (Thales Communications) and Timur Fnal (Universié Pierre et Marie
Curie, LiP6—CNRS).



impact routing performance. Finally, the chapter examines the ability of rntodearn their
own mobility, which is important for the feasibility of such a scheme.

In one common DTN scenario, like the one we consider in this chapter, modesobile
and have wireless networking capabilities. They are able to communicate withotizer
only when they are within transmission range. The network suffers frequént connectivity
disruptions, making the topology intermittently and partially connected. This nikanthere
is a very low probability that an end-to-end path exists between a givenfgaodes at a given
time. End-to-end paths can exist temporarily, or may sometimes never exist,njthartial
paths emerging. Due to these disruptions, regular ad-hoc networkingeaes to routing and
transport do not work, and new solutions must be proposed.

The Delay Tolerant Network Research Group (DTNRG) [13] has gsed an architec-
ture [14] to support messaging that may be used by delay tolerant appig#&tiguch a con-
text. The architecture consists mainly of the addition of an overlay, calleduhéld layer,
above a network’s transport layer. Messages transferred in DiieNsafled bundles. They are
transferred in an atomic fashion between nodes using a transport @rttat ensures node-
to-node reliability. These messages can be of any size. Nodes are dgsulnaee buffers in
which they can store the bundles.

Routing is one of the very challenging open issues in DTNs, as mentioneditvyet)
al. [23]. Indeed, since the network suffers from connectivity pnoldeMANET [2] rout-
ing algorithms such as OLSR, based on the spreading of control informatié@DV, which
is on-demand, fail to achieve routing. Different approaches have founel.

The problem of routing in DTNs is not trivial. Epidemic routing [25], studigdahdat
and Becker, is a possible solution when nothing is known about the belednodes. Since
it leads to buffer overloads and inefficient use of transmission mediayoulel prefer to limit
bundle duplication and instead use routing heuristics that can take advarfithg context. To
move in such a direction, the DTN architecture defines several typestdats: scheduled
opportunisti¢ andpredicted Scheduleadontacts can exist, for instance, between a base station
somewhere on earth and a low earth orbiting relay satefigportunisticcontacts are created
simply by the presence of two entities at the same place, in a meeting that was selitbe-
uled nor predicted. Finallyredictedcontacts are also not scheduled, but predictions of their
existence can be made by analyzing previous observations.

The study presented in this chapter relies also on contacts that can laetehaed as
predicted, but the underlying concept is a more generic abstraction cedtpgprevious work,
being able to capture the interesting properties of major mobility patterns fongou

The main contribution of this chapter is the validation of a routing scheme forXmak
uses the formalism of a high-dimensional Euclidean space based ori nual#lity patterns.
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We show the feasibility of this concept through an example in which each diomerepresents
the frequency with which a node is be found in a particular location. We giestent the
evaluation of a single-copy routing scheme which uses this concept. Weesxtend this by
investigating routing strategies, also based on MobySpace, which ectortrolled flooding
to achieve better performance in terms of delivery and delay while not impattinnetwork
too much. We conduct simulations by replaying mobility traces to analyse thibifiasnd
comparative performance of such schemes.

The rest of this chapter is structured as follows. Sec. 4.2 describegieea concept of
the mobility pattern based routing scheme, called the MobySpace. Sec.<ge8{srthe specific
MobySpace we have considered for the evaluation. Sec. 4.4 presentatin results for the
single-copy routing scheme. Sec. 4.5 introduces multi-copy protocolsl lmms&obySpace
and proposes their evaluation. Sec. 4.6 presents a feasibility study and.B@rovides an
overview of related work concerning routing in DTNs. Sec. 4.8 condlle chapter.

4.2 MobySpace: a Mobility Pattern Space

Two people having similar mobility patterns are more likely to meet each other, thnesable
to communicate. Based on this simple principle, our proposition [9] is to use thalism
of a Euclidean virtual space, that we calMbbySpaceas a tool to help nodes make routing
decisions. These decisions rely on the notion that a node is a good darfdidaking custody
of a bundle if it has a mobility pattern similar to that of the bundle’s destination.tifpis
done by forwarding bundles toward nodes that have mobility patternsréhat@e and more
similar to the mobility pattern of the destination. Since in the MobySpace, the mobilitympatte
of a node provides its coordinates, calledvtsbyPoint routing is done by forwarding bundles
toward nodes that have their MobyPoint closer and closer to the Mobly®&fdime destination.
Note that the MobySpace is purely a virtual expression of the mobility pajtantsas such
does not express the geographic coordinates of the nodes (GP®iovied). It cannot be used
for geographic routing.

In this section, we describe manners in which mobility patterns can be chézadtand
the ways these patterns can be managed by the nodes, and we dissilds posts and issues
surrounding the overall concept.

4.2.1 Mobility pattern characterization

Since the mobility pattern of a node provides its coordinates in the MobySfreceyay in
which these patterns are characterized determines the way the virtualisgaastructed.
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The way in which mobility patterns are characterized determines the numbéneatype
of the dimensions of the specific MobySpace. It bears repeating thatthg3pace is not a
physical space: each MobyPoint summarizes some characteristicsaé’a mbility pattern.
Many methods could be employed to describe a mobility pattern, but some maguiemust
be satisfied. We want mobility patterns to be simple to measure in order to keepdmem
putationally inexpensive and to reduce the overhead associated witngyie them between
nodes. Furthermore, they must be relevant to routing, by helping notlsetefficient routing
decisions.

A mobility pattern could be based, for instance, upon historic informatiorrdeggcon-
tacts that the node has already had. A recent study [4] by Hui et akHuaen the interest of
such mobility patterns. It highlights that contacts between people at theomf@005 confer-
ence follow power-laws in terms of their duration. If we want to route a lufrdm one node
to another, we have an interest in taking the unevenness of the distributiorpimsideration.
Intuitively, it could be very efficient to transmit a bundle to a relay thatdiergly encounters
the destination. A MobySpace based on this kind of pattern would be as $olE&ach possible
contact is an axis, and the distance along that axis indicates an estimate oflthbility of
contact. Two nodes that have a similar set of contacts that they see with sheijaefncies are
close in this space, whereas nodes that have very different setstattsy or that see the same
contacts but with very different frequencies, are far from eachrotheeems reasonable that
one would wish to pass a bundle to a node that is as close as possible totihatidesin this
space, because this should improve the probability that it will eventuallf thacdestination.

We might wish to consider an alternative space in which there is a more limited nofbe
axes. If nodes’ visits to particular locations can be tracked, then the molilitgrp of a node
can be described by its visits to these locations. In this scenario, eackprasents a location,
and the distance along the axis represents an estimate of the probabilityin§ fndode at
that location. We can imagine that nodes that have similar probabilities of visisimgilar set
of locations are more likely to encounter each other than nodes that grdifferent in these
respects.

Prior work [23] has demonstrated the interest of capturing temporahiaon as well. It
is well known that network usage patterns follow diurnal and weekly sydlge could easily
imagine two nodes that visit the same locations with the same frequencies, Hiffevant
days of the week. This kind of desynchronisation could arise for instana campus at the
scale of the hour if we consider two users each having a course in thelsetwme hall the
same day but not at the same time. Even so, it still might make sense to routeriodma
order to reach the other, especially if there is a relay node at the commoitdygilcation. We
can imagine ways in which the dimensional representation could capture tdmpamaation
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as well. For instance, visit patterns could be translated into the frequentieidgby which
we mean cyclic frequencies). A node’s visits to a location could be remiexséy a point on a
cyclic frequency axis, capturing the dominant cyclic frequency of viaitg, a point on a phase
axis, as well as a point on the axis already described, that represemeettall frequency (in
terms of number of visits) of visiting the location.

The evaluation and the comparison of the different kinds of mobility pattemkegot for
further studies. In Secs. 4.3 and 4.4, we test a MobySpace based foegihency with which
nodes find themselves in certain locations

4.2.2 Mobility pattern acquisition

A node in the network has to determine its coordinates in the MobySpace @¢b@btine nodes
it meets, and the ones of the destinations of the bundles it carries, in orddéetappropriate
routing decisions. Two problems arise: how does a node learn its own molatiigrp, and
how does a node learn those of the other nodes?

There are several ways a node can learn its own mobility pattern. Firstleacam learn
its mobility pattern by observing its environment, e.g., by studying its contacts oegsdncy
of visits to different locations. If the node requires information about itsecu position, we
can assume that particular tags are attached to each location. Alternatigetan imagine
that nodes are able to interrogate an exiting infrastructure to obtain th#eenpa This in-
frastructure would act as a passive monitoring tool for pattern calculafioa system can be
accessible anywhere in a wireless or in a wired fashion or it can be loattedtain places.

Similarly, there are several ways that a node can learn the mobility patteotisesfnodes.
These mobility patterns could be spread in an epidemic fashion. Nodes dealdpmead
just the most significant coordinates of their mobility patterns to reducertadfaipancy and
network resource consumption (an idea that we explore in Sec. 4.6.2kalValso imagine
that nodes drop off their mobility patterns in repositories placed at strategatidns, and at
the same time they update their knowledge with the content available at the repesitfe
leave the study of possible solutions to future work.

4.2.3 Mobility pattern usage

As mentioned in the introduction, the mobility pattern of a node determines its catedim
the MobySpace, i.e., the position of its associated MobyPoint. The basic itk igindles are
forwarded to nodes having mobility patterns more and more similar to that of stimafgon.
Formally, letU be the set of all nodes arfdbe the set of all locations. The MobyPoint for a
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nodek € U is a point in am-dimensional space, whene= |L|. We writemy, = (c1,, ..., cn,,)
for the MobyPoint of nodé. The distance between two MobyPoints is writt&m;,m; ).

At a point in time,t, the nodek will have a set of directly connected neighbors, which we
write asWy,(t) C U. W' (t) = Wy(t) U {k} is the augmented neighborhood that contdins
MobySpace routing consists of either choosing one of these neighb@sdive the bundle or
deciding to keep the bundle. The routing function, which we gaihooses the neighbor that
is closest to the destinatiol, The decision for nodé when sending a bundle tais taken by
applying the functiory:

FW,(2).b) =

bif b c Wi(t), else
K(®) (4.1)

i€ Wi (t) : d(mi,myp) = minjeW,j(t) d(mj,my)

The choice of the distance functiehused in the routing decision process is important.
One straightforward choice is Euclidean distance. Examples of other cksiamctions can be
found in [9]. We leave their comparison to future work.

4.2.4 Possible limits and issues

DTN routing in a contact space or a mobility space is based on the assumptidmetteawill
be regularities in the contacts that nodes have, or in their choices of locttioist. There
is always the possibility that we may encounter mobility patterns similar to the osesvell
with random mobility models. The efficiency of the virtual space as a tool mdyried if
nodes change their habits too rapidly.

Some problems could occur even if nodes have well defined mobility pattauhsheir
existence and nature may depend on the particularities of the space. taoc@asn the Eu-
clidean space, a bundle may reach a local maximum if a node has a mobility ghteis
the most similar in the local neighborhood to the destination node’s mobility palbietris not
sufficient for one reason or another to achieve the delivery. In tbensktype of space, where
each dimension represents a location, it can happen if nodes visit similasplat for timing
reasons, such as being on opposite diurnal cycles, they never mezkirichof user behavior
has been observed by Henderson et al. [48] and Hui et al. [4].

The Euclidean spaces that we have discussed here are finite in termalémof dimen-
sions, but in practice the number of dimensions might be unbounded. Thie a#e, for
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instance, in the space we use as a case study in Sec. 4.3. Additional methanust be found
to allow this.

Finally, the routing scheme presented here is based on each nodediogaist a single
copy of a bundle, which may be a problem in case of node failure or Hedeisg the system
for extended periods of time. One may wish to introduce some redundancylotipSpace
routing. For instance, a node can be allowed to transmit a bundle Tititoes if, after the
first transmission, it meets other nodes having mobility patterns even more simileat tof
the destination within a periof.

4.3 Frequency of visit based MobySpace

To evaluate the routing scheme based on MobySpace, we use a simple kimacefthat we
describe in the first part of this section. The second part introducasabdity data that we
replay for the evaluation.

4.3.1 Description

The frequency of visit based MobySpace we evaluate works as follbover a defined time
interval, each node spends some portion (possibly zero) of that timetab&tmen locations.
This set of quantities is a node’s mobility pattern, and is described by a MatylA ann
dimensional MobySpace. If we consider the frequencies to be reliabfeagss of future
probabilities, the coordinate of a node along the &xsits probability of visit for the location
k. All MobyPoints in a given MobySpace lie in a hyperplane, since we have:

for any pointm; = (c1,, ..., en, ), »_ ek, = 1 (4.2)
k=1

Recent studies of the mobility of students in a campus [52, 48] or of camasers [88],
equipped with PDAs or laptops able to be connected to wireless accesghkstalmow that
they follow common mobility patterns. They show that significant aspects of ehawvior
can be characterized by power law distributions. Specifically, the sedsi@ations and the
frequencies of the places visited by users follow power laws. This meanhsgbrs typically
visit a few access points frequently while visiting the others rarely, andudeats may stay at
few locations for long periods while visiting the others for very short mixioHenderson et
al. observed [48] that0% of users studied spe62% of their time attached to a single access
point, and this proportion decreased exponentially.

Regarding the distance function, we choose a straightforward oneuthiel&an distance:
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d(mi,mj) = (Cki — ij)Q (43)
k=1

4.3.2 Real mobility data used

There has been considerable growth in the number of small devices propteevery day,
such as cell phones, PDAs, music players, and game consoles. Téty whitheir different
networking capabilities allows us to envisage new applications, such as ulisttibatabases,
content delivery systems, or self organizing peer to peer networksawémnagine that such
spontaneous and autonomous networks spring up around the movenpeaptd in campus
or corporate environments. Contextual applications, services, or @pgiications like text
messaging could take advantage of such an infrastructure. Thesgiesare studied within
the framework of delay tolerant networks.

For the purpose of this study, we sought real mobility traces that resenvhbgtcbne might
find in an ambient network environment. Since there are very few tradbsdind, we chose
data that tracks mobile users in a campus setting. We used the mobility data catledte!
Wi-Fi campus network of Dartmouth College [48]. Jones et al. [40] haeently used the
traces in a similar way. The Dartmouth data is the most extensive data collecsibabée
that covers a large wireless access network. The network is compbsdut 550 access
points (APs), the number of different wireless cards (MAC addrésseEn by the network is
about13,000 and the data have been collected between the y8aisand2004. The network
covers the college’s academic buildings, the library, the sport infraetes; the administrative
buildings and the student residences. Users are equipped with devateasPDASs, laptops,
and phones that support voice over IP (VolP). The majority of the sedstare students, who
make intensive use of the network, especially since many of them areeddgoiown a laptop.
Fig. 4.1 illustrates the usage levels by showing the evolution of the numbetiv# aodes in
the network per day.

The data we analysed track users’ sessions in the wireless networse @am have been
pre-processed by Song et al. in their prior work [80] on mobility predictibime traces show
the time at which a node associates or dissociates from an access poinkebataollected by
a central server with the Syslog [89] protocol. It could happen thate does not send a dis-
sociation message, or that a Syslog UDP message is lost, in which cas®a sessnsidered
finished after 30 minutes of inactivity.

For our study, each access point represents a location. We assunhedhaides (rep-
resented as networking cards in the data) are assumed to be able to contenwitita low
range device (using Bluetooth for instance), if they are attached at the thame to the same
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Figure 4.1: Number of actives users per day (from 1 September 2003ui0e12004).

AP. This assumption is somewhat artificial as nodes that are attached to tevemtifAPs that
are close to each other might be able to communicate directly. Similarly, two nodesated
to the same AP might be out of range of each other. Nonetheless, this istlapeoximation
we can make with the data at hand.

Though at present there are few extensive and publicly availableatatdnat offer mobility
traces related to DTN scenarios, the situation should improve shortly. Véetehap instance to
evaluate MobySpace with the help of data sets like the one acquired with iMgteghin In-
tel's Haggle project or the one of the Reality Mining project [90] capturéd mobile phones.
These data sets provide information about fine-grained interactionsdrepwe®ple instead of
their co-presence in a coarse-grained area. Traces such as tfi®mntine UMassDiesel-
Net [67] project with mobile nodes on buses may also be of interest.

4.4 Simulation results

This section presents the manner in which we evaluated the routing schenusdbad fre-
guency of visit based MobySpace, and the results we obtained. Singerfeemed the simu-
lations using a subset d@f days of mobility data, we first describe the properties of the traces
collected during that period.

4.4.1 Mobility traces

We replayed the mobility traces inferred from Dartmouth data between Jap622004 and
March 11" 2004. Fig. 4.2 shows distributions that characterize users’ behavionviiits
period. We choose that period because, as shown in Fig. 4.2(b3, msée an intensive and
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regular use of the network. As shown by Fig. 4.1, this period is betweeist@las and the
spring break. In this period, we have observed a totdl, ®f5 active users who have visited
536 locations.

Users are mobile. They visit on averag66 locations in the period (see Fig. 4.2(c)) and
1.75 locations per day (see Fig. 4.2(d)). The distributions of the number didosavisited by
the nodes during the period and per day follow heavy tailed distributioris.m&ans that the
majority of users have a low level of mobility while some users are very mobilersWgi¢h
a low mobility level regarding the number of locations they visit may either besubat are
not very present in the data or users that stay in one place, as in studenkeep their laptop
connected in their room at the student residence.

The network usage displays a number of regularities. Fig. 4.2(b) sh@navtiiution of
the number of active users per day. It highlights the existence of regelkekly cycles and a
fairly constant number of active usegs901 users per day on average. Regularity is a desirable
property for this study because we wish to evaluate the MobySpace lmagetd) scheme in
a context were people move in their usual everyday environment havinghher of constant
habits.

Users make intensive use of the network. The mean presence time forribe ise243
hours and i$.18 hours per day (see Fig. 4.2(f)). Having users with a high level ofgmes is
important but not sufficient. That presence must also be distributediowverThus, we analyse
the distributions of the apparition and disparition days of users, and thdintotdber of days
of presence. Fig. 4.2(g) and Fig. 4.2(h) show that apparitions andritisps generally occur
close to the limits of the period. This means that the probability that a node willphsaplose
to the beginning of the simulation is low. Similarly, the probability that a node will apfm
the first time close to the end of the period is low. Looking at the distribution of timeber
of days that users are present (Fig. 4.2(2))48 days on average, it appears that either users
make an intensive use of their laptop or PDA, or they seldom use it, but aitpabusers
make an intensive use of the network sif6&; of users are present more thahdays.

4.4.2 Methodology

We have implemented a stand alone simulator to evaluate the routing scheme. Thasosimu
only implements the transport and network layers and it makes simple assunmeiand-

ing lower layers, allowing infinite bandwidth between nodes and contentenatcess to the
medium. Nodes are also supposed to have infinite buffers and to havernihkeowledge of all
other nodes’ mobility patterns. Mobility patterns, which consist of sets gifacies of visit

to locations, are computed over the days of data before starting the simulations. Because in
ambient networks, nodes may have limited resources and capabilities, rsoiiitigns should
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also be evaluated with limited buffers and more realistic models for the MAC aysiqath lay-
ers. One way in which we address the problem of limited resources is to examec. 4.6.2,
the possibility of limiting the amount of information that is sent regarding nodegilihopat-
terns. However, our aim here is principally to validate the idea of MobySpaating. We
leave to future work a detailed study of the modifications that would be reshjtaraccommo-
date resource limitations. Note also that we study the question of learning mobitigyrzain
Sec. 4.6.
We compare the performance of MobySpace routing against the following:

e Epidemic routing This is described by Vahdat and Becker [25]: Each time two nodes

meet, they exchange their bundles. The major interest of this algorithm is phavities

the optimum path and thus the minimum bundle delay. We use it here as a lowek. boun

This algorithm can be also seen as the extension of Dijkstra’s shortestigattihm pro-
posed by Jain et al. [23] that takes into account time-varying edge weighpsactice,
epidemic routing suffers from high buffer occupancy and high bandwitilikation.

e Opportunistic routing A node waits to meet the destination in order to transfer its bun-

dle. The main advantage of this method is that it involves only one transmission pe

bundle. Bundle delivery relies just on the mobility of nodes and their cootgmbrtuni-
ties.

e Random routing There are many ways to define a random routing algorithm. In order

to design one that acts similarly to the MobySpace based routing scheme, ilnatattr
for each destination nodga preference list;, which is a randomly ordered list of all
of the nodes. When a node has a bundle destingditsends that bundle to the most
preferred neighbor on the preference listIf the most preferred neighbor has a lower
preference than the current node, the bundle is not forwarded.nfdghanism avoids
loops by construction.

e Hot potato routing When a node is at a location and the bundle’s destination in not there,

the node transfers the bundle to a neighbor chosen at random. Weddee arule to
avoid local loops: a node can only handle a bundle one time per location visit.

We will refer to these schemes by the following namegidemic using Epidemic routing;
Opportunisti¢ using Opportunistic routindRandomusing Random routind®otatg using Hot
potato routing, anélobySpacgusing the routing scheme that relies on the MobySpace.

All the scenarios share common parameters that can be found in Table é.tonsid-
ered the whole set df36 locations that were visited over the course of #3edays of data.
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The virtual space used for routing thus H&§ dimensions. Due to the difficulty of running
simulations with the totality of thé,545 nodes, especially with Epidemic, for which compu-
tation explodes with the number of nodes and the number of bundles geherateised a
sampling method. We have defined two kinds of usactive which generate traffic, and-
active which only participate in the routing effort. Every active node establiah@mnection
towards5 other nodes. An active node sends one bundle per connection. ther asers, we
chose only the ones that appear at least one time in the first week of thetgmaiia order
to be able to study bundle propagation over an extended period. In@aclve sampled00
users with100 of them generating traffic. The simulator used a time stefsof

Parameter Value
Total nodes 5545
Total locations 536
Users sampled 300

Users generating traffic 100
Simulation duration 45 days

Connections per user 5
Bundles per connection 1
Time step 1ls

Table 4.1: Simulation parameters.

We performed> runs for each scenario. Simulation results reported in the following tables
are mean results with confidence intervals at &0 confidence level, obtained using the
Student distribution.

4.4.3 Results

We evaluate the routing algorithms with respect to their transport layerrpgafece. We con-
sider a good algorithm to be one that yields a low average bundle delayigtheshbundle
delivery ratio and a low average route length.

We consider two different kinds of scenarios. One with only randomly drysers and
one with only the most active.

4.4.3.1 With randomly sampled users

In this scenario, we picke800 users completely at random and we replayed their traces
while simulating DTN routing.
Table 4.2 shows the simulation results. It shows for each of the implementeritfaigo
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the mean bundle delay in number of days, the mean delivery ratio, whichspamds to the
number of bundles received over the number of bundles sent, and thermea length in
number of hops. The average delay and the mean route length are compiyteder bundles
that were delivered.

delivery ratio delay | route length
(%) (days) (hops)
Epidemic 82.0+2.7 12,5100 7.10z+0.2
Opportunistic 491056 159125 1.0+00
Random 7.2+05 16.6+2.6 3.12+02
Potato 10.7+1.7 19.1+16 72.7+16.5
MobySpace 149429 18.9+1.0 3.8+0.2

Table 4.2: Results with randomly sampled users.

The first thing we can observe is the fact that within the 45 days of simulateye th still
a certain number of bundles that are not delivered with Epidemic. The mobilitiyedf00
nodes or their level of presence were not sufficient to ensure alldlivedes. Our sample
included just5% of the entire set of nodes. By deploying this system on more nodes, the
delivery ratio would rise closer t©00%. Furthermore, we did not select nodes based on their
mobility characteristics. Some of the nodes may have poor mobility.
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Figure 4.3: Cumulative distribution of packets delivered overdthdays (Shaded areas repre-
sent days during which packets were delivered).

Table 4.2 shows that MobySpace delivers twice as many bundles as Réndatill far
less than Epidemic, which does not miss any opportunities. Random deliv@esvhat more

70



bundles than Opportunistic because the bundles are more mobile. Thisnmemois even
true for Potato, which outperforms Random but delivers fewer burilbes MobySpace. At
first glance, the average bundle delay of MobySpace seems pooreN#eebthis average is
influenced by the fact that more bundles are delivered compared to thesathemes, except
Epidemic. The additional bundles delivered by MobySpace might be mdieuttito route
than the others, leading to higher delays. The investigation of this issuetifoképture work.
However, the average bundle delay is an interesting indicator of therpenice an algorithm
can achieve. Fig. 4.3 presents the cumulative distribution of packets r@elioger time. It
shows why the average bundle delay is higher for MobySpace compaf@dndom. It is
simply because MobySpace delivers more packets in a constant fastptiroe. Looking
now at the average route lengths, we see that in all the cases, extamt, Foey are lower
than for Epidemic. MobySpace engenders routes that are about tatigeas those created by
Epidemic. With MobySpace, bundles are transmitted from a node to anottedeeof their
mobility patterns, not simply because of the opportunities of contact. Potaéméers routes
that are extremely long because, at each contact, bundles switch fremooie to another.
Potato may not be suitable for a real system because of bandwidth amy eoasumption
issues.

4.4.3.2 With the most active users

We also evaluate routing in a scenario with only the most active users, toese#fabt of
activity on performance. Such a scenario might also be more typical ofnhieat network
environment. Several metrics can characterize the level of activity. Weagegularity of the
users’ presence in the network, as measured by the number of agtazeldee number of users
in our data that are active alb days is835. We consider these users as a pool from which we
sample for each simulation run.

As in Fig. 4.2, but here only for the most active users, Fig. 4.4 showshdisoms that
characterize the users’ behavior. We can see that this subset sfisiggore active than the
other. The mean presence time for the perio60i%.3 hours in total and 3.13 hours per day
(see Fig. 4.4(c) and Fig. 4.4(d)), as oppose@4d hours and>.18 hours with all the users.
Users visited on averadg®.65 locations in the period (see Fig. 4.4(a)) ané6 locations per
day (see Fig. 4.4(b)), as opposed 66 and1.75 with all the users.

Table 4.3 shows the simulation results. Considering only the most active ms#Esbun-
dles are delivered by the algorithms. MobySpace attains a delivery radio.@¥ instead of
14.9%. Note that, with respect to what we observed, the delivery ratio of Mpag& would
have been higher if more nodes had participated in the scenario. Howmeverere limited by
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Figure 4.4: Statistics on the most active users data set.

delivery ratio delay | route length
(%) (days) (hops)
Epidemic 97.8+1.0 31104 8.6 +0.2
Opportunistic 104114 19.6+1.90 1.0+00
Random 13.7+1.7 18.4+16 3.5+02
Potato 37.6+1.0 20.0+0.3 321.0+30.0
MobySpace 46.6+1.1 20.2+20 5.3+0.2

Table 4.3: Results with the most active users.

computational issues. The average bundle delay achieved is very I@&pidemic compared
to the other algorithms. Route lengths are shorter than Epidemic’s for OpsiirtyiRandom,
and MobySpace, whereas the average length is higher for Potato amiripathe previous
scenario with randomly sampled users.

The difference between the two scenarios can be seen most clearlydiygaa the de-
livery ratio of Epidemic. As shown by the delivery ratio &% obtained by Epidemic when
samples are selected among all the users, the level of presence and ility ofaindes were
often not sufficient to achieve proper routing under any circumstar@tserwise, Epidemic
should have deliveretin0% of the bundles. Either some of the source-destination pairs were
never linked by a path over time, or certain sources and destinations gty 10t suf-
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ficiently present in the data. On the other hand, when selecting only the otos asers,
Epidemic achieves a delivery ratio @f.8%. The small portion of bundles not delivered comes
from the fact that, in a few cases, we sampled nodes that had no intesawitbrthe others.

These results confirm that the MobySpace evaluated in this chapterogshauting as
compared to various generic approaches for routing in an ambient tetoroned by users
carrying personal devices in a campus setting. MobySpace achieigts @eflivery ratio com-
pared to simple algorithms like Opportunistic, Random, or Potato.

However, the proposed single-copy scheme may not achieve an dileepétivery ratio
and delay with regards to the needs of some applications. Seeing the gapitimbetween
the best of the single-copy schemes and Epidemic, we ask whether theteomigllti-copy
schemes that would allow us to approach the performance of Epidemic witr@overhead
associated with indiscriminate flooding. In the next section, we look at diffemulti-copy
schemes that perform limited, or controlled, flooding, and that use M@ direct the
bundles that they do send.

4.5 Controlled flooding strategies

The previous section has shown that MobySpace routing in single-cogg faooutperforms
the other single-copy protocols but still delivers half as many bundlepiaeiic. The ques-
tion arises: can an intermediate scheme provide many of the benefits with@anigeover-
head as Epidemic? We investigate here what would be the performance ySydate is used
to guide a controlled flooding scheme. We describe the methodology we astsf study
and we show, with simulation results, that low overhead can be achievegl MsibySpace
while having a delivery ratio roughly similar to that of Epidemic.

Similarly to the previous evaluations, we compare MobySpace-based bemtflood-
ing solutions to other well-known multi-copy strategies. We first presenetied!-known
schemes, since the ones that use MobySpace are variants:

e Spray and WaitUnless it meets the destination, the source transmits a copy of the bundle
it carries to theV first nodes met. These nodes are used as relays but only transmit the
bundle to the destination if encountered.

e TTL based The source uses a simple Epidemic scheme but with a TTL equalino
order to only reach relays that are at méshops away.

e Probabilistic flooding The source floods its bundle like in Epidemic. However, each
relay only transmitgV copies to the first nodes met that do not have already it, with a
probability P. Otherwise, relays act gmssiverelays like in Spray and Wait.
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We will refer in the rest of the chapter to these algorithms as respec@Bpyy F_TTL,
Proba The routing strategies based on MobySpace we evaluated are the fgliowin

e MobySpace Spray to Closer and Waihis algorithm is similar to Spray, but here, copies
of a bundle are distributed only to the filStnodes met that are closer to the destination
in the MobySpace. This design choice has been motivated by the factéhabnt to
increase the utility of each transmission.

e MobySpace Spray to Closest and Waihis scheme acts similarly tdobySpace Spray
to Closer and Wajtbut copies are distributed one after another to nodes that are closer
and closer to the destination in the MobySpace. The MobyPoint of the |dst the
bundle has been transmitted to has to be kept in memory by the source.

e MobySpace Spray to Closer and Rou@nce distributed to relays in the same fashion
as Spray to Closer and Waibundles are normally routed with the basic MobySpace
single-copy scheme toward the destination.

e MobySpace Spray to Closest and Roace distributed to relays in the same fashion
as Spray to Closest and Waibundles are normally routed with the basic MobySpace
single-copy scheme toward the destination.

e MobySpace Probabilistic floodingrhe difference with Proba is that when bundles are
sprayed at relays, copies of bundles are distributed only to nodes bleisgy to the
destination in the MobySpace than the current relay.

e MobySpace Epidemidn this scheme, bundles are flooded like in the former Epidemic
but are only transmitted from one node to another if the node is closer to skinateon
in the MobySpace.

We refer to these schemes MSpray MSprayT MSprayRouteMSprayTRouteMproba,
MEpidemic

45.1 Simulation results

We performed simulations exactly as in Sec. 4.4. We used the same seedsirtih@ number
generator and the same subset of most active users that we identifiediartheouth data.
While in the evaluation of single-copy schemes, the overhead of protaalsit for Epi-
demic) was directly linked to the route lengths they induced, this is no longer feevah
controlled flooding schemes. As a consequence, we use a new metric iedtimmswhich
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N | P | T | delivery ratio delay Overhead route length

(%) (days) (transmissions) (hops)

Epidemic 97.8+1.0 3.1 +oa4 | 74,674.0 +i3783 8.6 +0.2
MobySpace 46.6+1.1 20.2 +20| 2,291.6 =140 5.3+0.2
Opportunistic 10.4+1.4 19.6 +19 52.2 t6.9 1.0+0.0
Spray 5 355120 184 114 | 2,554.8 +i3rs 1.8 +0.0
10 50.0+3.6 17.6 +10| 4,618.2 +o9ss6 1.9+0.0

30 67.9+3.4 17.8 +o7| 8,525.2 +i075 1.9+0.0

50 69.4413.0 18.1 +or7| 9,248.4 +166.2 1.9+00

F_TTL 2 69.6+3.0 18.1 +os | 9,421.2 +1502 1.9+0.0
3 93.6+1.8 12.2 +1.0| 25,926.8 +s74.6 2.9+0.0

4 97.3+1.3 7.9 +o07]39,452.8 +1,426.7 3.7 +0.0

6 97.8+1.0 4.6 +o0s5|55391.0 +1,413.7 5.2+00

Proba 2101 23.6+2.3 194 113 1,334.4 +u6.7 1.8+0.1
210.2 26.2+1.9 195 +18| 1,700.2 +511 2.1+01

2103 31.3+20 184 +15| 2,436.0 +983 2.6+0.1

5101 449423 175 +10| 4,378.6 +s2.4 2.4+00

510.2 61.6+2.7 15,5 +10| 10,911.6 +3s6.0 3.6 +0.0

5103 80.2+3.0 12.3 +os | 26,808.6 +1,562.7 5.6+0.2

5106 96.2+1.5 55 405 (58,4924 17322 7.8+0.1

10| 0.5 97.1+1.3 6.1 +o.7 | 55,635.8 +1200.4 6.7 +0.1

MSpray 5 422125 18.5 +o7 | 2,344.8 +584 1.9+0.0
10 53.6+28 18.4 +o07| 3,785.2 +os.0 1.9+00

30 63.0+3.9 19.2 +os | 5,380.0 +1s8.1 1.9+0.0

50 63.1+3.9 19.2 +o0s | 5,442.8 +i941 1.9+00

MSprayT 5 43.6+1.9 19.9 +o07 | 1,743.0 +ea9 1.9+0.0
10 449419 20.1 +o7| 1,814.0 <7709 1.9+00
MSprayRoute | 5 80.8+4.1 154 +10| 7,816.4 +269.6 4.9 +0.0
10 85.5+33 13.7 +11|11,853.6 +424.4 4.7 +0.0

30 88.6+2.7 13.2 +10| 17,047.4 +7638 45101

50 88.7+2.7 13.2 +10|17,921.2 +7840 45401
MSprayTRoute | 5 T1.7+3.4 17.4 +oo| 4,507.8 +2118 4.3+01
10 72.4+35 17.4 +oo| 4,547.6 +218.7 4.3+01

MProba 2101 31.0+256 19.1 +12| 1,291.0 +365 2.0+01
2 10.2 34.6+3.2 19.2 +i10| 1,526.0 +36.3 2.2+01

2103 40.8+25 19.0 +12| 1,908.4 +50.0 25101

5101 51.3+31 18.6 +os| 3,235.0 +s2.7 2.3+0.0

510.2 61.5+20 176 +10| 4,473.0 +106.9 2.7 +01

5103 7044120 16.9 +10| 5,819.8 +1921 3.0+0.1

510.6 87.6+2.4 13.6 +1.0|10,154.0 +aes5.7 3.9101

10| 0.5 87.5+25 13.4 +10| 11,590.6 +743.0 3.6+0.0

MFlooding 92.8+16 9.9 +1.2|15,140.2 +os1.9 4.4 101

Table 4.4: Simulation results for controlled flooding schemes.

is the total number of transmissions that occurred before bundle de{wenon delivery for
those that never reached their destination).

Table 4.4 presents the simulation results. This table is divided into three @Brtes(lts
for the main protocols we evaluated in Sec. 4.4, (2) results for the usual coplgialgorithms
and (3) results for MobySpace-driven controlled flooding solutions.
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Epidemic and Opportunistic show the two extremes. The first one defive8% of bun-
dles with an average delay 8fl days, an average route length&6 and74,674.0 transmis-
sions. The second one only deliveis4% of bundles with an average delay 1.6 days, an
average route length df0 and52.2 transmissions. As seen previously, the delivery ratio for
MobySpace ig6.6% which is right in between these two extremes but with an overhead closer
to Opportunistic witt2,291.6 transmissions.

Looking at the well-know multi-copy schemes we evaluated, we observthihhigher the
number of copies sentinto the network, the better the delivery ratio anéyherhihe overhead.
None of these solutions outperforms MobySpace in delivery ratio; thegadl to a higher
overhead for an equivalent delivery ratio. For instance, Spray With- 5 achievess0.0%
delivery but with an overhead df618.2 which is more than twice as much as MobySpace.

In some of the cases, MobySpace-based controlled flooding solutionsviengelivery
ratio while leading to lower overhead. For instance, viittopies distributed Spray achieves
35.5% delivery with 2,554.8 transmissions while MSpray obtain8.2% delivery with only
2,344.8 transmissions.

In other cases, especially when the number of copies distributed is highSergy and
MSpray with N = 50,100, or Proba and MProba witN' = 5, P = 0.6), the MobySpace-based
solutions show a lower delivery ratio but lead to a significantly reducerheael. MSpray with
N = 5 leads to half as much overhead while delivering ahBf% fewer bundles. This is due
to a lack of opportunism of MobySpace based schemes in their forwadg#icigions. The
average delay suffers also from this lack. The delay for MProba Wita 5 andP = 0.6 is
8.1 days higher than Proba with the same parameters.

MSprayRoute shows encouraging performance. With érdgpies distributed, it achieves
80.8% of delivery with an overhead of only,816.4. The two variants MSprayT and MSpray-
RouteT have lower overheads compared to their homologous MSPray SpcayRoute but
with, as expected, lower delivery ratios. Note also that they were ondylileavith vV = 5 and
N = 10 because they were not able to distribBfecopies. There were only a few opportuni-
ties for sources to transfer bundles to nodes that are closer and tddberdestination in the
MobySpace.

MFlooding has one of the best results, it delive?2s8% of bundles with an average delay
of 9.9 days while only using 5,140.2 transmissions80% less than Epidemic).

Fig. 4.5 highlights the trade-off that exists between the proportion of wedeli bundles
and the overhead for each class of protocols we evaluated. We sdbdtieade-off takes a
concave form, going from the upper left part with Opportunistic to the lauggt part with
Epidemic. Since our goal is to minimize both the overhead and the number ofiebumat
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Figure 4.5: Trade-off between delivery and overhead.

delivered, this plot shows that MobySpace-based solutions such psayfoute withV = 5
and MFlooding, which are in the bend of the curve, tend to reach our motofe.

These results have shown that allowing multiple copies to be sent, while maintaining
MobySpace’s primary objective, which is to get closer at each transmissithe destination
in the MobySpace, is a real benefit for the performance of DTN routthgrees.

However, as we have seen, the kind of knowledge about node mobilityvéhated for
routing does not allow us, on the data we used, to achieve the same perterasgEpidemic,
in delay especially. More knowledge, or knowledge that better charaetenode mobility,
would certainly improve routing performance. The trade off is then to findrtbst relevant
information and its most efficient use for routing, without impacting the netwamwskmuch in
terms, for instance, of computation power required by nodes or amoumfoofation shared
among nodes. Furthermore, the difference between the results obtdthedabySpace and
that of Epidemic might be explained by the fact that a large number of intemacti@ simply
not predictable because of the complexity hidden in node connectivity pattbtobySpace-
based solutions are not able to take advantage of these unpredictectioter,avhile Epidemic
is.
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4.6 Feasibility

Previous sections have shown encouraging results for the use of9gabg. However, the
simulations rely on the assumption that nodes are aware of their mobility pafiéiasection
examines two different factors that impact the feasibility of this architectheecharacteristics
of the mobility patterns and the possibility of learning them.

4.6.1 Mobility pattern characteristics

As noted in our prior work [9], when nodes do not have a high degfesegregation in their
mobility patterns, MobySpace can not benefit from the patterns for efficdeiting. We anal-
yse here the properties of the mobility patterns we compute on users of DéntGollege
with the help of the relative entropy,., applied to the set of probabilities that make up a mo-
bility pattern. This metric describes the homogeneity of mobility patterns, whidhfas a
pattern with no preference among locations and is small for patterns thaglstpyefer a few
locations. It is defined for the mobility pattern of nokéy:

n
i=1 Ci, In ¢y

Sr(k) = _Z

| , with n the number of dimensions (4.4)
nn

The relative entropy is relevant for the analysis of mobility patterns becheaptures a
number of important characteristics. The relative entropy is at the same timed¢ated to the
number of locations visited and to the time spent at each location. If a nodea#iyelikely
to be found in any location, it has the maximum relative entropy value of lidiéry likely
to be found in one of a few locations, and unlikely to be found in any othkadtiow relative
entropy.

Fig. 4.6 shows the distribution of the relative entropy of users’ mobility paitésnthe
period of45 days. They display generally low entropy: on aver@deé. The patterns tend
to demonstrate good properties for the MobySpace routing scheme bextngs they contain
few components or they contain many components in a non homogeneoiosifash

We study the effect of pattern entropy on MobySpace routing. TablehbWssthat the
relative entropy of mobility patterns has a great influence the performanteems of the
number of packets that are delivered. The higher the relative enttopyigher the delivery
ratio. Route lengths are stable over the increase of the relative entxagptdor Potato that
generates longer routes.

These results show that a lack of diversity in the movements of users dokesor routing
in such an environment. In our prior work [9] we demonstrate, with an aifscenario, that
too much diversity can also be a problem if mobility patterns can not be distheglisin
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Figure 4.6: Relative entropy distribution of mobility patterns.

that case, distances in MobySpace have little significance. We wereladbakproduce this
demonstration with Dartmouth data because there is no user in the data thatlwisiss all
the locations in a regular fashion. We can conclude that a MobySpaceagps of interest

when mobility patterns display a low relative entropy, but not too clos$e to

metric S, delivery ratio delay | route lengths
(%) (days) (hops)
Epidemic (0.0 —0.1] 45.4+5.1 241417 7.0+0.2
[0.1 —0.2] 79.6+43.2 13.1+18 8.0+0.4
(0.2 —0.3] 97.8+1.7 8.7+13 7.5+0.4
0.3—-0.4 99.010.5 6.0 +0.9 7.1+0.4
Opportunistic | [0.0 — 0.1 2.2+03 15.0+3s 1.0+00
[0.1 —0.2] 4.410.9 19.812.4 1.010.0
[0.2 —0.3] 9.6 £2.0 19.911.0 1.0+00
0.3—-0.4 2454125 10.9+0.9 1.0+00
Random 0.0-0.1 2.3104 11.6+45 2.0+0.3
[0.1 —0.2] 5.8+1.2 20.0+26 3.0+0.2
[0.2 —0.3] 12.3+1.4 17.6+25 3.5+01
(0.3 —0.4] 29.543.0 12541 3.9+0.1
Potato [0.0 —0.1] 3.2+10s8 16.9+1.4 43.0+120
[0.1 —0.2] 9.6+11 19.8+28 116.2+44.2
0.2 —0.3] 19.815.6 20.2+15 162.7+447
(0.3 —0.4] 36.6+4.9 12.0+1.3 176.6+14.3
MobySpace | [0.0 — 0.1] 3.4 to04 149415 25102
[0.1 —0.2] 844124 195123 3.3+0.2
[0.2 —0.3] 19.8+2.4 19.7+12 4.0+0.2
(0.3 —0.4] 42.3+48 13.4+13 4.7 +0.2

Table 4.5: Results with users having different entropy.
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4.6.2 Space reduction

Because transmitting nodes’ entire mobility patterns is potentially expensiveyalaate a
scenario in which nodes only diffuse the main components of their mobility patténwe sort

a node’s frequencies of visit to locations in decreasing order, we metire lmain components
those frequencies that are at the beginning of this list. All components arntitted are
treated as zeros. (Note that in such a case, MobyPoints no longer alldibyperplane, as the
sum of the frequencies can be less than one.) We ran simulations takingantmaonly the
principal B, 2"d, or 39 components of mobility patterns of nodes, and we consider the most
active users.

I delivery ratio delay | route length
(%) (days) (hops)
=1 39.24509 20.2+26 49104
= 46.3+3.3 199112 5.2 +0.2
=3 475146 194418 524102
1 =536 504147 195113 51102

Table 4.6: Results with space reductidis the number of most significant components taken
into account.

Table 4.6 shows that the higher the number of components taken into acteuhigher
the performance. Surprisingly, the delivery ratio tends very quickly to dhdhe scenario
where all the components are used. These simulations show that only fiepooents are
needed to be exchanged between nodes in order to perform routing.

4.6.3 Mobility pattern learning

One important condition for the applicability of the MobySpace is whethesucser learn their
own mobility patterns. In this section we provide a first study on this issue witB@nenouth
data.

For that purpose, we split th&s days of Dartmouth data into two periods: the learning
period and the routing period. The learning period consists of thel firdays and the routing
period, the lasB0 days. We study here how well the mobility patterns of nodes learnt in the
learning period match the mobility patterns that characterize the routing périaerror is
measured as to be the Euclidean distahbetween the two mobility patterns, divided by the
maximum possible distance between two mobility patterns in the hyperplane:

e with n the number of dimensions (4.5)

_ 4
-
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We varied the number of days devoted to learning during the learning pstasting with
the one day immediately prior to the routing period, and working back to ciives days of
the learning period. Fig. 4.7 shows the prediction error of mobility pattesna, fanction of
the number of days devoted to learning. We made this computation for all thees aodl for
only the most active ones. We see that, in both cases, the longer nodebhaown mobility,
the closer their mobility patterns approximate the patterns of the routing persdxpected,
the most active users learn their patterns more rapidly than the others.
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Figure 4.7: Prediction error of mobility patterns.

These initial results on the ability of nodes to learn their own mobility patterns amuien
aging. They indicate that nodes might be able to benefit from their pasti&dge to make
routing decisions within the MobySpace. Nevertheless, further studiasesded to quantify
possible long and short term dependencies in mobility traces. This mustdoeadittated on
other mobility traces.

4.7 Related work

Some work concerning routing in DTNs has been performed with schedatedcts, such as
the chapter by Jain et al. [23] about improving the connectivity of an isblatiage to the In-
ternet based on knowledge of when a low-earth orbiting relay satellite emata bike might
be available to make the necessary connections. Also of interest, workeoplémetary net-
working [7, 91] uses predicted contacts such as the ones betweetsplatién the framework
of a DTN architecture.

The case of only opportunistic contacts has been analyzed by VahtiBeaker [25] using
the epidemic routing scheme that consists of flooding. The ZebraNet p[2fiids explor-
ing this idea to perform studies of animal migrations and inter-species intaractidata are
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flooded in the network such as they get back to access points using animoaigity. In order
to control flooding in DTN, Spyropoulos et al. have introduced the Saral\Wait [29] proto-
col that distributes a number of copies to relays and then waits until the destinzeets one
of them. Harras et al. [30] have evaluated simple controlled message fiosctiemes with
heuristics based, for instance, on hop limits or timeouts. They also introducelamem
based on packet erasure. Once a message arrives at the destiftatibasac flooding, the re-
maining copies in the buffers of other nodes are erased. Wang etale[8dode the messages
with erasure codes and distribute their different parts over a large mwhbedays, so that the
original messages can be reconstituted even if not all packets aree:ceévidmer et al. [32]
have explored network coding techniques. All these approaches distritultiple copies of
packets, they ensure a high reliability of delivery, and a low latency, leytithply high buffer
occupancy and high bandwidth consumption. Small et al. [92] proposaagtical study of
existing trade-offs between resources consumption such as eneogghbput, buffers and the
performance in term of latency.

Some research projects such as Data Mules [1] or SeNTD [41] use mobiNerkeele-
ments to transport data from fixed sensors to a number of access poimtoppartunistic
fashion. For instance, in SeNTD, data from sensors placed on bualymtnitor the water
guality on a lake are relayed by tourist tour-boats or pleasure cruisers.

A large amount of work concerning routing in DTNs has also been padgdrwith pre-
dicted contacts, such as the algorithm of Lindgren et al. [33], which reliesodes having
a community mobility pattern. Nodes mainly remain inside their community and sometimes
visit the others. As a consequence, a node may transfer a bundle te shabdelongs to the
same community as the destination. This algorithm has been designed as epmdstion to
provide Internet connectivity to the Saami [93] population who live in Ssretapland with a
yearly cycle dictated by the natural behavior of reindeer. In a similar nmaBoens et al. [36]
propose a routing algorithm that uses past frequencies of contacts.n?dking use of past
contacts, Davis et al. [37] improved the basic epidemic scheme with the intiodad adap-
tive dropping policies. Recently, Musolesi et al. [38] have introducegrseric method that
uses Kalman filters to combine and evaluate the multiple dimensions of the contelxicim w
nodes are in order to take routing decisions. The context is made of regesus that nodes
perform periodically, which can be related to connectivity, but not s&mely. This mechanism
allows network architects to define their own hierarchy among the diffetext attributes.
LeBrun et al. [39] propose a routing algorithm for vehicular DTNs usingent position and
trajectories of nodes to predict their future distance to the destination. rEp&y GPS data
collected from actual buses in the San Francisco MUNI System, throudietki®us project.
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Finally, Jones et al. [40] propose a link state routing protocol for DTldsukes the minimum
expected delay as the metric.

4.8 Conclusion

The main contribution of this work has been the validation of a generic routingnse that
uses the formalism of a high-dimensional Euclidean space constructaedngimlity patterns,
the MobySpace. We have shown, through the replay of real mobility tréwgst can applied
to DTNs and that it can bring benefits in terms of enhanced bundle delvetyeduced com-
munication costs. We have evaluated the use of MobySpace not only pe-siopy routing,
but also as a means to drive and improve existing basic controlled floodirtgpsslu

This chapter has also presented results of a feasibility study in order toniteéehe impact
of the characteristics of nodes’ mobility patterns on the performance atutiprsodes’ ability
to learn their patterns. Thus, to make DTN routing work with the MobySpamdesineed to
have a minimum level of mobility with mobility patterns that can be sufficiently discrimehate
We present encouraging results about the capacity of nodes to learovinepatterns. And,
we also see that nodes can reduce the number of components in the mobilitygaitout
great impact on routing performance. This can reduce the overheldlfSpace and the
complexity of handling mobility patterns.

Acknowledgments

We gratefully acknowledge David Kotz for enabling our use of wirelessetdata from the
CRAWDAD archive at Dartmouth College. We thank Marc Giusti and Piea#h at the
STIX laboratory Ecole Polytechnique / CNRS) for access to the machines we used for the
simulations. This work was supported by E-NEXT, an FP6 IST NetworkxcEltence funded

by the European Commission. Also, LiP6 and Thales Communications supploitesiork
through their joint research laboratory, Euronetlab, and the ANRTA@éason Nationale de

la Recherche Technique) provided the CIFRE grant 135/2004.

83



84



Chapter

Content distribution in an
urban setting

HIS chapter presents our last contribution to DTN. It investigates the feasibiilayciy-
wide contentdistribution architecture composed of short range wirelesssmoints.
With the analysis of the traces from an iMote experiment we conducted in thefo®am-
bridge, UK, we look at how a target group of intermittently and partially cotew mobile
nodes can improve the diffusion of information within the group by leverafixegl and mo-
bile nodes that are exterior to the group

5.1 Introduction

This increased penetration of wireless-capable handheld devicedhagshe development of
new communication techniques. Such communication techniques incpmtetunistic net-
working, which makes use of the capability of the devices to communicate locally among their
neighbors to create communication possibilities with users and devices in ¢dloes peven

This is joint work with Anders Lindgren (LubeUniversity of Technology), James Scott (Intel Research Cam-
bridge), Timur Friedman (UniverétPierre et Marie Curie, LiP6—CNRS) and Jon Crowcroft (Universitgam-
bridge).



when if there never exists a fully connected path between the two end-pbirgse networks
are a type of delay tolerant network (DTN) [13] and fall also under thekBt Switched Net-
working (PSN) paradigm [50]. In this context, this chapter investigatedehsibility of a
city-wide content distribution architecture for electronic newspapersoal laformation. We
look at how a target group of intermittently and partially connected mobile ncattesmprove
the diffusion of information within the group by leveraging various mixturefxafd and mo-
bile nodes that are exterior to the group. The fixed nodes are dateesparad the external
mobile nodes are data relays, and we examine the trade off between tHesasé o order to
obtain high satisfaction within the target group, which consists of data sinks.

To evaluate the different content distribution schemes we propose,vdeicied an exper-
iment in the city of Cambridge, UK, in whick0 stationary devices equipped with a Bluetooth
contact logger were deployed at popular places. We then ran simulatisrtidh we imag-
ined that these devices were access points distributing electronic comteaddition to this,
we deployed40 similar contact loggers on a group of students from Cambridge University.
Because we used Bluetooth technology, we gathered interactions ndieainlgen the contact
loggers, but also with a large number of other Bluetooth enabled devickssunobile phones
or PDAs. In our simulations, students were the target group, making thenptien that they
were all interested in the content distributed by the access points, and @huelevices ex-
ternal to the experiment could potentially be data relays. We are making thedllaizted in
this experiment available to the research community [45]. We therefordedavoart of this
chapter to a description of the salient characteristics of the dataset.

This chapter has two main contributions. First, it presents an original datsisg fixed
iMotes. Second, using these data, it evaluates performance of a citycantient distributing
architecture. This chapter validates the use of opportunistic networking ipaticular envi-
ronment we studied. It shows that despite the fact that students did avecsge meet a large
number of access points each day, we can achieve good performahelevery ratio, delay
and resource utilization with a content distribution scheme that allows studesaiaborate.
We also demonstrate that the use of Bluetooth devices external to the expteiomelay the
content can make an incremental but important increase in performanoghimub increased
delivery ratio and a decreased delay. Finally, we investigate the rolsssihthe content distri-
bution infrastructure and we show that decreasing the number of menflibestarget group
or the number of access points increase interest of using exterior asdelays.

The rest of this chapter is structured as follows. 5.2 describes theimeguersetup. 5.3
presents the analysis of the mobility traces that were collected. 5.4 detailsritenicdis-
tribution schemes proposed and evaluates them. 5.5 provides an ovefwelated work
concerning mobility data acquisition. 5.6 concludes the chapter.
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5.2 Experiment setup

In the experiment we performed, we were interested in tracking contattedr different
mobile users, and also contacts between mobile users and various fixednscdrevious
experiments have measured contacts between mobile users in corporatenéerénce set-
tings [50] by requesting users to carry small Intel iMotievices that can log contacts with
other Bluetooth enabled devices. We chose to use the same technologydp agattacts.
Mobile users in our experiment mainly consisted of students from Cambridgetgity who
were asked to carry these iMotes with them at all times for the duration of geximent. In
addition to this, we deployed a number of stationary nodes in various locdliahsve ex-
pected many people to visit such as grocery stores, pubs, market,@adeshopping centers
in and around the city of Cambridge, UK. A stationary iMote was also placdtkatception
of the Computer Lab, in which most of the experiment participants are studehtshows the
positions of the stationary nodes. The road that rings the center of Cayebed area o8
km?, is clearly visible on the map.
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Figure 5.1: Locations of fixed iMotes.

To discover other nearby users and to be able to log contacts betwees, ioel iMotes
use the Bluetooth inquiry mechanism that allows them to get knowledge of all Bthetooth
enabled devices within radio transmission range. As conducting the inquegeges trans-
mitting and receiving over the radio interface, this consumes power andexdfathat had to
be considered when setting up the experiment was how tf get interval between inquiries.
Indeed, having & too low would have lead to a shortened lifetime of the iMotes due to the
high power consumption from frequent use of the radio. On the othet, lsattings to a too

The iMotes are small sensor platforms with an ARM7 processor and sonb®ard storage and Bluetooth
capability.

87



high value means running the risk of missing more potential contacts. Notelteatan iMote
is not inquiring, it answers to other iMotes’ enquiries.

To determine the inquiry interval to use, we studied power consumption on titeswhile
idle and while performing inquiries. Using these measurements in conjunctioexy#rience
on the life-time of iMotes in previous experiments, we chose inquiry intervatsntbaoped
would allow the devices to have a life-time ®@fveeks. Furthermore, there is a small risk that
the Bluetooth inquiry may occasionally miss a contact even though it is pr@3esrefore, we
made the decision that if a contact is seen at a given indyjrigut not at the subsequent at
inquiry I;41, we will still assume that the recorded contact was never broken if werobg
again at the following inquiry; . o. This assumption was also made in previous contact logging
experiments using iMotes.

iMotes carried by students had to be packaged within a small form factor reeise the
probability that the users would actually always carry the device and ae¢ lié behind. On
the other hand, we had larger freedom when it came to the stationary sleVivas, for some
of the fixed iMotes, we added extra battery power to be able to reduce thieyimoterval so
that we would detect more of the possible contacts. Furthermore, on d fee fixed iMotes,
we were also able to attach external antennas with greater wireless remigencreases the
coverage area in which they can detect mobile devices in large public places

e MSR-10 Mobile Short Range iMotes with an interval o minutes between inquiries.
These iMotes were given to a group4if students, mostly in the8Byear at the Cam-
bridge University Computer Lab. The devices were packaged in smabl{dental floss
boxes) to be easy to carry around in a pocket, and used a CR-2 batieérgnAh) for
power.

e FSR-10 Fixed Short Range iMotes with an intervallgf minutes between inquiries. We
deployed15 of these iMotes in fixed locations such as pubs, shops or colleges’ porter
lodge. We used exactly the same packaging and batteries as the MSR-10.

e FSR-6 Fixed Short Range iMotes with an inquiry interval®finutes. These iMotes
were equipped with a more powerful rechargeable battery provizitdg mAh so that
we were able to reduce the inquiry interval to 6 minutes. We depldyddhese.

e FLR-2 Fixed Long Range iMotes with an interval dfminutes between inquiries. To
increase the area in which these iMotes can discover other devicesjdoges were
equipped with an external antenna, which provided a communication raagevis
approximately twice that of the short range iMotes. Further, these iMotes also
equipped with3 more powerful rechargeable batteries provid22§0 mAh so that we
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could reduced the inquiry interval to 2 minutes. Their antenna and packagim be
seenin5.2.

Figure 5.2: Long range iMote with rechargeable batteries.

To prevent the results from being biased by the fact that the mobile devees-docated
as they were being deployed to their carriers, we have removed the dlatenbduring first
3 hours of the experiment from the analysis. After the mobile devices haddieen to the
experiment participants, we proceeded to the city centre to deploy the stytilgluaes at their
respective locations. The experiment started on Friday, October 28% 2(65:32 (GMT) and
stopped on Wednesday, December 21th 2005, 13:00 (GMT).

5.3 Data analysis

Due to various hardware problems and the loss of some of the deployedsiMa@eavere able
to gather measurement data fr@émobile participants ands fixed locations, as 5.1 shows.
This table presents statistics about the experiment. It shows that the eligetimes for all
types of iMotes is higher thatD days and that these results present a low variability by type
except for FLR-2. Indeed, whil2 of the FLR-2 could remain active for the fulB days of
the deployment2 of them that were deployed in very popular places suffered from feibuf
overflow after5 and9 days respectively, having recorded on averag&0 contacts.

In our analysis, we consider two categories of contaiaternal contactswhich are con-
tacts that occurred between two iMotes of any type (fixed or mobile) eatetnal contacts
which are contacts that occurred between an iMote and another Bluetqzhle device (e.g.,
PDA or mobile phone). 5.1 shows the number of contacts acquired by allfie tf iMotes
for all the categories of contacts. The table also lists the numbenigfiecontacts that has
been seen in the different categories. Unigue contacts are the numbi#ed node pairs
that ever have a contact over the course of the experiment duratiowai\irst see that, as
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expected, the MSR-10 iMotes had a large number of contacts with eachaoiti¢hat they
also had a significant number of contacts with external devig469 in total. The second
immediate observation is that fixed iMotes had a very large number of cor2c4((in total)

with external devices, while they did not meet the participants of the experiveey much,

with only 231 contacts in total. Despite the small number of FLR-2 iMotes that were deployed,
their placement at very popular locations allowed them to capture a largeemwhexternal
contacts.

MSR-10 | FSR-10 FSR-6 FLR-2

Nb motes 36 12 2 4
Lifetime 10.7+0.8 | 11.040.6 | 14.540.5 | 15.7+8.3
(days)

Contacts 19014 8270 1082 11119
Int. co. 8545 38 91 102
Ext. co. 10469 8232 991 11017

Contacts (u) 5681 6189 815 6789

Int. co. (u) 644 25 35 43

Ext. co. (u) 5037 6164 780 6746

Table 5.1: Global statistics. (u) means unique contacts.

5.3.1 Inter-students contacts

Here we analyse the interactions we observed between participantmgakiptes. We first
note that they had a large number of contacts together, as 5.3 show3 abh@&3(b) present,
respectively, for each mobile iMote, the number of total contacts and ucimutacts. On av-
erage, students haé1.9 internal contacts with a standard deviationi66.2 and30.0 unique
internal contacts over th&h possible with a standard deviation4f.

1000 - - 40 - -
g 800 - i - g 30 -1
£ 600 - £ L I
8 400 - 3
* 200 * 10 *

0 0
imotes imotes
(a) Total (b) Unique

Figure 5.3: Contacts between mobile iMotes.
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5.4 shows the number of contacts per day between mobile iMotes. Most obmitgcts
occurred during week days, and less contacts have been recanilegl Slaturdays and Sundays
(i.e., days2, 3 and9, 10). In a group of students, in which most of them belong to the same
program, this observation is natural.

1600 - -
1200 - [ -
800 -
400
0

# contacts

1 357 911
day

Figure 5.4: Number of contacts per day between mobile iMotes.

In 5.5 we can see the distribution of the inter-contact time between studengsinfen-
contact time is the time between two contacts for a given node pair, and its distnilhas
previously been shown to exhibit a power-law behavior in a large nunflexperiments[50].
We see similar tendencies to power-law behavior as in previous experinaetst we can
see that a large part (over 90%) of the inter-contact times are shonteoiieaday. This means
that after a node pair have met, there is a 90% chance they will meet againevithday. The
exponent of the power law is equal@at6.

5.3.2 Contacts with fixed iMotes

As explained previously, one of the goals of the experiment we preseahisithapter was
to explore not only the interaction between the participants wearing iMoteddmto capture
their mobility from fixed locations distributed at popular places in the city. Handle results
we obtain do not meet our expectations as shown by the plots in 5.6. 5.6(8)G(b) present,
for each of the fixed iMotes, the total number of contacts with mobile iMotes andumber
of unique mobile iMotes observed, respectively. They show in detail thiyt few contacts
occurred between iMotes carried by students and most of the fixed dhesonly two fixed
iMotes having significantly more contacts with students were those at thetimcey the
Computer Lab (where the students attend class activities) and at a pofmdanygstore.
There are a number of factors that can explain this result. First, it mighto$slpe that
the fixed iMotes were deployed at inappropriate locations according toofndgtion sample.
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Figure 5.6: Contacts between mobile and fixed iMotes.

Before the deployment, an attempt was made to survey students about pogatians to visit,

and this in conjunction with reasoning on where people are likely to go (whigbgssible in a
city of Cambridge’s size), the locations were chosen. Apparently, stsidéhnot experience
a large number of contacts with locations where we had deployed the iMoseseAvill see

in the next section, the fixed iMotes did however log many external conterifjing that the

locations in which they were deployed were indeed frequently visited bglp&dth Bluetooth

enable devices — just not experiment participants. This kind of deploymightt work better

in corporate environments in which people are confined all the day or griexents with more
participants. Second, we might have missed logging many contacts, espieciedlysit areas.
This issue is discussed later in 5.3.4.
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5.3.3 External contacts

In addition to measuring contacts between iMotes, all contacts between thesiktudeother
Bluetooth enabled external devices were also logged. While this was notaimeobjective

of the experiment, this data ended up constituting the largest part of ousetatdndeed,

we observed 0,469 contacts §,586 unique) between mobile iMotes and external devices, and
20,240 contacts 9,211 unique) between fixed iMotes and external devices. Here we investigate
these contacts with external devices by first quantifying them and themy tryirdentify the
nature of these devices.
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Figure 5.7: Contacts between external devices and mobile iMotes.

5.7 shows the contacts each mobile iMote had with external devices. 5.d(a)7h) show
the total number of external contacts and the number of unique extemtalct® respectively.
Mobile iMotes acquired on averag@@0.8 external contacts ani$9.9 unique external contacts
with respectively a standard deviationi#2.6 and139.9.

5.8 is similar to 5.7 but for the fixed iMotes. In that case, fixed iMotes acquoineaverage
1124.7 external contacts with a standard deviation@f9.7 and760.5 unique external contacts
with a standard deviation @2.3. The fact that the number of contacts is higher for4tiiest
days is due to an iMote that ran rapidly out of memory, being placed in a wgnyigr location.
Note that we did not consider this iMote in simulations presented next section.

To continue our investigation on external devices, we used the datal@sgamizationally
Unique Identifiers (OUB maintained by the IEEE to map MAC address prefixes in the data set
to their manufacturers. We were able to res@véo of the prefixes. 5.9 presents the frequency
of the occurrence of the most common manufacturers. From looking at thefacturers, we
can see that most of external devices are likely mobile phones or othablsodevices (Murata

2http://standards.ieee.org/regauth/oui/
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Figure 5.8: Contacts between external devices and fixed iMotes.

is a Bluetooth chip manufacturer whose products are integrated in a wigke oddevices such
as mobile phones, Personal Digital Assistants (PDAS), laptops, etc.ppased to devices
such as printers or wireless keyboards and mice. This observation iisaifigterest because
we can reasonably consider external devices in the data set as mobiles¢hétiare carried
in pockets of regular people moving around the city, exactly as mobile iMotes.

Murata
Sharp 8%
2%

Sony Ericsso
20%

Others
10%

Samsung
16%

Figure 5.9: Manufacturers
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5.3.4 Discussion

When using devices like the iMotes to gather data about contact patterrsynem@ants may
not be able to exhaustively capture contacts because of two main faEimst. as these ex-
periments require the active involvement of participants, there is alwayssththat the par-
ticipants do not completely fulfill their commitments, for example by not alwaysyirey the
measurement devices everywhere they go. Indeed, as we condsciegyaon our population
after the experiment, we were able to determine that some of them had oedigdiomgotten
to bring the iMote when going somewhere, or might have left it in a bag instidagbping it on
their person. There were also occasions of students leaving the cityhevereekend (which
is less of a problem as that reflects a real user behavior, and will stiblbaé@gather external
contacts, but most likely no internal contacts). Secondly, as contaatsilgrdiscovered using
the periodic Bluetooth inquiries, iMote experiments suffer from a sampliregethat means
that contacts that are shorter thaminutes may be missed. This is a trade-off between mini-
mizing the risk of missing short contacts and the life-time of the iMotes. It woulpldssible
to extend the life-time further while keeping a short inquiry interval by addioge powerful
batteries, but that would result in a more bulky form factor.

5.4 City-wide content distribution

5.4.1 Scenario

We propose here an evaluation of a city-wide content distribution archieeciis said previ-
ously, this architecture is composed of wireless short range acceds gisiseminated down
town at popular places. Content (e.g., newspapers or local informatiopptunistically dis-
tributed to nodes that pass close to these access points. We considiéviixeslwe deployed
in Cambridge to be the content distribution access points and mobile iMotestgigtudents
being the target group. Our aim here is to propose and evaluate scherndistitibute content
to a population of users interested to which our target group is assumeldng lfiee., students
from Cambridge University wearing mobile iMotes). Members of the targetigmere not
aware of the positions of access points.

In this scenario, access points generate a new copy of a given reaweap am every
day. Once acquired, copies are kept by nodes till 7 am the next dapaVéereplayed in this
evaluatiorb days of data gathered in Cambridge from Monday to Friday. We removditdioe
iMote at the Computer Lab because it was located at the place the communitglefistet
most of the time (we did not want to reduce the study to a trivial exercise).
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5.4.2 Distribution schemes

Within the scenario previously described, we evaluated the following disitsibachemes:

¢ Selfish nodes get the content directly from the access points and never pags ibther
nodes. The access points distribute an unlimited number of copies.

e Collectivist nodes can get content directly from access points and are able wishar
within the communities they belong to. Note that nodes in our target group sumasd
to belong to the same community.

e Extended collaboratianin addition toCollectiviststrategy, external mobile devices can
be used to relay the content. The details of the schemes we proposesastpddater
in this section. External mobile devices may be of several kinds. In theofaseollab-
orative scheme may involve strangers, mechanisms to incite nodes to relaynteatc
need to be provided but are not the focus of this chapter. Also note hakgeriment
we conducted did not provided us contacts between external devices.

e Top studentsuse only theV students that had the highest number of contacts to be able
to pass copies to the others.

e Strangers only students can not relay the content, only external devices are used as
relays.

In order to define heuristics to select the external devices that woulddlgaa in schemes
using extended collaborations, we obtained statistics on potentibile bridgesdefined as
nodes having seen at least a fixed and a mobile iMote during the experimease Tiodes
represent 2.5% (1,430 over 11,367) of external devices, they are potentially interestiact
as relays between access points and the targeted population.

In 5.10, we plot one point for each of the mobile bridges, showing the nuaflventacts it
had with fixed and mobile iMotes. We add some small random noise in order tio alatkboud
of points. We can first observe that no mobile bridges had a large nurhb@ntacts with both
fixed and mobile iMotes. A given mobile bridge seems to be close in terms of its mobility to
either a fixed iMote or to a mobile one. Mobile bridges had on avedagyeontacts with fixed
iMotes with a standard deviation 6f6 and4.3 with mobile iMotes with a standard deviation
of 19.3.

We define a pair here as a set of one fixed and one mobile iMotes that eoplatdntially
covered by a mobile bridge, meaning that there is at least one mobile briddathseen these
mobile and fixed iMotes. We found thét0 pairs between the sets of fixed and mobile iMotes
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Figure 5.10: Number of contacts with fixed and mobile iMotes.

exist in the data over th&80 possible pairs. To have a better idea of the strength of the coverage
of pairs by mobile bridges, we plot in 5.11 the probability distribution that pagscavered
by more thanX mobile bridges. This figure shows that some pairs are covered by a sagific
number of mobile bridged.0% of the pairs are covered by more thznbridges.

All these observations concerning mobile bridges lead us to think that strddgrhcon-
nections exist between the two sets that as first seen to be largely distemh(ees seen in 5.3.3,
the number of contacts between fixed and mobile iMotes have been obseb&tbw). They
also motivate the definition the following variations for the extended collaboratbheme:

o All external use all external devices as relays.
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Figure 5.11: Coverage of pairs by mobile bridges.
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e Top externaluse theN external devices that had the highest number of contacts.

e Top coverage pairsuse theN mobile bridges covering the highest number of pairs
(fixed, mobile).

e Top coverage contactsise theNV mobile bridges having the highest number of contacts
with both mobile and fixed iMotes. Note that for all therevious schemes, an algorithm
have to be defined to choose these high potential relays in a distributeohfagte let
this for further work.

5.4.3 Performance evaluation

To measure the performance of the different content distribution scheraased the follow-
ing metrics:

e Delivery ratia the percentage dfundles(from the DTN terminology, i.e., messages
containing the electronic newspaper) that were delivered. In ouasogthe maximum
number of bundles that could be delivered is 1¥bindle is expected for each of tB&
mobile nodes each of thedays of simulation). This metric evaluates the user satisfac-
tion.

e Average delaythe average bundle delay (computed on the bundles delivered).

e Efficiency the number of messages transmitted per bundle delivered. It represents
measure of the network resource usage.

5.2 presents the simulation results. The first thing that we can observe ihéhselfish
strategy leads to poor results in delivery rat20.6%), which seems natural since we did not
measure a large number of contacts between students and access pomseliwe see a
great improvement when the students collaborate, leadirtg).29% of delivery. Moreover,
what we can see from the results regarding the extended collaboratiemsds that delivery
ratio is slightly improved when increasing the number of relays selected whildetllag is
significantly decreased being close to the minimum that can be achieve withataufic.,
4.10 hours when using all the nodes). Note that the top coverage contacts topthoverage
pairs seem to be the most efficient strategies among the ones evaluateseldotimg a small
number of external devices as relay. With=10, we reduce the delay for the top coverage
contacts by20% while increasing the delivery ratio from4% compared to the collectivist
scheme. Finally, external devices seem not to be sufficient to ensugh aldlivery ratio
themselves. When only using strangers to relay the content we only aetév&% delivery
ratio.
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Delivery | Delay | Efficiency
Selfish 20.5 7.47 1.00
Collectivist 90.2 5.29 1.00
All external 97.1 410 | 36.4

Top external
N=1 90.2 5.29 1.03
5 90.2 5.23 1.15
10 914 4.45 1.28
50 92.5 450 | 2.26
100 94.2 460 | 3.33

Top cov. pairs
N=1 90.2 5.29 1.02
5 914 4.44 1.13
10 914 4.44 1.26
50 94.2 4.60 | 2.09
100 95.4 459 | 2.86

Top cov. contacts

N=1 90.2 5.29 1.03
5 90.2 5.25 1.11
10 914 4.40 1.21
50 93.7 4.47 2.00
100 94.8 445 | 2.78

Top students
N=1 20.5 7.46 1.00
5 56.5 9.52 1.00
10 66.2 7.55 1.00
35 90.2 5.29 1.00
Strangers only 66.2 8.06 | 40.99

Table 5.2: Simulation results.
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5.4.3.1 Robustness with number of access points

What the results tell here is that, collaboration inside the target group inmgpeola the
performance while only adding one transmission per bundle deliveredazechpo the selfish
strategy. Furthermore, a slight gain in delay and a significant one in detiem be achieved
when using a few nodes that areseboth to students and to access points.

We evaluate here thebustnesof this content distribution infrastructure by looking at its
performance if some of the most popular access points are removed @henith highest
numbers of contacts). We removed access points in order from the masgapope to the least.
5.12 presents the results in delivery ratio for the following schemes: coikdctall external
and extended collaborations (top coverage pairs and top coveratgetsowith N=10). It
shows that the interest of using external devices as relays is clearthia@mber of access




points is decreased. Extended collaborations achieve a delivery rateiviredn collectivist
and all external.

100 - -

80 -

60 - / o TTTT

S

S

©

> J/ T [

> 40 - All external

© s top cov. cont.-----

© 20 - 4 top cov. pairs.------ .
i Intra-group -+

0.

2 4 6 8 10 12 14 16
# of APs considered

Figure 5.12: Delivery ratio when removing popular APs.

5.4.3.2 Robustness with number of students

Similarly, we evaluate here thiebustnes®f this content distribution infrastructure by looking
at its performance if most popular students are removed (the one with higiraber of con-
tacts). We removed students from the most popular to the less one. 5.&8tpriwe results
in delivery ratio for the same schemes as previously. Again, we see ctbatlyhe use of

external devices increases the delivery ratio when the number of meaifltkescommunity is
decreased.
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Figure 5.13: Delivery ratio when removing popular students.
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Intel | Cam-U | Infocom05 | Cambridge
Duration (days) 3 5 3 10
0 (mins) 2 2 2 10
Devices 8 12 41 36
Internal contacts 1091 | 4229 22459 8545
Average # Contacts/pair/day| 6.5 6.4 4.6 15
External devices 92 159 197 3586
External contacts 1173 | 2507 5791 10469

Table 5.3: Comparison with previous experiments for data from mobile iMotes.

5.5 Related work

Efforts to acquire mobility data for DTN scenarios have expanded rapidiyarpast couple
of years. The Reality Mining [90] experiment conducted at MIT has cagtproximity, loca-
tion, and activity information fron100 subjects over an academic year. Each participant had
an application running on their mobile phone to record proximity with others ¢irperiodic
Bluetooth scans and location using information provided by the phone oelihéac network.
The UMass DieselNet project [53] also aims to study DTN routing in challengontexts
such as power outages or natural disasters. A testbed to gather intesdottoveen 40 buses
in western Massachusetts was deployed in 2005. In addition to the expedesaribed in
this chapter, other experiments with iMotes have been conducted by théeH&0pproject,
which explores networking possibilities for mobile users using peer-to-ga®ectivity be-
tween them in addition to existing infrastructures. To show the similarities anereliites
between this and previous studies, we summarize the main parameters andemeasue-
sults from all the experiments in 5.3, extending the information provided byn@hau et al.
[50].

The experimentintel andCam-Uwere performed in corporate and research lab settings,
with the participants being researchers and graduate student$nfobemOSexperiment was
conducted at a research conference andCdmbridgeexperiment is the experiment presented
in this chapter. We see that this experiment spans 2-3 times as much time asipexper-
iments with similar number of mobile devices as the conference experiment, busiguifi-
cantly more iMotes than in the first two experiments. In the other experimentseeva high
number of internal contacts while in this experiment, whereas in this experthiemumber is
much lower. On the other hand, the number of external devices seenesamaitioer of contacts
with them are much higher in this experiment than in previous ones. Both & thiffsrences
can be explained by the population of participants and the setting in which pleeiment was
deployed. In the previous experiments, participants were chosen ftoen people that work
together on a daily basis at the same premises or attend the same conf€hers;é.is natural
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that they will have frequent contacts with each other. On the other hankisiexperiment,
students might not have pre-existing relationships with each other andusréetis likely to
have contacts outside class activities.

Other work has been to gather data that can be used, after some prgcas<DTN-like
data. For instance, Henderson et al. at Dartmouth College [48] haveyddpone of the
most extensive trace collection efforts to gather information about its Wegéss network.
These data have been used as mobility data to characterise the mobility of4%jews to
evaluate DTN routing protocols [10]. Similar Wi-Fi based data have beed tes analyse
mobility such as that of ETH @rich [51]. Furthermore, the data presented in this chapter
might be of great interest to evaluate forwarding algorithms defined fddD3uch as the
work by Vahdat et al. [25] that uses epidemic routing, the Spray and [@&itprotocol that
distributes a number of copies to relays and then waits until the destination meei§them,
MobySpace [10] that uses a virtual space based upon nodes’ mobitieynms or the PROPHET
routing protocol[33], which bases routing on a probabilistic metric calculasaty history of
encounters and transitivity.

Finally, a very close scenario to that of our work was introduced in aarelenote by
Lawrence et. al[94]. They envision to create a community content distribuétwonk using
familiar strangerq95], i.e. people who we meet very regularly but who we do not knovis Th
kind of node may be present in the data we collected.

5.6 Conclusion

We have proposed and evaluated in this chapter schemes for distributtamteint in a ur-
ban environment using short range Bluetooth access points. To eviieat schemes, we
conducted a city-wide experiment using Intel iMotes, which are Bluetootitacb loggers.
Stationary iMotes were deployed at popular places to act as contentutistnilaccess points
while students, considered as our target group, from Cambridge tditize/ere carrying other
iMotes in their pockets. We show that the simple fact that students collabodaie khis ex-
periment, to a delivery ratio df0% and that the additional use of Bluetooth devices external
to the experiment to relay the information slight increased the delivery raile gignificantly
decreasing the delay. We have also shown that the interest of usingahderices as re-
lays increases when the size of the infrastructure and of the targeted cutesidecreases.
Finally, we introduced here a new kind of data set and make it availablegar@dscommunity.
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Chapter

Conclusion

ELAY tolerant networking has emerged in the past couple of years as a possiaies
for extending the current Internet architecture to support challengasorks. These
networks are mainly characterized by the fact that connectivity betwatities suffers from
disruptions. From the link perspective, links could exist only intermittentlyehaghly asym-
metric data rates, present large propagation delays or suffer fronehighrates. At network
scale, the heterogeneity of links and of communication stacks lead Interaetdikvorking
solutions to fail. DTNs are conceived to address these issues.
This thesis represents our contributions to DTN routing. We addressedyticular, the
following issues:

e Characterization of contact patterndJnderstanding how entities interact with each
other is of great interest for DTN routing. In the context we mainly addirethis thesis,
node mobility and interactions are driven by social behaviors. We trieddweamthe
following questions: How nodes interact with each other? Do the interadbietgeen
nodes follow well known distributions? Is there heterogeneity in node ictieres?

e Knowledge-based routing and content distributidg®outing in DTNs is more efficient
when nodes can use knowledge about network connectivity to make gaigiisions.
We addressed the following questions: What kinds of knowledge praki&lenost effi-
cient routing? Is this knowledge predictable from past information? Haowirda knowl-



edge to be exploited? It is possible to mix replication based approaches withddyge
based ones to improve performance?

e Collection of contact patterndViobility models for DTNs are still in their early stages.
Collecting interactions between entities in real world contexts is of interest tootine
munity. However, few traces are available publicly. Data such as thosawesdnovided
can not only be used to validate or define mobility models, but can also seareiaput
to simulation work.

We addressed these issues by conducting studies that present résnlesest for the
networking community. We were one of the first to focus on real conrigctiata in terms of:
analyses that help our understanding of contact patterns betwees) Budiiations of routing
schemes by replaying data in simulations, and a data collection effort with titeiciion of
an iMote based experiment involving both mobile proximity sensors carrieduolests and
fixed ones placed at popular locations at the scale of a city.

In Sec. 6.1, we describe what we accomplished and the results we obthingedc. 6.2,
we present directions for future work to continue and extend the i@sdascribed here.

6.1 Contributions

In this thesis, we made several contributions to delay tolerant networkingeimagos where
network entities are mobile (e.g., mobile phones, PDASs) and carried by pebplbave over-
lapping social relationships.

First, we showed, with the analysis of real traces, that there is hetezibganinteractions
between patrticipants in such networks and we demonstrated that this leeteitggould be
exploited for developing efficient routing schemes. Second, to moveafdrim the direction
suggested by our first contribution, we proposed single-copy and nayji+outing algorithms
based on the use of a high-dimensional Euclidean space, that we calSdate, constructed
upon knowledge about nodes’ mobility or connectivity patterns. We hiaeens, through the
replay of real mobility traces, that MobySpace-based routing schemegppéied to DTNs and
that this can bring benefits in terms of enhanced bundle delivery andagdommunication
costs. Finally, to contribute to the on-going data collection effort, we ptedean analysis of
contact traces that we collected in an experiment we conducted in Cambdigdhe aim
of this experiment was to study the feasibility of a city-wide content distributrohigecture
composed of short range wireless access points.

The following are extended summaries of our contributions to the DTN domain:
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First, in Chapter 3, we argue for the wisdom of using pairwise inter-copt@terns to
characterize DTNs. We have first provided a statistical study using widedy DTN data sets
in which we characterize heterogeneity of interactions between nodeshdVethat pairwise
inter-contact times processes, which have a great impact on routingetegeneous and
distributed in log-normal for a large number of node pairs. Second, s&ithe the power-law
paradox and show that the distribution of aggregate inter-contact timdsegaower-law dis-
tributed while pairwise processes are exponentially distributed. Finallyawe Validated the
insight that taking heterogeneity into account for routing improves padoce. We presented
a new routing strategy, S¥Wwhich is capable of using only a subset of relays to improve rout-
ing performance, measured in terms of average delay. We show, byirgptaal connectivity
traces, that SWachieves good performance,in terms of delivery ratio and delay, whije kee
ing the overhead low. We also discussed factors and implementation isstieighthave
impacted the results.

In Chapter 4, we have proposed and validated of a generic routingnectiet uses the
formalism of a high-dimensional Euclidean space constructed upon mobilitgrps, the
MobySpace. We have shown through the replay of real mobility tracedt tteat be applied
to DTNs and that it can bring benefits in terms of enhanced bundle delvetyeduced com-
munication costs. We have also presented results of a feasibility study intordetermine
the impact of the characteristics of nodes’ mobility patterns on the perfoereamt to study
nodes’ ability to learn their patterns. To make DTN routing work with Moby®paodes need
to have a minimum level of mobility with mobility patterns that can be sufficiently discrimi-
nated. We present encouraging results about the capacity of nodasrtaHeir own patterns.
We also see that nodes can reduce the number of components of the motiditpgpthey store
without great impact on routing performance. This can reduce the eaxdrbf MobySpace and
the complexity of handling mobility patterns.

Finally, in Chapter 5, we have proposed and evaluated schemes forudistribf content
in a urban environment using short range Bluetooth access points aliaty'these schemes,
we conducted a city-wide experiment using Intel iMotes, which are Bluetmmttact loggers.
Stationary iMotes were deployed at popular places to act as contentdistnilaccess points
while students, from Cambridge University, considered as our targepgwere carrying other
iMotes in their pockets. We show that the simple fact that students collabodaie kis ex-
periment, to a delivery ratio df0% and that the additional use of Bluetooth devices external
to the experiment to relay the information slightly increased the delivery ratite wignifi-
cantly decreasing the delay. We have also shown that the interest ofaxdéargal devices as
relays increases when the size of the infrastructure and of the targetedunities decreases.
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Finally, we introduced a new kind of data set and made it available to thercbss@mmunity
via the CRAWDAD [45] data repository.

6.2 Perspectives

In this section, we present some of the research perspectives whiehvigion as a follow
up to the thesis. Sec. 6.2.1 describes future work to extend our contrib@iehSec. 6.2.2
points out research issues, not directly connected to our contributidrbdi we consider as
important, for future work on delay tolerant networking.

6.2.1 From our contributions

We describe here future work that could extend the contributions of théssthe

Clearly, our work presented in Chapter 3 on the characterization andfuke hetero-
geneity of inter-contact time distributions, will benefit from studies of datiens between
processes, and of short and long term dependencies in DTN dataFseteermore, formal
studies should be conducted of more elaborate schemes, in terms of nuntopies dis-
tributed or in terms of the number of hops traversed. Finally, more realisticagi@ans would
need to take into account limitations on buffers and bandwidth.

Future work that might follow our work on MobySpace in Chapter 4 incligladies con-
cerning the impact of the structure of the Euclidean space, i.e., the numibeyn of di-
mensions, and the similarity function. Different kinds of Euclidean spandeadnvestigated
by considering schemes like the one described in Sec. 4.3 that takeacfodienension, the
frequency of contacts between a certain pair of nodes or the one titatescyclic frequen-
tial properties during nodes’ visits to locations. Work remains to be doneestéhbility of
mobility patterns over time and their ability to be learned by nodes. The patternsantgin
long term and short term dependencies, as pointed out by Ghosh @6jaINodes can have
different mobility patterns that are each stable. For instance, they canomavfor the week-
ends, one for the vacations, and one for working weeks. Additionaitthdr validation need
to be conducted using real data and in different environments. MologStan be tested on
traces coming from larger cell networks, like GSM networks. We might aksot v evaluate
MobySpace in different social contexts where nodes have specifiditpplatterns.

Finally, future work which might follow our contribution to content distributionGhap-
ter 5 includes studies that use these data as an input to propose DTN mobilgéjsmdduc-
ing interactions between entities similar to the one observed in this chapter.tiAdse, data,
in addition to others available from CRAWDAD [45], can be used to study coniines of
people. Having the knowledge of such communities or being able to detectitbald be of
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great help to propose efficient communication schemes. Finally, theseatate aised as an
input to simulators to evaluate protocols designed for DTN scenarios.

6.2.2 On related issues

Beside research activities envisioned as a follow up to the contributiongsothibsis, our
experience in the domain has led us to a certain number of issues that weaddtess in the
future. We list some of them here:

o Traffic patterns Traffic may not take a unicast form in most PSN or DTN deployments.
People might have group communication needs instead of unicast ones imtiadlevel
of delay and loss tolerance seem to be lower. Work needs to be condocted if our
contributions can be extended to achieve such communications.

e Security issuesPeer-to-peer communications using opportunistic wireless connections
between mobile entities is very exiting and worrying at the same time. Indeedarwe c
easily envision that people can exchange information without any cowitrdldgal or
immoral purposes and it would be especially difficult to police. Furthernadt@ying
people to communicate and relay information through other people devices aaisim-
ber of security issues: computer virus, intrusions, etc. Viruses aggaarouple of years
ago on smart phonés They automatically send themselves from one phone to another
via the Bluetooth facility.

e Back to MANETsOur interest for delay tolerant networking was mainly guided by the
fact that MANETS suffer from severe connectivity issues, which iamiér to their de-
ployment and use in real scenarios. We then headed toward extremeksetmvavhich
the level of connectivity is very low. Our work in this domain leads us to think tiwat
we need to propagate DTN ideas and research results back to MANEfsrdase their
tolerance to connectivity disruptions and to improve their overall perfocmaalready
in this direction, Ott et al. [97] have worked on the integration of DTN and\\EA rout-
ing. If connectivity is sufficient, ad hoc routing is performed using AODNherwise,
still using AODV, DTN gateways in the neighborhood are discovered ard.uThere is
potential for more developments along these lines.

e Resource managemenwe did not provide any mechanism to route around congestion
or avoid message drops if storage is unavailable or the battery level afesisitoo low.
Our contributions were mainly to validate factors that routing schemes may atgegr

1http://www.computerworld.com/securitytopics/securit y/story/0,10801,97935,
00.html
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such as the heterogeneity of contact patterns. However, in a realydegit, resource
management is a critical issue that has to be taken into account in the desigohof
system component. We would like to conduct studies in which resource erzead is
at the center of every operation.

Connectivity opportunisiAs pointed out in the PSN scenario, we are more and more in
presence of different infrastructures while moving in our environmeaking that into
account in studies around delay tolerant networking might drasticallygehsome of the
results that we have obtained and impact the way networking technologidssigaed.
Lindgren et al. [98] have tried to quantify the way in which the presenafiafstructure
would change the shape of the inter-contact time distributions that were ucgddy
Chaintreau et al. [47].

Environment characterizatiotWork on the description of environments in which DTNs
might be deployed also needs to be done. It may range from scenandidefto new
trace collection efforts. Understanding the underlying mechanisms thatetriity inter-
actions should lead to the definition of better mobility models to be used for thetiatida
of DTN networking schemes.
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Appendix

La Problématique

E nos jours, les technologies de communications sont au coeur desnggsinforma-
D tiques. Ces syéimes se composent d’egtitinegrant un nombre grandissant de tech-
nologies de communication et ayant de plus en plus beséthdhger de I'information entre
eux. Les environnements dans lesquels cesmess oprent peuvent avoir des contraintes
et des neéthodes de communicationé&gpfiques. Les en@s étant de plus en plus mobiles
(telephones mobiles, PDA, ordinateurs portables), la conndrtivik Eseaux devient intermit-
tente, les opporturéis de communication pouvant avoir deséhs tes variables. Par ailleurs,
les entiés mobiles, en pdek radio par intermittence, devraiddtte capables de &hanger
de 'information soit pour paliea un manque temporaire d’infrastructure, soit pour supporter
des modes de communication dit ad hoc. Geseaux ad hoc pouvagtre ceconnedis de
mankre tes forte (e.g., unéseau urbain de bus utilisant la technologie Wi-Fi poaclsanger
de manére opportuniste des informations de trafic). éfrogeréité des systmes actuels et
leurs nouveaux besoins en communication ont faitreades neécanismesé&seaux permet-
tant detendre 'architecture actuelle de I'Internet dans un contedite @onnectivié est tés
héterogene et intermittente. On regroupe I'ensemble des travalesattats permettant le sup-
port des communications dans ces environnements sous I'appellati@sdalX Tdrants aux
Perturbations ou aux&ais (en anglais, Disruptive/Delay Tolerant Networks (DTN)).

Les travaux autour des DTNs sont issus de recherches su@skeaux interplgtaires (en
anglais, Inter-Planetary Network (IPN)), mésnau sein du groupe de travail IPNSIG (IPN Spe-
cial Interest Group) depuis 1998. Le groupe DTNRG [13] (Delay rfesieNetwork Research
Group) aété cieé en 2002 I'IRTF (Internet Research Task Force) afin de recentrer lesteffo
sur la cefinition d’une architecture et de protocoles pour les DTNs.



Le groupe DTNRGetudie des@&seaux ditslifficiles(en anglaischallenged networRsyant
les proprétés suivantes:

e Connectivié intermittente La connectivié souffre de prol@mes lesa des turbulences
dues par exempla la mobilie des noeuds, aux variations dans la propagation du signal
radio oua la gestion de &nergie des noeuds.

e Delais de propagationLes liens du &seaux peuvent avoir de longldis de propagation
si bien que les protocoles usuels de I'Internet tel que TCP sont inlespdds transporter
de l'information. Ces liens peuveétre des liens satellites, des liens sous-marins ou des
liens assurs par des mules (eré# transportant physiquement des dmasd’un point
de rencontré un autre).

e Débits asyratriques Les cebits sur les liens sont fortement asgtniques. lls peuvent
étre, dans le pire des cas, unidirectionnels.

e Taux d’erreur important Les eseaux peuvent contenir des liensle taux d’erreur est
tres grand, d&ant des goulots dtranglement.

Dans cette thse, nous abordons uniqguement Esseraux DTNS compés d’entiés mobiles
ayant des capaés de communication sans-fil. Ces égitsont conneges entre elles par
intermittence principalement en fonction des interactions sociales qui lienetesrmes qui
les transportent (e.gétudiantsequipes de éléphones Bluetooth seegdlagant sur un campus,
étant ou pas dans leédme programme).

La connectivié est un proldime majeur dans legéseaux comp@s d’entiés fixes ou mo-
biles. Bien comprendre la connect®&it’'un €seau permet d’adapter legoanismes de com-
munication afin d’assurer le bon fonctionnement des applications. Lansmen compte de
ce facteur peut engendrer I'impossil#@liiotale pour les enfs de communiquer. Les contacts
entre les entés peuvent, de magiie gerérale,étre clasés en trois c&gories [5]:

e Les contacts éterministesCes contacts sont progrargéset peuvent doritre anticigs
de manére pécise. lIs ont lieu par exemple dans le cas de veilleéils eriodiques
de capteurs.

e Les contacts mvisibles Il s'agit de contacts pouvargtre peédits avec I'utilisation
d’historiques. Par exemple, si un noeu@t en contact avec le noeud A quotidien-
nement ces dix derniers jours, il y a une grande probéalplitur que cela se reproduise
aujourd’hui.

e Les contacts opportuniste€es contacts ne sont pagpisibles, ils sétablissent de fait.
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Le relayage des paquets de déaa ne pouvant se faire avec leéaanismes de routage
IP classiques (e.g., Internet) dans léseaaux DTNSs, il se base alors sur le principe suivant :
stockage et transmission (en anglais, Store and Forward). Les nbD@iNlsnt en effet une
mémoire tampon dans laquelle ils peuvent stocker temporairement des messagga’une
entite recoit un messageretransmettre, elle le conserve jusgaé qu’elle rencontre le desti-
nataire ou le transmet de mane opportunista un relais. L'architecture DTNRG consiste en
la définition d’'une couche de transport appebundle layer. Cette couche permet d’acheminer
des messages, appslbundles, dans Iéseau. Les bundles sont tragék atomiquement en-
tre les noeuds de proche en proche, en utilisant TCP par exéngblaque saut. Les bundles
ne sont pas limés en taille et les noeuds dans cette architecture doivent avoir &esines
tampon assez grandes afin d’assurer le stockage temporaire desbundle

Dans les DTNs, I'architecture et lesstanismesaseaux n’ont cependant pas encore atteint
la maturig, un certain nombre de pr@vhes doivenétre approfondis, tels que:

e Transport Les questions suivantes doiveiite aborées: quels protocoles de transport
doit on utiliser dans les DTN? Quelsatanismes d’acquittements, de cotarde flux et
de congestion doit utiliser le transport?

e Management des ressourcdses appareils impligés dans les DTNs ont des capasit
limitées en termes de puissance de calcul, de batteries et de stockagelahfadfinir
des stratgies inégrant un management fin des ressources disponibles.

e AdressageL'utilisation opportuniste de plusieurs interfaces par les appareils airsi q
la nature intermittente de la connectévibnt de I'adressage un challenge. Des solutions
robustes aux@connections doiverdtre mises en place.

e Routage Le routage eségalement un challenge dans la mesurdaoconnectivié est
intermittente. Des solutions iegrant de€léments de contexte et des connaissances de
la connectivié du Eseaux doiveritre proposes.

e Intéropérabilité: Les solutions DTN doivent pouvoir: (1) supporter les protocoles &tlis
dans I'Internet ainsi que (2) pouva@rentuellement assurer les communications DTN de
mankre transparente pour les applicatiogfgdexistantes.

Dans cette thse nous nous sommes principalemer@rggé a la probématique du routage.
Les protocoles du monde ad hoc comme AODV [99] ou OLSR [100] ne puiyoes fonction-
ner, d’autres approches doivent ddoe consiéréees. Les solutions existantes pour le routage
peuvent se classer en trois@gories:
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e Utilisant la réplication Dans les DTNs, I'ar@lioration des performances pour le routage
passe souvent par I'ajout de diveesilans les opportui@$ de contact saisies, c'est
pourquoi une large partie des protocoles utilis&faication. Dans le routagmidemique
[25], les messages se propagent de g@virale dans leéseau. A chaque noeud ren-
cont, une synchronisation s’effectue afin éeugerer les messages noreptdemment
acquis. Il s’agit de la solution la plus efficace en terme &aid mais la plus consomma-
trice en ressources radio et e@moire tampon sur les noeuds. Dans le cas d'un routage
curatif [30], une fois qu’une phase de routa@&mdemique a permis d’acheminer le mes-
sage vers la destination, celle-ci envéigalement un message de neBEpidemique
qui aura pour but de nettoyer lestmoires tampons des noeuds afin que le message
original ne soit plus propdgetéliminé. Enfin, pour le routage de type Spray [28]a
réception d’'un nouveau message, un noeecide de retransmett®¥ fois ce message
aux noeuds qu'il rencontrera. Il existe beaucoup de variantesleainoix du nombre
N etégalement pour le choix des relaigjui seront transmises les copies [30].

e Utilisant des connaissancekes nethodes de cette @&gorie traitent uniqguement le fait
de consiérer les contacts comme des opportesidu non. Siun noeud juge que le noeud
gu'’il rencontre n’a strictement aucune chance de l'aider pour la lienaidun message, il
peut cecider de ne pas lui trar@sfer. Une érie de travaux orééitt mere par Jain et al. avec
des contactsé@terministes [23], par exemple dans le cadre d'un rattacheakternet
d’'un village en Afrique via trois moyens de communications: un satellite babé#e or
une moto et un modem RTC. Akyildiz et al. [7] oegalemenétudies des algorithmes de
routage pour de€seaux interplagtaires. Concernant les contactg\psibles, Lindgren
et al. [33] ont proposs un algorithme se basant sur le fait que les@&ntbnt organées
en communa@ et que leurs &blacements sontdsa leur appartenancetelle ou telle
communaw. Burns et al. [36] ongégalement introduit un algorithme se basant sur des
informations d’historique sur les contacts entre les noeuds.

e Approches hybridesLes deux approches @@®edentes sont idtessantes: la pregre
utilise la diversié des noeuds pour augmenter les performances du routage et la sec-
onde utilise une certaine connaissance de la connécfiitr atteindre le &me but.
Ces nethodes mrsentent @anmoins des incoawients: (1) les @thodes bases sur la
réplication n’utilisent pas de masme efficace les opportuéi# de contact, conduisant
donca un surdut inutile, (2) les ndthodes utilisant des connaissance sur la connextivit
ne sont pas robustes aux longuésahnections oa la disparition des noeuds car elles
ne dis€minent qu’une copie du message. Des approches hybrides sontamssaires
dans les DTNs. Peu de solutions hybrides @atpropoges pour le moment. Jain et
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al. [44] proposent d’utiliser des techniques de codage penérgr des blocs de doéas
redondant, achem@sa la destination par des chemins difnts.

Dans cette thse, nous contribuons au domaine des DTNs par des propositions pour le
routage innovantes pour le routage qui se classent dans &godas "avec connaissances” et
"approches hybrides”. Nous mettoagalement I'accent suréialuation de ces protocoles en
utilisant des traces de doees éelles. Enfin, nous participod’effort de collection de traces
d’interactions dans le cadre détude d’un senario de distribution de contead’echelle d’'une

ville.
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Appendix

Contributions de cette these

Dans cette annexe, nouspentons les contributions de cettedd. Cette discussiongsablie

en trois phases. La partie B.1gsente une discussion autour de éaessié de consiéirer les
héterogereités dans les interactions qui existent entre les noeuds DTNs. La partieeBehfe

un formalisme, le MobySpace, permettant le routage de messages da@sezsxr Enfin,

la partie B.3 consiste endtude d’un senario de distribution de contenu que nous avons pu
évaluer gacea la conduite d’une eX@imentation dans laquelle nous avons co#lalis traces
d’interactions eelles.

B.1 Importance pour le routage de I'heterogeneité

Les travaux ard@rieurs sur le routage dans les DTN ont souvent fait I'hygséihque les distribu-
tions des temps d’inter-contacts sont homegs pour toutes les paires de noeud€deau. Le
principal argument de notre contribution est que les travaux de re@seddivent prendre en
compte le casé&terogene. Chaintreau et al. [50] ont suagg I'existence de cettedterogereité,

ce gue nous avongvifieé en analysant des tracéseles. Erétudiant les donges Wi-Fi de
Dartmouth [48] ainsi que les contacts Bluetooth des projets Reality Miningd&64yIIT et
IST Haggle [50], nous montrons qu’'uné$r large proportion de paires ont des interactions
distribtées en log-normale en terme de temps d'inter-contacts. De plus, ammttons que

la distribution des temps inter-contacts @gs mise erevidence dans [50] peétre obtenue
par une composition de distributions exponentielles, pour chaque pairesedds, ayant des
parangtres @trognes. Cette mise eavidence et le made pour les DTNs que nous pro-
posons nous permettentadéndre les travaux de Spyropoulos et al. [78, 79]. Nous montrons
gue les stratgies de routage peuverdrgficier de la prise en compte de&rogereité des dis-



tributions des temps inter-contacts pouréiarer leur performance en terme daal de livrai-
son. Nous proposons un algorithme de routage simple-copie et multi-saimsiwplorsque
les inter-contacts sont exponentiellement dis&ggkuNous montrons deésultats de simula-
tions sur les donges ciees pecedemment. Dans c&sun&, nous ne montrons que quelques
résultats concernant les dares de Dartmouth.

B.1.1 Nature des distributions des temps d’inter-contacts

Nous avonstudié des donees éelles provenant dieseau d’aces Wi-Fi de I'universié de
Dartmouth [48]. Ces dor@es repesentent les sessions des utilisateurs darsskeau sans-fil
comportant les instants d'attachement et deadhement aux diéfents points d'a@s. Nous
avons utili€ les doniées pe-traiees par Song et al. dans le cadre de kude [80] sur la
prédiction de la mobilié. Nous avons testsi les processus des temps d’inter-contacts peuvent
étre moe@lisés par des processus exponentiels, en loi de puissance ou en hoglaor

Nous avons utilig le test statistique de Cramer-Smirnov-Von-Mises [82]. Pour chaque
paire de noeudi,j), on compare la distribution cunﬁﬂ[}g desN inter-contacts obsees et
la suppoée fonction correspondante. Les testsaidtéali€s sur les paires montrant un niveau
suffisant de connectidtse caraérisant par au moing contacts. le tableau B.1 gsente les
résultats. Nous avons tést0,211 paires et identi& parmi celles-cii2.8% en Exponentielle,
34.2% en loi de puissance 85.8% en log-normale. Notons qu’une distribution peut “passer”
le test pour plusieurs distributions hypétlques. Bien que l'utilisation d’'un test statistique
soit discutable, ceasultat nous donne une prame indication de la nature de ces distributions.
Celles-ciétant en majoré distribiees en log-normale.

Dartmouth
Nombre de paires testes 20,211
Exponentielle 42.8 %
Pareto (loi de puissance) 34.2%
Log-normale 85.8 %
Aucune 12.9%

Table B.1: Fesultats des tests statistiques.
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B.1.2 Algorithmes de routage DTN
B.1.2.1 Le mocle

Consicerons un éseau comp@sden noeuds. Supposons que les instants successifeso
noeuds et j sont en contacts tels qmg < tfj < t?j < .... Le temps d’inter-contact entre le
ke™e et le (k + 1)¢¢ instant de contact est alors:

k _ 4k+1 k

On suppose que IeStfj sont desechantillons inépendants et identiquement distiésu
provenant d’'une variable @htoire suivant une distribution exponentielle de paraen;;,
note;; = exponential();;). Le temps moyen d'inter-contact entiet j est alors don@
par E[7;;] = 1/ ;.

Dans le eseau, les noeuds ont des comportementsépédndants de sorte que leg —
1)/2 paires de noeuds ont des temps inter-contagtsuivant un processus exponentiel avec
des pararatres diferents. La famille des processuys est synétrique, on a alorsi, 7; = 0.

Ce mocle a pour but de fournir un cadre pouetlide de diftrents eseaux DTN. En
particulier, ceux dont les interactions entre les noeuds sonégsipar les relations sociales. La
mocklisation des comportement en utilisant la distribution des temps d’inter-contawtstde
s’abstraire de la mobikt geographique des noeuds. Plusieurs hypséis supportent le mele:

(1) les processus d'interactions entre les noeuds changent suffisatemement pour qu'ils
soient considrés en egime stationnaire, (2) les noeuds ont des capsdé stockage illimits
et les transmissions entre les noeuds sont instaagi3) les temps de contacts sont nuls.

B.1.2.2 Strakgies

Ici nousétudions des stragies de routage sur le m@d que nous avons profosi-dessus.
Wait Dans la stragie de routage Wait, le noeud souscattend de rencontrer la destination
d pour lui transérer le message. La nature exponentielle des processus d’intertsautaguit
pour Wait au temps moyen de livraison suivant:

E[Dg] = 1/Xsa (B.2)

MED La straégie Minimum Expected Delay (kD) aéte introduite par Jain et al. [23]. Elle
effectue un routagea la source enéfinissant le chemin que le message doit suivre en partant
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de la source pour aller vers la destinatioh La liste des relais fournie leéthi minimum de
bout-en-bout espé. Le temps de livraison egg est alors éfini par:

E[D?:fl,rg,‘..,rn_l,d] = 1/)‘87“1 + 1/)‘7"17‘2 + "']‘/)\Tn—ld (B.3)

Trouver le chemin optimal consistecalculer le plus court chemin entseet d dans un
graphe valé sur chacun des lierfs,j) parl/\;;. L'algorithme de Dijkstra peugtre utilise.

Spray and Wait La straggie Spray and Wait at introduite par Grossglauser et Tse [28].
Elle consiste en deugtapes. D’'abord, le noeud source utilise le premier noeud re&contr
comme relais vers la destination. Ensuite, le noeud relais choisi attend datrenda desti-
nation pour lui transmettre le message. Ici nétigdions le castoun seul relais est utiles on
appelle ce scdma de routage 1-SW.

Apres simplification, orétablit que dans ureseau comp@sden noeuds, 1-SWélivre les
messages entre une soukoet une destinatiord en un temps moyen doarpar:

AST
(L4 2t rtd 35)
Zr;ﬁs )\57”

E[D™) = (B.4)
Optimum Spray and Wait Nous cefinissons une variation de 1-SW apgpell-SW. Au lieu

de diffuser les messages vers le premier noeud rerigdatsource choisie un relais dans un
sous-ensemble de noeulls Cette variante interadiaire est nomée 1-SWE. On cefinit alors
1-SW* comme la stratgie 1-SWF* utilisant le sous-ensemble minimisantE[Di;sz]. Le
temps espré de livraison des messages est alors:

AS’F
(1 + ZT‘ER /\'rd)
ZTGR ST

E[DL*w") = (B.5)

La version multi-sauts, appeg STV *, que nous avons introduite dans cettesth est une
version ecursive dd — SW. Elle donne un dlai optimal lorsque les temps d'inter-contacts
pour chaque paire suivent une distribution exponentielle. Par mangqul&ade nous ne&taillons
cette algorithme dans césung.

B.1.3 Comparaison des routages

Cette sectiorétudie les performances des @iénts algorithmes en gsence d’BErogereité
dans les distributions des temps d'inter-contacts.

Nous avons effectudes simulations sur les da@es de Dartmouth poutudier le com-
portement des divers algorithmes de routage: Wait et 1e8\mt des strapies dites riges, et,
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1-SWr et MED prenant en compte l&terogergite des temps d’inter-contacts. Nous montrons
également lesasultats pousSW™* et pour le routagépicemique. Nous avonsegéré du trafic
entre100 différentes paires de noeuds et ré&des interactions des35 noeuds pesents dans
les donrees.

delivery |M. delay|Th. delay| Overhead
ratio (days) | (days) (trans.)
Wait 8.6+1.0| 7.2+4.4 | 11.943.1 25.813.1
1-SW |57.4420|14.011.6 - 427 .8+15.3
1-SW* |61.4+1.1/10.0+0.9| 8.4106 | 416.8+123
MED |34.2+1.2{15.2+15| 1.0+0.1 724.8+20.4
SW* 1824114 43203 | 1.4+01 | 1993.6+793.4

Epidemic|99.0+0.5| 0.9+0.0 - 123851+36s87.5

Table B.2: Resultats de simulation avec les déess de Dartmouth.

Le tableau B.2 montre legsultats de simulation. Il psente quatre indicateurs de perfor-
mances: (1) le taux de livraison, (2) |éldi médian, (3) le élai theorique dans le cas ou les
inter-contacts suivaient tous un processus exponentiel et (4) le naoothie de transmissions
ayantété recessaires. Nous pouvons voir que les sgias prenant en compte &terocgreité
montrent des performances bien meilleuaelles des stragies naves.

B.1.4 Conclusion

Dans cetteétude, nous avons mis é@vidence ['teterocggréite des distributions des temps
inter-contacts sur des doees empiriques. Nous avons propas moele simple permettant
d’intégrer celle-ci puis nous avosudie analytiquement pour quelques stgies de routage
leur performances en terme delais de livraison. Enfin, nous avons mé@néau travers de sim-
ulations que les stragies prenant en compte &ferogeréité sont plus efficaces que les autres.

B.2 Routage DTN bag sur les habitudes de mobilié des noeuds

Comme nous venons de le voir, dans les DTNSs le routage n’est pas trivilenpaobBme peut
se simplifier lorsque les noeudsegentent quelqueggulariés dans leurs contacts ou dans les
localisations qu'ils visitent. Nous proposons ici un formalisraéeggique pour le routage dans
les DTNs utilisant un espace Euclidien consteuftartir de caraéristiques leesa la mobilie
des noeuds.
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B.2.1 Le concept de MobySpace

Deux personnes ayant des habitudes de mélslinilaires ont une grande chance de se ren-
contrer et donc de pouvoir communiquer de neamiad hoc. Bassur ce principe, nous avons
propo£ [9] d'utiliser le formalisme d'un espace virtuel Euclidien, agddbbySpacecomme
outil pour aider les noeudsprendre les&ktisions de routage. L'espace virtuel est construit en
fonction des habitudes de mobditonsi@rées et la position des noeuds dans cet espace cor-
responda leurs habitudes. Cette position est app®lobyPoint Le routage s’effectue alors
dans I'espace virtuel en se rapprochant de noeud en noeud, @fodes rencontres, de la
position du noeud destination. De marg intuitive, on rapproche un message de sa destina-
tion en passant successivement par des noeuds ayant des hadhénadesili€ de plus en plus
similairesa celle-ci. Remarquons que cettétimode n’est pas un routageagraphique.

Les habitudes de mobilitpeuvenétre ckfinies de plusieurs facons. Elles regentent de
mankre syntltique des informations sur la mobditles noeuds ou les interactions qu'ils ont
avec leur environnement. Par exemple, les habitudes de naopditventétre la féquence
des contacts que les noeuds ont eu avec les autres aeglzefice des divers endroits qu'ils
visitent. Ces informations deéquences ont patre obser&es directement par les noeuds et
doiventétre alors partagps avec les autres, ou elles ontghe Ecugerées aups d’'une enté
externe ealisant des observations sur la mobililes noeuds.

Formellement, cons&onsU I'ensemble des noeuds £t'ensemble des dimensions. Le
MobyPoint d'un noeud: € U est un point dans un espaae: dimensions, 0 n = |L|.
Consiceronsmy, = (cy,, ..., ¢n,,) le MobyPoint du noeud. La distance entre deux MobyPoints
est alors ndted(m;,m;).

A chaque instant, le noeudk pos&de un ensemble de voisins auquel il est directement
conneck, que nous nommondy(t) C U. W' (t) = Wy (t) U {k} est le voisinage augment
contenank. Le routage MobySpace consiste soithoisir I'un des voisins pour lui transmettre
le message, scitgarder le message. La fonction de routage, &gpehoisit le voisin ayant les
habitudes de mobikt les plus proches de la destinatiorLa décision pour le noeu#l devant
transmettre un messagealestination dé est prise en appliquant la fonctigh

FW,(1).b) =
bif b C Wi(t), else

(B.6)
1€ W,j(t) : d(miamb) = minjewlj‘(t) d(mj>mb)
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Le choix de la fonction! mesurant la distance entre deux MobyPoints est important. Nous
avons principalement utilésla distance euclidienne.

B.2.2 MobySpace bas sur les frequences de visite

Dans nos travaux, nous avoegalle un MobySpace bassur la fequence de visite des noeuds
par rapport aux diverses localisations de I'environnement. Sur ut&re [eriode, chaque
noeud passe une proportion de son temps (potamnulle)a chacune des localisations de
I'espace. L'ensemble de ces proportions constitue I'habitude de néodhilin noeud et &crit
son MobyPoint dans un espace de dimensionSi I'on consicre les fequences de visite
comme une bonne estimation des probdslifutures, la coordo®e d’'un noeud sur I'axe
est sa probabil@ de visiter la localisatiok. Tous les MobyPoints dans un MobySpace donn
sont alors regrougs dans un hyper-plan, nous avons alors:

n

for any pointm; = (c1,, ..., cn,), Y cr, =1 (B.7)
k=1

Desétudesecentes sur la mobiétd'étudiants sur un campus [52, 48] ou d’em@sen en-
treprise [88]&quiges de PDAs ou d’ordinateurs portables ont meegrdesésultats similaires:
de nombreux comportements sont distében loi de puissance. En particulier, laduence
de visite des diffrents endroits: les personnes visiteasthitquemment peu de localisations
alors qu'ils fiequentent beaucoup de localisations assez rarement. Hendersoroet ab-
senés [48] queb0% des personnestudiees ont pa€s62% de leur temps un seul endroit et
gue cette proportion du tempécetdt en loi de puissance pour les autres localisations.

B.2.3 Evaluation

Nous avonsvalle le routage bassur MobySpace avec les d@as de mobilé collecées
dans le eseau d’'aces Wi-fi de I'Universié de Dartmouth. Ceéseau comportg50 points
d’acees plaés aux diferents endroits de I'universifsalles de cours Atiments administratifs,
bibliotheque, terrains de sport et logemeatsdiants). Environ$3000 cartes sans-fil se sont
conneckes entr@001 et2004. La plupart des utilisateurs sont detsidiantquiges de PDA ou
d’ordinateurs portables (obligatoires pour suivre la scdarlta figure B.1 montre &volution
du nombre d’utilisateurs par jourésents dans l&seau.

Dans notreéetude, chaque point d’aés repesente une localisation. Nous avons fait I'hy i
gue deux noeuds peuvent communiquer en mode ad hoc avec une etad#ccourte poée,
du type Bluetooth par exemple, si ils sont atieelau nBme moment au &me point d’aces.
Cette hypotkse n’est pas foemnent galiste dans la mesureid’'on risque de deer des op-
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Figure B.1: Nombre d'utilisateurs par jour (du ler septembre 2003 auibe2(04).

portuniés de communication artificielles. Cependant, il s'agit de I'approximation lasrus
ple que nous pouvons mettre en oeuvre. Jusquésent, tes peu de traces largeéchelle
sont disponibles publiguement pour deérsarios DTN. Nous egpons vivement que d’autres
traces soient colleees rapidement et que nous pourrons alors tester MobySpace ¢elles-c

Nous avons rejoeiles traces de mobilitcaptuées entre le 26 janvier 2004 et le 11 mars
2004. Cette priode correspondaatla periode d’activié scolaire entre réd et les vacances de
printemps. Ces dor@es brutes contiennef$45 noeuds actifs ayant vigis536 localisations.
Nous montrons lesésultats de simulationgali®es en rejouant uniguement la mokildes
utilisateursétant pésent tous les jours dans les déas.

Nous avons compére routage MobySpace avec les algorithmes suivants:

¢ Routageepidemique Epidemiq: Ce routage &t introduit par Vahdat and Becker [25].
Chaque fois que deux noeuds se rencontrent, @ishgingent les messages que, respec-
tivement, ils n'ont pas encore. Ce &rha de routage produit le&thi minimum, il est
alors utilie comme borne igfrieure. Cependant il consomieornément de ressources
réseaux et @moires, et n'est donc pas, le plus souvetaliste.

¢ Routage opportunist&pportunisti¢: Un noeud attend de rencontrer la destination pour
lui trans®rer le message. Il s’agit du routage le plus basique etésepte le cas exdme
oppo® au routagépicemique.

Du fait de la difficule a simuler la mobili¢ de la totalié des noeuds psents dans les
donrées, nous avorichantilloni@ des noeuds eéali€ plusieurs &ries de simulations. Dans
chaque érie de simulations, la mobiétde300 noeuds est rejae et100 d'entre eux sont
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consicerés actifs. Chaque noeud acéfablit verss autres noeuds une connexion consistant en
I'envoi d’'un message. Lesultats des diffrentes &ries de simulations sont alors moyésn
et un intervalle de confian@90% est fourni en utilisant la loi de Student.

delivery ratio delay
(%) (days)
Epidemic 97,8410 33,1404
Opportunistic 10,4 41,4 19,6410
MobySpace 46,6+1,1 20,212,0

Table B.3: Resultats de simulations.

Le tableau B.3 montre leg€sultats de simulations. Epidemic liv#&,8% des messages en
un cklai de3,1 jours. A I'oppo%, Opportunistic ne &@ivre quel0,4% des messages 8,6
jours. MobySpace se situe au milieu en terme de livraison avec un taléGje et acleve un
délai moyen de20,2 jours. Epidemic atteint ce fort taux de livraison en prenant avantage de
toutes les opporturés de contact.

Les performances d’un routage simple-copiegas MobySpace sont bonnes en terme de
taux de livraison mais peuveétre angliorées en utilisant plusieurs copies.

B.2.4 Strategies multi-copies

Nous montrons ici lesésultats de Btude que nous avongali€ autour de I'utilisation de
MobySpace pour des semas de routage multi-copies, c'@stlire des sddmas dans lesquels
plusieurs copies des messages circulent da@sésau en #me temps. Les routages MobySpace
gue nous avonstudies s’inspirent des séimas de bases suivants:

e Spray and WaitA moins de rencontrer en premier la destination d’un message, la source
transmet une copie de celui-ci auX premiers noeuds rencoai. Ces noeuds relais
transmettent alors le messagta destination si ils la rencontrent.

e TTL based La source utilise le routage Epidemic mais utilise un temps de vie des mes-
sages (TTLEgalaT pour uniguement atteindre les relais g8glau plusa T sauts.

¢ Probabilistic flooding La source inonde leéseau avec un sema du type Epidemic.
Cependant, chaque relais transmet seulement une copi&/ guremiers noeuds ren-
contiés avec une probabitP. Lorsgu’un noeud ne doit rien retransmettre, il agit
comme un relais passif comme dans Spray and Wait.

La figure B.2 montre le compromis entre la proportion des messagesétiored et le
surcait pour chaque classe de protocoles que nous adealseés. Nous ne pouvons entrer
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Figure B.2: Compromis entre la livraison et le suito

dans le @tail de toutes les stiagies testes et essayons juste ici de donner &ssiltats impor-
tants. Nous pouvons voir que cette courbe a une forme concave, alémtpdrtie en haui
gauche avec Opportunisticla partie en baa droite avec Epidemic. Puisque notre but est de
minimisera la fois le surbut et le nombre de messages n@fivdés, cette courbe montre que
les solutions baes sur MobySpaces, comme MFlooding qui est dans le creux de laegourb
tendenta atteindre nos objectifs. MFlooding est une modification d’Epidemic, les messa
sont diffugsépidemiquement mais uniguement aux noeuds nous rapprochant de la destination
dans le MobySpace.

Ces Bsultats montrent que MobySpace peut facilengédre utili$ pour des s@mas de
routage multi-copies et que les solutions reposant sur celui-ci ont deebgrerformances en
terme de surdit et de taux de livraison.

B.2.5 Conclusion

La contribution principale de ce travail est I'introduction d’'un formalisnéeggique pour le
routage dans les DTNs utilisant un espace virtuel euclidien, apgpebySpace, construit pour
manipuler les habitudes de mol#lities noeuds. Nous avons méngin rejouant en simulation
des traces de mobittreelles que MobySpace peétre utili pour @finir des sckmas de
routage performants. Nous avogtsidié des scemas simple-copie et multi-copies.
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B.3 Distribution de contenu en environnement urbain

Ce travail repesente notre derdie contribution. Il concernedtude de la faisabil d'un
syséme de distribution de contenu (journaux quotidiens, publicit) dans un environnement
urbaina l'aide de bornes sans-fil. Nous avogsli€ une exgrience avec les capteurs Intel
iMotes dans la ville de Cambridge, GB, afiretlidier comment une population cible compes
d’étudiants pouvait recevoir du contenu des bornes fixes.

B.3.1 Expérience

Pour l'étude de difrentes str&gies de distribution de contenu, nous av@adig une exprience
afin d’enregistrer les contacts entre une population cible d'utilisateurs raddtildiferentes
localisations fixes. Cette egpgence &te réali€e en utilisant les capteurs Intel iMotes com-
pos$s d’'une némoire, d'un processeur et d'une interface Bluetooth. Ceux-cigestrent
regulierement les autresépphériques Bluetooth qu’ils rencontrent, c'estdire les autres
iMotes et les appareils (e.géléphones) ayant le Bluetooth aé&ivNous avons donc distribu
des iMotesa desétudiants de l'universit de Cambridge et pléades capteurs fixesdes en-
droits frequengés de Cambridge (supermaésh pubs, centre commerciaux, ...). La figure B.3
montre la position des capteurs fixes dans la ville.
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Figure B.3: Position des iMotes fixes.

Les capteurs iMotes sonderénodiquement le voisinage. Nous avons eétioette griode
pour les diferents types de captew® et6 minutes pour les fixes é0) minutes pour les mo-
biles afin qu’ils aient une dée de vie d& semaines. Les capteurs mobiles ettconditioni@s
dans de petites boites et @# munis d’une pile d’appareil photo, de sorte qu’ils puissent rester
sans @ne dans les poches dasidiants en permanence. Les iMotes fixes, ayant un condition-
nement plus gros, orité équipees de batteries ayant une capgabieaucoup plus importante.
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L'expérience a officiellement&marée le vendredi 28 octobre 20659:55:32 (GMT) et s’est
arretee le mercredi 21&tembre 2004 13:00 (GMT).

B.3.2 Traces collectes

La figure B.4 montre pour les défents types de capteurspdoyes (les mobiles @fixes par M,
les fixes pefixés par F), leurs prog@iés et quelques statistiques concernant les @esiqu’ils
ont collecés. Nous avongcugeré 36 iMotes mobiles el8 iMotes fixes. Les temps de vie ont
et en moyenne s@pieursa 10 jours, sauf poug iMotes de type FLR-2, pl@&esa des endroits
trés populaires, qui ont satuteur némoire tés rapidement. Ce tableau monégalement le
nombre total de contacts, le nombre de contactsimliésnes(ayant eut lieu entre des iMotes)
et le nombre de contacts digternegentre une iMote et ungriphérique Bluetooth inconnu).
Nous pouvons voir gu'il y a eut beaucoup d'interactiort§)14 au total, entre leétudiants. Les
iMotes, tous types confondus, ont rencéstune grande quaréite griphériques Bluetooth
exterieurs. Enfin, nous n'avons pas obgenn grand nombre d’interactions entre les iMotes
fixes et mobiles.

MSR-10 | FSR-10 | FSR-6 FLR-2
Nb motes 36 12 2 4
Lifetime | 10.7+0s | 11.0x06 | 14.5+05 | 15.7+s8.3
(days)
Contacts 19014 8270 1082 11119
Int. co. 8545 38 91 102
Ext. co. 10469 8232 991 11017

Table B.4: Statistiques globales.

La figure B.4 montre Bvolution du nombre de contacts par jour entre les iMotes mobiles.
Nous pouvons voir que les contacts suivent un rythme hebdomadaimyig®, 3 et9, 10 étant
des samedis et des dimanches. Cette observation est naturelle puisguditg$taient dans
le méme programma l'universié.

Un des buts de I'exgrienceétant de collecter des contacts entre les iMotes fixes et mo-
biles, la figure B.5 montre le nombre de contacts avec les iMotes mobiles pajurechiMote
fixe. Nous pouvons voir que les interactions n’ont pssnombreuses. Ceci esirement d
au fait que lestudiants rétaient pas au courants de I'emplacement des points&badces
deux iMotes fixes ayant eu le plus grand nombre de contacts corresgenia eception du
laboratoire d'informatique de I'univergéitde Cambridge et au superma&dk plus populaire
de la ville.

Concernant les contacts ayate obseres avec les @riphériques Bluetooth ektieurs,
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Figure B.4: Nombre de contacts par jour entre les iMotes mobiles.
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Figure B.5: Nombre contacts avec des iMotes mobiles pour les iMotes fixes.

nous avons utilié la base de do@es OUI (Organizationally Unique Identifiersye I'EEE

afin d’étudier les fabriquants. Le camembert B.6 montre leurasgrtation pour 1€87% des
préfixes que nous avonésolus. Nous pouvons voir que les principaux acteurs corresponden
a des fabriquants de néatel tel que desaiéphones ou ordinateurs portables. Ceci montre que
nous pouvons congider les @riphériques exérieurs comme des individus mobiles.

B.3.3 Seénario etudié

A l'aide des donges recueillies, nous avons ptudier un senario dans lequel un journal est
distriblé a partir de 7 heures tous les matins via les bornes fixes Bluetooth ésmpér les
iMotes fixes). Notre population cible,@gsunée ineresge par le journal, est repsenée par les
étudiants transportant dans leur poche les iMotes mobiles. Le but dérariscest cdtudier
les differentes strégies de distribution. Nous avons regolu jours de dongées, du lundi au

http://standards.ieee.org/regauth/oui/
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vendredi et avons fait I'hnypo#tse que lorsque les noeuds mobiles ésuerés une copie du
journal, il la conserve jusqu’au lendemain matin 7 heures. Nous avonsssiesustragies de
distribution suivantes:

e Egdste Les noeuds passaatco€ des bornesecugerent une copie du journal mais ne
la retransmettent pas aux autres noeuds mobiles.

e Communautaire Les noeudsé&cuperent le contenu en passangprdes bornes et ont
la possibilie de le partager avec les autres noeuds de la comn&ufiaalt les autres
étudiants).

e CollaborationétendueEn plus d'utiliser la straigie communautaire, ce mode de distri-
bution utilise des @riphériques exérieurs dans le processus de partage. Dans ce cadre,
des politiques incitant les gemspartager le contenu doiveatre mises en place mais
n‘ont paséte abor@es dans nos travaux.

Afin de mesurer les performances desétifintes approches, nous avons wiles nétriques
suivantes:

e Delivery ratia le pourcentage d'utilisateurs (I&sudiants) satisfaits, c’estdire ayant
recu une copie du journal avahtheures le lendemain.

e Average delayLe temps moyen de livraison du journal.
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e Efficiency Le nombre de messages transmis par copl@ée du journal.

Delivery | Delay
Selfish 20,5 7,47

Collectivist 90,2 5,29

All external 97,1 4,10

Table B.5: Fesultats de simulation.

La figure B.5 pesente lesésultats de simulation. La preéme chose que I'on peut ob-
server est que la stidie Egd‘ste ne permet d’atteindre qu’un taux de satisfactio?@&%.
Cela semble naturel dans la mesuteilon’y a pas eu beaucoup de contacts entre les iMotes
fixes et mobiles. Nous observons, une nett&lasmation lorsque le€tudiants partagent les
copies gu'ils ecugerent dans le mode communautaire a98% de satisfaction. En par-
allele, nous pouvons remarquer que le mode communautaire permet de leaig$airmoyen
de livraison der,47 heuresa 5,29 heures. Le mode de collaboratiétendue impliquant tous
les periphériques dans le processus de partage permet d’atteifidrg de statisfaction.

B.3.4 Conclusion

Nous avons prop@sdans ce travail une e&pgence avec des iMotes permettaitilide d’'un
scenario de distribution de contenwéidit. Nous avons pu montrer qu’une ségie bage sur
un partage communautaire permet d’atteindre de bonnes performancesadeas colleées
sont cesormais accessibles sur le site CRAWDAD pour d’autres recherches.
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Appendix

Conclusion

E domaine desaseaux td@rants aux dlais (DTN) a eellemenemerg ces deux derares
L anrees afin de fournir des @anismes permettantédeéndre I'architecture de I'Internet
actuel. Les &seaux aboibs par ce domaine ont en commun le fait que leur conndribst
perturtee ou que le niveau d&terogereité est tel que les protocoles usuels de I'Internet ne
fonctionnent plus.

Cette these repesente nos contributions pour les DTNs. Nous avéafi€ desetudes sur:

e La caracérisation des interactions entre les noeul¥seux comprendre les interactions
entre les noeuds DTN permet de proposer desérsals de routage efficaces. Dans ce but,
nous avons prop@sune moélisation iredite inégrant I'teterocgeréité des interactions
entre les paires de noeudgpartir d'observations de doees eelles.

e Routage et distribution de conteriNous avons prop@sdivers scemas de routage. Les
deux premiers chapitres ont propssies routages lassur la connaissance d’informations
concernant I'historique de la mobaitdes noeuds. Dans le dernier chapitre nous avons
étudié une solution de distribution de contenu en environnement urbain.

e Collecte de traced_es moales de mobilié dans les DTNé&tant encore pealistes, des
efforts ont besoin d@tre conduits pour collecter des traces en conditiéesiags. Nous
avons contribé a cet effort avec I'exprience que nous avonsaliea Cambridge.

Nous pensons que nos contributions ont un for@ttpour la communa&tDTN. Nous
nous sommes positioBs parmi les @curseurs dans I'utilisation de traces d’interactic@ales.
Nous avons prop@setévalle des stratgies de routage sur ces traces et nous avons activement
participé a I'effort de collection.



Les perspectives de travail permettaréitédhdre ces recherches sont nombreuses i d
du peu de traces disponibles publiquement, les propositions de routag&exfans cette
thése peuvenétre évallees sur d'autres doges comme celles du projet Reality Mining du
MIT [90] ou celles du projet DieselNet [67] de UMass. Par ailleursutiesétudes ana-
lytiqgues doiventétre meges afin de prolonger I'effort de con@drension de la mobifit des
noeuds DTN et de proposer des retesb plus galistes inkgrant d’autres facteurs. De nouvelles
solutions de routage peuveérgalemenétre propoées et compé@es avec celles existantes dans
la littérature. Enfin, d’autres egpences peuver@tre meges afin de collecter des traces utiles
ala communa@t
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