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CHAPTER 1

Introduction

The objective of this thesis is to study theliscrete Painlevé Equa-
tions. Two of the remarkable aspects of the Painlevé equationdbavibur
main interests, namely the determinant form of their specbutions and
the associated linear problems.Using results from theimaoas Painlevé
equations as an analogue, we study gkdiscrete Painlevé equations, in
particular their special solutions via their associateedr problems in a
g-discrete setting. We introduce the Painlevé Equationsthedliscrete
analogue of the Painlevé equations; give the motivatiortHisr work and
state the main results. The structure of the thesis is @atlat the end of
this chapter.

1.1. Why the Painlevé equations?

The six Painlevé equations (denoted PI-PVI) were first disced a lit-
tle over one hundred years ago by Painle§#,| Gambier R3] and Fuchs
[20] in the quest of finding and classifying all second-orderimmady differ-
ential equations (ODESs) whose solutions can be globallyicoed in the
complex plane.

Second-order differential equations are particularlgvaht in the study
of physics. Classical Special Functions which are definett@salutions
of second-order differential equations (DES) appear tinout the history
of physics. From the governing equations of classical maickaNewton’s
laws of motion, fluid dynamics, optics; to special relagyiquantum me-
chanics and statistical mechanics. As the models in physgre getting
more and more sophisticated, the governing equations ashéohsolve at
the end became more and more complicated. The question beediner:
can these second-order DEs be solved at all, hence the nsad®isidered
any “good”, therefore an Integrable model? Ultimately, veed to be able

1



2 1. INTRODUCTION

to make predictions from the theory to compare with obsermatfrom ex-
periments.

Painlevé and the mathematicians of his time looked to dlasscond-
order ODEs by their singularity structure. An ODE is said twéd the
Painlevé property if none of its solutions have any movabiguarities
around which the solutions are multi-valued, in which casesay it is in-
tegrable. In finding all second-order ODEs of the type

y , , d
y'=F(ty.y), =2
that have this property, fifty canonical types (up to a Méliaasformation)
of equations were found, six of which had never been seerrdaefichese
six equationslefinenew special functions, in the same sense that equation

y' = —ty (1.1)

known as the Airy equation, together with an initial cormlitidefines the
Airy function Ai(t).

The solutions of the six Painlevé equations are calledtirlevé tran-
scendents They have been found to naturally arise in many domains of
physics: statistical mechanics mode&{]] random matrix theory 19,
quantum gravity 31], quantum field theoryl6], non-linear optics26] and
general relativity $3] to name just a few.

The Painlevé equations are also known to relate to impoptmial dif-
ferential equations (PDEsB]. In fact, a primary reason for the intense
interest and activity in the the area over the last 30 yeadlsiésto the fact
that Painlevé equations can be obtained by similarity réoluérom impor-
tant, completely integrable PDEs such as the nonlineard8atger equa-
tion [11], Boussinesq equatiorlp], Kadomstev-Petviashvilli (KP) equa-
tion, sine-Gordon equatiorb{], Korteweg-de Vries (KdV) equationlp]
and the modified Korteweg-de Vries (mKdV) equatid&@Y]] These inte-
grable PDEs are the governing equations of numerous impgotaysical
systems and can all be solved by the inverse scatteringforamgIST).
IST is a technique developed by Gardner et a4],[ Zakharov and Shabat

Iwhile Airy equation does not usually have the minus sign orritjiet, we chose to
use this convention in our work for convenience.
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[77] and Ablowitz et al. P] in the 1960s for solving integrable non-linear
PDEs via their associated linear problems. For a recentwewi the IST
technique, sedl].

Having the Painlevé property, or equivalently being inddxdge, means
that the equation possesses many beautiful propertiehwhit be used to
study its solutions. In this work, we concern ourselves witb of these
characteristics, namely the special solutions and thecaged linear prob-
lems of the Painlevé equations.

1.2. Special solutions of the Painlevé equations

As stated before, the general solutions (i.e. the Painlaréstendents)
of the Painlevé equations cannot be expressed in terms dbfahg clas-
sical special functions. However, for special values ofgheameters, the
Painlevé equations can admit special solutions of ratiandl hypergeo-
metric type B, 60, 3Q. In particular, PII-PVI admit hypergeometric type
special solutions of Airy, Bessel, Parabolic cylinder, W&k#r and Gauss
hypergeometric type respectively. The rational type spesolutions are
related to the so called "special polynomials”, in partiguMablonskii-
Vorobiev polynomials for P11 T5, 76, Okamoto polynomials for P1VG0|
and Umemura polynomials for PlII, PV and P\2F]. Pl does not have any
special solutions as it does not contain any parameters.

More recently, these special polynomials were found to lpressible
as determinants whose matrix entries are classical orttadgmlynomials
such as Laguerre and Hermite polynomid&9,[15, 45, 43, 4b

In this thesis we will use the second Painlevé equation (Pliljustrate
the various characteristics of the Painlevé equatioR$ has one parameter
in its equation,

f"=2f34+tf —a. (1.2)

Let us denote the solution of equation (1.2) with parametes
f(t) = fa(®).

2See Appendix A for the list of all the six Painlevé equations.
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Example 1.2.1.The simplest rational type special solution for PIl occurs
whena = 0. It is easy to check that

fo(t) = 0. (1.3)

Example 1.2.2.The simplest hypergeometric type special solution occurs
whena = % In this case PII reduces to a Riccati equation

f=-f-2 (1.4)

which can be linearized using the standard transformq‘t%o& “; In this
caseu(t) satisfies the Airy type equation

" t

u = —§U,
hence .
_A@27st)

whereA(2*%t) is a solution of the Airy equation (1.1) with respect to the
variable2-s¢.

1.2.1. Béacklund transformation , special solution hierarcles and de-

terminantal forms. The Painlevé equations possess what are called the

Backlund transformations, which is another one of the niaperties of

the Painlevé equations. The Backlund transformation elatsolution of

the Painlevé equation for a particular value of the parametanother so-

lution for a different value of the parameter.

The Backlund transformation for PII (1.2), is
fonlt) = ~fo = 7

Equation (1.6) relates the solutigp,(¢) of PIl equation for when the pa-

rameter isa + 1, to f,(¢) and its derivative. A hierarchy of rational type

special solutiong(t), for when the parameter = &, k is an integer, can

be generated from the simplest rational type special soluti

by successively applying the Backlund transformation (T.eese special
solutions were first obtained by Airaul]] Here is a few examples of some

(1.6)
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rational hierarchy of special solutions of PII are:

fo(t) =0,

A = 1
2(—2+1%)

() = t(4+13) 7

3t%(160 + 8t* + t°)
(4 + 3)(—80 + 203 + t6)

f3(t) =

Notice that the numerator and denominatorfpft) can be factorized in
terms of some special polynomial. These polynomials ated#ie Yablonskii-
\orobiev polynomials T5, 7. However, there is a more concise way of
writing these special polynomials hence expressfp@) in the form of
determinants whose entries are well-known orthogonalmmtyals. De-
terminantal expressions of the special solutions of thel®&t equations
were first derived by Flaschka and Newell for the specialtgmis of PlI
equation. In the case of PlII, the polynomials are of Laguie [19].

Theorem 1.2.3.[18]
PIl admits rational type special solutiorigt) whena = k, kK =0,1,2, ...

. d Tk(t)
dt kal(t) ’

wherer; () is a polynomial of degrek(k+1)/2 in t and can be represented
as the determinant of/ax k matrix

T Thta Tok—1

Tio Tk Top—3
T(t) = .

Twis Torrs ... T

HereT}(t) denotes the Laguerre type polynomial of degtee ¢, with the
generating function

- 4
Z Ty (t)z" = exp (z§x3 + itm) , (1.7)

k=0
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and recurrence type relations

KTy = 4Ty s+ itTh_,

dT;,
— = T
dt 1lg 1,
andT7}, = 0,k < 0. A few examples of/},
12 43 i3
To=1 Ti=ut,Th=——, 6 T3 = — — —.
0 , 41 w, Lo 5 3 3 6

Similarly, a hierarchy of hypergeometric type solutionsvignena is a
half integer,a = 2’“2—“ k =0,1,2,..., can be generated from the simplest
hypergeometric type special solution for whies- 0

A2 st)
fi(t) = %
2 A(273t)
by successively applying the Backlund transformation . Tyygehgeomet-
ric type solutiong‘k%(t) can also be expressed in the determinantal form.

Theorem 1.2.4.[18]
PIl admits hypergeometric type solutioﬁaé(t) fora =252k =0,1,2, ...
with
o d Tk(t)
fk—l—% (t) - E In Tk;—l(t) )
wherery(t) is expressed as the determinant of a matrix of Airy type fionct
and derivatives of Airy type functioﬁ(Q—%t),

A da . Ly
LA LA A
where 1
d2AC(;2—3t) :—%A(Qét).

Determinantal expressions for the special solutions dPtirlevé equa-
tions have since been derived from different perspectaigebraical or ge-
ometrical) by Okamoto and Kajiwara et al. sé&®|[and [45, 43, 46 for
example.
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1.3. The2 x 2 associated linear problems of the Painlevé equations

Associated linear problems (also known as Liax pair or theiso-
monodromy deformation problem) of the Painlevé equations can be ob-
tained in two ways. The first is by deformation of x 2 linear differential
system also is referred to as the spectral problem that pesséhe mon-
odromy data of the original linear system, termed the isovodoomy de-
formation. Fuchs21], Jimbo and Miwa 86] have found that the Painlevé
equations arise as the compatibility condition of the gpétihear system
and the deformation equation when the deformation is mamyipreserv-
ing.

As we have stated earlier that the Painlevé equations atedeio some
completely integrable PDEs by similarity reduction. Thé¥BEs each
come with a Lax pair which is seen as an indication of theiegnability.
Another way to obtain a Lax pair for the Painlevé equationyipéerform-
ing similarity reduction on the Lax pair of the Integrable B0 which the
Painlevé equation in question is related. For example, wittcand Segur
[4] have found that PIl can be obtained from the mKdV equatiosibylar-
ity reduction. The Lax pair for Pll was then derived by simtkareduction
of the Lax pair of mKdV equation. The special case of PIIl asd.ax pair
studied in L8] was derived by Newellg6] from similarity reduction of a
integrable PDE and its Lax pair.

In their 1980 paperl8], Flaschka and Newell have developed an analyt-
ical technique for studying the Painlevé equations via#esociated linear
problems. The technique is based on2he 2 associated linear systems of
Pll and a special case of PIII.

Flaschka and Newell’s approach led to many classes of dpebidions
of PIl and PIIl, some of which were previously known, foundibyestigat-
ing the non-linear equations themselves rather than theciassd linear
problems. What is appealing about their technique is thatpiloeng the
connection between the Painlevé equation and its assddiatsar prob-
lems, the determinantal structure of the hierarchies ofigpsolutions of
the Painlevé equation emerge naturally out of this approdttis is true
for both rational and hypergeometric type special solio&tudying the
Painlevé equations via their associated linear problemsoagh was also
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employed by Dubrovin and Mazzocd7], who have studied the special
solutions of PVI via its associated linear problems from argetrical per-
spective.

1.4. Discrete Painlevé equations

Due to recent interests in discrete problems in mathematidgphysics,
discrete or difference equations have taken a prominengeptathe math-
ematical physics community. Although the general anadytibeory for
discrete equations has been stated long ago along withahdifferential
equations by the Birkhoff schoolfl, 9, the development of discrete equa-
tions has lagged behind that of differential equations.hWfe progress in
discrete analogues of the classical special functions asicliscrete orthog-
onal polynomials $1], and discrete/basic hypergeometric type functions
[25], it was clear that the discrete Painlevé equations shalilol¥. In fact,
the first appearance of the discrete Painlevé equations a8 discrete
analogue of PI (d-PI) from the study of orthogonal polyndsj@0]. More
recently, examples of the discrete analogues of the P& mquations have
been found in the context of physics. Another discrete ans®f PF° was
discovered in the study of the partition function in a 2D mafequantum
gravity [13, 39. Soon after, a discrete analogue of Pl (d-PIl) was derived
both in a physics contex6p], and from a similarity reduction of discrete
analogue of the mKdV equatiob§].

Discrete analogues of PlII-PV were found using the singiylaonfine-
ment techniqued4]. The form of the discrete analogue of PVI remained
elusive until Jimbo and Sakai (199637 derived theg-discrete analogue
of PVI (¢-PVI) by formulating the iso-monodromy deformation prahlen
a g-discrete setting. Since then, a variety of different fowh¢he discrete
analogues of the Painlevé equations have been derived hairdptoper-
ties have been studied via different perspectia}. [In 2001, Sakai 8]
classified all possible types of the discrete Painlevé eousmby means of
geometry of rational surfaces.

3Discrete equations are named according to what differleetjizations they become in
the continuum limit, however many distinct discrete equadican have the same differen-
tial equation in the continuum limit, hence are referredytdie same name unfortunately.
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1.5. Special solutions of the discrete Painlevé equations

Although more fundamental than the differential equatjdins discrete
Painlevé equations are found to possess many of the bdaurifperties
of their differential counterparts, such as admitting sglesolutions of ra-
tional and hypergeometric type. Like the Painlevé equati@part from
discrete analogue of PI (d-P1), discrete PlI-PVI admit b&sipergeometric
type special solutions which are the discrete analoguesrgf{ 3], Bessel
[27], parabolic cylinder T1], confluent hypergeometri@p], and the Gauss
hypergeometric functions3[], respectively. We demonstrate this by using
ag-discrete analogue of Pl{PII)

az?(g(x) +2?)
g9(x)(g(z) — 1)
as an example. This equation has one paranaeteet o = X% and denote
the solution of equation (1.8) as(x).

g9(z/N)g(Ar) = (1.8)

Example 1.5.1.Equation (1.8) admits the simplest rational type special
solution fork =0, =1

go(x) = —iz. (1.9)

Example 1.5.2.Equation (1.8) reduces togadiscrete analogue of the Ric-

cati equationd-Riccati) fork = 1, o = 35,
% 4 gi(x
91(Az) = —() (1.10)
: 91 (x)
g-Riccati equation (1.10) can be linearized by letting

-z ai(z/\)

g91(x) = i) (1.11)
, and we find . .
ai(z/N?) — éai(m/)\) + @ ~0, (1.12)

which we define to be a-discrete analogue of the Airy equatiopAiry).
Equations (1.8), (1.10) and (1.12) are calle®ll, ¢-Riccati andg-Airy
equations because in the continuum Iirflit—> 1, they tends to these equa-
tions respectively. See Appendix C on the continuum limftequations
(1.8), (1.10) and (1.12).
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1.5.1. Béacklund transformation and the hierarchies of speail solutions

of the discrete Painlevé equationsA simple and systematic procedure
for deriving the Backlund transformation of the discretenRaié equations
was developed by Joshi et al39. A hierarchy of special solutions can
be calculated by repeatedly applying the Backlund transtion on the
simplest solution. The Backlund transformatiorye®ll equation (1.8)39]

is given by

(ax? = gip(x/N)gr(@) N + age(z)) 22
9k+1(33) DY 1) 2)
k(@) (gr(@)(gr(z/A) — 1) — 2?)
Equation (1.13) relates solution of equation (1.8)at m to that at
a = Tik When we apply the Backlund transformation (1.13) on thematio
solution (1.9) we obtain a hierarchy of rational type splestdutions ofg-
Pll for a = X% k is an integer. If we apply the Backlund transformation
(1.13) on theg-Airy type special solution (1.11) we obtain a hierarchy of
q-hypergeometric type special solutions @PIl for a = X% k an half
integer.

(1.13)

Example 1.5.3.Let us look at few examples of some rational special solu-
tions. Fork = 0, 1, 2, 3 respectively we have:

go(.fl:) = —iSU,
_ v(—i+z(l+X) L xPi(n)
91($) - 2 (_7; + %(1 T )\)> - )\2P1(n T 1), (114)
B
.z FBs(n)Ps(n+1)
9s(x) = —ig Py(n)Ps(n + 1)’ (1.16)
wherez = &,
Pi(n) :=—i+xz(1+ M), (1.17)

Py(n) := iz (1 + A)*(1 — A+ \?)
+22 N1+ A2 (1= A+ A (1 + A+ 2% (1.18)
—izAN (1 + A1 = A+ 21+ A+ A7) = A\
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Ps(n) :
= 2PN+ N1 = A+ A1 = A+ A2 = 40
Fr AP (14+ A)°(1+ A (1 — XA+ A2 (1 + X+ \?)
X(T—=A+ A2 =2+ 2
AT+ N A=A+ N2A+ A+ )T+ A+ 2+ 27+ 20
X (1= A+ A2 = A3\ (1.19)
—P AT+ A (1= A+ AD2(1 A+ A2+ 27+ 0
X(IT=A+ A2 =242
—N 1+ A1 = A+ A1+ A+ 2D+ A+ A2+ 2%+ 2
X(1T—=A+ A2 =2+ 2
Fe AT (1 + AN (1= A+ 21T+ X+ A3 (1 + A1) + A

In calculating above rational type solutions we have ndtitgt as in
the case of rational special solutions of Pll earlier (¥gcti.2.1) the numer-
ator and the denominator ¢f (x) factorize into products of some “special
polynomial”in = (1, Py(n), Ps(n), Ps(n) for example) just as in the con-
tinuous case. However, it does not reveal the determinardtate of these
polynomials and hence the rational type special solutidrskil.

1.5.2. Determinant form of special solutions of discrete Rl Using Hi-
rota’s bilinear formalism, Kajiwara et. al. showed that therarchies of
special solutions of both rational and hypergeometric fgpsome discrete
analogues of PII-PV48, 49, 47, 42, 44, 34, 32, 40, Bdan be put into the
determinantal form. The determinantal form of fhaypergeometric type
special solutions of-PVI was found by Sakaid7]. More recently Tsuda
and Masuda{4] have obtained the determinantal form of algebraic special
solutions ofg-PVI, again via geometrical means. The determinantal struc
tures of the two types of special solutions;ell (1.8) example considered
before have not been found, which will be the principal cona# this the-
sis. Here we present some known results on the determinfamias of
some special solutions of another discrete analogue oftfdlknown that
the special solutions of discrete analogues of the Paiguéations tend to
the special solutions of the Painlevé equations in the soaoth limit (one
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of the many evidences of parallel behaviors of the discretedifferential
integrable systems), we can compare these discrete restiitthe formu-
lae from our examples of PIl in section 1.2.1. These resulisalgo give
us an idea of what the determinantal solutions of @&l (1.8) might look
like.

Theorem 1.5.4.[49] Equation

2(n+Dw, — (N +1)
Wyl + Wpo1 = 7

, (1.20)

1 —w?
wherex and N are parameters, is a discrete analogue of PII. Equation
(1.20) admits a hierarchy of rational type special solugimaexed byV =
0,1,2, ..., expressible in terms of determinants involving the discena-
logue of the Laguerre polynomials given by
n+1l _n
w, = IN41TN 1 (1.21)

n n+1
TN+1TN

wherer} is a determinant of siz& x N matrix:

n n n
LN LN+1 “ .. LQN—I
n n n
n LN—Q LN—I v L2N—3
™ = . )
n n n
L*N+2 L7N+3 ce Ll

and L} (&) is a discrete analogue of the Laguerre polynomiattbfdegree
in n, defined by

(1—X)"""exp (—%) , (1.22)
k=0

Lp(€) =0, (k<0).

Solutions (1.21) correspond to the hierarchy of the ratispacial so-
lutions of PIl in Theorem 1.2.3 in the continuum limit. Eqgiat (1.22) is
equation (1.7) whefi = —35, n =%, X\ = ex, ase — 0.

T 92e3

Theorem 1.5.5.[48] Equation

(an + B)w, + v
1 —w?

(1.23)

Wp+1 + Wp—1 =
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is the PIl equation (1.2) witlhh = —(2N + 1), if « = 2p, 3 = (2N —
Dp+2¢,7y=—2N+1)p,p=—€, ¢=1w, =ef, andn = —£, in
the limite — 0. Equation (1.23) admits a hierarchy of special solutions of
d-hypergeometric type. The hierarchy is indexed\by= 0,1, 2, ...,
n+1l __n
w, = NN 1 (1.24)

n n+1
T™N+1TN

wherer} is a determinant of a siz& x N matrix,

An An+2 SR An+2N—2

n An-‘,—l An+3 SR An+2N—1
™~ = . . )

An+N—1 An+N+1 R An+3N—3

whereA,, satisfies a discrete analogue of Airy (d-Airy) equation
Apyo =2A011 — (pn + q) A (1.25)

Solutions (1.24) are thediscrete analogue of the hierarchy of hyperge-
ometric type special solutions of Pll in Theorem 1.2.4. Thepdest special
solution of this type is whetV = 0, 77 = A,,,

An+1
Ay

Wy, = —1,

using the determinantal formula.

This can be checked that this is the solution by looking aticeguation
(1.23) itself. WhenN = 0, a = 2p, v = —p, v = —% and d-Pll (1.23)
reduces to the discrete analogue of the Riccati equation

w, — (pn+q—1)

Wp41 =

Y

1+ w,
which can be linearized using
Gn+1
n — - 17
w Gn

whereG,, satisfies
G2 = 2Gp1 — (pn + Q)GTH

which is d-Airy equation (1.25).
Results such as theorems 1.5.4, 1.5.5 and the preceding wofoKlegi-
wara et al. on the determinantal forms of some special svistf discrete
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analogues of the other Painlevé equatiofs, [42, 44, 34, 32, 67, 40, 1
let us to believe that the determinantal forms of the rati@mal theg-
hypergeometric type special solutionsgePIl equation (1.8) exist.

On the other hand, we know that there is this other approaEltasthka
and Newell L8] from which the determinantal forms of some special solu-
tions of the Painlevé equations can be obtained via the sifithe associ-
ated linear problems.

1.6. The2 x 2 associated linear problems of the discrete Painlevé
equations

As in the continuous case, tlex 2 associated linear problems of dis-
crete Painlevé equations can be found in two ways. One bimwedromy
deformation of & x 2 discrete linear system. The Lax pair igPVI was
derived in this way by Jimbo and Sak&7. Murata [55 has found the
Lax pairs forg-PV-¢-Pl by a coalescence procedure on Sakai's Lax pair for
g-PVI. The other way to obtain Lax pairs for discrete Painlegéations is
by similarity reduction of the Lax pairs of the integrabldtize equations
(discrete analogues of the integrable PDES) to which theetsdainlevé
equations are related. A x 2 Lax pair for theq-PIl equation (1.8) was
found by Hay et al. 33] by performing similarity reduction on the Lax pair
of ag-discrete analogue of the mKdy-mKdV) equation. A2 x 2 Lax pair
of a special case @f-Plll was derived by Nijhoff and reported i3§] from
similarity reduction of the Lax pair of an integrable la¢tiequation.

Our aim is to follow Flaschka and Newell's work in thediscrete set-
ting and develop the technique for studyipdPainlevé equations via their
associated linear problems. To the author’s knowledgs, ttas not been
done before. Our study is based on the 2 Lax pair for ¢-Pll equation
(1.8) [33].

There are of course Lax pairs for discrete Painlevé equatidrsize
other thar2 x 2, for example there is & x 4 Lax pair [28] for a discrete
analogue of PIII (d-Plll). For simplicity we will only dealith 2 x 2 Lax
pairs in this thesis. There are also of course discrete ®airdquations with
2 x 2 Lax pairs other tham-PIlI equation (1.8). We chose to investigate
this particular analogue of PIl equation because like the par used by
Flaschka and Newell inlj8] which was obtained by similarity reduction of
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the Lax pair of mKdV equation, the Lax pair of equation (1.&swbtained
by similarity reduction of the Lax pair of @mKdV equation.

1.6.1. The Main Results.By following a close analogy with Flaschka and
Newell’s work on the associated linear problems of Pll, weehfaund the
determinantal forms of two types of hierarchies of speadlitsons of ¢-
Pll equation (1.8). These results are consistent with tleeiapsolutions
of equation (1.8) calculated using the Backlund transfoionain section
1.5.1.

Theorem 1.6.1.¢-Pll equation (1.8) with parameter = Tik wherek are
integers admits a hierarchy of rational type special sohgt(z), given
by
ir (/N1 (2/)\?)
gr(z) = N2k 2
N6 (2 /N2 1 () N)

Tk Tk+1 Tt T2k:—2 T2k:—1
Tk_g Tk—l s T2k—4 T2k—3
Th(z) = | Tb T e Thtr |-
I, T3
0 R . To T

Tr(z) is theq discrete polynomial of degrgein x where

1 i(—i+ Az + )
Tilhg — D=~ 3 Ty —
1

Tia(e) = —(Tila/A) - Ty(x)

andTy(z) = 1, T, = 0,k < 0. Tj(x) has the generating functiar{v, z),

(=1 — i\ 4+ z\?
( 3 )7}724_1,27}73

1 S J
(v, z) = (VA A2 oo (121 A2) o (i A; A2) 0o JZOT](x)V ‘

Theorem 1.6.2.¢-Pll equation (1.8) with parameter = Tik wherek
are half integers, that s = n + 1, n = 0,1,2, ... admits a hierarchy of



16

1. INTRODUCTION

hypergeometric type special solutlog);%( x), given by
_ iz Tn1(z/N)7n( :E/)\ )
)~ T o
nT3 _ T Tn M) (/A
T T e E e or n odd

wherer, (x) is the determinant of a x n matrix

Tn(2)

where

In partlculara0

A2, o,
;\Ln ;n )\Qn 2 )\Qn 2
1 1
‘15127)2 55127)2 ;n) 4 én) 4
An—2 )\n—2 A2n—4 N\2n—4
= for n even
1 1
RN C I L 7l
G/O aO AZ )\2
() =(3)
0 0 a ay
3 ) (& 3 (5
a2y 4y’ 35 a2n 2 “2721—2
)\nl—l Anl-‘—l An1+1 >\211’L 2 )\2;1, 2
a §)3 a f)1 a(§)1 a;7)4 é?) 4
Z—3 )n—1 \n—1 A\2n—4 Z\2n—4
for n odd
1 1 ( ) (5
0 0 a5 @ 2 %
(%) _(3)
0 0 0 ay? @
3 e 1] )
=(3) L ) 243 2(3)
azj = a/zj — X )\ a2] 2 + — 2] .

D)
3)

1
a((f)

A

_ 3)

5(%)

Z(
0 o\ Jo

)\

satisfies the-Airy equation (1.12)

=0.
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1.7. Outline of the thesis

The rest of thesis is organized as followschmapter 2, we focus on the
continuous Painlevé equations using Pll as an example. Mportant as-
pects of the Painlevé equations are discussed in detagpiagal solutions
and the associated linear problems. We describe in detimtthod of
Flaschka and Newelllfg] of how special solutions of the non-linear prob-
lem, that is the Painlevé equations, can be obtained thrtheganalysis of
their associated linear problems.

To study the associated linear problemsgePainlevé equations, one
need the theory of linear analysis in tipliscrete setting. lehapter 3we
review the theorems of the Birkhoff schodl4, 9, 52 on the analysis of
g-linear systems, and the application on two exampleschimpter 4, we
apply the theorems to thex 2 Lax pair [33] of ¢-Pll equation (1.8). We
show that one can find:

¢ the special values of the parameters for whjeRll admits special
solutions,

e the simplest special solutions @fPIl for both ¢-rational andg-
hypergeometric type,

¢ the solutions of the linear problems corresponding to the gim-
plest cases whergPll admit special solutions,

e the Backlund transformation of the solution of tall equation,

e the Schlesinger transformation of the solutions of thedirsystems
of ¢-PII.

Finally we deduce the determinantal forms of the hierachiespecial so-
lutions of both rational and hypergeometric type.chapter 5we present
a summary and conclusions of this work.

We have included several appendices in this thesis. Appéatas the
list of the six Painlevé equations. Appendix B gives a sunynaad all the
formulae of hypergeometric angdhypergeometric type functions we have
used. In appendix C, we show how to take the continuum limjtdiscrete
equations.



CHAPTER 2

The second Painlevé equation

This Chapter is a review on Flaschka and Newell's worklig [ First,
we show that Pll comes as the compatibility equation of a phimear
differential systems of equations, that is the Lax pair df Phe Spectral
half of the Lax pair is studied analytically around its twagularities, a
regular singularity at = 0, and an irregular singularity of rank 3:at= cc.
Formal solutions in the form of series expansions aroundithgularities
are then established. We stutihe simplest twoof the special cases when
the linear systems can be solved exactly, namely.fer 0 and%. These
two cases correspond in turn to PIl admitting some simpleiapsolutions
of rational and hypergeometric type, respectively. Furtiteee, we show
that the solutions of the linear system for all of the specales of the
parameter of Pl (that ig are integers, or half integers) can be built on the
first two exact solutions. Determinantal forms of the hiengés of some
special solutions of PII for both the rational type and th@drgeometric
type can then be obtained using this fact.

We have made the derivation of some expressions more ebgilitipro-
vided the complete derivation of the determinantal formghefsolutions;
the latter were not included in Flaschka and Newell's pap8}. In partic-
ular, we have found the Schlesinger transformation of tsecated linear
problem of PII

O (w,t) = Lo(z, )0 (. 1),
which is used to obtain the closed form of tmé““)(x, t) in terms of the

two simplest exact solutions of the linear problehﬁ(?) (z,1) andtbgé)(gs, t),
which proves the form of the solutiohﬁ““)(x, t) (proposition 2.5.4 in this
thesis; equation (3.53) irLf]) used by Flaschka and Newell to obtain the
determinantal form of the hypergeometric type specialtsmis for when
are half integers. We have also showed in proposition 2lfabthe deter-
minantal form that results from Flaschka and Newell's apphois the same

18
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as the determinantal form, equation (3) in Kajiwara’s paderived using
the bilinear forms of PII.

2.1. The iso-monodromy deformation problem of PII

The iso-monodromy deformation problem :
When analyzing a linear differential equation we look itgsilarity struc-
ture. For example, where are the singularities and of whiotd they are.
Formal solutions of certain forms can be constructed ardbedingulari-
ties according to their types. Deformation of the lineartayswith respect
to a parameter (a constant) of the linear system is monodmeserving
if:

a) the Stokes multipliers associated with formal solutiabsut an ir-
regular singular point,

b) the monodromy matrix about a regular singular point, and

c) the matrix connecting the formal solutions around déférsingu-
larities

remain unchanged.
The iso-monodromy deformation problem of PII, consistshef spectral
problem

U, = Mz, t)U (2.1)
_ 0 a 1+ —2f(®)*+1t)  2if'(t) N 0 4f(t) .
a 0)z =2if'(t)  (2f()%+1) 4f(t) 0
—id 0 , d
+<0 2'4)95 }\If © = dz
andthe deformation problem

U, = N(z, 1)U = (f(f; fi(;)) v, = %, (2.2)
which describes the deformation wf{z, ¢) in ¢.
From the form of (2.1) we see that the spectral problem (Za%)}Wwo singu-
lar points,x = oo (irregular of rank three) and = 0 (regular). Monodromy
data are calculated around these two points. The deformatradifferen-
tiation equation (2.2) with respect topreserves the monodromy found in
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equation (2.1)18]. The compatibility of the two linear systems
Uy, =V, = M,—N,=NM-—-MN

forcesf(t) to satisfy a second-order non-linear ODE. In this case

) =200+ tf 1) —a = 23)
which is the second Painlevé equation (Pll). Hencidae deformation pa-
rameter is referred to as the Painlevé variablas the spectral variable. The
pair of linear systems (2.1, 2.2) is also called the Lax pathe associated
linear problems of PII.

We will concentrate our linear analysis on equation (2119, 2pectral half
of the Lax pair . This is because the coefficient maftriXz, t) of the spec-
tral problem (2.1) has polynomial dependence on the spearable =
whereas the deformation equation depends transcendeoiailis variable

t (via f(t) the solution of PII). Therefore, to analy®g«, t) in thet plane
we would have to know hovwf(¢) behaves which is precisely what we are
trying to find out in the first place!

2.2. Linear analysis of the spectral problem

Solutions of an x n linear differential system of equations have pre-
scribed form of expansions around the singularities. Neagalar singular
pointz = 0, the solutions are given by

x Z aijxj (2.4)
7=0
wherep; (i = 1, ..., n) are the eigenvalues of the coefficient matrixat 0.
For an irregular singular point at infinity, the solutionyédhe form

n N |
Dot wra? ol L
ek=1%kT" g E awﬂ (2.5)
=0

wheren is the rank of the irregularity at = oo, wy, [ are constants.

2.2.1. Asymptotic expansions at: = 0. Let the2 x 2 fundamental solu-
tion matrix of the Lax pair (2.1, 2.2) at= 0 be ®(z,t) = {¢1, 2 }.
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Proposition 2.2.1.The two linearly independent vector solutions have Frobe-
nius series expansions:at= 0 of the form

¢1(x,t) = a° (1 _11> i (C agj:vjo) (2.6)
-0 2j+1T
2f’ 2f2 — t) 0
s (R0 ()
bo(r,l) = 270 1 1 i byj v ¥t 2.7
2 1 -1 =0 dgszj .

e a1 1 0 i2f +2f2+1t) (1
e G (EE= e S

where the expansion coefficients satisfy the recurrene¢éioak

=—i(2f(t)* +t+2f'())cj1 + 4f(t)aj_o — dic; 3 (2.8)
G+ 2a>cj —i(2f/(t) = 2f (1) — Oaj_y — 4f(t)e;os — dia;y  (2.9)
(j — 2a)bj=—i(2f'(t) + 2f(t)* + t)d;_1 + 4f(t)b;_o — 4id;_5 (2.10)
jdj:i(Qf(t) —t—2f"(t))bj_1 — 4f(t)d;—o — 4ibj_3. (2.11)
and
Aodd = dodd = 0 and Ceven = beven = 0. (2.12)
In particular

ap(t)

ao(t)
Proof. Linear problem (2.1) has a regular singularityrat= 0, hence the
solutions take the form of expansion (2.4). First we fjdand p,, the
two eigenvalues of the coefficient matri¥ (z, ¢) of equation (2.1) near
x = 0. SinceM (z,t) is off-diagonal atc = 0, we diagonalizeV/ (z,t) by

= f(). (2.13)

. . L (11
conjugation with ) . Let

11
@:(1_J¢b (2.14)
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then the Lax pair becomes

o fa 01 0 —i(2f(t)>+t+2f(t)
®y, = {(O _a>;+<i(2ff<t)—2f(t>2—t> 0 )

4f(t) 0 0 —id) ,
+ (O —4f(t)) T+ Qi‘l O) x }@1 (2.15)
[ ft) =iz
o, = <—ix —f(t)) . (2.16)

We foundp, » = a, —a. Therefore the solution matrik, = {411, ¢12} has
the Frobenius series expansion of the form

e 27 b 2j+1 a 0
Q25T 2j+1T x
O, (z,t) = it 2.17
1(37 ) ; <C2j+1I2]+1 dgjﬂf ) (0 13_a> ( )

The two vector solutions of the spectral equation (2.15eh#e leading
behaviourz® andz~%, respectively. Note that is also the parameter of
Pll equation (2.3). The coefficients, b;, c;, d; are in general functions of
the Painlevé variableand satisfy recurrence relations which are found by
substituting solution (2.17) into the spectral equatiori%2 and equating
powers ofz aroundr = 0, we have

—i(2f(t)* +t +2f'(t))ecj1 +Af(t)aj—o — dic;s

(+ 2a)cj—z(2f’(t) —2f(t)* —t)aj_1 — 4f(t)cj_o — dia;_3
(J = 2a)b;=—i(2f'(t) + 2f( )? +t)djr + 4f (8)bjo — did; s
Jdj=+i(2f(t)* =t = 2f'(£))bj1 — 4f (t)dj—2 — 4ib;_s,

Fora # 0, the recurrence relations at= 0 are

Oxay = 0
2axXcg = 0
—2axby = 0
0xdy = 0.

That isby = ¢y = 0, while ag andd,, are arbitrary constants (constant with
respect tac, and in general are functions §f Furthermore,

Qodd = dodd =0 and Ceven = beven - O»
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that is

¢11(z, ) ~apx?® { ((1)) + 1 /ag (?) T+ as/ag (é) r? + } ,  (2.18)
gblg(l’,t)’\'dol’_a { (?) + bl/do (é) T+ dg/dg (?) ZEQ + } . (219)

The coefficients; /ay andb, /d, can be calculated from the recurrence re-
lations (2.9) and (2.10) respectively fpe= 1,

o iRf =2 1)

ag (142a)
b a2 +2f%+1)
dy (1 — 2a)

The rest of the coefficients of the Frobenius expansion jZa@ be cal-
culated in a similar manner. As stated earlier the coefftsien b;, ¢;, d;

in general are functions af To find how they depend ohwe need to
make use of the other half of the Lax padeformation equation (2.16).
We substitute solution (2.17) into equation (2.16) and &ggahe leading
behaviour atr = 0, to leading order yields

!
ay d

D= Shal) =10 = al) =0, (2.20)
B - Shd()= 1) = A =T @21

Equations (2.20, 2.21) relatgt) (the solution of PII) to the leading be-
havioursay(t) and dy(t) of the solutions of the corresponding associated
linear problems. This fact will be used to obtain the deteantal forms of
the hierarchies of special solutions of Pll in the later isect O

2.2.2. Expansions at: = oo.

Proposition 2.2.2. Let W(x,t) = {1,112} be the fundamental solution
matrix of the Lax pair (2.1, 2.2) at = oco. The two vector solutions at
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x = oo are of the form:

_ (3t fo: ak(t) i
et =e o )k:O (%(ﬂ) zt’ (222

T _ez(gazg tx) = ﬁk@) i
pnn= (mt)) o (223)

where the coefficientay, Gk, &, 05 Satisfy the recurrence relations:

Afver1=—2if*cp-o — 2if'vp—2 — (k — 3)ag—3 — avr—3, (2.24)
8ive = —4fop_1 + 2if ap_o — (20f* + 2it) Y2 (2.25)
—(k = 3) k-3 — acy—3,
—8iB=—4f0k_1 — 2if Op_a + (20f* + 2it) Br_s (2.26)
—(k - 3)@@73 — ady_3,
AfBro1=—2if0p—o + 2if' Br_o — (k — 3)0k_3 — aBr—s, (2.27)

in particular
w o= 28 =110 (229)
a1y = —@, 5175: Zf(;)Q (229)

Proof. The spectral equation (2.1) has an irregular singular pafimank
three atr = oo. Therefore solutions are of the forms given by (2.5). On
substituting expansion (2.5) into equation (2.1) we foumat &3 = j:i%,

wy = 0, w; = =£it, andl = 0. That is the solution matrix(z,t) near

x = oo has the formal expansion

— - ak(t) ﬁk(t) 1 6_7;(%1’3-"-@:) 0
\Ij(x’ﬂ_kzz()(w(t) 6k(t)> E( 0 ez’(éw?’m))- (2.30)

To find the recurrence relations for the coefficients 5, v, 0r we substi-
tute solution (2.30) into the spectral equation (2.1) angaéigg powers of
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1 atx = oo, we have

Afye—1=—2if ap — 2i f'y—2 — (k — 3)ap—3 — avi—3,
8iv = —4fop_1 + 2if ap_g — (20 + 2it) Y2
—(k = 3)h-3 — aqy_s,
—8ifr=—4f0r_1 — 2if Op_o + (20f* 4 2it) B_s
—(k - 3)5/%73 — ady_3,
AfBr-1=—2if0p—2 + 2if' Br—o — (k — 3)0p—3 — aBk_s.
Equation (2.24) and (2.27) &t= 1 tells us thaty, = 0 andj, = 0 respec-
tively. In generaky,, Gi., v, 0r are functions ot. To find thet dependence
we substitute solution (2.30) into the deformation equafih2) and equate
powers of% atz = co. We found thaty, andd, are constants, that is they

are not functions of, and are normalized to be 1. Equations (2.25) and
(2.26) atk = 1 gives us

if(t if(t
M= 2( )7 b1 =— 2( )
We have also found
if (t)? if (t)?
1t — - 9 ) 5175 = 92 9
from the deformation equation. The rest of the coefficientssy, . and
. can be calculated similarly. O

2.3. Special solutions

To find the general solution of the associated linear problef®Il, that
is to solve the Riemann-Hilbert (RH) problem of the associltezr prob-
lems of Pll is not trivial. In fact the associated linear deshs are no easier
to solve than the non-linear ODE which they are related tois Tiakes
sense, since otherwise the associated linear problemd ootipossibly be
a representation of the transcendental Painlevé equatmmever there are
some special cases when the associated linear probleme caivied. We
found that these cases correspond to PIl admitting someadsatutions.
We know from the analytic theory of linear differential etjoas (see §]
for example), that solutions of the form (2.6, 2.7yat 0 are not valid in
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general when the difference of the leading powrss an integer. Incon-
sistencies can arise in either of the recurrence relat@83 ¢r (2.10) when
2a is an integer, leaving,, or by, undefined corresponding to whether
a negative or a positive integer respectively. When this apmne of the
solutions (2.6) or (2.7) is no longer valid. Since Pl posgsghe symmetry,
f(t) — —f(t) = a — —a, we only need to consider> 0 here.

The cas€a is an integer separates into two types: Zd)even, (2)2a
odd. Let us consider type 1 first. Fad even, we see that when the LHS of
equation (2.10) vanishes at= 2a, the RHS also vanishes sindg;q = 0
andbe.., = 0. Hence for2a even, solutions (2.6) and (2.7) are still the
valid forms of the expansions of the vector solutions at 0. The simplest
example of this type is whein = 0.

2.3.1. The simplest rational type special solution.

Proposition 2.3.1. A vector solution of the corresponding associated linear
problem wheru = 0 and PII is solved byf (¢) = 0 is given by

_ (T S (G T
wl(xvt) - (ei(§m3+tw) > - ]z:; ( Tj(t)xj ’ (2.31)

Proof. It is easy to see that when= 0, f(¢) = 0 is a solution of PIl. The
Lax pair (2.1, 2.2) in this case reduces to:

C(—i(4a? 1) 0
Yo = ( 0 i(4:p2+t)> ¥, (2.32)
U, = (‘S” Zi) . (2.33)

They can be solved easily, since now the second-order systsnmecou-
pled into two first order equations. A solution of Lax pair32, 2.33) is

efi(%m3+t:v)
(1) = pilaad+tn) |-

Proposition 2.3.2.The functione(:**+1*) has series expression neat 0.
The coefficients of the expansion are found to be orthogoolghpmials
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of Laguerre type

Z T;(t)x’ = exp <z§x3 + z'tx)
=0

where
g1y = 4Ty 3 +aitTh .y, (2.34)
T4
% — T, (2.35)

Ty =1,andT; =0, < 0.

Proof. Relations (2.34, 2.35) can be obtained using the definitidfi; @)
as follows. Let

4
exp (zga:?’ + itx) = f@)
differentiate with respect to gives

d g

(:E,t) — ) 4 2 t G(ZE,t)
T€ i(4z” + t)e
= T, = 4iT_s+itTj_1,

and differentiate with respect tayives

d
ae&(m) — iped@D
dT; .
= d—tj sz,l.
A few examples off; are
t? 4i  it?
To=1,Ti=it, Th=——,T3=—— —.
0 y L1 =1, L2 5 3 3 6
O
Hence
—i(gad+tz) = (=T ()2
€ 3 T
djl(‘fE? t) - 3 §x3 T - J . .
el(zz Ht) jzo T;(t)a?
O

Type (2): for2a odd, while the LHS of equation (2.10) is zergjat 2a,
the RHS is in general not zero. Unlike the even case, her&,,., # 0 and
boaa # 0. Hence whery = 2a is odd, extra constraints are needed on the
coefficients which are expressions involvifi¢) for the RHS of equation
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(2.10) to vanish, to ensure that no inconsistency arisesantionsy, (x, t)
and ¢,(z,t) of the form (2.6) and (2.7) remain valid. Let us consider the
simplest example of this type.

2.3.2. The simplest hypergeometric type special solutiorthe simplest
example for2a odd is2a = 1. In this case equation (2.10) A= 1 gives

0xb = —i(2f(t)* +t+2f(t))do.

Sinced, # 0, it follows that in order for the RHS to vanisfi(¢) has to
satisfy a Riccati type equation

, t
ft==r-3 (2.36)
In other words PII (2.3) has reduced to a first order non-hi@aE when
a= % What about the solution of the corresponding linear systeirszly,
we know from equation (2.13) that(¢) = Z—g Substituting this into the
Riccati equation (2.36) we obtain an equationdgft),
t
G/g = —5660. (237)
Thatisay(t), the coefficient of the leading behaviour of vector solu(@:6)
of the linear problems near= 0, is a Airy type function with respect to

That is
ap(t) = A(275¢),

whereA(Z*%t) is a solution of the Airy equation (1.1) with respect to the
variable2-5¢. Hence a solution of PII equation (2.3) when= % denoted

f% (t)is

(2.38)

Proposition 2.3.3. A solution of the linear problems (2.1, 2.2) wher= %
andf(t) defined by (2.38) satisfies Riccati equation (2.36) is given by

bu(z,t) = ab G _11> (@ ‘j) <i(é))) (2.39)
o111 1 1 [ ag(t)z¥
) sE

e}

8 |
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wherez(z,t) = 2322 + 275t and A(z) is the solution of the Airy equation,
that is

d*A(z)
s = —zA(2)
FunctionA(z) has the series expansion aroune: 0
z) = Z ag;(t)x?, (2.40)
§=0
wherea,; are defined by two recurrence type relations:
2 dag i—9
@ = djt : (2.41)
dQCLg‘ t
dt2j = _§a2j — G25-2, (2.42)
in particular,
d2a0 t

Proof. We use the asymptotic behaviour of(z,¢) atz = 0 as a guide
as to how to find the solution in the closed form. Recall in otdesbtain

the leading behavior of the solution of the linear probleni)2ve need to
diagonalize the coefficient matrik/(z,¢) atz = 0.This gives us the first

transformation:
1 1
d = d 2.44
(4o eao

where

[ ft) iz
O, — ( _ t)> ®,. (2.46)

We know from equation (2.17) that a vector solution of the pax (2.45,
2.46) with asymptotic behaviour:, that is the first column of the solution
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matrix ®; = {¢11, ¢12} iS given by :
1 > agj(t)$2j
T, t) = x2 E 4
¢11( ) g <02j+1 (t)x2j+1

whereq,(t) satisfies the Airy type equation (2.37). This indicates teetn
transformation
®) = 120, (2.47)

where the Lax pair is now

0 0)1 0 0
P2 = {<o —1)E+<¢4f'(t) 0) (2.48)
1f(t) 0 0 —id)
+(0 —4f(t))x+ i 0):[:}@2,

[ f) —iz
Oy — (—m _f(t)> ®,. (2.49)

Let a solution of the Lax pair (2.48, 2.49) be
u(z,t) i ag;x
v(z,t) ] = Coj1x® Tt |7

t o . .
) satisfies the Lax pair of equations

u - 4fI —442? U
<”)x a (zuf’ —dig? 14 fa;) (v) (2.50)
w) [ f(t) —ix u
() ) (—Z’x —f(t)> () (2.51)

We observe that the top entry of vector equation (2.50) is
uy — 4f(t)zu
T a2
This tells us how(z, t) is related tau(z, ). We want to transform to a new
“v(z,t)”, which relates tau(z, t) more simply. Since we know

o0
u(z,t) = Z agr™
=0

,_..
0
D
=]
VR
(SR~
\.H\.
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and
Uy > . .
T > (2 + 2)agj o7,
j=0

we choose; to beji—;. Then

0290 o

where ( u) satisfies the Lax pair

U1

0 4o
b3, = ) 2.53
’ (—x(% +4x?) 0 ) ’ (2:33)

0 1
Dy = <_<t/2+x2) o) U, (2.54)

We see that transform (2.52) has significantly simplifiedlthe pair. For
instance, equations (2.53, 2.54) no longer h#we (that is the solution
of PII) in their coefficient matrices. The Lax pair (2.53, 2)Five us two
equations fotu(x, t):

du 1 du
and
uy = —(t/2 + *)u. (2.56)

Equation (2.55) says a solution of the Lax pair (2.53) anB4Pis

(2)-(2)-(2)

In particular it suggests the change of variable
u(z,t) = g (z(az®+ Bt)), wherea,3 are constants  (2.57)
Since

u, = g.2ar,

Uy = gzﬁa
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satisfy equation (2.55) for some choicecond5. Now, substitute solution
(2.57) into equation (2.56)

U — —(t/2—|—3:2)u
ﬁ292z = _(t/2+x2)g
1, ¢
9z = — (@ZI} + 2_ﬁ2> g
= —(az’+ pt)g
= —2zg.

For the last line to be true

This says that(z,t) = g (z(x,t)) satisfy the Airy equation (1.1) with re-
spect toz, if the new variable is

z(z,t) = ax® + Bt = 2322 4+ 273¢,

that is

for
2 9 _1
z(x,t) = 252" + 27 3¢

A vector solution of equations (2.53, 2.54) in closed forrthisn :

(o) (8)- () - (5
U1 du Ay(2) 273A,(2) )
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Finally we use transformations (2.44, 2.47, 2.52) to go ladke solution
of the original Lax pair (2.1, 2.2)

o= (1)

1 (1 1 U
= x€T2
(11 10\ (u
I R B =7 (URE Y ) PPN
B x;<1 1 1 0) <u>
= s i) |
1 -1 e x) \a

whereu(z,t) = A(z). Now

u(z,t) = A(z) = Z as; (t)z?,

J=0

so that equations (2.55) and (2.56) fdr, ¢):

du 1 du
dt 4z dx
d*u

give us two recurrence type relations tof:

2 dCLQj_Q
ao; - —_
27 ] dt )
d2&2j . t
a2 —5023‘ — QA2j-2,
in particular,
d2a0
— = —=a.
dr? 20
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2.4. Schlesinger transformations of the linear problem

Recall the solution of the original Lax pair (2.1, 2.2)%#$x,t) and to
analyze the linear system (2.1) around- 0 we let

B(a,t) = (1 _11> By (2, 1),

whered, (x, t) satisfies the Lax pair (2.15, 2.16). Let us denote the salutio
of Pl (2.3) with parametet asf,(¢) and the corresponding linear problems
by the superscript)

(@ a 0 1 0 —i(2f§ +t+2f))
P = {<0 —a)x+<i(2f;—2f3—t) 0 )
et ) (o) e

ol = < Ja _m> o\, (2.59)
—1T
We would like to findL,(z, t) such that
S (1) = Lo(z,)9)" (x,t).
This is referred to as the Schlesinger transformation oflittesar system
(2.58). Let
u( (x,t) > ag“.) (t)x?
’ =z o , (2.60)
(v(a)(x,t) Jgo ngll(tnmﬂ
be the vector solution of the Lax pair (2.58, 2.59) with thedlag order

x® nearx = 0, that is the first column of solution matrix (2.17). It has the
asymptotic behavior

u@(z,t)\ [ a?(t)
<v<“><m,t>> o (cﬁg)a)x ok B8

Then the solution of the linear system with parameter1 and—(a + 1),
where the corresponding PIl equation is solvedfby; () is

W, )\ e (b ()
<v(“+1)(x,t) =7 Z (ail)(t)x%-&-l ) (2.62)

=0 \%2j+1
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with the asymptotic behaviour

a a+1
uC @) (a0 (2.63)
o@D (1, 1) A ()
Note thatv(?)(x, ) has the same leading orderarasu(**V(z,t), namely
z%*1. This observation has led us to investigate whethel(z,¢) and
u(*tV(z,t) are simply related. In fact, we will show that” (z,t) =

u@+D (2, 1), but first we prove that their respective leading coefficielit (¢)
anday (at1) (t) are the same function of

Proposition 2.4.1.
a a+1
AV (t) = af™ (1)

Proof. Recall equation (2.13) relates the solution of PII to the ilegdo-
efficient of the expansion of the solution of the linear pesb$ atz = 0
ao(t), thatis

(@)
_CLO /_d
hﬁ”‘&?’ == (2.64)

First we will use the recurrence relation fdf‘)(t) and Backlund transfor-
mation of PIl to show

(a+1) Cga) ’
( fa—i-l( ) (a)
Qg G

that |Sa(“+1)( t) is proportional tOC(a)( t). The recurrence relation (2.9) for

g (t) gives

O i(2f0 =212 = 1) (a

LT T (1y2a) 00
then
dor «W fi- %)?Y
o (f1 = £2 - Lal
(f, _f2 )’a a) (f/ f2 2) (@)

+
(fr—f2=Hal”  (f,— 12— Lal?
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/ 2 t\/ (a) s
a  Ja 2 a
(f f Qt) + 0

(fo—=12=3 o
a+ i
- _2a_—2t a
T ey R
_ - a—l—%

(fo—f2-4%

where we have used the PII equation (2.3) to replgcian the expression.
The last line is the well-known Backlund transformation of Fhat is
a—+ %

— = 2.
) (2.63)

fa+1(t) = _fa -

hence we have shown

G P
— — Ja+1 = T >
Cga) CL((;H_U

which says thatz(()““)(t) is proportional tosg“) (t). The constant of propor-
tion can be set to be 1 without loss of generality. O

We have shown that® (z, t) andu(®+?) (z, t) have the same asymptotic
behaviorz+1c{” (t) nearz = 0. Now we will show that

Proposition 2.4.2.
W (z,t) = u T (2, 1).

Proof. Recall the spectral equation (2.58) is of the form

u(a) B (a) u(a) B Ml((ll) Ml(g) u(a)
W] =M@ o) =@ :
v\ N v\ Myy” My, (@)

This2 x 2 linear system of coupled first order differential equati(iDES)
can be written as two second order scalar DEs:

M(a) M(a)
) = —Zul + (M7 — —Z ) — det M) | u()(2.66)
My, My

M(a) M(a)
o = THs 4 <M§;z. g Ve det M J02.67)
21 M21
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where
a a
MP(a,t) = = +4fa
M (x,t) = —i(2f? +t+2f)) —dia? (2.68)
M (x,t) = i(=2f2 —t+2f)) —4ia?
M (x,t) = -5 —dfu.
a

Thenu®*Y(z, t) solves equation

ug?-l) (2.69)
(a+1) M(a+1)
_ 1(311) wleth 4 Ml((lzjl) _ 1(211) Ml(tlwrl) — det M@t | 4 atD)
M12 12

We can calculatd/ ™™ (z, ¢), M (z, 1), M, t) and MST™ (2, ¢)

by lettinga — a + 1 and using Backlund transformation (2.65) ;.

It can be easily checked that equation (2.67) is the sameuagieq (2.69)
provided f, satisfies the PIl equation (2.3). Together with the fact that
0@ (z,t) andul®(z, ) have the same leading behaviatirc\”) (¢) (or
x“*lag““)(t)) atx = 0, we have proved the proposition. O

(a+1) (g ¢ (@ (g ¢
Now we can relat Y . (2,1) with u'(w,1) , that is to find the
0@t (1) 0@ (2, 1)

Schlesinger transformatiafy, (z, t).

Proposition 2.4.3.The solutions of Lax pair (2.58, 2.59) for parameterl
anda are related by, (z, t), that is

W (z, )\ u(@(z, 1)
(v(““)(:c,t)) = Lulo?) (v(“)(a:,t)) (2.70)

0 1 u( (z,t)
= i(142a) a :
U —swrerram) \0(@:1)

Proof. We already know that

@ (2, t) = v\ (z,1).
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It is only left to find howv(*™V(z,¢) can be written in terms of(®(z, t)
(a+1)

andv(® (z, ). Recall(u ) satisfies the linear system
v

(a+1)

MCERY _ Ml(zlz+1) Ml(gﬂ) MICERY 2.71)

pla+l) ) MQ(TH) MQ(SH) platd) | .
where MY, M, MY and M are defined in equation (2.68). The top
entry of this vector equation is:

ugﬁaﬂ) _ M1(T+1)u(a+1)+M1(;+1)U(a+1)7

ugﬁa+1) _ M1(T+1)u(a+1)

(a+1) __
or v =
a+1

MY

(@ _ pplat)

Wl (@+D), @)
Ml(gﬂ)

M y@ 4 @@ B Mty

MY MY

(@

Y

where we have used
Vi@ = Mz(?)u(“) + Mz(g)v(“).

T

Hence

wletD) (x,t) 0 1 u(@ (x,t)
= (a) (a) prleth)
U(a+1) (.T, t) My, My, 11 U(a)<l’, t)

Ml(g-H) Ml(;-&-l) Ml(g-H)
0 1 u(® (x,t)
= i(14-2a) a .
L~z ) \v(@,0)
We have found the Schlesinger transformation of the lingstesn (2.58)

ulotV (2, 1) u((z, 1)
(U(‘H‘l)(;(;’t)) = La(@t) <U(a)(;c,t))

whereL,(x,t) has the form

0 1
La(mat) - <1 M)
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and
i(1+ 2a)
Ca(t+2fi-2f])

L(t) =

: : ulat) (2, 1)
Successively applying,(z,t) we can eventually relat ’ ) to

vt (¢
u®(z,1) u(2)(z, 1)
or
v (1) vl

) t)) depending on whetheris an integer or a half
aj?

integer, respectively. That is

(a+1) (4 ¢ O) (g ¢
u 1 (CC, ) = LaLa_]_ PR LO Y 0 (LE’ ) 3
v+t (2, 1) v O (2,1)

(a+1) (1 ¢ () (.t
u 1($’> — LyLa_y... Ly Q‘i(x’) .
plat )(x,t) 2 U(2)<l‘,t)
The reason we want to do this is because we have solved theiasso

linear problems in closed form when the parameter takesvald 0, cor-
responding to Pl admitting the simplest rational specialtsan f;(¢) = 0,

u(O) (IL’, t) 1 1 efi(§x3+t:r)
(U(O)(:E,t) “\1 1 ci(3ad+iz) | (2.72)

anda = 1, corresponding to PIl admitting the simplest hypergeoimetr
special solutiory (t) =

A3ty
( 1 0\ /A
<Z< (-ﬁ ) (At((i))> - en

A2 50
)
(@.0) _
(x,1)
in subsection 2.3.1 and 2.3.2 respectively. We also knowtki®solution
of PIl is related to the leading coefficient of the solutiontloé associated
linear problems by

N= N

and

Nl= N
N|=

(a+1)

fa—l—l(t) - ﬁ~
Qg

That is we can fing/,(t) via the expression of"*"(¢) in terms of the

coefﬁcientszgo) (thatisT}, ( = 0,1,...) defined by equations (2.34, 2.35))
when the parameteris an integer, or in terms of the coefficieml%) (that
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iSas;, (j =0,1,...) defined by equations (2.41, 2.42)) when the parameter
a is a half integer.

2.5. Determinantal representations of special solutions

2.5.1. Determinantal form of rational special solution higarchy.

Theorem 2.5.1.[18] PIl equation (2.3) whem are integers: = k, k =
0,1, 2... admits rational type special solutions given by

_d k(1)
filt) = dt n Tk:(t)

where the functiony(t) is defined by

Ty  Thyr oo Top
Th_ Th_ R P Y
ny = |0 T (2.74)
Tpio Topyz ... T

The 74 (t) function is a polynomial of degrek(k + 1)/2 in t, presented
as the determinant of & x k£ matrix, whereT}(¢) denotes the Laguerre
polynomial of degreé in ¢,

g1y = 4Ty 3+ atTy 4,
dT;
dt
Ty =1,andT; = 0,5 < 0.

- Zj?j—la

Proof. In [18], Flaschka and Newell did not use the Schlesinger transfor-
mation to obtain the determinantal form of these rationaksd solutions

of PII. Instead, they have proved this result by considesgiisgecial case of
the Riemann-Hilbert problem of the linear problem (2.1) dffet whenk

are integers, sed § for the details.

Whena = k, k is an integer, the two vector solutions of the the Lax pair
(2.1, 2.2) have infinite series expansions near 0 is given by

(k) 00 (k) 2
(k) u(z,t)\ (1 1 ay;) (t)z
(@) (U(k)(m,t)> - (1 —1>Z<c§’;)+1(t)x2j+l)’

j=0



2.5. DETERMINANTAL REPRESENTATIONS OF SPECIAL SOLUTIONS 41
®) (¢ 1 1 0 b(k) £ p2itt
¢gk) (I; t) u(k) (x, ) = xk Z 2kal)( )x 2] )
v (x,t) L =1 =\ dy (t)x

and the two vector solutions near= cc is given by

i | (1Y 1 (oMt 1 (Pt
#ins) = e { (0) e (%’“)Et))) T (%@”Eti) }
K wawiem | (O 1 (8P 1 (8%
wé )<$,t) = ¢ ) { <1> + 7 <§§k)(<t))> + ...+ v <5l(ck)<(t>)> } 5

Whereﬁf“’) = —z‘f’“T(t). Note the series expansions@f“) andwék) termi-
nate at the powe; in this case. Sincégk) (x,1), gbgk)(x,t), z/;§k)(:c,t) and
wé’“) (x,t) are solutions of the san2ex 2 first-order linear system&g“) (x,t)
must be a linear combination ¢f"”)(:p, t) andgbg“) (x,t), thatis

057 (. 6) = A0 () + By (x 1),

where A and B are constants and recallis=' i) — Sor o Ti(t)x*, and
T (t) satisfies relations (2.34, 2.35). Hence we have

S (o) 1 (s 1 (s
JZOTJ(t)CL‘ 1 + E 5§k) + ...+ ﬁ 6}(€k)
11 al®) 0
— AgF 0
' (1 —1> {< 0 ) ”(4@) " }
11 0 pk)
+Bx " (1 _1> {(dé’“’) +a < B > + }

Equating powers aof nearr = 0, we see that on the RHS the series summa-
tion of vectors with leading power af * is going to be dominant. We take

L matrix factor inside of the series expansion. Since theovsct

, 1 .
of the expansion alternate betweéfj‘l)+1 (0> and dé’;) <(1)> after being

. 1 1
pre-multiplied by<1 the vectors alternate betweéjfj)+1 <1> and
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1 1 1
+Bx ™k d(()k) + bgk)a: + d(zk)xQ
—1 1 —1
1 1 1
o (1) b dP et (_1) o (1>
1 1
R W (_1> bl g2 (1> + }

Note the last line is wheh s an even integer, the case foare odd integers
can be proved similarly. On equating the fiét powers ofz nearz = 0,
that is fromz~* to z*~!, we obtain2k equations. Let; = ﬁ](-k) + 5§k),
n; = A" — 6. Then

(k)
1 k o 1

= T + Tonk—1 = 0,

Ti—o&k + Th—38k—1 + ... + To&2 =0

S|~ ...

SHE

Th1mi + Th—on—1 + ... + Tom =0
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E—2 . _
x : Top—2k + Top—3&—1 + ... + 11§ = —Th—2&0
E—1 . _
x : Top—1Mk + Top—oMi—1 + ... + Tpm = —Tx_170.

Recall3" = 0ands” = 1, sony = 87 =6\ = —1, ¢ = g+ = 1.
We havek equations fog,, ...£; which can be rewritten in a matrix form

Tp1 Ty Tor—a Top3 Toro\ (& Ty—2
Ti-z Ty Top—¢ Top—5 Tor—s & Th—4
T T Tio Tpa Tk = T, |, (2.79)
: : : 0
T, T, T :
0 0 To &k 0

andk equations fory, ...n7; which can be rewritten in a matrix form

T,
Ti—2

15

0

Tt
Ti—

13

T
Up)

Nk

0

. (2.76)

Now we can evaluatg using Cramer’s rule. We recall Cramer’s rule here,
since we will use it repeatedly below.
Cramer’s rule:

ZCJ‘IJ‘ = B7
j=1
where
B = (b,by,....0)T T, transpose
A - |C102CJCH|,

thenz; can be calculated using

1
Ty, = Z|ClC2BC“’
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In equation (2.75)B = (Tx—2, Tk—a4, .., Tp, 0, ..., 0)T, (C;...C;...Cy ) is the
matrix in equation (2.75), and is the determinant of this matrix. So fér,
applying Cramer’s rule

1
51 = Z’B CzCJCn‘

Using the definitions oB andC; and relation (2.35) for thé}s, we have

dC;
dt —ZCJ 1, (277)
and we see thd = i“C1. That s
) dCl
61 - Z dt C2CJCH|
Next we will show that
Proposition 2.5.2.
dCq dA
— C,...C;..C,| =
|dt = dt
Proof. Since
A = |0102 .C;.. C|
dA
il Z\C Cs... Cul
dC C.
= |—1c2 C;...Cal + .. +]C1Ca 2. Ca| + .
dC
C;C,..C;..—2
+[C1Cs...C; dt‘
dC,q

= 1=2Cs. Gy Cal +d[C1 2 G 1.0 Cnl .

—|—2]C1C2...Cj...Cn,1|
dC
= |—1c2 .C;...Ca.
Again we have used relation (2.77) and the fact that a detembis zero if
two of its columns are the same. O

So now we have:

i dCy 1dA  d
- & ~ A A
& algr G2 G Cul =g =i n
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Let 74 (¢) to be the determinant

Ty Tryr oo Topa
T s Teo ... To
m(ty=| " T T (2.78)
Topy2 Togys ... T

Ther(t) function (2.78) is the determinant of thex & matrix in equation
(2.76) sincel}, is 0 for £ < 0. We observe tha#l, the determinant of the
matrix in equation (2.75) i%y7_1(¢). Finally we have

51 = Z%% = ’L% 1117']?,1(25%
asTy = 1 so thatZe = 0.
Similarly it can be shown that

d
m = —zaln Tk (1). (2.79)

Now recall,&; = g% + 6% 5 = g% — s where we know thas!" =
—i20 "hence

Si+m k Si(t)  did
We have finally

O

2.5.2. Determinantal form of hypergeometric type special@ution hi-
erarchy.

Theorem 2.5.3.PIl equation (2.3) whem are half integerss = & + 2,
k =0,1,2,... admits hypergeometric type special solutions given by

o d Tk+1(t)
fk-;—%(t)—aln ()

d dkfl
d d? dF
() = al A i
k - . . )
dk—l dk d2k—2
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where »
t
—A(t) = —=A(1).
At =~ A()

Proof. A vector solutiorlqbgk+%)(x, t) of the Lax pair (2.1, 2.2) at = 0 has
the asymptotic behaviour given by equation (2.6)

1 1 aékJr%)(t)ack + ... 2 80
1 —1 (k+3) k1 - (2.80)
¢ ()t 4

The leading coefficient of the solution of the linear probliemelated to the
solution of PII by

(k+3),

ay _d (kD)

a(k+%) - Eln aO (t) - kar% (t)
0

D=

1
§k+2)<l’,t) ~ T

1
Therefore if we knew whaték“)(t) is, then we have foung, . (), some

1
special solution of PII for when = k + 3. First we derivazsgk“)(x,t) in
closed form using the Schlesinger transformation.

Proposition 2.5.4. A solution of Lax pair (2.1, 2.2) whea =k + 3, k =
0,1,2, ... with leading behaviour**2 is:

1 1 1 (k+3)
) (2 1) = (1 _1> <Z<k+>gg) = (2.81)

L oeven: o3 (11 1+2+..+% L4+ +4 A(z)
‘ 1 1)\ 2434 3 Dy B Ay (z)

L odd: ob <1 1) (—+—++— £+.--+iiii) (A(z))
1 1) \ 1+ 34+ 4+ 2 By a2 J\A®2))]
where .
A(z) =) ag;(t)a™,
j=0
and
_ 2dagj»
T T
d2a2j t
a2 = _5012]'_@23427

. . 2
in particularZ4e

S = —Lag, ao(t) = A(t).
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Proof. The solution matrix of Lax pair (2.1, 2.2) &(z, t) and let

(1) — G _11> By (2. 1),

(k+3)
where®,(z,t) satisfies Lax pair (2.58, 2.59). L t" 1 z,1) be the
v*+2) (1)

first column of the matrix solutio®, (x, t).
Fora = k + % k = 0,1,2,... Apply proposition 2.4.3 repetitively to

obtain

1

(h+3) (2, ¢) G)(x, 1)
u 2\, _ . u T,
<U<k+;>(:c,t) = Lo Lo Iy gy )

u®
o3

u(%)(x, Y
v (z,t)) v

SinceL,(x,t) has simple dependence with respect to

z,

Recall that( . 3) is given by

=

(e ) (30
—1 % t % At(z) .

T

1 0
henceL(k_l)Jr% Loy Ly <—if%(t) ) has the form:

8|

T

xT

S1 4 S3 Sk+1 4 tey1 |0
o —i—xg +-~-+xk+1 :c+"'+xk+1

ty
oo + Cﬂk

lk41
-t

N

k even: v

<1+%+m+% Lol

S psm g 4% Ly
k odd: z2 s Wb
+5 40 By
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48
wheresy = 1, tg = 0,t, =1, 1, ..., sp—1 andt,, ..., t,_; are functions of.
Hence we have
k+3) (gt
u f(:v, )\ _ (2.82)
v2) (2, 1)
1432 4 4 3k Ly 4+ A
k even: z7 | +32 N +5§L 5 i thkﬁkl )
;l‘f‘x—g—f—-.-‘f‘mkﬂ e T 5 At(Z)
Loodd: o [t L+ (A
I+3+..+3% B4 +58 A

1
Let ¢§k+2)(x, t) be the first column of(z, ¢), that is
1 (k+3)
(k+3) (11 ul™t2)(xt
we have proved proposition 2.5.4.
For the caset = 0, a = 1, s1 = —if1 (1) wheref%(t) solves Ric-

cati equation (2.36), the formula f@tﬁé)(x, t) given by proposition 2.5.4 is
consistent with equation (2.39) from earlier section 2.3.2

(1) _ 1 1 1 '1 0 A(z)
D D)

1
T

wherez(z, t) = 2322 + 273t and A(z) is the Airy function, where

d>A
e —zA.
where N
A(z) = Z ag;(t)z™
j=0
and
_ 2dagj -
@i T S T
d2a2j B t
a2 _§a2j — 252,
in particular
2
@a an, ao(t) = A(t).

a2 2
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1
We have omitted the superscript on the coefficients,; from ¢§2)(az, t)
U

for simplicity.

1
Now we are ready to use solutiqﬁk“)(:c, t) to find fk+%(t). Let us
look at the case wherkis even (case fok odd can be proved similarly).

Consider
1
1) (4 ) = (2.83)
(11 14+ 4. +% Ly &) (A®)
x j '
L=\ 2484 42 L4 0\ A(2)
Recall atr = 0
Az) = ARz +2750) =Y aga®
=0
2 9 -1 - da?j 23
A(z) = A2 2750 =Y —Ha,
=0

Moreover, we know the asymptotic behaviourgﬁﬁﬁ)(x,t) is given by

11 [ a0k 4 -
1 —1 (k+3) 4\ ket ' (2.84)
o ()"t 4

Equating the two expressions (2.83) and (2.84%8?%)(:13, t) in the neigh-

equation (2.80)

D=

~ T

bourhood ofr = 0,

1
6" (1)
Lo+

1 1 1+%++;—§ (J,gjl’zj
PR R o TR =Y b

N

1 -1 :
1
1 (1 1 aék+2)(t)a;k + ...
~ T2 (bt 1) ) xz — 0.
I -1 c; 2 (t)akt 4 .

For solution (2.83) to have the correct asymptotic behayiguandz; need
to satisfy systems of equations. From the top entry, equiggowers inz,
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from 2z =%, x=%+2__ to z* gives usk + 1 equations for thé: + 1 variables
Sky Sk—2, -+.S0 andtk, tp_o,...To!

1
e skag + tgag =0
1 , .
2 : SkpQo + tkaz + Sk_92aqg + tk,QCLO =0

k—2 / / _

SkQ2k—2 + tkagk,Q + -+ tQCLk +ar_o=0
k41
ZL’k : Ska2k+tka/2k+"'+tzagg_2—|—ak:a((] +2)'

Rewriting these in the form of @& + 1) x (k + 1) matrix equation:

Qo a6 0 0 cee 0 Sk 0
as ay ap  ag 0 e 0 ts 0
Sk—2 :
L = (2.85)
S9 0
Qok—2 Ghy o Cee Qg )y Qg2 to 0 )
Qo Ay Cee Qpeg Qo Qg 1 a(()H?)

Let us denote the matrix equation (2.85) as

k+1
Z CjCL’j = B,
j=1
that is let
(Clcz...cj...ck+1)
be the matrix in equation (2.85) andis the determinant of this matrix
A - ‘Cj]_(jz...C}j...(jk_,_]_|7

1
B = (0,..,0,a) 7T,

(21, T2 Tpr1) = (Sk,try ey 1),
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Let 7.1 (¢) be the determinant of the+ 1 x k + 1 matrix

a ar 0 o --- 0
0 0
as as a a, 0 .- 0
T (t) =
/ /
A2k—2 Qop_o A2k—4 ag—g4 Qp_y QGp—2
!/ /
A2k Qo A2k—2 Arp—2 QAp_o Qf
That is

Tk+1(t) = ’CIC2...Cj...Ck+1‘ = A.

Applying Cramer’s rule:

1
€Ty = Z|CICZ~-~B~-Ck+1|

to evaluater, |, we obtain

(fk+%)

/
A2k—2 Qo o

/
(k-4 Qp_y

A
1
_ag n()

Ty ()
Hence we have shown that
(k+1) Trt1(1)
a t) = ———=.
0 ( ) Tk(t)

To prove theorem 2.5.3 we still need to show

51



(D; Dy ... Dy i) =

52

Proposition 2.5.5.

Thyi(t) =

2. THE SECONDPAINLEVE EQUATION

wherey is a constant.

Proof. Let

(Cl Cz Ck+1) =

and

A2k

ag ag
as al
/
A2k—2 QAgp_o
!
(33 Qop
i
! 1
Qg Qg
dk—1 ao d* ag
dtk—1 dtk
d*aq d*t1lag
dtk dtk+1
ag 0
as ag

!
Aoy,

d¥ag

dt*
dk+1a0
dtk+1

!
A2k—2 Qgp_o A2k—14

A2k—2

(%)

Af—4

A—2

d2k—1a0

de2k—1

d2k’a0
dt2k

0
0 0
(2.86)
/
Ag—4 Qp_y Ap—2
/
Ap—2 Qp_o ar
d*ag
dtk
d*t1lag
dik+1
(2.87)
d2k71a0 d2ka0
dt2k—1 dt2k
d2ka0 d2k+1a0
dt2k dt2k+1
0
0
(2.88)
/
g Qk-2
/
Ao Ak
d*ag
dthk
dk+1a0
dtk+1
(2.89)
d2ka0
dt2k
d2k+la0
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We notice that by definition

(D; Dy ... Diyq) = (D1 DV .. Dﬁ‘”) (2.90)

where™ = 4= We are going to prove proposition 2.5.5 in several steps.

First we show

Proposition 2.5.6.

1
1 *
(Cl Cz Ck+1) == (Cl Cll C(lk)) _1 5
0
1
1 *
where matrix -1 is an upper triangular matrix. The
0 :

denotes the fact that the upper triangular entries are iergéfunctions of
t. The bold faced denotes the fact that the lower triangular entries are all
zero. The diagonal entries arer —1 only.

Proof. Let us look at thel x (k + 1) column vectorsC,, (n=1,..., k+1)
of the matrix (2.88) first. We describe the even coluniig and the odd
columnsC,;_, separately.

The even column vectd®,;, is defined to have entries until thejth entry
( = 1,2,...) which isag, then followed byaj, ..., up toay; ;)

_ I l T
Cy = (OJ"'7a07a’27"'7a2(k7j+1)) )

The odd column vector€,;_; have0 entries until thejth entry which is
ao, then followed byas, ay. .., up toass—j11),
C2j71 = (07 ey @0, A2, ---7a2(k—j+1))T'

Immediately from the definition we see that

dCa;_1
dt

= Cy;. (2.91)
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Another relation for the column vectors can be obtained [ffgmintiating
Co;,
dCa;
o 1 = (0,...,ay,dy, ..., Ay j11))
t
= _5(07--~7a0,a27---7a2(1c—j+1))T

- (O, ceny 0, AQy «eey ag(k_j))T
t
— —5Caj1— Caja (2.92)

T

where we have used relation (2.42) to rewritg. Proposition 2.5.6 is
equivalent to the statement:
forn=1,.., k+1,

Cajr = (—=1)7C:" Y + 30, u(t)Ci for nodd

(jn = .
Cajia = (—1)C; "V + 3, u(t)Cx for neven

(2.93)

wherey(t) denote functions of. We will prove this by induction.
For then odd casep =1, 5 =0,

(31 ::(31.

For then even casep = 2, j = 0, by the definitions ofC. in equation
(2.88)
Cy = C, .
Now we want to show that in general whent 1 is odd
Cur1 = Cajs = Cogrnen = (17 CLW + Y (1) Cic
k<n+1

and whem + 1 is even

k<n+1

Whenn + 1 is odd,n is even. RewriteC,, ,; using relation (2.92),

t
Cn+1 = _écnfl_cn/-
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Now use equation (2.93) for the expression®f for n is even

CnJrl :—ECH,1 - ((_1)jc1(n—1) + Z,uk(t)ck> (294)

2
k<n

t ; / /
=5Cn1+ (—1)71C1 ™ +> () + > i (t)Cx. (2.95)

k<n k<n

Let us look at the first summation on line (2.95). Since
, t
Czj = _§C2j—1 - C2j+17

the derivatives ofCy (k even) can all be expressed in terms(§f ; and
Ck.1. The derivatives ofCy (k odd) can be rewritten in terms @y,
with equation (2.91). A& can be at most — 1, then the derivatives o,
in this sum can be rewritten in terms @ with £ at mostn. The first and
second summation in line (2.95) can be combined as one suammat

> jin(t)Cu
k<n+1

whereji,(t) are functions of and

Co1 = (-1/7'Ci" + > ji(t)Cu
k<n+1

Forn + 1 even,n is odd, use equation (2.91), then (2.93) € odd

dC,
dt

- ((—1>J'cl<"—1> + meck)

(jn+1 —

k<n

= (—1YC1" + ) u()C + > p(t)Cu

k<n k<n

= (—1YC:"+ > (t)Cx,
k<n+1
whereji,(t) are functions of.
Equation (2.93) means that ea€lj can be written in terms dﬂ(ln_l) and
Ci, ...,C,_1, which really means that ea€h, can be written in terms of
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Ci, ...,C" V. In matrix notation

(C; Cy ... Ciq) = (C1 Gy ...C)

0

wherex denotes upper triangular entries which are in general fomsf¢,
0 denotes that all the lower triangular entries are zero. Tagamhal entries
arel or —1 only. We have proved proposition 2.5.6. U

Next we show that

Proposition 2.5.7.

1
C, C, ...c¥y = 20 D, D, ..D 2.96
(C1Cy ...CYY) = 0 - (D1 D3 ... Dyy1) (2.96)
) }
&
1
2 0 . . .
where 0 - is a constant diagonal matrix.
) }
&
Proof. Recall
C;, = (CLOJLQ, . 7a2k)T
and
dag d?a d*a
D1:(a07 —2 0 O)T

dt’ de2’ T dtk
From equation (2.55) we have
2dag;_o
jodt
2 2 d*ag4
ji—1 diz

G/Qj =

2j djao
gl dti’
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therefore

da,o d2a0 Qk dkao T 2 0
—0 92 0 = D, (2.97
TR T 0 . 1 (297)

where the matrix multuplyindD, is a constant diagonal matrix. Differenti-
ate equation (2.97) with respect#a times we have

1
d"C, 0
C(n) — D(n)
1 dtn 0 1o
2k
&
then the matrix is
(C; Cy ... C)
1
dC, dFC, 2 0 dD; d"D;
= — . = D, — ..
(C1 = ) 0 . (D1 =5, )
2k
&
1
2

We have proved proposition 2.5.7. O
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Proposition 2.5.6 and 2.5.7 together give us
(C1 Cy ... Cipq)

1

1 *
= (C; Cy ...CH) ~1

0

1
1
1 *
2 0
= 0 . (Dl D2 DkJr]_) -1
. 2k 0
B

Take the determinant on both sides, note the determinariteedirst and
third matrix on the RHS are both just products of their diadgardries
which are all constants. We have finally

dD; d*D,
C;Cy;Cs...C =pn|Dy — ...
|Cy C; Cs k1| = p Dy dt dtk
wherey is a constant. We have proved proposition 2.5.5. O
Thus, we have shown that
d (k+1) d . Try
t)= —1Ina, ?(t)=—In——
fk:—‘r%( ) dt 0 ( ) dt Tk;
where
o d dio
k+1
ag apy e —ddt:ff
Tk+1(t) =
dk—lao dkao ko—lao d2ka0
L ik W1 gk
dkao dk+1a0 koag d2k+1a0
dik dtk+1 e de2k di2k+1
We have thus proved theorem 2.5.3 O

In this chapter, we have described only two of the cases weschka
and Newell have studied id§]. This is because we have only investigated
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the g-analogues of these two cases for ¢hdiscrete Painlevé equation con-
sidered in our work. They are the two most obvious specialsciseavhich
the associated linear problems simplify and indicate spestilutions for
the Painlevé equations. However, there are many aspecte d?dinlevé
equations which may be understood via their associatedrlippblems,
such as the asymptotic behaviour, the connection formbka Bécklund
transformation , the integral representation etc. 48gfpr more details.



CHAPTER 3

g-linear analysis

The aim of this thesis is to develop the technique for stuglyire ¢-
Painlevé equations via their associated linear probleorsyhich we will
need results on the analytic theory of thenear system developed a hun-
dred years ago by Birkhoff and his students. We review thesrefrihe
Birkhoff school [L4, 9, 52 on ¢-linear equations, and see how they work
for the two simplest cases.

3.1. Analytic theory of the ¢-discrete linear system

Carmichael 14] and Birkhoff [9] studied then x n g-linear system of
the form

Y(gz) = (Ao + A1z + Asa® + ... + Aa") Y (2)

where whered, has eigenvalueg’, A, has eigenvaluegi, j = 1, ...n, and
fori # j, 0, — 6;, pi — p; # integer. This is referred as the “non-resonant”
condition for the coefficient matrix of thelinear system. Carmichael has
shown under the non-resonant condition the existence ofset® of fun-
damental solutions, one in a neighbourhoodrof= 0 and the other in a
neighbourhood ot = oo. He has further shown that these two fundamen-
tal solution matrix can be related bygaconstant connection matrik(x),
that isP(qx) = P(z). Hence giving the ingredients of a theory that can be
regarded as the answer to thaiscrete analogue of the Riemann-Hilbert
problem. Birkhoff later has provided a explicit formula féwetconnection
matrix P(z), and demonstrated by applying on the simplest example. That
is thel x 1 linear system with: being1. He has shown that the solution of
this problem is the-discrete analogue of the Gamma function. Le Caine
[52], another student of Birjhoff investigated the next caseftbe point of
view of simplicity. That is the x 2 linear system with: being1 case. She

60
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has found that the solutions are tdiscrete analogue of the Gauss hyper-
geometric functions. We reproduce these two examples ingkesection.
First we state the theorems of Carmichael and Birkhoff.

Theorem 3.1.1.[14] Consider the: x n g-discrete linear system
Y(gr) = (Ao + Arz + Aoz + ... + A2”) Y (z), (3.1)

where A, has eigenvalueg’’, A, has eigenvalueg’s, j = 1,..n. For
i # 7,6, —0;, p — p; # integer, they-linear system (3.1) has fundamental
matrix solutionsY;(z), Y (x) given by

Yo(r) = (xgjeij(37>)1§i,jgn’

" (3.2)
Yao(2) = ¢2 9 (a71035(x))

1<i,j<n>?

wheret = ﬁ‘l—z (€ij)1<i,j<n @Nd(0;;)1<i j<n aren x n matrices of analytic
functions which can be expanded as a power-seriesniln% aroundr = 0
andoo, respectively.

Birkhoff [9] has completed the study of the non-resonant case of the
n X n linear g-discrete system by solving its generalized Rienpaohlem,
giving an explicit formula for the connection matriX(x).

Theorem 3.1.2.[9] The two fundamental matrix solutiong(x) andY,. ()
are related by the connection matXz),

whereP(x) is an x n matrix of functions, defined in terms of the Weier-
strass sigma functionm(t). It is “q constant”, that i°(qz) = P(xz). More
explicity P(x) = p;;,fori,j =1,2,..n

pij = e BT MO0 0 D)o (4 q$) ot —alD) (3.3)

wherew; = 1 andw, = fni; are the two periods of the(t) function, which
satisfies the relations

ot +w)=—exp (m(t
o(t +ws) = —exp (na(t

£ Nl=

)) o (t),

+
+ )) o(t), with 1w, —np = 2mi.

N
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Thep constantsa(;’j ), satisfy the constraint
W

3 al ) =64 py - B (3.4)
Inq
A=1
In the same paperlff] Carmichael had an inverse of theorem 3.1.1,
stated as follows.

Theorem 3.1.3.[14] Let Yy(x) and Y, (=) be two sets of» x n single-
valued functions which, away from zero and infinity, are gtieJ defined

by
Yoo(r) = q%(ﬁit) (xpjdij (37))19‘,]5717 | <5ij (x>>1§i,j§n | # 0,

wheret = 11131—3; and fori # j, 6, — 0;, p; — p; # integer. The two setes of
functions being connected by the relation

Yo(z) = Yoo (@) P(2), Plqx) = P(x).

(3.5)

Then the two sets of functiorig(z) andY,,(x) are the two simple funda-
mental solutions of a system gfdiscrete equations

Y(gz) = Ax)Y (x),

in which then x n coefficient matrixA(x) is a polynomial of degreg in
Z.

Above theorem is not simply a repetition of theorem 3.1.1.hBatit
has a significant implication on the iso-monodromy deforamaproblem
of ¢g-Painlevé equations and especially relevant in this thdsisays that
given the forms of the solutions of the linear problem and libey are
related to each other, one can reconstruct the equatiorsttesfy. In the
context of the associated linear problems for ¢f@ainlevé equations, it
means that once we have solved the spectral linear probléne dfax pair
we can reconstruct information of the solution of thRBainlevé equation of
which the coefficients of the linear problem are defined im&eof.

Note: Ramis pB5] has introduced analytic functions which can be used in
place of the t = {g—z function used by the Birkhoff school, so that there
is no logarithmic singularity at = 0 or co. However, in this thesis, we
follow Birkhoff school, due to its simplicity of expansion.
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3.2. Casel x 1, degree 1

From constraint (3.4) we can see that in general, the onlgscadere
a(;’j) can be evaluated explicitly are when= 1. Birkhoff [9] has solved
the simplest case, thex 1, u = 1 case.

Consider they-discrete equation

y(qr) = (1 — z)y(x), (3.6)

whered; = 0, p; = —lfl—”q, andy = 1.

The solutions at = 0 andx = oo are given by the infinite products

yo(z) = (1 - g) (1 _ f%) -

Yoo () = q%(tz—t)efm'tl__ll_li o

x qz

which can be verified by substitution. The connection maktix) for the
1 x 1 case ip(z) where

Yo(T) = Yoo ()p(7). (3.8)
The constant; in the definition (3.3) op(x) can be calculated from equa-
tion (3.4)
1

Za)\zﬁl—pl—ﬂ—zzo—kﬁ—z—ﬂ—zz()
—~ Inq Ing Ing

Now we are ready to evaluate the functipfx) using formula (3.3), we
have:

p(z) = Cef%t%r[(m(917/)1)*%2]150@_al)
= e 3G () (3.9)

_ Ce—%t2+i7rt0_(t) :

where we have used the relation

i .
Mmi— — N2 = 2iT.
Ingq
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The constant can be found by evaluating equation (3.8at 1 using
expressions (3.7) and (3.9), we have

yo(x) = (:L“—l)(yoo(x)gj (3.10)

(D) ity e

q

e () (L) e
q q

where we have used the facf0) = 0, 0/(0) = 1.

Note: The solution of equation (3.6) is denoted3g1 — =), and is the
g-discrete analogue of the Gamma function. In Birkhoff’s notat the
solutions atr = 0 andx = oo are denoted as

F;o(l — ),

and the two solutions are related by

ol —2) =21 —a)p().

I',(1 — ) is a special case of the so called basig-twypergeometric func-
tion defined in Appendix B as

m®r (01, - b1, b3 0, 2) (3.13)
= (@1} @)k (am3 Qi [— k (S>T+n_m k
kZZO (bl;Q)k...(bn;q)k(q;q)k ( 1) q z

where

@a=1" L
T 000 - —a), k=120

Proposition 3.2.1. Solution of equation (3.6) is given by

00 .
x]

(¢

Note in this case the in ,,®, is 0, which means there is nlg, this is
denoted by = ” in the notation above.

Fq(l - :E) = lq)0(07 —7(],51?) =
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Proof. Let

then

y(qr) —y(z) = Z—

y(gr) = (1-x)y(=).
0

Proposition 3.2.2.T',(1 — x) also has the infinite product expression

1
Fell =9 = -
where
(a;9)00 = (1 —a)(1 —aq)(1 —ag?)....
Proof. Let
() = 1
M =000 — )1 — ¢a)...

then

A s R

(1—=)
(1—2)(1 —q2)(1 = ¢x)(1 - ¢*x)...
= (I—2)y(z).

We have showed that the two different definitionsfgf1 — =) in Proposi-
tion 3.2.2 and 3.2.1 satisfy the same equation, and singehthes the same
asymptotic behavior at = 0, they must be the same function. U
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To summarize, the solution of equation (3.6) is

Fq<1—w>:<x_;)m — 1Do(0,—3,7) (314)
(9] 7
a ;(Q;Q)j’

where we have thé&',(1 — z) function in both the products form and the
summation form.

3.3. Case x 2, degree 1

The next case of thelinear system (3.1) to consider from the point of
view of simplicity is the2 x 2, u = 1 case. Le CainegZ] considered the
g-linear system

Y(qz) = (Az + B)Y (2) (3.15)

where A has eigenvalueg,, a;, and B has eigenvaluek,, b,. The coeffi-
cient matrix has zeros at;, as, that is

|Az + B| =0

whenz = a1, as. The six constants,, as, by, by, ; anda, are called the
characteristic constants of system (3.15), they satishctnstraint,b, =
ajasaian. Le Caine proved that aryx 2 systemY (gx) = (Az + B)Y (x
with these six characteristic constants can be transforimedwhat she
called the “normal form™:

B 0 ar(z — o)
Vigr) = <—a2(x —ay) (a1 4+ ag)x + by + by

hence we will consider equation (3.16) from now on.

) Y(z),  (3.16)

Theorem 3.3.1.[52] The ¢-linear system (3.16) has fundamental solution
matricesY°(z),
Vo) = 10(1- 2%
@ = (1= 1)
( 2®1(aa ba G q; o%) QCDI(CLQ/Cv bQ/C, QZ/C; g, o%) ) (bg O)

By ®i(a,b;6q,25)  —2-9® (ag/c,bg/e, *[c;q, ) ) \ O b
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ve() = Ty (1- ) x
T

2 2
aq aq. , q°oq bg bg. - t
2@1(%7777% p ) 2<I>1(b,?,;,q, p ) % ay 0
aq aq. . qoi bg bg. , gqou t |
2‘1’1(6177,7,(1; ) 2‘1’1(57775,% p ) 0 ay

xT

where,®, (a, b; ¢; ¢, z) is theg-discrete analogue of Gauss’s hypergeometric
function, and is discussed in detail in Appendix B.
The solutions are related by

Yi(z) = Y*(2) P(a),

P(z) = pij, pij = p(—a;x/bj)cij, (1,7 =1,2)

p(x) = exp ((—n/2)t* — mit) o (1),

1 L+ arag”/bs) (1 + big" ™ /(azas))
ew = ]1 (1= 01" /b2) (1 — arq” Jan)

H (1 + azaaq” /by) (1 + b1¢" " /(a12))
(1 —b1g"*t1/b2)(1 — azq”/as)
o (L4 ar0ag”/by) (1 + bag” ™ /(aza))
e = =0 em mt—ar/a)
o — ﬁ (1 + az00¢”/(b1g")) (1 + bag"*! /(a10))
2 (1 = bag"+1/b1)(1 — asq”/aq) '

Proof. By Theorem 3.1.1, we know the matrix solutions of equatioh&3.
atx = 0 andx = oo have the form

v=0

€1 =
v=0

v=0

v=0

Yo@) = (EY@), B ) (% f) 317)
and
Ye(@) = (FO@), FO) (O 0) (318)

whereEW (z), E@(z) and FM (), F?) () arel x 2 vectors of functions,
analytic atz = 0 andx = oo respectively.
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To find E™ (), substitute the vector solutiehZ™") (x) into equation (3.16),
we have

0 U(r—a)
EW — by ED ().
(q:v) <_Z_f<x - 062) (a1+a2)bﬂ;“+b1+b2) ( )
Now try to get this into a form where we can compare it with2Zlke system
for theg-hypergeometric equation (B.15), solved in terms®f(a, b; ; g, 2).
Let

where
g1(qz) = (1 - O%) g1(z),
thatisg (z) =T ( — O%)
Let
B(x) = (“) ,
U1
now

O __ a1
Eil)(qx) = U(qx) = _ az(z—a2) (a1+a2):£1b1+b2 U(CB) .
n(i-x)  u(e) ) \nl

A further transformation is required so that tfie2) entry is normalized to
be 1. Let

then

0 1
<u<qx)) o b2<i—1) ( — <u(x)>
- o ag ai1+az)x+b1+ba )
) n(o7) wleg) SN
where we have used the relatibib, = ajaraq a5 to simplify the expres-
sion.
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Compare this with the-hypergeometric system (B.15) to obtain
.- 2
Qo

abz—E = ﬁ<£—1),
q by \ a1

b b
_(a1+a2):bc+ 110 = (a+b)z—(1+f),
2

which can be solved to get

T
z = —,
&%)
C . bl
q by’
(15105
a = —
by
a1Qo
b = —
by
and
T
u(r) = Py (cub; ¢ q, —) :
Qo

Hence, one of the solutions of tRex 2, u = 1 linear system (3.15) is

btro <1_ i) 2q)1(a7b; C;Cbo%) )
a ai _aylll 2(1)1(aa b7 G 4q, %)

The other vector solution can be found similarly. It is alesgble to find
c11,12,21,22 in the connection matri®(x) since the exact form df, andY,,
are known to be expressed in terms of g-hypergeometriciturst For the
details seej2). O

All the theorems and examples in this Chapter apply-ioear systems
of non-resonant type. AdamS§][has dropped the non-resonant condition
on the coefficient matrix and studied the solutions of theegain-linear
system. The Riemann problem for the generihear system was looked
at by Trjitzinsky [73], and more recently by Ramis, Sauloy and Zhatg, [
69]. However, since in the study of the associated linear @moisl of g-
Painlevé equations, we have only lookeg-fihear systems of non-resonant
type , therefore we will not go into details of the theoremstfe general
g-linear system here.



CHAPTER 4

A g-discrete analogue of the second Painlevé equation

We have seen that thex 2 ¢-linear system (3.1.1) withy being1 is
solved by theg-hypergeometric function®,(a, b; ¢; ¢, z). Its continuous
analogue is Gauss hypergeometric functidgh(«, 3,v;t). However the
associated linear problems of tiiainlevé equations apex 2 g-linear sys-
tems, whose coefficient matrices are polynomials of degrgeeater than
1. In this chapter, we will show that these linear systems @asdived in
terms of the classicatspecial function for the special cases when their as-
sociated non-linear equation, that is thPainlevé equations, admit special
solutions for particular values of the parameters. Thisiftten inverted
and used to find the determinantal forms of some specialisnkibf the
g-Painlevé equations which is the main result of this work.

4.1. Ag-discrete analogue of PIl and its associated linear probles

The associated linear problems consisthaf spectral problem
U(v,2) = U(v/\% ) = A(v, 2)¥(v, z) (4.1)
andthe deformation equation
V(v,z) = VY(v,z/)\) = B(v,2)¥ (v, 1) (4.2)

where
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: A\x N2z
B(v,z) = —WaRs Y
’ <y j9Q2) |-
Va Vaa
Note, v is the ¢-discrete analogue of the spectral variaklg,e; are con-
stants,mq(x), ma(x), n1(z), na(x), fi(z) and fo(x) are functions ofy(z)

andz theg-discrete Painlevé variable
e29(xA) (—e1?A? — eag(x) + eag(x)g(zN))

my(z) = oA ; (4.3)
2 (e2?N? = eag(@)g(xA) N + erg(aN))

mal) = No()g ()2 -89
€2 (e12” + eag(2)g(x\)?* — eag(w)g(x)))

ni(x) = erg(a\) ) (4.5)
e (—erz* A\ — e1x2g(z AN + eag(x)g(z\)?)

na(z) = e1A2g(x)g(xA) ’ (4.6)

fie) = =22, @)

e3x?
falx) = —621—)\- (4.8)

The compatibility ofg-linear systems (4.1, 4.2§ —Tis:
A(v,x/\)B(v,x) — B(v/\*,2)A(v,7) =0
which forcesy(z) to satisfy a second-order non-lineadiscrete equation

This is ag¢-discrete analogue of PIl, denotgePIl. Equations (4.1, 4.2)
together are called the Lax pair of equation (4.9).

(4.9)

4.2. g-Linear analysis of the spectral problem

We apply Carmichael’s Theorem (3.1.1) on the formal soldiohthe
linear g-discrete system to the spectral problem (4.1);-#fll which is a
2 x 2 g-linear system with polynomial coefficient matrix of degree- 3.
We concentrate our analysis on the spectral half of the Laxfpathe
reasons similar to those of the continuous case. We seéthabefficient
matrix of the spectral problem has polynomial dependencigsorariable
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v, whereas the dependence of the deformation equation oaritlex is
transcendental, via the solution@Pll g(z).

4.2.1. Series expansion near = 0.

Proposition 4.2.1. There exists a fundamental solution matfixof the ¢-
linear systems (4.1, 4.2) at = 0, for o #* rik k is an integer or half
integer,

(I)(Va l’) = {¢1(V7 $), ¢2(V7 1’)},

- as;(z)v%
¢1(v,x) = eﬁ jZO (C%figm;V%#l) ) (4.10)
balva) = &Y (ngl(ﬁ)”Zﬂ @11)

gy 95 (z)V¥

wheret = —12% and

e1a;(1/A% —1) = mycjy +naj_o + fic;_s (4.12)
Cj(el/)\gj —€2) = Maoa;_1 + Nacj_o + foa;_3 (4.13)
ead;(1/X7 —1) = mobj_1 +nodj_o + fobj_s (4.14)
bj(€2/)‘2j —e1) = madj_1 +nibj_o + fid;_s, (4.15)

wheremy, my, n1, na, f1, f are defined earlier by equations (4.3)-(4.8).
In particular we will show that

e/
ofa) = —irva T, (4.16)
g(z) = m\/_cizfé//);\)) (4.17)

Proof. By Carmichael’'s theorem, we know near= 0 the solution matrix
has the form

_x- [a(@) b)) el 0
O(v, ) —jz_; (cj(x) dj(x)) % <O eé)' (4.18)

To obtain the recurrence relations (4.12-4.15) for thefawehtsa;, b;, c;, d;,
substitute solution (4.18) into equation (4.1) and equategos ofv near
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v = 0. We see fok; # es, by = ¢ = 0, while ay, dy are arbitrary. The fact
thatby = ¢y = 0 further implies
Aodd = Ceven — dodd = beven =0. (419)

Hence the fundamental matrix solution has the form:

B ap(x) 0 0  b(x) az(x) 0 9
2(e) = {( 0 do(az)>+<cl(as) 0 >”+< 0 dz(x)>”
0 b3(x)\ 4 el 0
+(63(x) ( ) +...}<O )

Let® = {¢1, 92}, then

)
(x

t b2j+1 4 27+l
pn - eQZ( P )

=0
Note thata;, b;, c; andd; are in general functions af asm,, mq, n1, ne, fi
and f, are functions ofr. To find thez dependence ai;(x), c;(x), for
example, we substitute, (v, =) solution (4.10) into the other half of the
Lax pair, the deformation equation (4.2),

- _ aop(z/N) + ...
¢1( ) /)\) 1 (cl(x/)\)l/—i—...)

—ivaAs 2\ (ag(z) + ..
=} :
! ziu §422) a(z)v+ ...

Va Vaz

Equating powers im:

0 ao(z/)) = —i\/a%ao(a:)
_ g ao(z/A)
= g(z) = \/_ao(x/)\Q) (4.20)

This says that the solution @fPlIl is given by the ratio of the leading co-
efficient of the solution of its associated linear problemsuadv = 0,
with different shifts in ther direction. This difference in shift corresponds
to differentiation in the continuous setting. Equationl{®.can be found
similarly, so are the rest of the coefficients in the expaméfol18). O
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4.2.2. Series expansion near = oco.

Proposition 4.2.2. The fundamental solution matrix to thdinear systems
(4.1,42)atv = xis

V= {77Z}l7 ¢2}7

n(v,x) = I(v)J(x)u(v,x) (i‘ _>‘1> Z <&J((j))> %7 (4.21)

=0 \ Vi
_ A AN (B 1
Wa(v, ) —I@NMMM@<1_J;;(M@>W (4.22)
where
e ! 1w
) = (Z) T2l
€9 3 Inx
J(l’) = (6_1> ) :_m7

u(v,z) = Ty—2(14+v/AN)Ty—2(1 +izv)Ty—2(1 + iziv),
v(v,z) = Ty-2(1 —v/AN—2(1—izv)l\-2(1 —izv).

Coefficientsa;, 3;,v; andd; satisfy the recurrence relations

2

_28 2
x 6104]()\ 1) (4.23)
ny+n e2x(—i— i\ + xA2)A\¥2 ny—n
R P (CE=2)
(my +moX?)  e2i(—i+ \x + N2a) N2~ (—my + ma)?)
™ o A @2t o i

(€1 +e3) esN¥~0 (€1 — e9)
+ ( 9 - el a3 + 2 Yi—3,
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2
—xf—jyj(w +1) (4.24)
ny+n e2x(—i — i\ + xA2)\2 2 ng—n
B ((12 2>+§( v >7j_1+<(12 2)
—(m1 4+ maX?) _ e_%i(—i + Az + N2p) AP o (my — m2>\2)0¢-
2 e A Yi-2 2\ i
(€1 +e3) esNH0 (€1 — e9)
+ ( 5 -2 o Vj-3 + Y
263 25
ny+n ez x(—i — i\ + A2\ 2 ny—n
B <(12 2)+é( v >ﬁ“+<(12 2)
(my +maX?)  e3i(—i+ Az + N2z)\¥4 (—my + maA?)
( 2\ s A fima 2\ -2
(e1 +e3) eaN¥76 (€1 — e3)
_ NI St SV S
+ ( 92 el Bj 3 + 9 1—3>
2‘3% 2j
ni+n e2 x(—i — i\ + xA2)\¥ 2 n—n
= ((12—2) + e—i ( 3 ) ) dj1 + (%) Bi-1
—(m1 +maN?) | e3i(—i+ A+ No)AF N O (m1 —mX?)
( ™ e \ R TN
(e1+€3) esN¥6 (e1 — e3)
_ S aa LT E2) 5
+ ( 2 el 7—3 + 9 ﬁ] 3

with Gy = 79 = 0, anday, Jy are arbitrary constants set to be 1 without loss
of generality.

Proof. First we need to diagonalize

(0 n@)_( o s
A3<>‘<fz<x> 0) ( o)

for the leading behavior of the series expansian at oc. Sinceii = \2

1z
fa(z

: . . . . A
this can be done by conjugation with the constant marix % (1 1) )
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Let U (v, x) = CVy(v, z),

=
I

C Ay, 2)0y, (4.27)
@1 == CilB(V, .T)C‘I’l (428)

62
_ —ﬁxQ 6(3 3y 1 ny+ng Np— N9 2
0 +242 2\ni—ny np+neg

. 1 mi + mz)\2 —my + 7772)\2 X 1 e1+ey €1 — ey
— V — >
2\ mq — m2>\2 —(m1 + mg)\2> 2 €1 — ey €1+ ey

C'B(v,z)C
i /2r )\ 0 (_i(61x2A2—EQg(x)\)2) _i(elx2k2+ezg(x)\)2)>
_ €1 xAg(z ) zAg(z\)
= v+ ; 252 2 ; 252 2 .
. e i(erz* A +eag(zA)?) i(erx® A —eag(x)?)
0 - ﬁl’)\ — x)\g(acz)\g) —= :c)\g(xz)?)

The matrix solution of the-linear systems (4.27) at = ~o therefore has
the form:

Uy (v,x) = I(v)J(x) Z (aj(x) ?y((i))) V—lj (g S) (4.29)

=\ ()

where on substituting into the spectral linear system (A&7have condi-
tions:

Iw/)) = 21w

€1
and
. _. _ .A AQ
u(v/ N\ x) = <1+u§(—i+>\x—|—)\2x) —1/236( ! Z)\ +2X) —xzz/?’) u(v, x)
= (1+v/NA +izv)(1 + iz v)u(v, ),
. _. . .A AZ
v(v/\,x) = (1 - I/%(—i + Az + Nx) — VQm( ! Z)\ * 2X) + xzu?’) v(v, )

= (1—=v/N(1 —idzv)(1 —iz v)v(v, z).
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For (4.29) also to be a solution of the deformation equatbg), the fol-
lowing equations with respect to the Painlevé variabieed to be satisfied

Jx/y) = ) 2J(),

€1

and

uw(v,z/) = (1+iz v)u(v, ),
v(v,z/N) = (1 —iziv)v(v,x).

Equations for/ (v) and.J(x) are solved by
2\t
_ (2 _ Lt
1) = (el>’ = om

e 2 Inz
@ = (2) =ik

u(v,x) = Dy—2(1+v/AN)—2(1+izv)l—2(1 +iziv),
v(v,z) = Ty—=(1—v/AN)-2(1 —idzv)l\—2(1 —izkv)

satisfy the equations far(v, z) anduv(v, z). I',(1 — z) is theg-discrete ana-
logue of the Gamma function. The recurrence relations ferctrefficients
a;, B, 75, 0; can be found by substituting solution (4.29) into (4.27) and
equate powers of atr = oo, for example

2 2

(& Qp € — Q)
3 _ 22 _ 222

€1 \ Y €1 Yo

implies thatay is arbitrary andy, = 0,

2 _xze_g Qg )\g_e_gx(—i—i/\—ir:c)\Q) o
' €1 \ N €1 A 0

_ mge_% —o n 1 (n1 +na)ag ’
€1\ N 2 \ (1 —ng)ag
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implies

ap (293(—2' — A+ N\ + Z—%)\(nl + n2)>
222 A(N2 — 1) ’

ap = —

(4.30)

_ a ap(—ny + ng)
n e 22N +1)

In general

U3+ e_% _2 %) r(—i —iA+aN?) [ \2i—2
€1 Vj A Vi1
(i r a2 [ 972 ) sz g (3 yao
A Yi—2 Yi—3
_ x2§ o) 1 (n1 + n2)aj1 + (n1 — na2)yj
e\ 2 \(n1 —na)aj—1 + (n1 + n2)7yj-1

1 (('rm + m2>\2)04j72 + (—ml —+ m2>\2)f)/j2>
)
(
(

~

1
+
2\ — My \? aj_o — (my + m2>\2)%‘72
1 ( er + 62)06]'_3 + (e1 — 62)%‘—3)
2 (e ’

1= e2)aj3 + (e1 + €e2)vj-3

gives the recurrence relations (4.23) forand (4.24) fory;, and

3+ ﬁ 22 Bi A _ r(—i—iX+zX?) (i1 \25-2
' €1 (Sj A 6]‘,1
A Y Eeael B L DU
A 0j—2 0j-3
= 2 BJ + 1 (n1 + n2)5j—1 + (n1 — n2)5j—1
2 \(n1 = n2)Bj-1 + (n1 + n2)dj

i ml + maA?) )Bj—a + (—my + m2/\2)5j—2
2A mg)\ ﬁ] 2 — (m1 + mg)\ )5]',2

(( 1+ e2)Bj-3+ (€1 — e2)d;- 3)

(e1 —€2)Bj-3 + (e1 + €2)d;3
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gives the recurrence relations (4.25) forand (4.26) fors,;. Similarly it
can be shown thal, is arbitrary,3, = 0. The rest of the coefficients can be
calculated using the recurrence relations. For example
o (293(—2' — A+ 2A2) + GA(ny + n2)>
2

o = 222A(N2 — 1) ’

(4.31)
€1 040(”1 - n2)
e3222(N2 + 1)
The coefficientsy;, 3;, v; andd; are in general functions of sincen,, n,,
my, me, f1 and f, are all functions ofc. Their dependence an can be
found by substituting solution (4.29) into (4.28). We fouhdt oy anddy
does not depend an, that isay(z/)\) = ap(z) anddg(x/A) = do(z)(the
function J(z) is used to take the dependence of the leading coefficients).
Since they are constants with respect to both varialsled:, therefore can
be set to be 1 without loss of generality. O

b

4.3. Special solutions

Solutions of the form (4.10, 4.11) are in general not validawrg\; is an
integer power of;. Inconsistency can arise in either recurrence relations
(4.13) or (4.15) when this is the case. The cgse- o = 1/\* separates
into two types: (1) is an integer, (2) is a half integer. Since-PlI (4.9)
has the symmetry,

g(x) = —a?/g(x) = a—l/a,
we only need to considér > 0.
Definition 4.3.1. Type (1): & = o = A% L is a positive integer.
For the linear system (4.1) we find that no inconsistenciesg am this case,

and solutions at = 0 of the form (4.10, 4.11) are still valid. This can be
easily checked as follows, whéh = X%k thej in equation (4.15) is even,

bovcn x 0= my ('r)dodd + nl(x)bovcn + fl(x)dodd-

Since we found in the expansion of solution of the Lax pait (4.2) that
doaa = beven = 0 (equation (4.19)), the RHS is also zero. Hence no incon-
sistency arises in this case.
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Definition 4.3.2. Type (2): a=a= A4k is a positive half integer.
In this case inconsistency can occur for the recurrencéoeta For exam-
ple whenZl = ﬁ thej in equation (4.15) is odd

bodd x 0= my (x)deven + nl(x)bodd + fl (x)deven

but b,q4, deven @re not necessarily, so the RHS is not zero in general .
However, there is still a possibility for avoiding incortsiscy, if special
conditions are imposed on the coefficients(z), n,(z) and f;(z).

We will look at the simplest case of type (1) and (2) respetyiwvhich
isk=0,%=1andk =g, & = 1.

Note that the linear problem (4.1) is not easy to solve in ganbeing
the 2 x 2 system of (3.1) withuy = 3. However, the problem simplifies
when Ay(z), Ai(z), As(z) and Az(z) in A(v, ) commute, which means
A(v, x) can be diagonalized by conjugation with a constant matrig,the
second-order linear problem reduces to two first-order ones.

4.3.1. The simplest rational type special solutionWe look at type (1)
first, as it includes the casé =1, when the linear system can be diagonal-
ized by conjugation with a constant matrix and is exactlyadlin terms of
the ¢-Gamma functions.

Proposition 4.3.3. A solution of the Lax pair (4.1, 4.2) when = =1
and the correspondingPll equation (4.9) admits solutigf(x) = —iz, is
given by

¢go) (v, ) (4.32)

o 1 )\ )\ F)\—z(l + V/)\)F)\—2<1 + il’V)F/\—Q(l + ZJ?)\V)
2\ =1 AT 2 (1 — /N2 (1 —iav)Ty-2(1 — izAv)

. )\T2j1/2j
- 2j+1
= \ Ty

where
1 i(—i+ Az + M) z(—i — i\ + z)?)
+ZL‘2,I‘]‘_3,
1
Tj1(v)=— (Tj(z/A) — Tj(z)) . (4.34)

1T A
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Proof. On asking the four coefficient matrice& (x), A;(z), As(x) and
As(z) in equation (4.1) to commute with each other, we arrive attreli-
tions

e1 = ey, ni(z) =no(x), ma(z) = Nma(z), fi(z) =N fo(z) (4.35)
and
g(x) = —ix. (4.36)

Substituting the special solution (4.36) into the lineaskpems (4.1, 4.2)
gives

\I’(V/)\2,£L’) = AO(V,$)‘I/(V,$), (437)
qj(”ax//\) = BO(V,J,’)\IJ(V,J]) (438)
where
4 1+ VQM vi(—i+ Az 4+ XN2x) — 2\
U(Vv 33) - l/i(—i—i-))\\ag-i-/\%) B %Vg 1 — sz(—i—i:\—i-a:/\Q) )

1 iNav
Bolv,2) = (ixu 1 ) '

We have denoted the reducddv, =), B(v,z) as Ay(v, x), Bo(v, z) in the
case ofel = 1 and the other conditions (4.35, 4.36). The solution matrix
in this case is denoted as = {¢\”, ¢\"’}. The constant matrix which

diagonalizesd(v, z) isC' = 1 i‘ )‘1>. LetV(v,z) = CUy (v, x). Then

\/1\11 = C_le(l/,l')C\Ifl, (439)
\1/1 = C_IB()(V,J/’)C\I}l (440)
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where
C ' Ay(v,z)C
1+ vi(—i4 A+ Nx) — 2% 2?3 0 o
0 1 —vi(—i+ Az + Nz) — p2uCizidted]) i_i)’\\”’w) pand) !
A+ 5 A Hdav)(1 4 ixdv) 0 "
B 0 (1 =91 —izv)(1 —iziv)) "

1 (A 4izdr) 0
C™ ' By(v,z)C = ( 0 (1- ix)\l/)) ;.

Let the first column of the solution matrix of equations (4.3%40) be

u(v, x) :
<U(V’ :B)) , that is

where
uv/Nz) = (1+v/N)A +izv)(1 +izdv)u(v,z), (4.41)
u(v,z/N) = (1+iz v)u(v, ), (4.42)
v(v/N2) = (1—v/N)(1 —izv)(1 —izdv)v(v,z), (4.43)
v(v,z/N) = (1 —iz v)v(v,x). (4.44)

We see that equation (4.41) has solution
U(V, (L’) = UI<V7 .I)UQ(V, .T)Ug(l/, I)7
where

u(v/X%z) = (1+v/Nu(v,2),
uy(v/ N 1) = (1+ixv)uy(v, ),
us(v/N%z) = (1+iz\v)us(v, z),
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each of which can be solved in terms of fif&amma functior’,(1 — z).
We have

ul(y,x) = F)\72(1+V/)\),
ug(v,x) = Dy—2(1+izv),
ug(v,x) = Tyh—2(14izv).

Hence
wlv,z) = Dy2(1+v/N)y-2(1 +izv)Ty-—2(1 +izAv). (4.45)

It is easy to check that solution (4.45) also satisfies eqnd#.42). To see
this we use the infinite product formula Bf(1 — z):

1
I,(1—z)= ,
= G
where(z; ) = (1 — 2)(1 — q2)(1 — ¢%2) . . ..
Now
a) = 1 1 1
“WhE = (=% A7 2) o0 (=121 A72) o0 (—izAV; A72)
B 1 1
A0+ %) (i) (L + &) (L) (T + 22
and
u(v,z/\) = ! ! L

A+50+%5) . O+Z) 1+ %) (L i)+ ).
= (14 iz v)u(v,x).

Similarly it can be shown that
v(r,r) = Ty—2(1 —v/ANh-2(1 —dav)ly-—2(1 —izdv) (4.46)
satisfies equations (4.43) and (4.44). Hence we have

T(A AN Y2 (1+v/NDy—2(1 +izv)ly—2(1 +ixAv)
1 —1ATy (1 — /N2 (1 —dzv)Dy2(1 —izdv) |

To show the series summation expressions8t(v, ) in equation (4.32)
recall thatl’,(1 — =) (see equation (3.14)) has a series summation expression
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atz =0:
Fq(l - Z) =
Thus
u(v, )
= 190, =A%, —1/A) x 1D(0,

5 (—ixv)’
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— A2, —izv) x 1 Pg(0,
(—izv )k

— A2, —izv))

S 2

WA

)\_2; )\_2>]’

; (A5 A72)y,

— L+aj73ﬂ—¢+le+M)+
= 2 T

whereTy(z) = 1. From the definition of/; and equations (4.41, 4.42) for
u(v, x) we have the relations which defifie(z), j = 1,2, . ..

x(—i — i\ + 2)\?)

>T T

1 i(—i+ Mv + N
+ZE2T']'_3
1

Tj-1(x)= P (T5(x/N)

Similarly for v(v, z)

v(v, )

1@0(0 AT 2 V/A) X 1(130(0

j—1— j—2

A

= Tj(x)).

— A2 izv) x 10 (0, —; A2 izv))

()"
Q’A 2)
AV
Tl

> -

20

1—

(izv)?
Z (A2 072

—i+ a1+ N)+

(izv )k
e
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Finally we have the solution of equations (4.37, 4.38)

1A A u(v, x
) = o)
2\1 —-1) \v(v,x)
A A 1+ T+ Tov? + T + ...
1 -1 1—T11/+T2U2—T3V3—|—...

1
2
_ ()\(1 +To? + ))

N Z )\TQjI/Qj
« T2j+1y2j+1 ’

O

4.3.2. The simplestg-hypergeometric type special solution.Type (2):
k=31,% =a= 5. Inthis case the recurrence relation (4.15) at 1 is:

€2

bl x 0= ml(fﬂ)do.

Sinced, # 0, m;(z) needs to be zero for the equation above to be consis-
tent. Recalln, is defined by equation (4.3),

Ng(zA) (=22 — g(z) + g(x)g(x)))

my(z) = p =0
9@/ = m5h (4.47)
= or
gla)) = (4.48)

Hence like its continuous counter-part, thl1l equation (4.9) can be re-
duced to ag-discrete analogue of the Riccati equation. In Appendix C
we show that the contiuum limit of equation (4.48) is a ddiaial Riccati
equation.
Consider now the linear systems in this special case. We knonv f
equation (4.20) that
g(z) = —ix\/a—;o(g//;))
x ag(z/N)
' Nao(z/22)
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whereq,(z) is the coefficient of the leading behaviour of one of the vecto
solution of the linear problems at= 0. ¢-Riccati equation (4.48) implies

(o) (5o aern) = = Sacarm

ag(w/A\?) — éao(x/)\) + aoix) = 0. (4.49)

This is ag-discrete analogue of the Airy equation. In Appendix C wevsho
that the contiuum limit of equation (4.49) tends to the ddferal Airy equa-
tion as§ — 1. So we have found that Whé;[fl =a= AQ , theg-Pll equation
(4.9) reduces to the-Riccati equation (4.48, or 4.47) and the leading co-
efficienta,(z) of the solution of the linear problems at= 0 satisfies the
g-discrete Airy equation with respect to thediscrete Painlevé variable
Using g-Riccati equation (4.48) to replace thér)) in the Lax pair (4.1,
4.2), recall in this case we hawe, (z) = 0,

U(v/\x) = A%(I/, )V (v, x), (4.50)
U(v,x/\) = B%(V,x)\lf(l/,x) (4.51)
where
1 2 3
Ai(vz) = /\+n1(x)’/ , filz)v \
2 me(z)v + fo(z)v? A+ ng(z)v
4 3 12 w $2 3 ZB
| 22 (2?9 (@) —a® N g(a) +a’ Mg +A4 @32, _ 2)2,2 A=z?+at)\2—g(z)) 3 |’
V(@2 g(@)? AV A T
—H“;Q iNxv
Bi(v,x) = 9(=) ,
2 1TV sy
3@
We have denoted\(v, z), B(v,z) for the casen = & = 55 = 33, as

A%(V, x), B%(V, ).

Proposition 4.3.4. A solution of the Lax pair (4.1, 4.2) for the case=

a4 = AQ, and the correspondingPll (4.9) is solved by (z) = —z’§;0(f/§2))
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(whereay () satisfies a-Airy equation (4.49)) is given by

. 1 0 L0\ x= [ ayla)pw?
¢(2) v, = p2 na(z . ’ j
! ( ) T h (gﬁ))u )\fiw)v CONINEON go a2; (x//\)VZJ

J

1 0 > ; %
Y i az; (T (4.52)
M(aZtg(z)y  2Xv /) j—0 CLQJ'(J?/)\)V !
where
62]- = Z{L‘)\Qagj - I_)\Q(l/)\4]+4 - 1)(12j+2, (453)
= 1 i _
A5 = _XGQJ‘ — IL‘Q/\Ban_Q + aagj, (454)
in particular,
— 1 _ ag
_ 2 -0
o — ~~ Ao + \ ;

recally(z) = y(5).

Proof. We will use the asymptotic behaviour (4.10)@f(v, t) nearv = 0
as a guide as to how to transform the Lax pair (4.50, 4.51) tmpler form,
for whena = & = sz andg(x) satisfy equation (4.48).

Since

et = (1/)N) =exp (— ln)\lrill)i?) = exp (%lnu> = V%,

Inv 1 .
6; = (A)t = exp <ln)\m) = exp (—5111]/) =V 2,

we know from equation (4.10), there is a solution of the Lak p&50,
4.51) with asymptotic behaviour: of the form

0o .
(.
. 2j+1
=0 C2j+1V

whereqy(z) satisfies equation (4.49). This indicates the first tramséor
tion:

N

o(v,x) = v

U(v,z) = V%\Ifl(l/, x). (4.55)
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Vi(v,z) = Wi(v/\x) = M (v,2) ¥ (v, 7) (4.56)

1+ /\n1($)y2 )\f1(I)1/3
()\mz(x)u + A fo(z)d N2+ /\nQ(x)y?’) Uy (v, x).

This transformation does not change equation (4.51) that is

_1+wi—2 iNxv
Uy (v,x/A) = B% (v,2)Uy(v,x) = m)\g;@ i Uy (v,x). (4.57)
142

v(v, x)

/X)) [ L Am (o) AMi(@)v® Yu(v,z)
(U(V/)\27x)>_<)\m2(x)v + Aolx)® N2+ )\nz(x)V3Xv(V, x)) (4.58)

and .
——2 Ny
u(v,z/A)\ 1422 u(v, x)
<v(y, x/)x)) B ( z'.r)\z(/) H”fﬂ) (v(u,x)>' (4.59)

g(x)

Let (u(y’ x>> be a vector solution of the Lax pair (4.56, 4.57), then

The top entry of equation (4.58) gives us

u—u

= Ay (x)u + vAfi(z)v. (4.60)

2
Equation (4.60) shows how(v, x) is related tou(v, z). We would like to

transform to a new”which relates tou more simply. Let

~

Uu—u
2

= dmy(a)u + VAL (),

V1 =
14

v hwr @r) \U vy
22 A2 4-g(x)+22g(x) 1 .
A3 (x24-g(x))v Z2\5y U1

The reason for transformation (4.61) is that we know-giscrete calculus:

then

y(r) —y(x) _ ylgr) —y(x)  1dy

w2(g—1)  22(¢—1) xdr’

inthe limitg — 1,
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which is similar to what we have in the case of PII for the sglecase

_1
CL—2.

The Lax pair is now
(? ) =0 (My(2)) Q (“) , (4.62)
U1 2 U1

(_ﬂ ) =Q 'By(r.0)Q (“) (4.63)
(%1 U1

where

Q! ()\A%(V, :c)) Q

_ 1 v?

=22 (1= N+ 22+ 2\t T (1 22N PR
—1 iT\? -
@ Bé(u’ 1)@= (iﬂc(—l — A2+ 22\ — i3 2 ——“iﬁf”) ‘

Now, we see that the transformation equation (4.61) simpltfie Lax pair
significantly. For instance, equations (4.62, 4.63) no &rttavey () the
solution of¢-Pll in their coefficient matrices. The top entry of the vecto
equation (4.63) gives us

2 7 u—u
which relates the operation into the operation im.
Finally, let

Vg =U = ZZL’)\QU — # (UI/_QU) s
SO
Vg = Z CLQj(LC/)\)VQj.
j=0

That is

U 1 0 U
(1)) (1) @69
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1 2/\42 ')\2 2
- » —iz_x~3y44 Z$2 QV 2 Y , (4.66)
—izv? —ixt At 1+ (22N = 1)y Vg

0 1 Uu
O (o))

Recallu(v, z) at the neighborhood of = 0 has the series expansion:

then

S 2)

gl

<

u(v,x) = ZGQj(.I’)VQj = ao(7) + ag(z)v? + ag(z)v* + ...

then equation (4.64) gives us a relation (4.53)dgt
52]- = Z.I')\2a2j — W<1/)\4j+4 — 1)a2j+2.

The bottom entry of equation (4.67) is:

— 1 ‘
T (_X — :132)\31/2) u ;—Aa (4.68)
which gives us the other relation (4.54) foy;:
— 1 1
52]‘ = —Xagj — $2)\3V26L2j_2 + aagj.

Transformations (4.55), (4.61), and (4.65) means we went:

u u u u

v — a_(l)_j‘_fi\,z;y2)u — all_zu — T .
A solution of the Lax pair (4.66, 4.67) is

u)  (u) i ag;(x)v?

Vg u = \az (x/N)v%

anday; satisfy the relations (4.53) and (4.54). In particutai,x) satisfies
theg-Airy equation (4.49). The solution of the original Lax p&t50, 4.51)

D=

14
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can be constructed back using the transformations (4 4% ), and (4.65),

3 1 u 1 1 0 U
QSEQ)(V?LU) = V2 U) = V2 (_ nl(CE) 1 > (U )
fi()y  Afi(z)v 1
= Pl _m@ 2 st g
A aey/) \ @At A Vg
= ]/% g(lm) 01 - CLQj(iIZ’)VQj? .
M@ tg@))y o) =0 \% (x/ A=

4.4. Schlesinger transformationZy,

Let the Lax pair for whem; = 7, es = A?", gi(z) is a solution of the
q-Pll equation

ax®(g(x) + 2?) N 1
g(l‘/A)g()\[L') - g(x)(g(x) — 1) ) for o ey kY
be denoted as:
VP, 2) = Ap(v,z) 0P (v, 2), (4.69)
E(k)(y, z) = Bip(v,z2)¥W(v,x) (4.70)

whereA, (v, ) and By (v, x) denote the coefficient matrices of the spectral
(4.1) and deformation (4.2) equations.
u™ (v, 1)
Let ’
v (v, z)
solution of the Lax pair (4.69, 4.70) given by propositio@.4. Therefore,

(k) (k)
DN W a0,
v (v, ) o (r)v
where the superscript’ denotes the faat, = ﬁ es = A?! and the corre-

sponding solution of the thePll equation isg,(x). Then, the solution of

- 1 -
the linear system when the parameter 2 = (i is

(1) (3, ) (k+1)
U v, pr1 [ ag ()

~ U asv 0.
<U(k+1) (v, x)) (Cgkﬂ)(x)lj -

be the first columm!™ (v, ) of the fundamental matrix



92 4. Ag-DISCRETE ANALOGUE OF THE SECONDPAINLEVE EQUATION
The Schlesinger transformatidn, (v, x) is such that
(k+1) (k)
u v,x u V,x
@) ()
v (v, 1) v®) (v, 2)

Proposition 4.4.1. The Schlesinger transformation of the associated linear
problem (4.69) of;-Pll is given by

\IJ(kH)(V, x) = Li(v, :B)\If(k)(l/, x), (4.71)
where
—Aé’?(fu) Ai’?(xju)
| A (A2v)] | Ax (A2v)]
Lk(lj, 1’) = A(11;~+1)A(21;~)()\2y) 1 _ A(lli-H) A(k)()\2y) . (472)
AGTY a2 Al Ax ()

Proof. We first relatev® (v, z) with u*+ (v, z) , making use of the Back-
lund transformation ofy,(x). We are motivated by an observation that
v®) (v, z) has the same order of leading behavioviwith «*+Y (v, x) in
the neighbourhood af = 0, namely,

VW w,z) ~ ()

v,z) ~ af™(

Vk+1,

k+l)( sy

ul x)

Proposition 4.4.2. There exists a constaptsuch that
k k
() = pag ™ ().

Proof. Recall equation (4.20) relates the solutiongell to the leading
behaviour of the solution of its associated linear problems

(k)
. af (x/))
= . 4.73
) = N e e
Then proposition 4.4.2 is true if we can show
2 a(()k+1)(a:/)\) _ ;= (/) |
)\2k+2 aék‘+1) (l’/)\2> AQ,C—}—Q Cgk) (x/)\Z)

Grer1(T) =

From the recurrence relation (4.13) hﬁ) () we have

cgk) () (e1/X —€2) = mg(x)aék) ()

_ _2? (e18® N — eagr () gr(zA) N + elgk(x/\))a(k) ()
AGr () gr(TX)? C
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then,

M@/ mala/Nag (/)

/X2 ma(e/N)ag? (z/02)

Mg/ ge(w/0)? (e12° = eagi(w/N)gr()A® + exgr(®)) af” (x/))
N2g1 (/N gi ()2 (1% — eagn(w/X2)gi (/NN + exge(z/N)) af” (z/X2)

Use theg-Pll equation

22 (gla/N) + %)

APV = o) e/~ D)
to eliminateg, (z/\?), and rewrite{% in terms ofgy.(x), we have
cgk) (/) _ (ax? — grp(x/N)gr(2) N2 + age(x)) 22 gr(z)A?i
AP (/) )2) 96(2)? (gr(2) (gr(/A) = 1) — 2?) x

2+ (07 = 9@/ Ngu(a) X + agi(@) @
(@) (90 @) gn(a/N) = D) = 22)

Then

2 cgk)(x/)\) _ (az? — gr(z/N)ge(2)\* + agr(z)) 2*
AR B ey Nge(e) (ge(x)(ge(2/A) = 1) —2?)
The last line is the Backlund transformation of auPll equation (4.9),
found by Joshi et al.39]. That is

(0x? — gi(x/Ngr(x)N* + agi(x)) 2*

) = Do) o)y~ 1) a2 T
and
Grr1 () = _i)\sz G(E])j:ll))(x/)\) =t 2f+2 C(({)) e/ '
ag " (z/X?) A 2/ 02)
Thereforea" " (z) is proportional ta{*) (). O

This motivates the following statement

Proposition 4.4.3.

v (N2, z) = u* Y (v, ).
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Proof. Recall the spectral equation (4.69) is of the form

a® (A AR (u® (4.75)
) a4l ) oo

where
1 AF (A 22 4+ gi(z)ge(zN)? — gr(z)ge(z)) 12

A(k) _ 4,76

11 )\Qk + gk(x)\) ( )
AW AR g (z) (=AM 222 ;/\gk(x) + ge(2)gr(zN)) v 20k,

x

4B A 22 AT (2227 — N g (@) g (zA)AN? + gi(zN)) v

2 A Agr (@) gr.(zA)?
A g2k A2 (2N — 229, (M)A + A gi(2) g (zN)?)

2 A2g1(2)gr(xN) '
It is useful to note that

)\4k
| A (v, 2)| = (1 — =V D1+ M*220) (1 4 MF22\202). 4.77)

This 2 x 2 system of coupled first orderdiscrete equationg;{AES) can
be written as two second ordetAEs:

At ~(k)
(k) A Ay
. = (A;’;> +A Nay, + —2 | Agfu® (4.78)
A12 A12
o A G
3 = (AT AR 1 T2, o (4.79)
A21 A21
and the equation faz*+1) is then
A(k+1) A(k—i—l)
A(k+1) A ~ N A
(Ag;Jrl) Aéiﬂ) + Agli+1))u(k+1) + 2 A(k+1 ’Ak+1’u (k+1) .(4.80)
12
We observe from equation (4.77) that
Ak, )] = [Appa (/X 2)] = |Aga (4.81)

and using the-Pll equation (4.9) fog,(x) and its Backlund transformation
(4.74) we can easily show
Ay AR

20 ) = o /X e) (4.82)
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and
(k) A\gi) (k) (k+1) A\ggﬂ) A(k+1) 2
(A1 ®) + Ay ) (v, z) = (Ay (k1) + A ) (W/A ).
Asy Ay

That isv™ (v, z) andu*+Y (v /)2, x) satisfy the same equation. The as-
ymptotic behaviors o6™*) (v, z) andu*+1) (v /)2, z) are

Cgk)(x)yk"'l _ ’uagk-l-l) (.I)Vk'H

and

k+1
k+1 4
a(+)( )

0 \2k+2

respectively. If we chosg to beﬁ, that is

P (z) = %7 (4.83)
then we have
uF (/A2 1) = oW (v, 2), or u D (w,2) = oW (A%, 2).
U

So now the problem of writing:*+) (v, z) in terms ofu® (v, z) and
v®) (v, ) is reduced to writing®) (v\2, z) in terms ofu® (v, 2) andv™® (v, z).
Pre-multiply the linear system (4.75) by the inversedgfv, z),

1 Ag’;) —AE’;) u®) 9 u®)
— v/, x) = v, T
Ad (—A;’? A ) Lo J Pl = o ] )

1 ~
= o) = (AN — ARE),
| A

or
1

oA = s (AR A — A5 (AT ®)
Note we have made thedependence implicit, since all the operations are
on the variabler andx does not change.
Henceu® ) in terms ofu® andv®) is
1

uFD0) =B (N2)) =
W) =m0 = )

(AD O2)o® — AD (A\2p)u®).
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Now it is only left for us to writev**+1 in terms ofu® andv®) to obtain
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Ly(v,x).
From the spectral equation fot*+!) (1), we have

U(k+1)(V)

We are now ready to relaré

Recall that the special solutions of PII form an infinite seweewhich
can be expressed in a determinantal fod8][ In section 1.5.1 we saw
that those rational angthypergeometric type special solutionsgelll also
form infinite sequences. We prove here that these also hasteamnantal
representation and relate special solutiong-8fl to the special solutions

1

k+1
Ay

1
(k)
— | v
k+1
Ay <

1
— {1
A { (

k
—AP (2
[Ar(A2v)]
ATTAR )
AT a2y Al

(A(k+1) _ AgliJrl)u(kJrl))

Ak
[AR(Av)]|
PICR

By (AR erp® - Aé’?wu)u(’ﬂ))

k+1) 4(k
Agﬁ )Aél)(AQV) (k)

!Akl(lvu)!Ag’?(W)) o

(D) W)
k) | O |-
v v

A O2)
AP0

AR g

of the associated linear problem.

efficienta

by

We know that the solution af-Pll g,(z) is related to the leading co-
(z) of the solution of the associated linear problaﬁﬁ(@(zj, x)

(k)

gr(z) =

g (/)
A i () 22)

| Ar(A%0)]

} |
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that is one can find,(z) via the expression ai(()k) (z). We also have the
Schlesinger transformation of the associated linear proldfg-Pll, which
allows us to write down the solution of the linear problem whe/e, =
Tik’ for k is any integer or half integer.

Fork is an integer,

u® (v, x
W,z) = <(k)( N o ils Ly &, z) (4.84)
v\ (v, )

uO (v, )
= Ly 1Lpo...L ’
k—1HE-2 0 (U(0)<V,ZL‘) )

and from proposition 4.3.3 we know

2%
uOw,z)\ 1 [A A Ca—2(1 4 5)Dh—2(1 4 izv)Dy—2 (1 +iz)v)
vO@,2) ) 2\1 —1) \Ty-2(1 = £)Dy-2(1 — izv)Ty-2(1 — izAv)

0) 2; N2
UV bV
= <C(0)j1/2j+1> — <T- Jy2j+1> (4.85)
§=0 25+1 §=0 2j+1
where

x(—i — i\ + 2)?)

1 . (=i A+ V)

T; T}

A2 A =1 A\ =2
+$21—‘j—3a
1
Tj-1(x) = E (T5(x/A) = Tj(z)) -
Fork is a half integer,
u®) v,z 1
Cbgk)(V? r) = ( (k)< )) =Ly 1Ly—o... L1 ¢§2)(V, x) (4.86)
v (I/, x) 2
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and from proposition 4.3.4 we know

) 1 0 00 (3) 2j
— 93 @) | (‘?ﬂ (@) ) (4.87)

Sy o) oo \as! (3/ A
where
1 1 ) . 1
ap = Ay — é(l NI 1)a2,
—(3) INE)) () (1)

Hence it is possible to fing,(x) via the expression odgk) (x) in terms of
T;, (7 =0,1,...) whenk is an integer, or in terms @ég)(x) anda%)(m/)\),
(7 =0,1,...) whenk is a half integer.

4.4.1. Using Schlesinger transformation/,; for the evaluation of a(()k).
Recall the Schlesinger transformation for the solutionshef associated
linear problem of;-Pll is

— AR (W) A O2)
Li(v, ) [Ak(A2v)] AR (A2v)]
vV, T
(v AL ADO) 1 al mneY |
A A 020 Al [Ax(A2v)[ £ 11

WhereAﬁ), Agg), Ag’i) andAg;) are defined by equation (4.76). We see that
asyv — 0,

AP w.z) ~ 0(1),
AR w,2) ~ OW),
AR w,2) ~ O),
A (v,2) ~ 0(1),
|Ak(v,z)| ~ O(1).

Hence
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that is L, (v, z) is a matrix function with infinite series expansion in the
spectral variables in the neighbourhood af = 0, unlike the Schlesinger
transformation’,(x, t) of the linear problem of PIl which is a matrix func-
tion of simple dependence of its spectral variabte

0 1
La(z,t) = <1 M)

i(1+ 2a)
lo(t) = — :

S ST )
We have found that Schlesinger transformatignv, =) is not particularly
helpful for finding determinantal expressionsaélf). Let us look at a few
examples from equation (4.84):

where

gk)(y, )= Lr_1Lk_o... Lo ¢§°>(u, x),

for k are integers as to see why this is the case.
Fork =1,

o\ (v, 1) = Lo(v, 2)¢!” (v, z), (4.88)

with

27
0 Qo V
Ow,a)=>" "™, ]
=0 27+1

where we have omitted the superscfpton the coefficients of expansion
here for simplicity, and

—AS) (W) AP (22)
Lo(v.2) [Ao(A20)] Ao (V20|
vV, =
A AV Al (32) 1 1— ALY A(O)()\Qy)
AR A2 AY [Ao(A2v)[ 771

siw+ syt + . Lttt 4 L)
so+ s+ ... g+t +..) )]

where we have named the coefficients/6fin the (1,1) and(2, 1) entries
to bes;, the coefficients of”~! in the (1,2) and(2,2) entries to be;,
( =0,1,...). Notes; andt; are in general functions af, which can be
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calculated from the definitions (4.76) ﬂfﬁ%(y, x), (m,n=1,2).
The asymptotic behavior Qﬁl)(u, x) nearv = 0 is given by

(1)
ay v
¢§1)(V>$) ~ < ((1)) 2) 5 asy — 0

v

but from equation (4.88()»51)(% x) is given by
(1) SV + 531/3 + ... Zl/(tll/ —+ thS + .. ) > CLQjVQj
1 (vx) = 2 1 2 Z 2j4+1 | -
So + SV + ... ;(to—f—tgl/ + ) =0 C2j 41V
Equating powers i of the two expressions @ﬁ”(y, x):
-the top equation gives

1
Vv . S1Qp +t161 = CL[() ),

-the bottom equation gives

P spag +teer =0

I/2 : Spas + tng + Sqag + tQCl = Cgl),

which we can rewrite in the form of a matrix equation, recalhfi equation
(2)
(4.83) thatel!) = %,

3
52
2@
apg C1 Qo Cs to _ % (4 89)
0 0 ay So 0o/ '
lo
Equation (4.84) fok = 2 is,
o7 (v,2) = LiLo ¢ (v, @), (4.90)
where
80+82V2+... %(to—f-tgyz—l—)
LlLO ~ S5—1 3 1 (t-1 3 )
— T sS4 ... ;(T—I—tly—i-tgy —I—)

where we have renamed the coefficientsoin the (1, 1) and(2, 1) entries
to bes;, the coefficients of”~! in the (1,2) and(2,2) entries to be;,
(j = —1,0,1,...). Note thes; andt; for the casek = 2 are obviously
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different functions from the; andt; for the case: = 1.
We kn0W¢§2)(V, x)'s asymptotic behaviour is given by

(2)
6P (v, z) ~ 12 (CE% ) , asv — 0
o'V
but from equation (4.90)\” (v, z) is given by
2
P (v, )
_ So + 82V2 + ... L (to + t2V2 +. f: a2;
Sﬁ+51y+531/3+... %(tl—i-tll/—'—th —|— = \C2jr1v

Equating powers i of the two expressions Qﬁz)(u, x):
-the top equation gives

VO © Soag + tpcy = 0

V2 : Spao + t()Cg + Sqaq + t201 = CL(() )

which we have already expressed in the form of a matrix eqund#.89),
-the bottom equation gives

1

— S_1Qq9 + t_101 =0

v

1% S_1a9 + t_1€3 + S1Q0 + t101 =0
VP 1 s_jay+t_ics + s1ag +tics + s3ap + taep = 052)

which we can rewrite in the form of a matrix equation, and refraim

equation (4.83) that = %,

53

l3 o®
ap C1 Q2 C3 Q4 Cs s ;\)—6
0 0 a ¢ az c3 tl = 0 . (491)
000 0 0 ay « ! 0

S—1

tq

Equation (4.84) fok = 3 is,

O (v, 2) = LyLi Lo 6 (v, 2), (4.92)

2]—1—1) '
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where

=L sy 4 sgt + %(LTI+t1V+t3V3+...>
LolyLy ~ 52 2 1 (toa 2 :
2t sot+sat+... (R4t +tal+..)

v

We know
, o®
¢g)(y,1‘)f\/l/3 C(g)l/ > asv — 0
1

but from equation (4.92)\* (v, z) is given by

o (v, x)

_<%+31u+331/3+--- %(tTI+t1V+t3V3+-~-)>§:< iV

i;22+80+$2V2+... l(ty_—;—i—to—l—tglj2—|—...>

v

Equating powers i of the two expressions (qj‘f’)(y, x):
-the top equation gives

1

— S_1Qp + t_101 =0

14

v S_1Q9 + t,163 + S1a9 + t101 =0
v S_1a4 +1T_105 + s1ao + tic3 4 szag 4+ t3¢1 = aég)

which we have already expressed in the form of a matrix eqnéd#.91),
-the bottom equation gives

1
- © S_9aqp + t_261 =0
1%
VO : S_9a9 +1T_oc3 4 Sgag + o1 = 0
V2 I S_904 + t_QC5 + Spao + tng + Soaq + tQCl =0

V't S_9ag + t_oc7 + Spay + LoCs + S2a2 + tac3 + Saag + tycy = 053)

9
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which we can rewrite in the form of a matrix equation, recalhfi equation

(4.83) that!® —
)\8 )

S4

7
@
ap €1 Gy C3 Q4 C5 Qg C7 So Ch
0 0 a9 ¢ as c3 ag4 cs ts B 0
0O 0 0 0 a9y ¢ ay c3 So N 0
0 0 0 0 0 0 a to 0

)

t o

From the above examples we see that although we can cal@llates

s;, t; and the coefficient&g;), chLl (7 = 0,1,...) of the expansion of
¢\ (v, 2) and hence calculate,”, it does not however give us,” (z) in

the desired determinantal form. This is due to the fact that, z) in the
neighbourhood of = 0 has infinite series expansion in the spectral variable
v. In the next subsection we will show that there is anothele3uhger
transformation which reveals the determinantal strucmh@’“) ().

4.5. A simpler Schlesinger transformationA,

While relation (4.84) is correct, its complexity does notghes to find
agk)(x) in a determinantal form. We will show a simpler Schlesingans-
formation of the associated linear problem from which theedwrinantal
form of a(()k)(x) and hencey,(x) can be obtained. Recall the associated
linear problem (4.69)

\T/(k)(l/,x) = Ak(y,x)\lf(k)(u,x)

AR 4 k)
= %11) %13) ‘I’(k)(’/, ),
A21 A22

whereA) (m,n = 1,2), are defined in equation (4.76). We also have the
Schlesinger transformation (4.71) that relaie&™) (v, z) to U9 (v, x)

VD (1, 2) = Li(v, 2)0® (v, 2),
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whereL (v, z) is defined by equation (4.72)

—AP () AP (2)
TAGT] TAL )|

k k &
A§1+1)Aé1)()\21/) 1 1— A( +1) A(k ()\2 )
A A 02 Al T eEmIREE

Li(v,x) =

Definition 4.5.1. Let us define a new system of vector functidri$ (v, z),
which are related t@ﬁk)(y, x) by

FO,z) = ¢ (/3 2) (4.93)
00 k V23
S (;&f(x)—w
- 2 V2i+1 .
A =0 Cot( )m

Proposition 4.5.2.Now we show that vector functioR ™ (v, ) have Schlesinger
transformation defined by

FE (1 2) = Ap(v, ) F® (v, 2) (4.94)
2k 2k U

Ae(v, 2) = Apa (V/ A7, 2) L (v /A7 ) = 1 el | (4.95)
A2 v

where

() = 22k (e1 — 62)\2) gk(x)gk(xA)Q
PN (122X + (o1 — e200u(7)) ge(wN)

(4.96)

recalle; = 13, ea = A%,

Proof. We know

~ (+1)
¢1 (V’ :L’) = Ak‘—i-l(V’ x)¢1(k+1)(ya ZL’)

now lety — sz,

BEP WA ) = A (0N, 2) L(v/ 32, 1)) (/32 2)

D@/ 7)) = A (/N ) Li(v /A, 2)6 (v/ A, )
F(k+1)(y’ :L‘) = Ak+1(y//\2k7 x)Lk(V//\Qk7 l’)F(k)(V, J])

_~ =~
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Use the definition ofd; (v, z) and L (v, =) we have

Ak+1(y7 I)Lk(y7 .13)

AT, z) AT (v, )
AST (w,z) ASTY (v, )

y (A, (20)] [A,(20))|
AEFD 4R) (32, 1 1_ A A(k (A2)
AT a0y AT T 11
0 1
= | AQ A1 @) —AD O20)[ A1 () [+ A% (1,2) | A (W)
AETY ) A (A20)] ALY W) A (A20)|

An observation from equation (4.77) tells us that

A1 (v, 2)| = A (Xv, 2)].

Using Backlund transformation (4.74) gf(z) andg-PII equation (4.9) it
can be easily checked that

AR 1
AWy N
and
AP ) + AG D va) (e1 = e2)*) gu(@) g (@))?
Aggﬂ)(l/) 2203 (e122A% + (€1 — eaA?gi(x)) g (zN)) v
Hence
Ak(”? .1') = Ak+1(y/)‘2k7 x)Lk(V/)‘Qka l’)
0 1
= 1 A2k (61—ez>\2)gk (z) g (zX)? '
A2 22X3(e122 X2+ (e1—ea\2gx (2)) g (zN))v
]

Proposition (4.5.2) gives a much simpler Schlesinger foanstion
Ay (v, z) then Ly (v, z) which is rational inv. This observation is crucial
in allowing us to obtain the determinantal formaéf ) and therefore that
of gi(x). We now have,
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for k is an integer

0 1
FE Dy ) = Aghg_y ... ( . po(m)> FO@,2) (4.97)
P

and fork is a half integer

0 1
N = ( oy | FP(0,2). (4.98)

1
1 2
14

More over from the definition of*) (v, x) (4.93) we have

FO(u, 2) = ¢ i( 2] 2]+1>, (4.99)

Coj+1V

where we have omitted the superscfipton the coefficients of expansion
for simplicity, and

) 1
F(E)(y,m) _ 52)(V/)\,:L‘) (4.100)
= i 911(95) 0‘ i( a;?)(x)izj )
A2 vwfg%(w»v S 2Ny ) =0 azy (/ Nz

4.5.1. F**+Y(y, ) when k is an integer. Let us first consider equation
(4.97 of the case whereis an integer

0 1
Ak(”vx):(L pk_(,z’))7
A2 v

wherep,(z) are functions ofy,(x) andzx.

Some examples:
to
So ”
A Ay = (5_1 1 (t—l—l—t_11/>>7

S1 (4 ¢
A2A1A0: 5 v yl(ut+ 711/) ,
Ftso ()
where we have renamed the coefficientsofinthe(1, 1) and(2, 1) entries
in each case to be; and the coefficients af 7! in the (1,2) and (2, 2)

entries to be; (j = 0,...,[). Note the particular form ah (v, z) implies
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that thes, and¢_, in each case are constants whergaandt; in general
are functions ofy, () andzx. In general fork, an odd integer

te—

5’“: +.o+Z+s L+ B+
Mg MAy = a1 ) .
St FE+2 (Gt At Y+t

Fork, an even integer

Sk_ 31 l tr—1 t3 tl t
Ay A — [T A+ 5+ V(Vk?j A+ + +tav) )
%44+ : + sy (s + .. + +to)

4.5.2. F*+Y(y, ) whenk is a half integer. For k is a half integer

0 1 1
F(’H‘l)(y’ x) = AkAkfl - ( 1 p%(:v)> F(E)(Va l’),

22 v

1 1 0 o0 (1) 1/21

1
2 /\2(a:2+g%(:r))y T2y =0 a2j (l./)\)T
with
as;’ = Z:L‘)\QCLQJ —z (1/)\4]-1-4 _ 1)%?”’
) L) ooy () 0 )
S —Xaﬁ —x"Nay; 5+ aa; )
We writek = n — % n=1,2,...), and consider a few examples:
0 s t
" l gl(x % = ; s ty )
2 )\2(g:2+gl T N2y So + V—% y_22
0 so+ 7% i—g
nee % % 91 (5"’ ? - s1 s3 t t3 )
r2+91 (x))v zAZ it Sl 1
1 0 s L s b
n=3 AsAsA: g1 () i _ ” ;FVSS : +1;3
2 2 2 A2( 2+g%(x)) T I 2y SO+V_§+V_i z/_22+y_%1
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where we have named the coefficients/of in the(1,1) and(2, 1) entries
on the RHS of the equations in each case ta pehe coefficients of
in the (1,2) and (2, 2) entries to be;, (j = 0,1,...,n + 1). From the
particular form of the\,, . and matrix

1 0

9%(58) ; ,

N (224g1 ())v  z v
2

we found thats, is a different constant and = _#32 for all the cases. In
general fom is an odd integer, = 1,3, . ..

1 0 PR R I S
1... Al g(r) i - sn+1 2” tn+1
: : N2 Hg(x))y  x v 50 _I— 5t + v +o Tt yntl

and forn is an even integef, = 2,4, . ..

1 0 so+Z+..+2 LB4.+5h
n—l .- AL g(z) i = s1 sZH t1 :H :
: : N (x24g(x))y  zA3v v + 3 1/3 to T yntl ot yntl

A

n—

A

4.6. Determinantal representations of special solutions

4.6.1. Determinantal form of rational type special solutims of ¢-PlII.

Theorem 4.6.1.¢-Pll equation (4.9) with parameter = Tik wherek are
integers admits a hierarchy of rational type special sohg(z), given
by
ir (/N1 (2/)?)
gr(2) = =3¢ z
N6 (2 /N2 1 () N)

Tk Tk+1 s T2k72 T2k71

Tk_g Tk:—l s T2k—4 T2k—3

m(x) = | T 15 e Ty Tipr
15 T3
0 Ce ce TO Tl
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Ti(z) is theq discrete polynomial of degréein x where

T (0) (5~ D= ) -

T = (/) - T())

z(—i — X+ 2)\?)
A

Tjo(2) + 2*Tj3(x)

andTy(z) =1,7; =0,5 < 0.
Proof. We consider the case whérnis an odd integer, will show later that

the case fok is even can be proved along the way. Recall the Schlesinger
transformation relating"*+% to F(%,

F(Hl)(l/, x) = NpAg_q .. .AOF(O)(I/, x)
_ j,’z—:11+ 2+ s %(i’;—i+ 2t t) i 191/
4.+ +82 (k4 4854 tl +taw) ) =\ ey +1u2”1 ’

and from the definition (4.93) of *) we know

(k+1) (k+1) 2(k+1) Al a(()kﬂ)
F (Vu ;C) = ¢1 (V/)‘ ,QZ) ~ \2(k+1)2 (k+1) o :
€1 XD

Equating the two expressions Bf**1) in powers ofv nearv = 0:
-the top entry gives

1
— Sgp—1ag + tr_1c1 =0
v
1
is Sp—102 + tg_1c3 + +Sp_3a0 + tx_3c1 =0
k-1 . _
v D Sk_1Gop—2 + tp—1C2kp—1 + ... + Soak—1 + tocr = 0
(k+1)
k+1 . " + _ G
v D Sg—102k + lp—1C2k+1 + ...+ SoQk4+1 F LoCrr2 = (kD)2
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-the bottom entry gives

1
ok Srag + trcy =0
1
i3 SkQo + tkC;e, + +Sk_92ap + tk,gcl =0
VE o spagk + trCopgr oo S10k41 + tiCkye + 10, = 0
k+2

v

SkOok+2 T tkCokt+3 + - oo + S1Qk43 + L1Cppa + 1 1Ck12 =

Cngrl)

N2kt D) (k+2)

We can write the equations we have from the top entry(i-al) x (k+1)

matrix form
Ak+1  Ck+2
Ap—1 Ck
0

2k

aAgk—2

Qo

Cok+1

Cok—1

1

Sk—1

S0

52

le—1

aék+1)

0

0

A2(k+1)2

(4.101)

and the equations from the bottom entry itka+ 2) x (k + 2) matrix form

Ck4+2 Qg3
Cr.  Qg+1
0

A2k+2

A2k

Qg

Cok+3

Cok+1

C1

t_

S1

ty

Sk

(78

1

C§k+1)

NG (R+2)

0

0

. (4.102)

Definition 4.6.2. Recall £ is an odd integer, therefore+ 1 is even, let

Teven(T) DE

Ok+1 =

QR+1

Af—1

Ck42
Ck

A2k

A2k—2

Qg

Cok+1

Cok—1

&1
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ando,qq(x) be

Ck4+2 Qg43 ... A2k+2 C2k43
Ck Q41 .- gk Cok+1
Ok+2 =
0 e agp C1

Apply Cramer’s rule on matrix equation (4.101) to evaluateecallsg
IS a constant,

_af M @)oy(w)
So =
Opt1()
(k+1) 500k+1(T)
= q r) = —=, 4.103
0 ( ) O'k(.ﬁU) ( )

whereo, = 0,44, Ori1 = Oeven @re defined by definition 4.6.2. We have
al™™" in terms of determinants.
Apply Cramer’s rule on matrix equation (4.102) for;, recallt_; is

also a constant,

L a @ ()
-1 =
Orr2()
C(k—i—l)( ) = t_10p42(2)
! Opt1(7)

(k+2)
however from equation (4.83) we know thé””t“) = % hence

aék+2) (SL’) _ t,10k+2 (37) (4 104)
\2(k+2) Trrn (2) :
a)

Now we also haveL(()"d in terms of determinants. Recall

2 Ty, v%
FO(y, z) = av = ¢(0) v,x) = 7" ,
o jz() (Czj+1V2J+1 H) jz() Tyjpa ™

that is

Qg5 = )\ng, Cojt1 = T2j+1, j = 0, 1, e
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Then fork is any integer, let

Ty Tpqr - Tog—o Top—1
Th—o Ty - Top—g Top—3
Tk(l’) = T2 T3 s Tk Tk+1 . (4105)
T T;
0 .. Ty T,

The 7, function defined by equation (4.105) is proportional to éhdunc-
tion defined in definition 4.6.2 and

whereyy, is a constant. Finally recall (4.73) we have

i ao (:13//\)
BV o (z/32)

dw (@A) T (2/A?)
N2k (2 /N1 (/)

ge(z) =

O

4.6.2. Determinantal form of ¢g-hypergeometric type special solutions
of ¢-PII.

Theorem 4.6.3. ¢-Pll equation (4 9) with parameter = Tik wherek
are half integers, that iB = n + =, n = 0,1,2,... admits a hierarchy of
hypergeometric type special solutlog;gﬁ( x), given by

2/ A) T (/N2

r Tn+l

Gng 1 (m) = TN o (2 /A2 (/) for n even
n+z o iz T+l (x/N)Tn(x/N2)
2 — T )2n+t2 Tni(x/ﬂ)m (/) for n odd7
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wherer, () is the determinant of a x n matrix

To(x) =
To(z) =
where
1
ay:
=(3)
azj

113

& _d a;%)i2 aé%),Q
;\Ln :\Ln )\271—2 )\2n—2
(%)2 6(%)2 aé%)4 aé%)zl
)\n72 )\n72 )\27174 )\27174
for n even
1 1
GG R I G
0 0 \2 A2
) —(3)
0 O 0 q ay
a(%>1 <%+)1 E(a aé%>2 a§%>2
)\Z—l )\Z-kl )\Z+1 )\22—2 )\22—2
% & @ & _H
n§—3 a’n§—1 an§—1 23—4 a23—4
n—3 )\nfl )\nfl )\271.74 )\27174
for n odd
1 1y &)
0 0 af? @ - T
1 1
0 0 0 al? 7
1 ) 1 1
N2 (3) 0 . ()
2 (g T2 ()\4j+4 1)a2j+2>
1 & 1 e
2 213 (%) _(3)
= ——ay2 — 2 N0y, + —as? .
Y 27 272 T\ 27

Proof. Let us conside”*+1) (v, z), k is a half integer and we writeé =

n —

%, n=1,2,.... We study the case when= 2,4, ..., the case fon is
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odd can also be proved here as we will see later.

F+2) (y, 2) (4.106)
= A, iAo A PO (v,2)
1 1 0 00 (3)( w2
= An—%An—%A%V_i g%(m) i ( Elf)] (x)vgj)
2 A\ X@r @ o | G50 \ay; (2/A) 5z
_ _% so+%+..+2 L4 4+ i aQJ)( )/\TJ
A O U T . S\ @G )

Whereaéfl.) is defined by equations (4.53, 4.54). From the definition of

F("+3) we also know that as — 0

1

O ,a) = o8 wam g

1
ias a(()”Jri)
N | (nhd) (4.107)
€y \2n+1

For F("+2) (1, ) given by equation (4.106) to have the correct leading be-
havior (4.107) in the neighbourhood of= 0, s; andt; (j = 0,...,n +

1) need to satisfy systems of equations. Equating the twoesspmns of
Flnts) (v, z), from the top entry we get+1 equationgy ", v~ "2 ... v™):

1 ) _(H

— Spay®” +thay? =0
VTL
(3) (%)
1 ay’ ay” %) (1)
y"‘Q : Snv + tn )\ + Sp— 2(10 + tn 2@02 =0
(3) —(3) —(3) ()
n—2 . Aoy o 2n—2 an ap_o
v : S/\Qn 2+t”)\2n—2+"'+t2 " +SO/\n— 0
1 1 1 ntl
. a(g) a( ) 57(124_)2 aff) a[() +3)
[ +t + +t + Sp

"\2n "o T T P2 ng2 o A\@ntD)(nr1/2)
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Rewriting this in the form of &n + 1) x (n + 1) matrix equation
L ,< ) 1 L (n+3)
a5z2> ani n+2 a;z) Egz) So L
A An+2 \nt2 A\2n A2n A(2n+1)(n+1/2)
& 1 3
a,y asf) E£L2) o 22 Gop_2 52 0
)\n72 A A >\2n72 )\277,72
= (4.108)
1
3 b o @
0 0 a02 &02 )\2 i_z Sn
1 1
0 0 0 a? a7\t 0
For the bottom entry, we get+ 2 equationgy "~ v+ . pntl):
1 (%) )
e Sn+1ay> + tnr10y> =0
(3) —(3)
1 ay’” ay” ) _(b)
1 8n+1v + tn+1v + Sn,1a02 -+ tn,la(f =0
(3) _(3) (3) _(3)
L s %+t %_’_ _|_3a2_|_ an’ =0
n+1 \2n n+1 \2n 1 " ty SV
) (%) &) (3 (n+3)
e+l s Aon+2 Ty Aon42 g g Iy Unta Cq
nHliyonte T Pl yongo 1y\n+2 I\nt2 = \@n+1)(n+3/2)
Rewriting this in the form of &n + 2) x (n + 2) matrix equation
(3 3
Gy Gnlo . Gom o Gopio S1 (m-%)
>\n+2 )\n+2 /\2n+2 >\2n+2 Cqy
& a(%) ,( ) t1 NCr D) (nF3/2)
an n 2n 2n
A" T >\2n )\21'1, 0
= (4.109)
1 1 &
,)_(, 2 2
0 CLE)2 CLOQ) ai—g §\2 Sn+1
1 1
0 0 0 o @2 ) \twn 0
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Let 7,,(z) be the determinant of the x n matrix

1 1 )
a53) 522) gp o Top s
n n 2n—2 2n—2
?%) f%) A<%) i@)
An—2 pn~2 .. Gopn_4 Qon_g
)\n72 )\n72 )\2n74 )\277,74
To(x) = : : |, forn even (4.110)
1 1
0 O P a2
(IO ao )\2 )\2
) -3
0 0 0 q ay
% & D 3
an2—1 a’nil anil 0‘27%—2 a2721—2
n—1 n+1 n+1 2n—2 2n—2
A@) A(% A(% A<l> A(%
%273 anzl Enzl a2274 6272174
() =] : |, fornodd (4.111)
&
(3) —(3) ay? 52
0 0 ay” a e 5
1 1
0 0 0 - al? @

Then by Cramer’s rule on equation (4.108) fgrrecallsg is a constant and
we assumed is an even integer

1
a(()nﬂ)(x) — "TZ%S)’ It 1S @ constant

n 1 . .
we have a formula foaé +2)(a:), n is even. Applying Cramer’s rule on

equation (4.109) fot,, recallt; = _ﬁ,
4 @) = ma ™t (@) = o Tns2(2) ;< are constants
1 ntQ T Tn+1($)’ ny Sn

Sincen + 1 is an odd integer when is an even integer we now also have
the formula fora(() +2)(x), nis odd

1
0+2) () = n Tt 1(2) ¢, is a constant

o r To(x)



4.6. DETERMINANTAL REPRESENTATIONS OF SPECIAL SOLUTIONS 117

Recall
. (n)
i oay  (x/ )\
n(e) =~ L,
ag (z/M\?)

41 . . .
a"?)(2) for n is an even integer is

(”+%)(:B> _ Tn+1($)

and whem is an odd integer is

(n+3) .\ Sn Tns1 (%)
0 (‘I) T Tn(]?) )

wherer, (z) is defined by equations (4.110, 4.111). Regallandg, are
constants, and
/A 1
/N2 N
Hence forn is an even integer,

1
iz a(()n+2)(m/)\)
MG (@) )

_im Tt (T /N o /A?)
A+l (2 /A2) T (2 /N)

gn+% (I) =

and forn is an odd integer,

i a(()nJr%)(x/)\)
901 () =~ T,
ag *(x/A?)

_iw T (T /N T (x/N?)
A2+2 (2 A2) T (/N

U

Let us look at a few examples of the determinantal formulahefgt
hypergeometric type special solutionsg@PlIl. Forn = 1,

_ iz mi(z/A)

DY 71 (x/A\2)’
forn = 2,
o Tl A/
2 A To(x /A2 (2 /X))’

[
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forn = 3,

where

4. Ag-DISCRETE ANALOGUE OF THE SECONDPAINLEVE EQUATION

9

5
2

Tl(JI)

()

7'5(.73)

_i_x7'3(:p/)\)7'2($//\2)

A 13(x /A2 (z/N)’

b))

E;Q
BVE
_($]’

0

1 1
aiﬁ 54(1?)

A4 A4

1 1
a(22 ) 622 )

s
a(()i) 5((]5)

In this chapter, a general relation between the solutionelibear prob-
lem and the solution of-Pll equation was established. We have found ex-
act solutions for two special cases of the associated |predriem ofg-PlI,
corresponding t@-PIl admitting a simple rational angthypergeometric
type special solution respectively. Schlesinger tramsétion of the lin-
ear problem was found and used to found all the solutions eflittear
problem where the correspondigePll equation admits either rational or
g-hypergeometric type special solutions. This fact was thes=d to find the
determinantal forms of the hierarchies of the rational uegthypergeometric
type special solutions with these two simple special sohgtias the first
member respectively.



CHAPTER 5

Conclusions

Motivated by the results of Kajiwara et al. on the determiabforms
of some special solutions of the discrete analogues of tideé equa-
tions, we aimed to follow Flaschka and Newell's approach lofaming
determinantal forms of some special solutions of the Pagndguations via
the associated linear problem in tia@iscrete setting. We have found that
the relationship betweepPainlevé equations and their associatduhear
problems is very similar to that of continuous Painlevé eignatand their
associated linear problems. Hence the method developedasgtida and
Newell [18] can be followed analogously and used to styéBainlevé equa-
tions in theg-discrete setting. The idea is to use the properties of tieali
problem. In particular since it is the special solutions fué 4-Painlevé
equations (that is for special values of its parameterg/tRainlevé equa-
tion admits simpler solutions of rational and hypergeormdype) which
we want to study, therefore we have considered the spesakaz the as-
sociated linear problem when it admits simpler solutionssfecial values
of the parameters.

In differential linear analysis, the fundamental soluidake the forms
of simple Frobenius series expansions when the equatimfisathe “non-
resonant condition”, whereas for the “resonant’case thdisas in general
involves the logarithm function. Flaschka and Newell hawesidered two
types of the special cases of the associated linear probhelaruhe “res-
onant’condition and found the conditions on the equatianwbich the
fundamental solutions still take the forms of simple Frabsrseries with-
out logarithm functions. They have found that the Painleyga¢éion admits
rational and hypergeometric type special solutions cpoeding to these
two types of the special cases of the linear problem. Funthere, the
closed form of all of the special solutions of the linear peni of these two

119
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type can be found by using the Schlesinger transform of thesmati prob-
lem, iterating from the simplest special solutions of eagietrespectively.
Determinantal expression of rational and hypergeometpe special solu-
tions of the Painlevé equations can obtained through theiapsolutions
of the linear problem.

For theg-discrete linear problem there is thaliscrete analogue of the
“non-resonant condition”and fundamental solutions offtivens of simple
Frobenius series expansions and the “resonant’case wiesslutions in
general involves;-discrete analogue of the logarithm function. We have
considered two types of the special cases of the associatst problem
of ¢-PII of the “resonant”’case and asked for the conditions lierfunda-
mental solutions to be without the logarithm function. Wed&und the
conditions are precisely wherePIl admits rational ang-hypergeometric
type special solutions. The two simplest cases of the twe ofpheg-linear
problem was solved:
equation (4.32),

" LA A\ [T+
e (”’m)_2(1 1> (r“1

. )\TQJV ]
- j T2 +1V2]+1

and equation (4.52),
1 1 0 00 (%) %
¢$2)(y,x):y% g%(m) . Z( ?12)] (l’>l/ > '
/\3(x2+g%(x))z/ T Ia3y =0 a2§ (J;/A)UZ_]

The Schlesinger transformation (4.94)v, =) of a related;-linear system

>f|t >|%

a2 (1 + dzv)Ty—2(1 + iz\v)
Cy—2(1 —izv)Ty—2(1 —ixAv)

F®(,2) = ¢ (/A% z)
was found:
FED (1, 0) = Ag(v, 2) F® (v, )

and used to express all the special solutiB¥8 (v, ) of the g-linear prob-
lem in the closed form in terms df (v, z) and F(2) (v, z). That is fork
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is an integer

1
FO (v, z) = Mgy - ((1) po(r)> FO(v, )

and fork is a half integer

=

v, z).

)

0 1
FE D x) = Mgy ... ( L pl(@) F

A v

We worked with the set of solution§®) (v, z) instead ofqbgk)(z/, x) because
the Schlesinger transformation f6¥*) (v, x) are much simpler and that al-
lowed us to obtain the determinantal expression of the apsolutions of
theg-Pll equation of both rational theorem 4.6.1 andypergeometric type
theorem 4.6.3 where we have found that the entries of thexmatnich the
determinants are defined involve only the coefficients ofttiee solution
of the linear problem for the simplest case of its type, equa@.105) for
rational type special solutions

Tk Tk+1 tre T2k72 T2k71
Tho Th—1 - Top—a Top—3
w(x)=| Ty, T Ty Tt |,
15 T;
0 . T T,

and equations (4.110 and 4.111) fenypergeometric type special solutions
of ¢-Pll. In other words, the solutions of the linear problem floe two
simplest case$§0)(z/, x) and¢§%)(y, x) are the generating functions of the
entries of the matrices on which these determinants areadkfibhis shed
some light on the peculiar asymmetric structure of the dateant forms of
special solutions for the discrete Painlevé equationsféitstd by Kajiwara
et al. 48, 47.

In this thesis, we have considered the associgtitear problems of a
g-analogue of PIl. The method we have developed to studytliscrete
Painlevé equation via its associatetinear problem should work for other
discrete analogues of the Painlevé equations which aressgssion of a
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2 x 2 Lax pair. Such examples are the 2 Lax pair of Jimbo and Sakaig
PVI [37] and the Lax pairs fog-PV-¢-Pl found by a coalescence procedure
on the Lax pair of thig-PVI. The reason of why we have not performed our
analysis on these Lax pairs already is because the cormisgenPainlevé
equations are represented in the coupled form, for exarhple-PVI in
[37]is

i = (Z —th)(Z —tq/bv)
(2 —b3)(z — 1/bs)
)

s = W—ta)(y—t/ay

(y —a3)(y — 1/a3)
wherey = y(t),z = 2(t), f = f(qt), f = f(t/q) anday, a3, by, bs are
constants. Whereas the example;€?ll considered in this thesis is in the
scalar form.

One might ask why we should study the Painlevé equationstbfdit
ferential and discrete type via the associated linear prablwhen many of
the results may be obtained by studying the non-linear empsatirectly.
We have in fact shown that the associated linear problendilye@veals
the beautiful determinantal structure of the special smhstof the Painleve
equations. The technique is entirely analytical; no algebor geometrical
knowledge is needed. All of the operations used require eldypnentary
linear ¢-discrete analysis, which is very similar to linear diffietial analy-
sis. Furthermore, when a non-linear equation has an Laxtpaiplies in-
tegrability, in the sense that the non-linear problem istcedl" to a linear
problem. Therefore it is advantageous to make use of thariiyeof these
very special non-linear equations, the Painlevé and theratis Painlevé
equations.
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List of the six Painlevé equations

d*y 2
d*y
T2 2u° + 2y + a (A.2)
Py 1 (dy\® 1d 24+ 5
Ty _L(dy)" _ldy oy 5 5 90 (A3)
dz?  y \dz zdz Y
d?y 1 [dy 2 3 5 8
— == = 4y + 2(2% — = A.4
dz2 2y <dz) _'_2 + cY + (Z a)y+y ( )
d?y 1 1 dy\*> 1ldy (y —1)? 16}
— ==+ — =) - — ] (A5
dz? (2y+y—1) (dz) zdz+ 22 (ay+y)( )
o 1
Ly Syt D)
z y—1
& 1/1 1 1 dy\*> (1 1 1 \d
- (et ) () ()
dz 2\y y—1 y—z dz z z—1 y—=z)dz

+y(y — 1y —2) <a N Bz y(z—1) N 0z(2 — 1)

217 7 o1 <y—z>2> (A.9)
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APPENDIX B

Differential and discrete hypergeometric functions

B1. Differential hypergeometric functions

A good reference on the special functions is a bogkbly Andrews,
Askey and Roy, whose conventions on the notations of the @lfeaictions
have been followed in this thesis.

Definition B1.1. The general hypergeometric function

(al)k...(am)k k
mFn (a1, ooy @y b1, b 2) = = R
' ' ,; (b1) (b ) K

where
(), =a(a+1)...(a+n—1),
solves the general differential hypergeometric equation
{6040y —1)..(0+ b, — 1) —2(0+a1)...(0 + am) } mFn (a1, ooy @3 b1, oy by; 2) = 0
where§ = z-L.
Form = 2,n =1,a; = a,ay = f andb; = =, it is the Gauss’s

hypergeometric function

2Fi(a, Biy52) = Y (B.1)

= (Yo n!
which solves the hypergeometric equation
(1—2)0% — {(a+ B)z+ (1 — ) }dy — aBzy = 0. (B.2)
Equation (B.2) has fundamental solutions:
{ oI (a, By 75 2),

AP (a—y+ 1,0 —7+1;2—7;2),

124
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atz =0, and

(z) % Fi(a0, 0 —y+ La— f+1;1/z)
(—2)R(B, 8= v+ 18 —a+1:1/2)

atz = co. These are related by
(V)8 —a)
Iy = a)I'(5)
RAGINCEY)
I'(y = B)I(e)

wherel'(a + 1) = al'(a) is the Gamma function.

2 Fi(o, B;7; 2) (—2) %2 Fi(,a =y + Lo = B+1;1/z)

(—2) PR (B, B — v+ 1,8 —a+1;1/z2)

B2. Theg-hypergeometric function

A good reference on thgdiscrete (or basic) special functions is a book
[25] by Gasper and Rahman, whose conventions on the notatiorfgeof t
g-special functions have been followed in this thesis.

Definition B2.1. The general-hypergeometric function (also referred to
as thebasic hypergeometric function is:

o 1 1+n—m

a . a2 — (a1; @)k---(am; @)k kg (B) ] Lk
m®n (@1, i B, s b 0, 2) ;(bl;q)k---(bn;q)k(q;q)k [< ' }

where
(a;9)n = (1 = a)(1 — ag)...(1 —ag"™"), || < 1.

Form =2,n=1,a, = a,ay = bandb; = ¢, itis theg-discrete analogue
of Gauss’s hypergeometric function

o N @D (b,
e biea2) = ;20 CHRCTI (B.3)

Proposition B2.2. Equation
(abz — ¢/q)o*® — ((a+b)z— (1 +¢/q)oc®+ (2 —1)®d=0 (B.4)
is solved by the;-hypergeometric function (B.3), where

oy(z) = y(qx),
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Proof. Using the definition for®, (a, b; ¢; ¢, 2),

(a;Q)n(b; )n
® (a’b; G dq, Z) = —Zn,
o ; (¢ )n(q; Dn
o2®i(a,b;c;q,2) = (a;q)n(b; @)ng o
= (G )n(g @n

and

(a;9)n(b;9)n(l —q")
; CRRUTI
3 b

(1—=0)y®i(a,b;c;q,2) =

(@ @b Dy
= (¢ 0)n(g: Dnr

(I =a)(1-0b) 3 (aq; Q)n-1(0¢; On-1 1
(q

= z
1—c = (cq; @)n-1(q; Q)n-1
1—a)(l—-10b)z
= 1)£C >2<1>1(aq,bq;cq;q,2),
hence
(I —a)(1 = b)z x~ (a¢; 1004 Q-1 1
1—0)9Pi(a,b;c/q;q,2) = Z2"
( )2 1( /qq ) l—c/q Zl qq)n 1
(1—a)(1—b):

1_C/q 2 1(GQ7 Q7CuQ7Z))
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and
2®1(ag, bg, c; q, 2)
_ (ag; 9)n(bg: )
B n%% (& On(q Q)n
- 1 (@ @)n(bg; @)n(L — ag™)(1 — bg") ,
T (1—a)(1-0b) g (¢ @)n(a; @
B 1 (a; Q)n(bg; @)n(1 — (a + b)q" +abq2”)zn
N (1—a)(1—b); (¢ @)nlq; On
= #{2 a,b;c;q,2) — (a+0)2®(a, b;c; q,q2)
+aby®1(a, by c; q,q°2) }
but
2®1(a,b;¢/q;q, 2)
B (@ a0 @) s
B n; (/@ Qn(a;@)n
_ 1 (@; Q)n(b; @)n(1 = c* )zn
T TSR Goea o
= %2@1(%[% ¢ q, 2),
therefore

(1 —0)2P1(a,b;¢/q;q, 2)
(1—co/q)
(1—c/q)
- {1 (a+b)o 4 abo?} 3@ (a, b; ¢; q, 2).

= (1-o 2®1(a, b;¢;¢, 2)

Rearrange, taklng terms to one side, we get
{(abz — c¢/q)0* — ((a+b)z — (1 +¢/q))o + 2z — 1} 2®1(a,b;c;q,2) = 0

U
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Proposition B2.3. The ¢g-hypergeometric equation (B.4) has fundamental
solutions

2®@1(a,b;¢;q,2), B.5)
eq(2)2®1(a', V5 q,2) = ea(2)2®1(qa/c, qb/c; 4% /¢ q, 2), '
atz =0 and
€a<CQ/CLbZ)2(I)1(CL, CLQ/C; %7 g, Cg/CLbZ), (B 6)
ep(cq/abz)oe®1 (b, bg/c; %q; q,cq/abz), .

atz = oo, where

oeq(2) = eu(qz) = aeq(2).

Proof. First, we find and solve the-discrete analogue of the indicial equa-
tion for equation (B.4). That isp(z) is a solution of equation (B.4) with
leading behaviour:

then, let

where
oe,(z) = pey(z), and o¢y(z) ~ ¢1(z), to leading order as — 0.
Substitutep(z) into equation (B.4), we get
(abz — ¢/q)p” — ((a+ )z — (1 +¢/q))p+2—1=0. (B.7)
At z = 0, equation (B.7) is
§p2— (1+c¢/gp+1 = 0
(cp/la—1)(p—1) = 0
which gives
q
p= 1.
C
At z = oo equation (B.7) goes to
abp* —(a+b)p+1 = 0
(ap—1)(bp—1) = 0
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which gives
11
i
We have already found one of the solutiorzat 0 with leading behaviour
p = 1,whichis,®(a, b; ¢; q, z). Let¢(z) be the other solution with leading

behaviourp = 4, that is

¢(2) = ex(2)91(2), (B.8)
where

oea(z) = %eg(z). (B.9)
Then

ol = q—eq02¢1
C (&

Substitute above into equation (B.4),
2

q—QegUZgbl — )\gegmﬁl + pespy =0 (B.10)
C (& C (& c
which simplifies to
0’1 — Nogy+ p¢1 =0 (B.11)
with
N — A %(a+b)z—(1+q/c)
— T T T Zab:_q
e (B.12)
A T z—1 — z—1
W= T @

Equation (B.11) is solved by
¢1 (Z> = Z(I)l(ala bla C,; q, Z)?

where by comparing (B.11) with (B.4) we find

, _ 4qa
a = ? s
qb
bl - ? 5
2
¢ = L
C
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Hence equation (B.4) have solutions

2(1)1(@, b7 C; Q7 2)7
ea(2)2®1(a’, V5 q,2) = ea(2)2P1(qa/c, qb/c: 4% /e q, 2),

atz = 0.
To find the two fundamental solutions of (B.4) at= oo with leading
behaviorp = L, L we first rewrite equation (B.4) let

a’b’

+ Q| =

[\
Y
+ |0

then

QR
I n

[\

z

RN
. “l\z

= t —

L)
N

Rewrite equation (B.4) in terms of the varialtle

(%= ) ettty - (50 - @ e/ ) sttt/ + (3 1) amil) =0

t

On letting
t— qzt,
we have
ab ¢ a+b 1 2
<ﬁ - a) 2@1(t) - < ¢t - (1 + C/Q)) 2q)1<tQ) + (% - 1) 2(1)1(61 t)

= (ab—cqt)y®1(t) — ((a+b) — (14 ¢/q)q°t) 2@1(qt) + (1 — ¢°1)2P1(¢°t)

S EXUR G IR P




B2. THE ¢-HYPERGEOMETRIC FUNCTION 131

and

(q tab— 1) 2<I>1(q2t) + (ac—;b — (1 + C/Q)%;) 2<I>1(qt) (813)

cqt
— — 1) 2®P4(t) = 0.
+(ab >21() 0

Compare this with equation (B.4), we see the new variabl?b’—*is: <L

abz”

We use the hint that at = oo the g-hypergeometric function has leading
behaviorp = <, +. To find the solution withp = £ behavior let

201(t) = ea()Y(t),

2®1(qt) = ea(qt)Y(qt)
= ae,(t)Y(qt),

2D1(¢°t) = aeq(qt)Y (¢°t)
= a’e, ()Y (q°t).

Substitute these into (B.13)
2 2
gt—1\ 5., o a+b q-t cqt
Y —_— = — — = =0.
( o ) a’Y (¢°t)+ 7 (1+¢/q) = aY (qt)+ 7 1)Y(#)=0

Rearrange in terms of the new variable then compare with eoués.4)
shows

Y (t) = @1 (d',V; 5 q,cqt/ab) = 2®1(a, aq/c; qa/b; q, cq/abz).
Solution withp = % behavior at: = oo can be found similarly by letting
2@1(t) = e(t)Y ().

In this case we found
Y (t) = 9@ (', V5 ;5 q, cqt/ab) = 2®1(b, bg/c; gb/a; q, cq/abz).
Hence the solutions ab are

{ eq(cq/abz)e®q(a, aq/c; qa/b; q, cq/abz)

(B.14)
ep(cq/abz)y®(b,bg/c; gb/a; q, cq/abz).

U
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Fundamental solutions of equation (B.4)at 0, co are related by the
formula derived by Watson (1910) usingyanalogue of the contour inte-
gral representation for®,(a, b; ¢; ¢, z). For details, see section "Analytic
continuation ok, ®, (a, b; ¢; q, z)" in Gasper and Rahman’s boakd],
o®(a,b;c;q,2) = (b(gé(/li?:zz: Z;Z')Z:O 2®1(a, aq/c; aq/b; q, cq/abz)

(a,¢/b)oc(b2,/b2) s
(c,a/b)oo(2,q/2)o

The ¢g-hypergeometric equation (B.4)

2@ (b, bq/c; bq/b; q,cq/abz).

(abz —c/q)o*® — ((a+b)z — (1 +¢/q))c® + (2 —1)d =0

can be put in form of & x 2 matrix egaution:

U 0 1 U
0’( ) = (_ (:-1) (a+b)z<1+c/q)> ( ) : (B.15)
ou (abz—c/q) (abz—c/q) ou

whereu is a solution of equation (B.4).

B3. Continuum limits

Proposition B3.1. The ¢-hypergeometric equation (B.4)
{(abz — c/q)0” — ((a+b)z — (1 +¢/q))o + 2z — 1} 2®1(a,b;¢;4,2) =0
becomes the hypergeometric equation equation (B.2)
(1= 2)d% — {(a+B)z+ (1 = 7)}dy — afzy =0
in the limitg — 1

Proof. We know
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in the limitqg — 1.
Rewriting (B.4) in terms of andj?:

o?d — \o® + pd

_ (0*—=20+1) (20 — 1) Aod pud

R VS | A VI ) Chl PR | R RS E
-1 @-Ne-D. . 2-N. (-

BV A P ) R PR} PR ) A

_ 24t sp LT ATH

= PO+ b+ (B.16)
= 0

what is left is to show

2—)\N_(a+ﬁ)z+(1—v)

qg—1 1—=z
and
1-A+p  zaf
(-1 1-=2
asqg — 1
we have

2— )\ 2abz —2¢/q — (a+b)z+ (1 +¢/q)
q—1 (abz —¢/q)(q — 1)
—(a(l=b)z+b(1 —a)z+ (¢/qg—1)
(abz —¢/q)(q — 1)
—(a(1 =b)z+b(1l —a)z+ (c/q—1)
(¢/q — abz)(1 —q)
—(*(1 =)z +¢°(L— )2+ (" = 1)
(@' = q*%2)(1 —q)
_(Bra)z+(1-9)
1—=z
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and
IL—=A+p  abz—c/g—(a+bz+(1+c/q)+2z—1
(g —1)2 (abz —¢/q)(q — 1)
~ z(ab—(a+b)+1)
(abz —¢/q)(q — 1)
_ 2(1—a)(1—=10))
(abz —c/q)(1 — q)?
_ (1= —¢%)
(¢*F2 — ¢ 1)(1 — ¢)?
o za3
1—2z
we have used,‘_—f — k, asq¢— 1. O

Proposition B3.2. The ¢-hypergeometric series equation (B.3)

(a;:9)n(b;q)n
®i(a,b;c;q,2) = —2"
281 7.7) g(C;q)n(q;Q)n

becomes the hypergeometric series equation (B.1)

(@)n(B)n
oFi(a, Bivi2) =) 2"
g) (7)nn!
asqg — 1
Proof. If we leta = ¢®,b = ¢°,c = ¢”, then it is easily shown using the
fact%—ﬁc, as ¢ — 1. O



APPENDIX C

Taking the continuum limit

We show how to take the continuum limit as— 1,using the example
of ¢-Pll. We show howy-PlI reduces tg;-Riccati, andg-Riccati tog-Airy,
and how they each tends to their differential analoguest % recapitulate
what happens in the continuous case.

C1. PIl, Riccati, Airy

PIl equation:
d
y' =2y’ +ty —q, = (C.1)
dt
whena = % reduces to the Riccati equation:
t
y = —y* — 3 (C.2)

Riccati equation (C.2) can be linearized into an Airy type ¢igueby letting
y(t) = 4=, that is

A = —%Az‘. (C.3)

C2. ¢-Pll, ¢-Riccati, g-Airy
A ¢-Pll equation:

o/ Mg () = E0@) +27)

g(x)(g(x) =1)°

whena = A—g reduces to g-Riccati equation:

note here; = + (C.4)

22 + g(z)
Ap) = —————=. C5
9(Az) o) (C.5)
Equation (C.5) can be linearized intozgAiry equation by lettingg(x) =
Y ai(x/N) . .
U5 aita 53] which is
ai(x)

ai(z/N\?) — )\ixai(x/)\) +

135

=0 (C.6)
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C3. Continuum limits

Now we show why we call equations (C.4), (C.5), and (C.&PII,
g-Riccati, andj-Airy respectively.
Proposition C3.1. Theg-discrete equation:

az’(g(x) + 2?)
g(x)(g(x) = 1)

g(xz/N)g(\x) =
tends to PII
y' =2 +ty —a

in the continuum limit a% — 1 where

a = (1+ae)
1

E = (1+¢€*/2)
t = ne

ase — 0.

Proof. Theg-discrete variable increments by multiples o}

11
2 T ———_—
= 4)\2n’

where the additive discrete variablencrements by the integers.
The continuous independent variable related to the-difference vari-
ablex through the additive difference variable

t = ne,
Hence, iterating the-discrete variable implies:

r — x/A
=n — n+1

=1t — t+e.
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The continuum limit is taken when— 0, § -1,
1/1\"
2 — — — E—
T Ty (v) ’
11\
4\ )

= 1+t

1
_ ——€é 1n(1+e3/2)7
1
4
1 te2

~ ——677

oL (E/210(e).

~ —

1
~ —Z(1+t62/2),

ase — 0.
We can expand the dependent variafgle) = ¢(¢) whene is small

g(x) =g(t) = go(t) +gi(t)e + ga(t)e* + ...

m=0
where
g//
g(x/N) =gr(t+¢) = gi(t) + eg, +€22_17 T
(n)
- Ze”gk’—,

n!

and

glx/N) =gt+e) = got+e&)+g(t+e)e+ galt +e)e + ...

= ng(t—i—e)em
m=0
g’ af
= ) em+”F, ) = - (€9

m+n=0
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Similarly,
glx)) =gt —€) = go(t—€) + gt —€)e+ galt — €)€® + ...
= Z gm(t — €)™
m=0

g(n)
D G (C.9)

n!
m—+n=0
Now substitute expressions (C.7), (C.8) and (C.9) inRil equation (C.4),
and equate powers i

1 1
e gogo(go—1) = 2 (go — A_L)
1 1
:>90 = §a or — 57
1 1
€: 9olgo—1) = —5 (go—é—J
1
:>g() = 5

Equating terms of ordes? shows that the equation is consistent but does

not give any new information.
g// t
e —3 To = —go—a/l6,

recall that we have chosen
a = (1+ ae®).

Let 91 — —g1/2
d =2¢° +tg —a.

Proposition C3.2. Theg-discrete equation

22 + g(x)
g(A\x) =
() 9(x)
has Riccati equation
R
2

as its continuum limit as}( — 1.
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Proof. Substitute the expressions (C.7), (C.8) and (C.9)foy, g(z/)), g(z\), 22
in terms ofy(¢) andt, equating powers iawill show that

t
I .27
Yy =y 5
anda = 55 = (1 +€%/2) = (1 + ac®) implies thata = 1. O

Proposition C3.3. Theg-discrete equation

ai(z)

)\:O

ai(z/N?) — ;—xm(x/A) n
has Airy type equation
w"” = —Ew

as continuum limit ag — 1 for ai(x) = w(t).

Proof. Since

1

2~ -1 (14 ¢€t/2),
1
1 1 T2
o~ =14 €/t2
¢~ (-qarem)
21
1+ €%t/2

~ 2i(1— €t/4).

Substitute the expressions fei(x) and< in terms ofw(t) andt, equating
powers ine, we obtain

To summarize, we have shown in this appendix:
¢-Pllegn(C.4) — Pllegn(2.3)
! l
¢-Riccati eqn(C.5) — Riccati eqn(C.2)
l l
g-Airy eqn(C.6) — Airy eqn(C.3).
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