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## Chapter 1

## Introduction

The objective of this thesis is to study the $q$-discrete Painlevé Equations. Two of the remarkable aspects of the Painlevé equations will be our main interests, namely the determinant form of their special solutions and the associated linear problems.Using results from the continuous Painlevé equations as an analogue, we study the $q$-discrete Painlevé equations, in particular their special solutions via their associated linear problems in a $q$-discrete setting. We introduce the Painlevé Equations and the discrete analogue of the Painlevé equations; give the motivation for this work and state the main results. The structure of the thesis is outlined at the end of this chapter.

### 1.1. Why the Painlevé equations?

The six Painlevé equations (denoted PI-PVI) were first discovered a little over one hundred years ago by Painlevé [61], Gambier [23] and Fuchs [20] in the quest of finding and classifying all second-order ordinary differential equations (ODEs) whose solutions can be globally continued in the complex plane.

Second-order differential equations are particularly relevant in the study of physics. Classical Special Functions which are defined as the solutions of second-order differential equations (DEs) appear throughout the history of physics. From the governing equations of classical mechanics: Newton's laws of motion, fluid dynamics, optics; to special relativity, quantum mechanics and statistical mechanics. As the models in physics were getting more and more sophisticated, the governing equations one had to solve at the end became more and more complicated. The question became rather: can these second-order DEs be solved at all, hence the model is considered any "good", therefore an Integrable model? Ultimately, we need to be able
to make predictions from the theory to compare with observations from experiments.

Painlevé and the mathematicians of his time looked to classify secondorder ODEs by their singularity structure. An ODE is said to have the Painlevé property if none of its solutions have any movable singularities around which the solutions are multi-valued, in which case we say it is integrable. In finding all second-order ODEs of the type

$$
y^{\prime \prime}=F\left(t ; y, y^{\prime}\right), \quad \quad \quad=\frac{d}{d t},
$$

that have this property, fifty canonical types (up to a Möbius transformation) of equations were found, six of which had never been seen before. These six equations define new special functions, in the same sense that equation ${ }^{1}$

$$
\begin{equation*}
y^{\prime \prime}=-t y \tag{1.1}
\end{equation*}
$$

known as the Airy equation, together with an initial condition defines the Airy function $A i(t)$.

The solutions of the six Painlevé equations are called the Painlevé transcendents. They have been found to naturally arise in many domains of physics: statistical mechanics models [54], random matrix theory [19], quantum gravity [31], quantum field theory [16], non-linear optics [26] and general relativity [53] to name just a few.

The Painlevé equations are also known to relate to important partial differential equations (PDEs) [3]. In fact, a primary reason for the intense interest and activity in the the area over the last 30 years is due to the fact that Painlevé equations can be obtained by similarity reduction from important, completely integrable PDEs such as the nonlinear Schrödinger equation [11], Boussinesq equation [12], Kadomstev-Petviashvilli (KP) equation, sine-Gordon equation [50], Korteweg-de Vries (KdV) equation [10] and the modified Korteweg-de Vries (mKdV) equation [57]. These integrable PDEs are the governing equations of numerous important physical systems and can all be solved by the inverse scattering transform (IST). IST is a technique developed by Gardner et al. [24], Zakharov and Shabat

[^0][77] and Ablowitz et al. [2] in the 1960s for solving integrable non-linear PDEs via their associated linear problems. For a recent review on the IST technique, see [1].

Having the Painlevé property, or equivalently being integrable, means that the equation possesses many beautiful properties which can be used to study its solutions. In this work, we concern ourselves with two of these characteristics, namely the special solutions and the associated linear problems of the Painlevé equations.

### 1.2. Special solutions of the Painlevé equations

As stated before, the general solutions (i.e. the Painlevé transcendents) of the Painlevé equations cannot be expressed in terms of any of the classical special functions. However, for special values of the parameters, the Painlevé equations can admit special solutions of rational and hypergeometric type $[\mathbf{6}, \mathbf{6 0 , 3 0}$ ]. In particular, PII-PVI admit hypergeometric type special solutions of Airy, Bessel, Parabolic cylinder, Whittaker and Gauss hypergeometric type respectively. The rational type special solutions are related to the so called "special polynomials", in particular, YablonskiiVorobiev polynomials for PII [75, 76], Okamoto polynomials for PIV [60] and Umemura polynomials for PIII, PV and PVI [22]. PI does not have any special solutions as it does not contain any parameters.

More recently, these special polynomials were found to be expressible as determinants whose matrix entries are classical orthogonal polynomials such as Laguerre and Hermite polynomials [59, 15, 45, 43, 46].

In this thesis we will use the second Painlevé equation (PII) to illustrate the various characteristics of the Painlevé equations ${ }^{2}$. PII has one parameter in its equation,

$$
\begin{equation*}
f^{\prime \prime}=2 f^{3}+t f-a \tag{1.2}
\end{equation*}
$$

Let us denote the solution of equation (1.2) with parameter $a$ as

$$
f(t)=f_{a}(t)
$$

[^1]Example 1.2.1. The simplest rational type special solution for PII occurs when $a=0$. It is easy to check that

$$
\begin{equation*}
f_{0}(t)=0 . \tag{1.3}
\end{equation*}
$$

Example 1.2.2. The simplest hypergeometric type special solution occurs when $a=\frac{1}{2}$. In this case PII reduces to a Riccati equation

$$
\begin{equation*}
f_{\frac{1}{2}}^{\prime}=-f_{\frac{1}{2}}^{2}-\frac{t}{2}, \tag{1.4}
\end{equation*}
$$

which can be linearized using the standard transformation $f_{\frac{1}{2}}=\frac{u^{\prime}}{u}$. In this case $u(t)$ satisfies the Airy type equation

$$
u^{\prime \prime}=-\frac{t}{2} u
$$

hence

$$
\begin{equation*}
f_{\frac{1}{2}}(t)=\frac{A\left(2^{-\frac{1}{3}} t\right)^{\prime}}{A\left(2^{-\frac{1}{3}} t\right)} \tag{1.5}
\end{equation*}
$$

where $A\left(2^{-\frac{1}{3}} t\right)$ is a solution of the Airy equation (1.1) with respect to the variable $2^{-\frac{1}{3}} t$.
1.2.1. Bäcklund transformation, special solution hierarchies and determinantal forms. The Painlevé equations possess what are called the Bäcklund transformations, which is another one of the nice properties of the Painlevé equations. The Bäcklund transformation relates a solution of the Painlevé equation for a particular value of the parameter to another solution for a different value of the parameter.
The Bäcklund transformation for PII (1.2), is

$$
\begin{equation*}
f_{a+1}(t)=-f_{a}-\frac{(a+1 / 2)}{f_{a}^{\prime}-f_{a}^{2}-t / 2} . \tag{1.6}
\end{equation*}
$$

Equation (1.6) relates the solution $f_{a+1}(t)$ of PII equation for when the parameter is $a+1$, to $f_{a}(t)$ and its derivative. A hierarchy of rational type special solutions $f_{k}(t)$, for when the parameter $a=k, k$ is an integer, can be generated from the simplest rational type special solution

$$
f_{0}(t)=0
$$

by successively applying the Bäcklund transformation (1.6. These special solutions were first obtained by Airault [6]. Here is a few examples of some
rational hierarchy of special solutions of PII are:

$$
\begin{aligned}
f_{0}(t) & =0 \\
f_{1}(t) & =\frac{1}{t} \\
f_{2}(t) & =\frac{2\left(-2+t^{3}\right)}{t\left(4+t^{3}\right)} \\
f_{3}(t) & =\frac{3 t^{2}\left(160+8 t^{3}+t^{6}\right)}{\left(4+t^{3}\right)\left(-80+20 t^{3}+t^{6}\right)} .
\end{aligned}
$$

Notice that the numerator and denominator of $f_{k}(t)$ can be factorized in terms of some special polynomial. These polynomials are called the YablonskiiVorobiev polynomials [75, 76]. However, there is a more concise way of writing these special polynomials hence expressing $f_{k}(t)$ in the form of determinants whose entries are well-known orthogonal polynomials. Determinantal expressions of the special solutions of the Painlevé equations were first derived by Flaschka and Newell for the special solutions of PII equation. In the case of PII, the polynomials are of Laguerre type [18].

## Theorem 1.2.3. [18]

PII admits rational type special solutions $f_{k}(t)$ when $a=k, k=0,1,2, \ldots$

$$
f_{k}(t)=\frac{d}{d t} \ln \frac{\tau_{k}(t)}{\tau_{k-1}(t)},
$$

where $\tau_{k}(t)$ is a polynomial of degree $k(k+1) / 2$ in $t$ and can be represented as the determinant of a $k \times k$ matrix

$$
\tau_{k}(t)=\left|\begin{array}{cccc}
T_{k} & T_{k+1} & \ldots & T_{2 k-1} \\
T_{k-2} & T_{k-1} & \ldots & T_{2 k-3} \\
\vdots & \vdots & \ddots & \vdots \\
T_{-k+2} & T_{-k+3} & \ldots & T_{1}
\end{array}\right| .
$$

Here $T_{k}(t)$ denotes the Laguerre type polynomial of degree $k$ in $t$, with the generating function

$$
\begin{equation*}
\sum_{k=0}^{\infty} T_{k}(t) x^{k}=\exp \left(i \frac{4}{3} x^{3}+i t x\right) \tag{1.7}
\end{equation*}
$$

and recurrence type relations

$$
\begin{aligned}
k T_{k} & =4 i T_{k-3}+i t T_{k-1} \\
\frac{d T_{k}}{d t} & =i T_{k-1}
\end{aligned}
$$

and $T_{k}=0, k<0$. A few examples of $T_{k}$,

$$
T_{0}=1, T_{1}=i t, T_{2}=-\frac{t^{2}}{2}, T_{3}=\frac{4 i}{3}-\frac{i t^{3}}{6}
$$

Similarly, a hierarchy of hypergeometric type solutions for when $a$ is a half integer, $a=\frac{2 k+1}{2}, k=0,1,2, \ldots$, can be generated from the simplest hypergeometric type special solution for when $k=0$

$$
f_{\frac{1}{2}}(t)=\frac{A\left(2^{-\frac{1}{3}} t\right)^{\prime}}{A\left(2^{-\frac{1}{3}} t\right)}
$$

by successively applying the Bäcklund transformation. The hypergeometric type solutions $f_{k+\frac{1}{2}}(t)$ can also be expressed in the determinantal form.

## Theorem 1.2.4. [18]

PII admits hypergeometric type solutions $f_{k+\frac{1}{2}}(t)$ for $a=\frac{2 k+1}{2}, k=0,1,2, \ldots$ with

$$
f_{k+\frac{1}{2}}(t)=\frac{d}{d t} \ln \frac{\tau_{k}(t)}{\tau_{k-1}(t)},
$$

where $\tau_{k}(t)$ is expressed as the determinant of a matrix of Airy type function and derivatives of Airy type function $A\left(2^{-\frac{1}{3}} t\right)$,

$$
\tau_{k}(t)=\left|\begin{array}{cccc}
A & \frac{d}{d t} A & \ldots & \frac{d^{k-1}}{d t k-1} A \\
\frac{d}{d t} A & \frac{d^{2}}{d t^{2}} A & \ldots & \frac{d^{k}}{d t^{k}} A \\
\vdots & \vdots & \ddots & \vdots \\
\frac{d^{k-1}}{d t^{k-1}} A & \frac{d^{k}}{d t^{k}} A & \ldots & \frac{d^{k-2}}{d t^{k-2}} A
\end{array}\right|
$$

where

$$
\frac{d^{2} A\left(2^{-\frac{1}{3}} t\right)}{d t^{2}}=-\frac{t}{2} A\left(2^{-\frac{1}{3}} t\right)
$$

Determinantal expressions for the special solutions of the Painlevé equations have since been derived from different perspectives (algebraical or geometrical) by Okamoto and Kajiwara et al. see [60] and [45, 43, 46] for example.

### 1.3. The $2 \times 2$ associated linear problems of the Painlevé equations

Associated linear problems (also known as the Lax pair or the isomonodromy deformation problem) of the Painlevé equations can be obtained in two ways. The first is by deformation of a $2 \times 2$ linear differential system also is referred to as the spectral problem that preserves the monodromy data of the original linear system, termed the iso-monodromy deformation. Fuchs [21], Jimbo and Miwa [36] have found that the Painlevé equations arise as the compatibility condition of the spectral linear system and the deformation equation when the deformation is monodromy preserving.

As we have stated earlier that the Painlevé equations are related to some completely integrable PDEs by similarity reduction. These PDEs each come with a Lax pair which is seen as an indication of their integrability. Another way to obtain a Lax pair for the Painlevé equation is by performing similarity reduction on the Lax pair of the Integrable PDE, to which the Painlevé equation in question is related. For example, Ablowitz and Segur [4] have found that PII can be obtained from the mKdV equation by similarity reduction. The Lax pair for PII was then derived by similarity reduction of the Lax pair of mKdV equation. The special case of PIII and its Lax pair studied in [18] was derived by Newell [56] from similarity reduction of a integrable PDE and its Lax pair.

In their 1980 paper [18], Flaschka and Newell have developed an analytical technique for studying the Painlevé equations via their associated linear problems. The technique is based on the $2 \times 2$ associated linear systems of PII and a special case of PIII.

Flaschka and Newell's approach led to many classes of special solutions of PII and PIII, some of which were previously known, found by investigating the non-linear equations themselves rather than the associated linear problems. What is appealing about their technique is that by exploring the connection between the Painlevé equation and its associated linear problems, the determinantal structure of the hierarchies of special solutions of the Painlevé equation emerge naturally out of this approach. This is true for both rational and hypergeometric type special solutions. Studying the Painlevé equations via their associated linear problems approach was also
employed by Dubrovin and Mazzoco [17], who have studied the special solutions of PVI via its associated linear problems from a geometrical perspective.

### 1.4. Discrete Painlevé equations

Due to recent interests in discrete problems in mathematics and physics, discrete or difference equations have taken a prominent place in the mathematical physics community. Although the general analytical theory for discrete equations has been stated long ago along with that for differential equations by the Birkhoff school $[\mathbf{1 4}, 9]$, the development of discrete equations has lagged behind that of differential equations. With the progress in discrete analogues of the classical special functions such as discrete orthogonal polynomials [51], and discrete/basic hypergeometric type functions [25], it was clear that the discrete Painlevé equations should follow. In fact, the first appearance of the discrete Painlevé equations arose as a discrete analogue of PI (d-PI) from the study of orthogonal polynomials [70]. More recently, examples of the discrete analogues of the Painlevé equations have been found in the context of physics. Another discrete analogue of $\mathrm{PI}^{3}$ was discovered in the study of the partition function in a 2D model of quantum gravity [13, 35]. Soon after, a discrete analogue of PII (d-PII) was derived both in a physics context [62], and from a similarity reduction of discrete analogue of the mKdV equation [58].

Discrete analogues of PIII-PV were found using the singularity confinement technique [64]. The form of the discrete analogue of PVI remained elusive until Jimbo and Sakai (1996) [37] derived the $q$-discrete analogue of PVI ( $q$-PVI) by formulating the iso-monodromy deformation problem in a $q$-discrete setting. Since then, a variety of different forms of the discrete analogues of the Painlevé equations have been derived, and their properties have been studied via different perspectives [29]. In 2001, Sakai [68] classified all possible types of the discrete Painlevé equations by means of geometry of rational surfaces.

[^2]
### 1.5. Special solutions of the discrete Painlevé equations

Although more fundamental than the differential equations, the discrete Painlevé equations are found to possess many of the beautiful properties of their differential counterparts, such as admitting special solutions of rational and hypergeometric type. Like the Painlevé equations, apart from discrete analogue of PI (d-PI), discrete PII-PVI admit basic hypergeometric type special solutions which are the discrete analogues of Airy [63], Bessel [27], parabolic cylinder [71], confluent hypergeometric [72], and the Gauss hypergeometric functions [37], respectively. We demonstrate this by using a $q$-discrete analogue of PII ( $q$-PII)

$$
\begin{equation*}
g(x / \lambda) g(\lambda x)=\frac{\alpha x^{2}\left(g(x)+x^{2}\right)}{g(x)(g(x)-1)} \tag{1.8}
\end{equation*}
$$

as an example. This equation has one parameter $\alpha$. Let $\alpha=\frac{1}{\lambda^{4 k}}$ and denote the solution of equation (1.8) as $g_{k}(x)$.

Example 1.5.1. Equation (1.8) admits the simplest rational type special solution for $k=0, \alpha=1$

$$
\begin{equation*}
g_{0}(x)=-i x \tag{1.9}
\end{equation*}
$$

Example 1.5.2. Equation (1.8) reduces to a $q$-discrete analogue of the Riccati equation ( $q$-Riccati) for $k=\frac{1}{2}, \alpha=\frac{1}{\lambda^{2}}$,

$$
\begin{equation*}
g_{\frac{1}{2}}(\lambda x)=\frac{x^{2}+g_{\frac{1}{2}}(x)}{g_{\frac{1}{2}}(x)} . \tag{1.10}
\end{equation*}
$$

$q$-Riccati equation (1.10) can be linearized by letting

$$
\begin{equation*}
g_{\frac{1}{2}}(x)=-i \frac{x}{\lambda} \frac{a i(x / \lambda)}{a i\left(x / \lambda^{2}\right)} \tag{1.11}
\end{equation*}
$$

, and we find

$$
\begin{equation*}
a i\left(x / \lambda^{2}\right)-\frac{i}{\lambda x} a i(x / \lambda)+\frac{a i(x)}{\lambda}=0, \tag{1.12}
\end{equation*}
$$

which we define to be a $q$-discrete analogue of the Airy equation ( $q$-Airy). Equations (1.8), (1.10) and (1.12) are called $q$-PII, $q$-Riccati and $q$-Airy equations because in the continuum limit $\frac{1}{\lambda} \rightarrow 1$, they tends to these equations respectively. See Appendix C on the continuum limits of equations (1.8), (1.10) and (1.12).
1.5.1. Bäcklund transformation and the hierarchies of special solutions of the discrete Painlevé equations. A simple and systematic procedure for deriving the Bäcklund transformation of the discrete Painlevé equations was developed by Joshi et al. [39]. A hierarchy of special solutions can be calculated by repeatedly applying the Bäcklund transformation on the simplest solution. The Bäcklund transformation of $q$-PII equation (1.8) [39] is given by

$$
\begin{equation*}
g_{k+1}(x)=\frac{\left(\alpha x^{2}-g_{k}(x / \lambda) g_{k}(x) \lambda^{2}+\alpha g_{k}(x)\right) x^{2}}{\lambda^{2} g_{k}(x)\left(g_{k}(x)\left(g_{k}(x / \lambda)-1\right)-x^{2}\right)} . \tag{1.13}
\end{equation*}
$$

Equation (1.13) relates solution of equation (1.8) at $\alpha=\frac{1}{\lambda^{4(k+1)}}$ to that at $\alpha=\frac{1}{\lambda^{4 k}}$. When we apply the Bäcklund transformation (1.13) on the rational solution (1.9) we obtain a hierarchy of rational type special solutions of $q$ PII for $\alpha=\frac{1}{\lambda^{4 k}}, k$ is an integer. If we apply the Bäcklund transformation (1.13) on the $q$-Airy type special solution (1.11) we obtain a hierarchy of $q$-hypergeometric type special solutions of $q$-PII for $\alpha=\frac{1}{\lambda^{4 k}}, k$ an half integer.

Example 1.5.3. Let us look at few examples of some rational special solutions. For $k=0,1,2,3$ respectively we have:

$$
\begin{gather*}
g_{0}(x)=-i x \\
g_{1}(x)=-i \frac{x(-i+x(1+\lambda))}{\lambda^{2}\left(-i+\frac{x}{\lambda}(1+\lambda)\right)}=-i \frac{x P_{1}(n)}{\lambda^{2} P_{1}(n+1)}  \tag{1.14}\\
g_{2}(x)=-i \frac{x}{\lambda^{4}} \frac{P_{3}(n) P_{1}(n+1)}{P_{1}(n) P_{3}(n+1)}  \tag{1.15}\\
g_{3}(x)=-i \frac{x}{\lambda^{6}} \frac{P_{6}(n) P_{3}(n+1)}{P_{3}(n) P_{6}(n+1)} \tag{1.16}
\end{gather*}
$$

where $x=\frac{1}{\lambda^{n}}$,

$$
\begin{align*}
& P_{1}(n):=-i+x(1+\lambda)  \tag{1.17}\\
& \begin{aligned}
P_{3}(n):= & i x^{3} \lambda^{3}(1+\lambda)^{3}\left(1-\lambda+\lambda^{2}\right) \\
& +x^{2} \lambda^{2}(1+\lambda)^{2}\left(1-\lambda+\lambda^{2}\right)\left(1+\lambda+\lambda^{2}\right) \\
& \quad-i x \lambda^{2}(1+\lambda)\left(1-\lambda+\lambda^{2}\right)\left(1+\lambda+\lambda^{2}\right)-\lambda^{4}
\end{aligned}
\end{align*}
$$

$$
\begin{align*}
& P_{6}(n): \\
& =-x^{6} \lambda^{7}(1+\lambda)^{6}\left(1-\lambda+\lambda^{2}\right)^{2}\left(1-\lambda+\lambda^{2}-\lambda^{3}+\lambda^{4}\right) \\
& +i x^{5} \lambda^{5}(1+\lambda)^{5}\left(1+\lambda^{2}\right)\left(1-\lambda+\lambda^{2}\right)^{2}\left(1+\lambda+\lambda^{2}\right) \\
& \times\left(1-\lambda+\lambda^{2}-\lambda^{3}+\lambda^{4}\right) \\
& +x^{4} \lambda^{4}(1+\lambda)^{4}\left(1-\lambda+\lambda^{2}\right)^{2}\left(1+\lambda+\lambda^{2}\right)\left(1+\lambda+\lambda^{2}+\lambda^{3}+\lambda^{4}\right) \\
& \times\left(1-\lambda+\lambda^{2}-\lambda^{3}+\lambda^{4}\right)  \tag{1.19}\\
& -i x^{3} \lambda^{4}(1+\lambda)^{5}\left(1-\lambda+\lambda^{2}\right)^{2}\left(1+\lambda+\lambda^{2}+\lambda^{3}+\lambda^{4}\right) \\
& \quad \times\left(1-\lambda+\lambda^{2}-\lambda^{3}+\lambda^{4}\right) \\
& -x^{2} \lambda^{5}(1+\lambda)^{2}\left(1-\lambda+\lambda^{2}\right)\left(1+\lambda+\lambda^{2}\right)\left(1+\lambda+\lambda^{2}+\lambda^{3}+\lambda^{4}\right) \\
& \quad \times\left(1-\lambda+\lambda^{2}-\lambda^{3}+\lambda^{4}\right) \\
& +i x \lambda^{7}(1+\lambda)\left(1-\lambda+\lambda^{2}\right)\left(1+\lambda+\lambda^{2}\right)\left(1+\lambda^{4}\right)+\lambda^{11} .
\end{align*}
$$

In calculating above rational type solutions we have noticed that as in the case of rational special solutions of PII earlier (section 1.2.1) the numerator and the denominator of $g_{k}(x)$ factorize into products of some "special polynomial" in $x\left(1, P_{1}(n), P_{3}(n), P_{6}(n)\right.$ for example) just as in the continuous case. However, it does not reveal the determinant structure of these polynomials and hence the rational type special solutions of $q$-PII.
1.5.2. Determinant form of special solutions of discrete PII. Using Hirota's bilinear formalism, Kajiwara et. al. showed that the hierarchies of special solutions of both rational and hypergeometric type for some discrete analogues of PII-PV $[48,49,47,42,44, \mathbf{3 4}, \mathbf{3 2}, 40,41]$ can be put into the determinantal form. The determinantal form of the $q$-hypergeometric type special solutions of $q$-PVI was found by Sakai [67]. More recently Tsuda and Masuda [74] have obtained the determinantal form of algebraic special solutions of $q$-PVI, again via geometrical means. The determinantal structures of the two types of special solutions of $q$-PII (1.8) example considered before have not been found, which will be the principal concern of this thesis. Here we present some known results on the determinantal forms of some special solutions of another discrete analogue of PII. It is known that the special solutions of discrete analogues of the Painlevé equations tend to the special solutions of the Painleve equations in the continuum limit (one
of the many evidences of parallel behaviors of the discrete and differential integrable systems), we can compare these discrete results with the formulae from our examples of PII in section 1.2.1. These results will also give us an idea of what the determinantal solutions of our $q$-PII (1.8) might look like.

Theorem 1.5.4. [49] Equation

$$
\begin{equation*}
w_{n+1}+w_{n-1}=\frac{2}{x} \frac{(n+1) w_{n}-(N+1)}{1-w_{n}^{2}} \tag{1.20}
\end{equation*}
$$

where $x$ and $N$ are parameters, is a discrete analogue of PII. Equation (1.20) admits a hierarchy of rational type special solutions indexed by $N=$ $0,1,2, \ldots$, expressible in terms of determinants involving the discrete analogue of the Laguerre polynomials given by

$$
\begin{equation*}
w_{n}=\frac{\tau_{N+1}^{n+1} \tau_{N}^{n}}{\tau_{N+1}^{n} \tau_{N}^{n+1}}-1 \tag{1.21}
\end{equation*}
$$

where $\tau_{N}^{n}$ is a determinant of size $N \times N$ matrix:

$$
\tau_{N}^{n}=\left|\begin{array}{cccc}
L_{N}^{n} & L_{N+1}^{n} & \ldots & L_{2 N-1}^{n} \\
L_{N-2}^{n} & L_{N-1}^{n} & \ldots & L_{2 N-3}^{n} \\
\vdots & \vdots & \ddots & \vdots \\
L_{-N+2}^{n} & L_{-N+3}^{n} & \cdots & L_{1}^{n}
\end{array}\right|,
$$

and $L_{k}^{n}(\xi)$ is a discrete analogue of the Laguerre polynomial of $k$ th degree in $n$, defined by

$$
\begin{align*}
& \sum_{k=0}^{\infty} L_{k}^{n}(\xi) \lambda^{k}=\left(1-\lambda^{2}\right)^{-\frac{\xi}{2}}(1-\lambda)^{-n-\xi} \exp \left(-\frac{\xi \lambda}{1-\lambda}\right)  \tag{1.22}\\
& L_{k}^{n}(\xi)=0, \quad(k<0)
\end{align*}
$$

Solutions (1.21) correspond to the hierarchy of the rational special solutions of PII in Theorem 1.2.3 in the continuum limit. Equation (1.22) is equation (1.7) when $\xi=-\frac{1}{2 \epsilon^{3}}, n=\frac{t}{\epsilon}, \lambda=\epsilon x$, as $\epsilon \rightarrow 0$.

Theorem 1.5.5. [48] Equation

$$
\begin{equation*}
w_{n+1}+w_{n-1}=\frac{(\alpha n+\beta) w_{n}+\gamma}{1-w_{n}^{2}} \tag{1.23}
\end{equation*}
$$

is the PII equation (1.2) with $a=-(2 N+1)$, if $\alpha=2 p, \beta=(2 N-$ 1) $p+2 q, \gamma=-(2 N+1) p, p=-\epsilon^{3}, q=1, w_{n}=\epsilon f$, and $n=-\frac{t}{2 \epsilon}$, in the limit $\epsilon \rightarrow 0$. Equation (1.23) admits a hierarchy of special solutions of d-hypergeometric type. The hierarchy is indexed by $N=0,1,2, \ldots$,

$$
\begin{equation*}
w_{n}=\frac{\tau_{N+1}^{n+1} \tau_{N}^{n}}{\tau_{N+1}^{n} \tau_{N}^{n+1}}-1, \tag{1.24}
\end{equation*}
$$

where $\tau_{N}^{n}$ is a determinant of a size $N \times N$ matrix,

$$
\tau_{N}^{n}=\left|\begin{array}{cccc}
A_{n} & A_{n+2} & \ldots & A_{n+2 N-2} \\
A_{n+1} & A_{n+3} & \ldots & A_{n+2 N-1} \\
\vdots & \vdots & \ddots & \vdots \\
A_{n+N-1} & A_{n+N+1} & \ldots & A_{n+3 N-3}
\end{array}\right|
$$

where $A_{n}$ satisfies a discrete analogue of Airy (d-Airy) equation

$$
\begin{equation*}
A_{n+2}=2 A_{n+1}-(p n+q) A_{n} . \tag{1.25}
\end{equation*}
$$

Solutions (1.24) are the $q$-discrete analogue of the hierarchy of hypergeometric type special solutions of PII in Theorem 1.2.4. The simplest special solution of this type is when $N=0, \tau_{0}^{n}=A_{n}$,

$$
w_{n}=\frac{A_{n+1}}{A_{n}}-1,
$$

using the determinantal formula.
This can be checked that this is the solution by looking at d-PII equation (1.23) itself. When $N=0, \alpha=2 p, \gamma=-p, \gamma=-\frac{\alpha}{2}$ and d-PII (1.23) reduces to the discrete analogue of the Riccati equation

$$
w_{n+1}=\frac{w_{n}-(p n+q-1)}{1+w_{n}},
$$

which can be linearized using

$$
w_{n}=\frac{G_{n+1}}{G_{n}}-1,
$$

where $G_{n}$ satisfies

$$
G_{n+2}=2 G_{n+1}-(p n+q) G_{n},
$$

which is d-Airy equation (1.25).
Results such as theorems 1.5.4, 1.5.5 and the preceding works of Kajiwara et al. on the determinantal forms of some special solutions of discrete
analogues of the other Painlevé equations [47, 42, 44, 34, 32, 67, 40, 41] let us to believe that the determinantal forms of the rational and the $q$ hypergeometric type special solutions of $q$-PII equation (1.8) exist.

On the other hand, we know that there is this other approach of Flaschka and Newell [18] from which the determinantal forms of some special solutions of the Painlevé equations can be obtained via the study of the associated linear problems.

### 1.6. The $2 \times 2$ associated linear problems of the discrete Painlevé equations

As in the continuous case, the $2 \times 2$ associated linear problems of discrete Painlevé equations can be found in two ways. One by iso-monodromy deformation of a $2 \times 2$ discrete linear system. The Lax pair for $q$-PVI was derived in this way by Jimbo and Sakai [37]. Murata [55] has found the Lax pairs for $q$-PV- $q$-PI by a coalescence procedure on Sakai's Lax pair for $q$-PVI. The other way to obtain Lax pairs for discrete Painlevé equations is by similarity reduction of the Lax pairs of the integrable lattice equations (discrete analogues of the integrable PDEs) to which the discrete Painlevé equations are related. A $2 \times 2$ Lax pair for the $q$-PII equation (1.8) was found by Hay et al. [33] by performing similarity reduction on the Lax pair of a $q$-discrete analogue of the $\mathrm{mKdV}(q$-mKdV) equation. A $2 \times 2$ Lax pair of a special case of $q$-PIII was derived by Nijhoff and reported in [38] from similarity reduction of the Lax pair of an integrable lattice equation.

Our aim is to follow Flaschka and Newell's work in the $q$-discrete setting and develop the technique for studying $q$-Painlevé equations via their associated linear problems. To the author's knowledge, this has not been done before. Our study is based on the $2 \times 2$ Lax pair for $q$-PII equation (1.8) [33].

There are of course Lax pairs for discrete Painlevé equations of size other than $2 \times 2$, for example there is a $4 \times 4$ Lax pair [28] for a discrete analogue of PIII (d-PIII). For simplicity we will only deal with $2 \times 2$ Lax pairs in this thesis. There are also of course discrete Painlevé equations with $2 \times 2$ Lax pairs other than $q$-PII equation (1.8). We chose to investigate this particular analogue of PII equation because like the Lax pair used by Flaschka and Newell in [18] which was obtained by similarity reduction of
the Lax pair of mKdV equation, the Lax pair of equation (1.8) was obtained by similarity reduction of the Lax pair of a $q$ - mKdV equation.
1.6.1. The Main Results. By following a close analogy with Flaschka and Newell's work on the associated linear problems of PII, we have found the determinantal forms of two types of hierarchies of special solutions of $q$ PII equation (1.8). These results are consistent with the special solutions of equation (1.8) calculated using the Bäcklund transformation in section 1.5.1.

Theorem 1.6.1. $q$-PII equation (1.8) with parameter $\alpha=\frac{1}{\lambda^{4 k}}$ where $k$ are integers admits a hierarchy of rational type special solutions $g_{k}(x)$, given by

$$
\begin{gathered}
g_{k}(x)=-\frac{i x}{\lambda^{2 k}} \frac{\tau_{k}(x / \lambda) \tau_{k-1}\left(x / \lambda^{2}\right)}{\tau_{k}\left(x / \lambda^{2}\right) \tau_{k-1}(x / \lambda)} \\
\tau_{k}(x)=\left|\begin{array}{cccccc}
T_{k} & T_{k+1} & \cdots & T_{2 k-2} & T_{2 k-1} \\
T_{k-2} & T_{k-1} & \cdots & T_{2 k-4} & T_{2 k-3} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
T_{2} & T_{3} & \cdots & & T_{k} & T_{k+1} \\
& & \ddots & & \vdots & \vdots \\
0 & \cdots & & \cdots & T_{0} & T_{1}
\end{array}\right| .
\end{gathered}
$$

$T_{k}(x)$ is the $q$ discrete polynomial of degree $k$ in $x$ where

$$
\begin{aligned}
T_{j}\left(\frac{1}{\lambda^{2 j}}-1\right) & =-\frac{i\left(-i+\lambda x+\lambda^{2} x\right)}{\lambda} T_{j-1}-\frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda} T_{j-2}+x^{2} T_{j-3} \\
T_{j-1}(x) & =\frac{1}{i x \lambda}\left(T_{j}(x / \lambda)-T_{j}(x)\right)
\end{aligned}
$$

and $T_{0}(x)=1, T_{k}=0, k<0 . T_{j}(x)$ has the generating function $u(\nu, x)$,

$$
u(\nu, x)=\frac{1}{\left(\nu / \lambda ; \lambda^{-2}\right)_{\infty}\left(i x \nu ; \lambda^{-2}\right)_{\infty}\left(i x \lambda \nu ; \lambda^{-2}\right)_{\infty}}=\sum_{j=0}^{\infty} T_{j}(x) \nu^{j} .
$$

Theorem 1.6.2. $q$-PII equation (1.8) with parameter $\alpha=\frac{1}{\lambda^{4 k}}$, where $k$ are half integers, that is $k=n+\frac{1}{2}, n=0,1,2, \ldots$ admits a hierarchy of
hypergeometric type special solutions $g_{n+\frac{1}{2}}(x)$, given by

$$
g_{n+\frac{1}{2}}(x)\left\{\begin{array}{l}
=-\frac{i x}{\lambda^{2 n+1}} \frac{\tau_{n+1}(x / \lambda) \tau_{n}\left(x / \lambda^{2}\right)}{\left.\tau_{n+1}(x /)^{2}\right) \tau_{n}(x / \lambda)} \text { for } n \text { even }, \\
=-\frac{i x}{\lambda^{2 n+2} \frac{\tau_{n+1}(x / \lambda) \tau_{n}\left(x / \lambda^{2}\right)}{\tau_{n+1}\left(x / \lambda^{2}\right) \tau_{n}(x / \lambda)} \text { for } n \text { odd }}
\end{array}\right.
$$

where $\tau_{n}(x)$ is the determinant of a $n \times n$ matrix
where

$$
\begin{aligned}
\bar{a}_{2 j}^{\left(\frac{1}{2}\right)} & =i x \lambda^{2} a_{2 j}^{\left(\frac{1}{2}\right)}-\frac{i}{x \lambda^{2}}\left(\frac{1}{\lambda^{4 j+4}}-1\right) a_{2 j+2}^{\left(\frac{1}{2}\right)}, \\
\overline{\bar{a}}_{2 j}^{\left(\frac{1}{2}\right)} & =-\frac{1}{\lambda} a_{2 j}^{\left(\frac{1}{2}\right)}-x^{2} \lambda^{3} a_{2 j-2}^{\left(\frac{1}{2}\right)}+\frac{i}{x \lambda} \bar{a}_{2 j}^{\left(\frac{1}{2}\right)} .
\end{aligned}
$$

In particular $a_{0}^{\left(\frac{1}{2}\right)}$ satisfies the $q$-Airy equation (1.12)

$$
\overline{\bar{a}}_{0}^{\left(\frac{1}{2}\right)}-\frac{i}{x \lambda} \bar{a}_{0}^{\left(\frac{1}{2}\right)}+\frac{a_{0}^{\left(\frac{1}{2}\right)}}{\lambda}=0 .
$$

### 1.7. Outline of the thesis

The rest of thesis is organized as follows: in chapter 2, we focus on the continuous Painlevé equations using PII as an example. Two important aspects of the Painlevé equations are discussed in detail: the special solutions and the associated linear problems. We describe in detail the method of Flaschka and Newell [18] of how special solutions of the non-linear problem, that is the Painleve equations, can be obtained through the analysis of their associated linear problems.

To study the associated linear problems of $q$-Painlevé equations, one need the theory of linear analysis in the $q$-discrete setting. In chapter $\mathbf{3}$ we review the theorems of the Birkhoff school $[\mathbf{1 4}, \mathbf{9}, \mathbf{5 2}]$ on the analysis of $q$-linear systems, and the application on two examples. In chapter 4, we apply the theorems to the $2 \times 2$ Lax pair [33] of $q$-PII equation (1.8). We show that one can find:

- the special values of the parameters for which $q$-PII admits special solutions,
- the simplest special solutions of $q$-PII for both $q$-rational and $q$ hypergeometric type,
- the solutions of the linear problems corresponding to the two simplest cases where $q$-PII admit special solutions,
- the Bäcklund transformation of the solution of the $q$-PII equation,
- the Schlesinger transformation of the solutions of the linear systems of $q$-PII.

Finally we deduce the determinantal forms of the hierarchies of special solutions of both rational and hypergeometric type. In chapter 5 we present a summary and conclusions of this work.

We have included several appendices in this thesis. Appendix A has the list of the six Painlevé equations. Appendix B gives a summary and all the formulae of hypergeometric and $q$-hypergeometric type functions we have used. In appendix C, we show how to take the continuum limit of $q$-discrete equations.

## Chapter 2

## The second Painlevé equation

This Chapter is a review on Flaschka and Newell's work in [18]. First, we show that PII comes as the compatibility equation of a pair of linear differential systems of equations, that is the Lax pair of PII. The Spectral half of the Lax pair is studied analytically around its two singularities, a regular singularity at $x=0$, and an irregular singularity of rank 3 at $x=\infty$. Formal solutions in the form of series expansions around the singularities are then established. We study the simplest two of the special cases when the linear systems can be solved exactly, namely for $a=0$ and $\frac{1}{2}$. These two cases correspond in turn to PII admitting some simple special solutions of rational and hypergeometric type, respectively. Furthermore, we show that the solutions of the linear system for all of the special values of the parameter of PII (that is $a$ are integers, or half integers) can be built on the first two exact solutions. Determinantal forms of the hierarchies of some special solutions of PII for both the rational type and the hypergeometric type can then be obtained using this fact.

We have made the derivation of some expressions more explicit and provided the complete derivation of the determinantal forms of the solutions; the latter were not included in Flaschka and Newell's paper [18]. In particular, we have found the Schlesinger transformation of the associated linear problem of PII

$$
\Phi_{1}^{(a+1)}(x, t)=L_{a}(x, t) \Phi_{1}^{(a)}(x, t),
$$

which is used to obtain the closed form of the $\Phi_{1}^{(a+1)}(x, t)$ in terms of the two simplest exact solutions of the linear problem: $\Phi_{1}^{(0)}(x, t)$ and $\Phi_{1}^{\left(\frac{1}{2}\right)}(x, t)$, which proves the form of the solution $\Phi_{1}^{(a+1)}(x, t)$ (proposition 2.5.4 in this thesis; equation (3.53) in [18]) used by Flaschka and Newell to obtain the determinantal form of the hypergeometric type special solutions for when $a$ are half integers. We have also showed in proposition 2.5 .5 that the determinantal form that results from Flaschka and Newell's approach is the same
as the determinantal form, equation (3) in Kajiwara's paper, derived using the bilinear forms of PII.

### 2.1. The iso-monodromy deformation problem of PII

The iso-monodromy deformation problem :
When analyzing a linear differential equation we look its singularity structure. For example, where are the singularities and of which kind they are. Formal solutions of certain forms can be constructed around the singularities according to their types. Deformation of the linear system with respect to a parameter (a constant) of the linear system is monodromy preserving if:
a) the Stokes multipliers associated with formal solutions about an irregular singular point,
b) the monodromy matrix about a regular singular point, and
c) the matrix connecting the formal solutions around different singularities
remain unchanged.
The iso-monodromy deformation problem of PII, consists of the spectral problem

$$
\begin{align*}
\Psi_{x}= & M(x, t) \Psi  \tag{2.1}\\
= & \left\{\left(\begin{array}{ll}
0 & a \\
a & 0
\end{array}\right) \frac{1}{x}+\left(\begin{array}{cc}
-\left(2 f(t)^{2}+t\right) & 2 i f^{\prime}(t) \\
-2 i f^{\prime}(t) & \left(2 f(t)^{2}+t\right)
\end{array}\right)+\left(\begin{array}{cc}
0 & 4 f(t) \\
4 f(t) & 0
\end{array}\right) x\right. \\
& \left.+\left(\begin{array}{cc}
-i 4 & 0 \\
0 & i 4
\end{array}\right) x^{2}\right\} \Psi, \quad x=\frac{d}{d x}
\end{align*}
$$

and the deformation problem

$$
\Psi_{t}=N(x, t) \Psi=\left(\begin{array}{cc}
-i x & f(t)  \tag{2.2}\\
f(t) & i x
\end{array}\right) \Psi, \quad t=\frac{d}{d t},
$$

which describes the deformation of $\Psi(x, t)$ in $t$.
From the form of (2.1) we see that the spectral problem (2.1) has two singular points, $x=\infty$ (irregular of rank three) and $x=0$ (regular). Monodromy data are calculated around these two points. The deformation, or differentiation equation (2.2) with respect to $t$, preserves the monodromy found in
equation (2.1) [18]. The compatibility of the two linear systems

$$
\Psi_{t x}=\Psi_{x t} \quad \Rightarrow \quad M_{t}-N_{x}=N M-M N
$$

forces $f(t)$ to satisfy a second-order non-linear ODE. In this case

$$
\begin{equation*}
f^{\prime \prime}(t)=2 f(t)^{3}+t f(t)-a \quad \quad^{\prime}=\frac{d}{d t}, \tag{2.3}
\end{equation*}
$$

which is the second Painleve equation (PII). Hence $t$, the deformation parameter is referred to as the Painlevé variable, $x$ as the spectral variable. The pair of linear systems $(2.1,2.2)$ is also called the Lax pair or the associated linear problems of PII.
We will concentrate our linear analysis on equation (2.1), the spectral half of the Lax pair. This is because the coefficient matrix $M(x, t)$ of the spectral problem (2.1) has polynomial dependence on the spectral variable $x$ whereas the deformation equation depends transcendentally on its variable $t$ (via $f(t)$ the solution of PII). Therefore, to analyze $\Psi(x, t)$ in the $t$ plane we would have to know how $f(t)$ behaves which is precisely what we are trying to find out in the first place!

### 2.2. Linear analysis of the spectral problem

Solutions of a $n \times n$ linear differential system of equations have prescribed form of expansions around the singularities. Near a regular singular point $x=0$, the solutions are given by

$$
\begin{equation*}
x^{\rho_{i}} \sum_{j=0}^{\infty} a_{i j} x^{j} \tag{2.4}
\end{equation*}
$$

where $\rho_{i}(i=1, \ldots, n)$ are the eigenvalues of the coefficient matrix at $x=0$. For an irregular singular point at infinity, the solutions have the form

$$
\begin{equation*}
e^{\sum_{k=1}^{n} \omega_{k} x^{k}} x^{l} \sum_{j=0}^{\infty} \alpha_{i j} \frac{1}{x^{j}} \tag{2.5}
\end{equation*}
$$

where $n$ is the rank of the irregularity at $x=\infty, \omega_{k}, l$ are constants.
2.2.1. Asymptotic expansions at $x=0$. Let the $2 \times 2$ fundamental solution matrix of the Lax pair $(2.1,2.2)$ at $x=0$ be $\Phi(x, t)=\left\{\phi_{1}, \phi_{2}\right\}$.

Proposition 2.2.1. The two linearly independent vector solutions have Frobenius series expansions at $x=0$ of the form

$$
\begin{align*}
\phi_{1}(x, t) & =x^{a}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j} x^{2 j}}{c_{2 j+1} x^{2 j+1}}  \tag{2.6}\\
& \sim e^{f(t)} x^{a}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left\{\binom{1}{0}+\frac{i\left(2 f^{\prime}-2 f^{2}-t\right)}{(1+2 a)}\binom{0}{1} x+\ldots\right\} \\
\phi_{2}(x, t) & =x^{-a}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \sum_{j=0}^{\infty}\binom{b_{2 j+1} x^{2 j+1}}{d_{2 j} x^{2 j}}  \tag{2.7}\\
& \sim e^{-f(t)} x^{-a}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left\{\binom{0}{1}+\frac{i\left(2 f^{\prime}+2 f^{2}+t\right)}{(1-2 a)}\binom{1}{0} x+\ldots\right\}
\end{align*}
$$

where the expansion coefficients satisfy the recurrence relations

$$
\begin{align*}
j a_{j} & =-i\left(2 f(t)^{2}+t+2 f^{\prime}(t)\right) c_{j-1}+4 f(t) a_{j-2}-4 i c_{j-3}  \tag{2.8}\\
(j+2 a) c_{j} & =i\left(2 f^{\prime}(t)-2 f(t)^{2}-t\right) a_{j-1}-4 f(t) c_{j-2}-4 i a_{j-3}  \tag{2.9}\\
(j-2 a) b_{j} & =-i\left(2 f^{\prime}(t)+2 f(t)^{2}+t\right) d_{j-1}+4 f(t) b_{j-2}-4 i d_{j-3}  \tag{2.10}\\
j d_{j} & =i\left(2 f(t)^{2}-t-2 f^{\prime}(t)\right) b_{j-1}-4 f(t) d_{j-2}-4 i b_{j-3} . \tag{2.11}
\end{align*}
$$

and

$$
\begin{equation*}
a_{\text {odd }}=d_{\text {odd }}=0 \quad \text { and } \quad c_{\text {even }}=b_{\text {even }}=0 \tag{2.12}
\end{equation*}
$$

In particular

$$
\begin{equation*}
\frac{a_{0}^{\prime}(t)}{a_{0}(t)}=f(t) \tag{2.13}
\end{equation*}
$$

Proof. Linear problem (2.1) has a regular singularity at $x=0$, hence the solutions take the form of expansion (2.4). First we find $\rho_{1}$ and $\rho_{2}$, the two eigenvalues of the coefficient matrix $M(x, t)$ of equation (2.1) near $x=0$. Since $M(x, t)$ is off-diagonal at $x=0$, we diagonalize $M(x, t)$ by conjugation with $\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)$. Let

$$
\Phi=\left(\begin{array}{cc}
1 & 1  \tag{2.14}\\
1 & -1
\end{array}\right) \Phi_{1}
$$

then the Lax pair becomes

$$
\begin{align*}
\Phi_{1 x}= & \left\{\left(\begin{array}{cc}
a & 0 \\
0 & -a
\end{array}\right) \frac{1}{x}+\left(\begin{array}{cr}
0 & -i\left(2 f(t)^{2}+t+2 f^{\prime}(t)\right) \\
i\left(2 f^{\prime}(t)-2 f(t)^{2}-t\right)
\end{array}\right)\right. \\
& \left.+\left(\begin{array}{cc}
4 f(t) & 0 \\
0 & -4 f(t)
\end{array}\right) x+\left(\begin{array}{cc}
0 & -i 4 \\
-i 4 & 0
\end{array}\right) x^{2}\right\} \Phi_{1}  \tag{2.15}\\
\Phi_{1 t}= & \left(\begin{array}{cc}
f(t) & -i x \\
-i x & -f(t)
\end{array}\right) \Phi_{1} . \tag{2.16}
\end{align*}
$$

We found $\rho_{1,2}=a,-a$. Therefore the solution matrix $\Phi_{1}=\left\{\phi_{11}, \phi_{12}\right\}$ has the Frobenius series expansion of the form

$$
\Phi_{1}(x, t)=\sum_{j=0}^{\infty}\left(\begin{array}{cc}
a_{2 j} x^{2 j} & b_{2 j+1} x^{2 j+1}  \tag{2.17}\\
c_{2 j+1} x^{2 j+1} & d_{2 j} x^{2 j}
\end{array}\right)\left(\begin{array}{cc}
x^{a} & 0 \\
0 & x^{-a}
\end{array}\right)
$$

The two vector solutions of the spectral equation (2.15) have the leading behaviour $x^{a}$ and $x^{-a}$, respectively. Note that $a$ is also the parameter of PII equation (2.3). The coefficients $a_{j}, b_{j}, c_{j}, d_{j}$ are in general functions of the Painlevé variable $t$ and satisfy recurrence relations which are found by substituting solution (2.17) into the spectral equation (2.15) and equating powers of $x$ around $x=0$, we have

$$
\begin{aligned}
j a_{j} & =-i\left(2 f(t)^{2}+t+2 f^{\prime}(t)\right) c_{j-1}+4 f(t) a_{j-2}-4 i c_{j-3} \\
(j+2 a) c_{j} & =i\left(2 f^{\prime}(t)-2 f(t)^{2}-t\right) a_{j-1}-4 f(t) c_{j-2}-4 i a_{j-3} \\
(j-2 a) b_{j} & =-i\left(2 f^{\prime}(t)+2 f(t)^{2}+t\right) d_{j-1}+4 f(t) b_{j-2}-4 i d_{j-3} \\
j d_{j} & =+i\left(2 f(t)^{2}-t-2 f^{\prime}(t)\right) b_{j-1}-4 f(t) d_{j-2}-4 i b_{j-3},
\end{aligned}
$$

For $a \neq 0$, the recurrence relations at $j=0$ are

$$
\begin{array}{r}
0 \times a_{0}=0 \\
2 a \times c_{0}=0 \\
-2 a \times b_{0}=0 \\
0 \times d_{0}=0
\end{array}
$$

That is $b_{0}=c_{0}=0$, while $a_{0}$ and $d_{0}$ are arbitrary constants (constant with respect to $x$, and in general are functions of $t$ ). Furthermore,

$$
a_{\text {odd }}=d_{\text {odd }}=0 \quad \text { and } \quad c_{\text {even }}=b_{\text {even }}=0
$$

that is

$$
\begin{align*}
& \phi_{11}(x, t) \sim a_{0} x^{a}\left\{\binom{1}{0}+c_{1} / a_{0}\binom{0}{1} x+a_{2} / a_{0}\binom{1}{0} x^{2}+\ldots\right\},  \tag{2.18}\\
& \phi_{12}(x, t) \sim d_{0} x^{-a}\left\{\binom{0}{1}+b_{1} / d_{0}\binom{1}{0} x+d_{2} / d_{0}\binom{0}{1} x^{2}+\ldots\right\} . \tag{2.19}
\end{align*}
$$

The coefficients $c_{1} / a_{0}$ and $b_{1} / d_{0}$ can be calculated from the recurrence relations (2.9) and (2.10) respectively for $j=1$,

$$
\begin{aligned}
& \frac{c_{1}}{a_{0}}=\frac{i\left(2 f^{\prime}-2 f^{2}-t\right)}{(1+2 a)} \\
& \frac{b_{1}}{d_{0}}=\frac{i\left(2 f^{\prime}+2 f^{2}+t\right)}{(1-2 a)}
\end{aligned}
$$

The rest of the coefficients of the Frobenius expansion (2.17) can be calculated in a similar manner. As stated earlier the coefficients $a_{j}, b_{j}, c_{j}, d_{j}$ in general are functions of $t$. To find how they depend on $t$ we need to make use of the other half of the Lax pair, deformation equation (2.16). We substitute solution (2.17) into equation (2.16) and equating the leading behaviour at $x=0$, to leading order yields

$$
\begin{align*}
\frac{a_{0}^{\prime}}{a_{0}} & =\frac{d}{d t} \ln a_{0}(t)=f(t) \Rightarrow a_{0}(t)=e^{f(t)}  \tag{2.20}\\
\frac{d_{0}^{\prime}}{d_{0}} & =\frac{d}{d t} \ln d_{0}(t)=-f(t) \Rightarrow d_{0}(t)=e^{-f(t)} \tag{2.21}
\end{align*}
$$

Equations $(2.20,2.21)$ relate $f(t)$ (the solution of PII) to the leading behaviours $a_{0}(t)$ and $d_{0}(t)$ of the solutions of the corresponding associated linear problems. This fact will be used to obtain the determinantal forms of the hierarchies of special solutions of PII in the later section.

### 2.2.2. Expansions at $x=\infty$.

Proposition 2.2.2. Let $\Psi(x, t)=\left\{\psi_{1}, \psi_{2}\right\}$ be the fundamental solution matrix of the Lax pair $(2.1,2.2)$ at $x=\infty$. The two vector solutions at
$x=\infty$ are of the form:

$$
\begin{align*}
& \psi_{1}(x, t)=e^{-i\left(\frac{4}{3} x^{3}+t x\right)} \sum_{k=0}^{\infty}\binom{\alpha_{k}(t)}{\gamma_{k}(t)} \frac{1}{x^{k}},  \tag{2.22}\\
& \psi_{2}(x, t)=e^{i\left(\frac{4}{3} x^{3}+t x\right)} \sum_{k=0}^{\infty}\binom{\beta_{k}(t)}{\delta_{k}(t)} \frac{1}{x^{k}}, \tag{2.23}
\end{align*}
$$

where the coefficients $\alpha_{k}, \beta_{k}, \gamma_{k}, \delta_{k}$ satisfy the recurrence relations:

$$
\begin{align*}
& 4 f \gamma_{k-1}=-2 i f^{2} \alpha_{k-2}-2 i f^{\prime} \gamma_{k-2}-(k-3) \alpha_{k-3}-a \gamma_{k-3}  \tag{2.24}\\
& 8 i \gamma_{k}=-4 f \alpha_{k-1}+2 i f^{\prime} \alpha_{k-2}-\left(2 i f^{2}+2 i t\right) \gamma_{k-2}  \tag{2.25}\\
&-(k-3) \gamma_{k-3}-a \alpha_{k-3} \\
&-8 i \beta_{k}=-4 f \delta_{k-1}-2 i f^{\prime} \delta_{k-2}+\left(2 i f^{2}+2 i t\right) \beta_{k-2}  \tag{2.26}\\
&-(k-3) \beta_{k-3}-a \delta_{k-3} \\
& 4 f \beta_{k-1}=-2 i f^{2} \delta_{k-2}+2 i f^{\prime} \beta_{k-2}-(k-3) \delta_{k-3}-a \beta_{k-3} \tag{2.27}
\end{align*}
$$

in particular

$$
\begin{align*}
\gamma_{1} & =\frac{i f(t)}{2}, & \beta_{1}=-\frac{i f(t)}{2}  \tag{2.28}\\
\alpha_{1 t} & =-\frac{i f(t)^{2}}{2}, & \delta_{1 t}=\frac{i f(t)^{2}}{2} . \tag{2.29}
\end{align*}
$$

Proof. The spectral equation (2.1) has an irregular singular point of rank three at $x=\infty$. Therefore solutions are of the forms given by (2.5). On substituting expansion (2.5) into equation (2.1) we found that $\omega_{3}= \pm i \frac{4}{3}$, $\omega_{2}=0, \omega_{1}= \pm i t$, and $l=0$. That is the solution matrix $\Psi(x, t)$ near $x=\infty$ has the formal expansion

$$
\Psi(x, t)=\sum_{k=0}^{\infty}\left(\begin{array}{cc}
\alpha_{k}(t) & \beta_{k}(t)  \tag{2.30}\\
\gamma_{k}(t) & \delta_{k}(t)
\end{array}\right) \frac{1}{x^{k}}\left(\begin{array}{cc}
e^{-i\left(\frac{4}{3} x^{3}+t x\right)} & 0 \\
0 & e^{i\left(\frac{4}{3} x^{3}+t x\right)}
\end{array}\right) .
$$

To find the recurrence relations for the coefficients $\alpha_{k}, \beta_{k}, \gamma_{k}, \delta_{k}$ we substitute solution (2.30) into the spectral equation (2.1) and equating powers of
$\frac{1}{x}$ at $x=\infty$, we have

$$
\begin{aligned}
& 4 f \gamma_{k-1}=-2 i f^{2} \alpha_{k-2}-2 i f^{\prime} \gamma_{k-2}-(k-3) \alpha_{k-3}-a \gamma_{k-3} \\
& 8 i \gamma_{k}=-4 f \alpha_{k-1}+2 i f^{\prime} \alpha_{k-2}-\left(2 i f^{2}+2 i t\right) \gamma_{k-2} \\
&-(k-3) \gamma_{k-3}-a \alpha_{k-3} \\
&-8 i \beta_{k}=-4 f \delta_{k-1}-2 i f^{\prime} \delta_{k-2}+\left(2 i f^{2}+2 i t\right) \beta_{k-2} \\
&-(k-3) \beta_{k-3}-a \delta_{k-3} \\
& 4 f \beta_{k-1}=-2 i f^{2} \delta_{k-2}+2 i f^{\prime} \beta_{k-2}-(k-3) \delta_{k-3}-a \beta_{k-3}
\end{aligned}
$$

Equation (2.24) and (2.27) at $k=1$ tells us that $\gamma_{0}=0$ and $\beta_{0}=0$ respectively. In general $\alpha_{k}, \beta_{k}, \gamma_{k}, \delta_{k}$ are functions of $t$. To find the $t$ dependence we substitute solution (2.30) into the deformation equation (2.2) and equate powers of $\frac{1}{x}$ at $x=\infty$. We found that $\alpha_{0}$ and $\delta_{0}$ are constants, that is they are not functions of $t$, and are normalized to be 1 . Equations (2.25) and (2.26) at $k=1$ gives us

$$
\gamma_{1}=\frac{i f(t)}{2}, \quad \quad \beta_{1}=-\frac{i f(t)}{2}
$$

We have also found

$$
\alpha_{1 t}=-\frac{i f(t)^{2}}{2}, \quad \delta_{1 t}=\frac{i f(t)^{2}}{2}
$$

from the deformation equation. The rest of the coefficients $\alpha_{k}, \beta_{k}, \gamma_{k}$ and $\delta_{k}$ can be calculated similarly.

### 2.3. Special solutions

To find the general solution of the associated linear problems of PII, that is to solve the Riemann-Hilbert ( RH ) problem of the associated linear problems of PII is not trivial. In fact the associated linear problems are no easier to solve than the non-linear ODE which they are related to. This makes sense, since otherwise the associated linear problems could not possibly be a representation of the transcendental Painlevé equation. However there are some special cases when the associated linear problems can be solved. We found that these cases correspond to PII admitting some special solutions. We know from the analytic theory of linear differential equations (see [8] for example), that solutions of the form $(2.6,2.7)$ at $x=0$ are not valid in
general when the difference of the leading powers $2 a$ is an integer. Inconsistencies can arise in either of the recurrence relations (2.9) or (2.10) when $2 a$ is an integer, leaving $c_{2 a}$ or $b_{2 a}$ undefined corresponding to whether $2 a$ a negative or a positive integer respectively. When this happens one of the solutions (2.6) or (2.7) is no longer valid. Since PII possesses the symmetry, $f(t) \rightarrow-f(t) \Rightarrow a \rightarrow-a$, we only need to consider $a>0$ here.

The case $2 a$ is an integer separates into two types: (1) $2 a$ even, (2) $2 a$ odd. Let us consider type 1 first. For $2 a$ even, we see that when the LHS of equation (2.10) vanishes at $j=2 a$, the RHS also vanishes since $d_{\text {odd }}=0$ and $b_{\text {even }}=0$. Hence for $2 a$ even, solutions (2.6) and (2.7) are still the valid forms of the expansions of the vector solutions at $x=0$. The simplest example of this type is when $a=0$.

### 2.3.1. The simplest rational type special solution.

Proposition 2.3.1. A vector solution of the corresponding associated linear problem when $a=0$ and PII is solved by $f(t)=0$ is given by

$$
\begin{equation*}
\psi_{1}(x, t)=\binom{e^{-i\left(\frac{4}{3} x^{3}+t x\right)}}{e^{i\left(\frac{4}{3} x^{3}+t x\right)}}=\sum_{j=0}^{\infty}\binom{(-1)^{j} T_{j}(t) x^{j}}{T_{j}(t) x^{j}} . \tag{2.31}
\end{equation*}
$$

Proof. It is easy to see that when $a=0, f(t)=0$ is a solution of PII. The Lax pair (2.1, 2.2) in this case reduces to:

$$
\begin{align*}
\Psi_{x} & =\left(\begin{array}{cc}
-i\left(4 x^{2}+t\right) & 0 \\
0 & i\left(4 x^{2}+t\right)
\end{array}\right) \Psi,  \tag{2.32}\\
\Psi_{t} & =\left(\begin{array}{cc}
-i x & 0 \\
0 & i x
\end{array}\right) \Psi . \tag{2.33}
\end{align*}
$$

They can be solved easily, since now the second-order system has decoupled into two first order equations. A solution of Lax pair $(2.32,2.33)$ is

$$
\psi_{1}(x, t)=\binom{e^{-i\left(\frac{4}{3} x^{3}+t x\right)}}{e^{i\left(\frac{4}{3} x^{3}+t x\right)}} .
$$

Proposition 2.3.2. The function $e^{i\left(\frac{4}{3} x^{3}+t x\right)}$ has series expression near $x=0$. The coefficients of the expansion are found to be orthogonal polynomials
of Laguerre type

$$
\sum_{j=0}^{\infty} T_{j}(t) x^{j}=\exp \left(i \frac{4}{3} x^{3}+i t x\right)
$$

where

$$
\begin{align*}
j T_{j} & =4 i T_{j-3}+i t T_{j-1},  \tag{2.34}\\
\frac{d T_{j}}{d t} & =i T_{j-1} \tag{2.35}
\end{align*}
$$

$T_{0}=1$, and $T_{j}=0, j<0$.
Proof. Relations $(2.34,2.35)$ can be obtained using the definition of $T_{j}(t)$ as follows. Let

$$
\exp \left(i \frac{4}{3} x^{3}+i t x\right)=e^{\theta(x, t)}
$$

differentiate with respect to $x$ gives

$$
\begin{aligned}
\frac{d}{d x} e^{\theta(x, t)} & =i\left(4 x^{2}+t\right) e^{\theta(x, t)} \\
\Rightarrow j T_{j} & =4 i T_{j-3}+i t T_{j-1},
\end{aligned}
$$

and differentiate with respect to $t$ gives

$$
\begin{aligned}
\frac{d}{d t} e^{\theta(x, t)} & =i x e^{\theta(x, t)} \\
\Rightarrow \frac{d T_{j}}{d t} & =i T_{j-1}
\end{aligned}
$$

A few examples of $T_{j}$ are

$$
T_{0}=1, T_{1}=i t, T_{2}=-\frac{t^{2}}{2}, T_{3}=\frac{4 i}{3}-\frac{i t^{3}}{6} .
$$

Hence

$$
\psi_{1}(x, t)=\binom{e^{-i\left(\frac{4}{3} x^{3}+t x\right)}}{e^{i\left(\frac{4}{3} x^{3}+t x\right)}}=\sum_{j=0}^{\infty}\binom{(-1)^{j} T_{j}(t) x^{j}}{T_{j}(t) x^{j}} .
$$

Type (2): for $2 a$ odd, while the LHS of equation (2.10) is zero at $j=2 a$, the RHS is in general not zero. Unlike the $2 a$ even case, here $d_{\text {even }} \neq 0$ and $b_{\text {odd }} \neq 0$. Hence when $j=2 a$ is odd, extra constraints are needed on the coefficients which are expressions involving $f(t)$ for the RHS of equation
(2.10) to vanish, to ensure that no inconsistency arises and solutions $\phi_{1}(x, t)$ and $\phi_{2}(x, t)$ of the form (2.6) and (2.7) remain valid. Let us consider the simplest example of this type.
2.3.2. The simplest hypergeometric type special solution. The simplest example for $2 a$ odd is $2 a=1$. In this case equation (2.10) at $j=1$ gives

$$
0 \times b_{1}=-i\left(2 f(t)^{2}+t+2 f^{\prime}(t)\right) d_{0} .
$$

Since $d_{0} \neq 0$, it follows that in order for the RHS to vanish $f(t)$ has to satisfy a Riccati type equation

$$
\begin{equation*}
f^{\prime}(t)=-f^{2}-\frac{t}{2} \tag{2.36}
\end{equation*}
$$

In other words PII (2.3) has reduced to a first order non-linear ODE when $a=\frac{1}{2}$. What about the solution of the corresponding linear system? Firstly, we know from equation (2.13) that $f(t)=\frac{a_{0}^{\prime}}{a_{0}}$. Substituting this into the Riccati equation (2.36) we obtain an equation for $a_{0}(t)$,

$$
\begin{equation*}
a_{0}^{\prime \prime}=-\frac{t}{2} a_{0} . \tag{2.37}
\end{equation*}
$$

That is $a_{0}(t)$, the coefficient of the leading behaviour of vector solution (2.6) of the linear problems near $x=0$, is a Airy type function with respect to $t$. That is

$$
a_{0}(t)=A\left(2^{-\frac{1}{3}} t\right),
$$

where $A\left(2^{-\frac{1}{3}} t\right)$ is a solution of the Airy equation (1.1) with respect to the variable $2^{-\frac{1}{3}} t$. Hence a solution of PII equation (2.3) when $a=\frac{1}{2}$ denoted $f_{\frac{1}{2}}(t)$ is

$$
\begin{equation*}
f_{\frac{1}{2}}(t)=\frac{A\left(2^{-\frac{1}{3}} t\right)^{\prime}}{A\left(2^{-\frac{1}{3}} t\right)} \tag{2.38}
\end{equation*}
$$

Proposition 2.3.3. A solution of the linear problems (2.1, 2.2) when $a=\frac{1}{2}$ and $f(t)$ defined by (2.38) satisfies Riccati equation (2.36) is given by:

$$
\begin{align*}
\phi_{1}(x, t) & =x^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
\frac{-i f(t)}{x} & \frac{i}{x}
\end{array}\right)\binom{A(z)}{A_{t}(z)}  \tag{2.39}\\
& =x^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
\frac{-i f(t)}{x} & \frac{i}{x}
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j}(t) x^{2 j}}{a_{2 j}(t)^{\prime} x^{2 j}}
\end{align*}
$$

where $z(x, t)=2^{\frac{2}{3}} x^{2}+2^{-\frac{1}{3}} t$ and $A(z)$ is the solution of the Airy equation, that is

$$
\frac{d^{2} A(z)}{d z^{2}}=-z A(z)
$$

Function $A(z)$ has the series expansion around $x=0$

$$
\begin{equation*}
A(z)=\sum_{j=0}^{\infty} a_{2 j}(t) x^{2 j} \tag{2.40}
\end{equation*}
$$

where $a_{2 j}$ are defined by two recurrence type relations:

$$
\begin{align*}
a_{2 j} & =\frac{2}{j} \frac{d a_{2 j-2}}{d t},  \tag{2.41}\\
\frac{d^{2} a_{2 j}}{d t^{2}} & =-\frac{t}{2} a_{2 j}-a_{2 j-2}, \tag{2.42}
\end{align*}
$$

in particular,

$$
\begin{equation*}
\frac{d^{2} a_{0}}{d t^{2}}=-\frac{t}{2} a_{0} \tag{2.43}
\end{equation*}
$$

Proof. We use the asymptotic behaviour of $\phi_{1}(x, t)$ at $x=0$ as a guide as to how to find the solution in the closed form. Recall in order to obtain the leading behavior of the solution of the linear problem (2.1) we need to diagonalize the coefficient matrix $M(x, t)$ at $x=0$.This gives us the first transformation:

$$
\Phi=\left(\begin{array}{cc}
1 & 1  \tag{2.44}\\
1 & -1
\end{array}\right) \Phi_{1}
$$

where

$$
\begin{align*}
\Phi_{1 x}= & \left\{\left(\begin{array}{cc}
1 / 2 & 0 \\
0 & -1 / 2
\end{array}\right) \frac{1}{x}+\left(\begin{array}{cc}
0 & 0 \\
i 4 f^{\prime}(t) & 0
\end{array}\right)\right.  \tag{2.45}\\
& \left.+\left(\begin{array}{cc}
4 f(t) & 0 \\
0 & -4 f(t)
\end{array}\right) x+\left(\begin{array}{cc}
0 & -i 4 \\
-i 4 & 0
\end{array}\right) x^{2}\right\} \Phi_{1}, \\
\Phi_{1 t}= & \left(\begin{array}{cc}
f(t) & -i x \\
-i x & -f(t)
\end{array}\right) \Phi_{1} . \tag{2.46}
\end{align*}
$$

We know from equation (2.17) that a vector solution of the Lax pair (2.45, 2.46 ) with asymptotic behaviour $x^{\frac{1}{2}}$, that is the first column of the solution
matrix $\Phi_{1}=\left\{\phi_{11}, \phi_{12}\right\}$ is given by :

$$
\phi_{11}(x, t)=x^{\frac{1}{2}} \sum_{j=0}^{\infty}\binom{a_{2 j}(t) x^{2 j}}{c_{2 j+1}(t) x^{2 j+1}}
$$

where $a_{0}(t)$ satisfies the Airy type equation (2.37). This indicates the next transformation

$$
\begin{equation*}
\Phi_{1}=x^{\frac{1}{2}} \Phi_{2}, \tag{2.47}
\end{equation*}
$$

where the Lax pair is now

$$
\begin{align*}
\Phi_{2 x}= & \left\{\left(\begin{array}{cc}
0 & 0 \\
0 & -1
\end{array}\right) \frac{1}{x}+\left(\begin{array}{cc}
0 & 0 \\
i 4 f^{\prime}(t) & 0
\end{array}\right)\right.  \tag{2.48}\\
& \left.+\left(\begin{array}{cc}
4 f(t) & 0 \\
0 & -4 f(t)
\end{array}\right) x+\left(\begin{array}{cc}
0 & -i 4 \\
-i 4 & 0
\end{array}\right) x^{2}\right\} \Phi_{2}, \\
\Phi_{2 t}= & \left(\begin{array}{cc}
f(t) & -i x \\
-i x & -f(t)
\end{array}\right) \Phi_{2} . \tag{2.49}
\end{align*}
$$

Let a solution of the Lax pair $(2.48,2.49)$ be

$$
\binom{u(x, t)}{v(x, t)}=\sum_{j=0}^{\infty}\binom{a_{2 j} x^{2 j}}{c_{2 j+1} x^{2 j+1}},
$$

then $\binom{u(x, t)}{v(x, t)}$ satisfies the Lax pair of equations

$$
\begin{gather*}
\binom{u}{v}_{x}=\left(\begin{array}{cc}
4 f x & -4 i x^{2} \\
4 i f^{\prime}-4 i x^{2} & -\frac{1}{x}-4 f x
\end{array}\right)\binom{u}{v}  \tag{2.50}\\
\binom{u}{v}_{t}=\left(\begin{array}{cc}
f(t) & -i x \\
-i x & -f(t)
\end{array}\right)\binom{u}{v} . \tag{2.51}
\end{gather*}
$$

We observe that the top entry of vector equation (2.50) is

$$
v=\frac{u_{x}-4 f(t) x u}{-i 4 x^{2}} .
$$

This tells us how $v(x, t)$ is related to $u(x, t)$. We want to transform to a new " $v(x, t)$ ", which relates to $u(x, t)$ more simply. Since we know

$$
u(x, t)=\sum_{j=0}^{\infty} a_{2 j} x^{2 j}
$$

and

$$
\frac{u_{x}}{x}=\sum_{j=0}^{\infty}(2 j+2) a_{2 j+2} x^{2 j}
$$

we choose $v_{1}$ to be $\frac{u_{x}}{4 x}$. Then

$$
\binom{u}{v}=\left(\begin{array}{cc}
1 & 0  \tag{2.52}\\
\frac{-i f(t)}{x} & \frac{i}{x}
\end{array}\right)\binom{u}{v_{1}},
$$

where $\binom{u}{v_{1}}$ satisfies the Lax pair

$$
\begin{align*}
\Phi_{3 x} & =\left(\begin{array}{cc}
0 & 4 x \\
-x\left(2 t+4 x^{2}\right) & 0
\end{array}\right) \Phi_{3}  \tag{2.53}\\
\Phi_{3 t} & =\left(\begin{array}{cc}
0 & 1 \\
-\left(t / 2+x^{2}\right) & 0
\end{array}\right) \Psi_{3} . \tag{2.54}
\end{align*}
$$

We see that transform (2.52) has significantly simplified the Lax pair. For instance, equations $(2.53,2.54)$ no longer have $f(t)$ (that is the solution of PII) in their coefficient matrices. The Lax pair (2.53, 2.54) give us two equations for $u(x, t)$ :

$$
\begin{equation*}
\frac{d u}{d t}(x, t)=\frac{1}{4 x} \frac{d u}{d x}(x, t) \tag{2.55}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t t}=-\left(t / 2+x^{2}\right) u \tag{2.56}
\end{equation*}
$$

Equation (2.55) says a solution of the Lax pair (2.53) and (2.54) is

$$
\binom{u}{v_{1}}=\binom{u}{\frac{u_{x}}{4 x}}=\binom{u}{\frac{d u}{d t}} .
$$

In particular it suggests the change of variable

$$
\begin{equation*}
u(x, t)=g\left(z\left(\alpha x^{2}+\beta t\right)\right), \quad \text { where } \alpha, \beta \text { are constants. } \tag{2.57}
\end{equation*}
$$

Since

$$
\begin{aligned}
u_{x} & =g_{z} 2 \alpha x \\
u_{t} & =g_{z} \beta
\end{aligned}
$$

satisfy equation (2.55) for some choice of $\alpha$ and $\beta$. Now, substitute solution (2.57) into equation (2.56)

$$
\begin{aligned}
u_{t t} & =-\left(t / 2+x^{2}\right) u \\
\beta^{2} g_{z z} & =-\left(t / 2+x^{2}\right) g \\
g_{z z} & =-\left(\frac{1}{\beta^{2}} x^{2}+\frac{t}{2 \beta^{2}}\right) g \\
& =-\left(\alpha x^{2}+\beta t\right) g \\
& =-z g .
\end{aligned}
$$

For the last line to be true

$$
\begin{array}{rlrlrl}
\alpha & =\frac{1}{\beta^{2}} & \text { and } & \beta & =\frac{1}{2 \beta^{2}}, \\
\Rightarrow \quad \alpha & =2^{\frac{2}{3}} & \text { and } & \beta=2^{-\frac{1}{3}} .
\end{array}
$$

This says that $u(x, t)=g(z(x, t))$ satisfy the Airy equation (1.1) with respect to $z$, if the new variable is

$$
z(x, t)=\alpha x^{2}+\beta t=2^{\frac{2}{3}} x^{2}+2^{-\frac{1}{3}} t,
$$

that is

$$
u(x, t)=A(z),
$$

for

$$
z(x, t)=2^{\frac{2}{3}} x^{2}+2^{-\frac{1}{3}} t .
$$

A vector solution of equations $(2.53,2.54)$ in closed form is then :

$$
\binom{u}{v_{1}}=\binom{u}{\frac{d u}{d t}}=\binom{A(z)}{A_{t}(z)}=\binom{A(z)}{2^{-\frac{1}{3}} A_{z}(z)} .
$$

Finally we use transformations (2.44, 2.47, 2.52) to go back to the solution of the original Lax pair (2.1, 2.2)

$$
\begin{aligned}
\phi_{1} & =\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \phi_{11} \\
& =x^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\binom{u}{v} \\
& =x^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
\frac{-i f(t)}{x} & \frac{i}{x}
\end{array}\right)\binom{u}{v_{1}} \\
& =x^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
\frac{-i f(t)}{x} & \frac{i}{x}
\end{array}\right)\binom{u}{\frac{d u}{d t}}
\end{aligned}
$$

where $u(x, t)=A(z)$. Now

$$
u(x, t)=A(z)=\sum_{j=0}^{\infty} a_{2 j}(t) x^{2 j},
$$

so that equations (2.55) and (2.56) for $u(x, t)$ :

$$
\begin{aligned}
\frac{d u}{d t} & =\frac{1}{4 x} \frac{d u}{d x} \\
\frac{d^{2} u}{d t^{2}} & =-\left(t / 2+x^{2}\right) u
\end{aligned}
$$

give us two recurrence type relations for $a_{2 j}$ :

$$
\begin{aligned}
a_{2 j} & =\frac{2}{j} \frac{d a_{2 j-2}}{d t} \\
\frac{d^{2} a_{2 j}}{d t^{2}} & =-\frac{t}{2} a_{2 j}-a_{2 j-2}
\end{aligned}
$$

in particular,

$$
\frac{d^{2} a_{0}}{d t^{2}}=-\frac{t}{2} a_{0} .
$$

### 2.4. Schlesinger transformations of the linear problem

Recall the solution of the original Lax pair $(2.1,2.2)$ is $\Phi(x, t)$ and to analyze the linear system (2.1) around $x=0$ we let

$$
\Phi(x, t)=\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \Phi_{1}(x, t)
$$

where $\Phi_{1}(x, t)$ satisfies the Lax pair $(2.15,2.16)$. Let us denote the solution of PII (2.3) with parameter $a$ as $f_{a}(t)$ and the corresponding linear problems by the superscript ${ }^{(a)}$

$$
\begin{align*}
\Phi_{1 x}^{(a)}= & \left\{\left(\begin{array}{cc}
a & 0 \\
0 & -a
\end{array}\right) \frac{1}{x}+\left(\begin{array}{cc}
0 & -i\left(2 f_{a}^{2}+t+2 f_{a}^{\prime}\right) \\
i\left(2 f_{a}^{\prime}-2 f_{a}^{2}-t\right) & 0
\end{array}\right)\right. \\
& \left.+\left(\begin{array}{cc}
4 f_{a} & 0 \\
0 & -4 f_{a}
\end{array}\right) x+\left(\begin{array}{cc}
0 & -i 4 \\
-i 4 & 0
\end{array}\right) x^{2}\right\} \Phi_{1}^{(a)}  \tag{2.58}\\
\Phi_{1 t}^{(a)}= & \left(\begin{array}{cc}
f_{a} & -i x \\
-i x & -f_{a}
\end{array}\right) \Phi_{1}^{(a)} . \tag{2.59}
\end{align*}
$$

We would like to find $L_{a}(x, t)$ such that

$$
\Phi_{1}^{(a+1)}(x, t)=L_{a}(x, t) \Phi_{1}^{(a)}(x, t) .
$$

This is referred to as the Schlesinger transformation of the linear system (2.58). Let

$$
\begin{equation*}
\binom{u^{(a)}(x, t)}{v^{(a)}(x, t)}=x^{a} \sum_{j=0}^{\infty}\binom{a_{2 j}^{(a)}(t) x^{2 j}}{c_{2 j+1}^{(a)}(t) x^{2 j+1}} \tag{2.60}
\end{equation*}
$$

be the vector solution of the Lax pair $(2.58,2.59)$ with the leading order $x^{a}$ near $x=0$, that is the first column of solution matrix (2.17). It has the asymptotic behavior

$$
\begin{equation*}
\binom{u^{(a)}(x, t)}{v^{(a)}(x, t)} \sim x^{a}\binom{a_{0}^{(a)}(t)}{c_{1}^{(a)}(t) x}, \quad x \rightarrow 0 \tag{2.61}
\end{equation*}
$$

Then the solution of the linear system with parameter $a+1$ and $-(a+1)$, where the corresponding PII equation is solved by $f_{a+1}(t)$ is

$$
\begin{equation*}
\binom{u^{(a+1)}(x, t)}{v^{(a+1)}(x, t)}=x^{a+1} \sum_{j=0}^{\infty}\binom{a_{2 j}^{(a+1)}(t) x^{2 j}}{c_{2 j+1}^{(a+1)}(t) x^{2 j+1}}, \tag{2.62}
\end{equation*}
$$

with the asymptotic behaviour

$$
\begin{equation*}
\binom{u^{(a+1)}(x, t)}{v^{(a+1)}(x, t)} \sim x^{a+1}\binom{a_{0}^{(a+1)}(t)}{c_{1}^{(a+1)}(t) x} . \tag{2.63}
\end{equation*}
$$

Note that $v^{(a)}(x, t)$ has the same leading order in $x$ as $u^{(a+1)}(x, t)$, namely $x^{a+1}$. This observation has led us to investigate whether $v^{(a)}(x, t)$ and $u^{(a+1)}(x, t)$ are simply related. In fact, we will show that $v^{(a)}(x, t)=$ $u^{(a+1)}(x, t)$, but first we prove that their respective leading coefficients $c_{1}^{(a)}(t)$ and $a_{0}^{(a+1)}(t)$ are the same function of $t$.

## Proposition 2.4.1.

$$
c_{1}^{(a)}(t)=a_{0}^{(a+1)}(t)
$$

Proof. Recall equation (2.13) relates the solution of PII to the leading coefficient of the expansion of the solution of the linear problems at $x=0$ $a_{0}(t)$, that is

$$
\begin{equation*}
f_{a}(t)=\frac{a_{0}^{(a)},}{a_{0}^{(a)}}, \quad \quad=\frac{d}{d t} . \tag{2.64}
\end{equation*}
$$

First we will use the recurrence relation for $c_{1}^{(a)}(t)$ and Bäcklund transformation of PII to show

$$
\frac{a_{0}^{(a+1),}}{a_{0}^{(a+1)}}=f_{a+1}(t)=\frac{c_{1}^{(a) \prime}}{c_{1}^{(a)}}
$$

that is $a_{0}^{(a+1)}(t)$ is proportional to $c_{1}^{(a)}(t)$. The recurrence relation (2.9) for $c_{1}^{(a)}(t)$ gives

$$
c_{1}^{(a)}=\frac{i\left(2 f_{a}^{\prime}-2 f_{a}^{2}-t\right)}{(1+2 a)} a_{0}^{(a)},
$$

then

$$
\begin{aligned}
\frac{c_{1}^{(a),}}{c_{1}^{(a)}} & =\frac{\left(\left(f_{a}^{\prime}-f_{a}^{2}-\frac{t}{2}\right) a_{0}^{(a)}\right)^{\prime}}{\left(f_{a}^{\prime}-f_{a}^{2}-\frac{t}{2}\right) a_{0}^{(a)}} \\
& =\frac{\left(f_{a}^{\prime}-f_{a}^{2}-\frac{t}{2}\right)^{\prime} a_{0}^{(a)}}{\left(f_{a}^{\prime}-f_{a}^{2}-\frac{t}{2}\right) a_{0}^{(a)}}+\frac{\left(f_{a}^{\prime}-f_{a}^{2}-\frac{t}{2}\right) a_{0}^{(a)},}{\left(f_{a}^{\prime}-f_{a}^{2}-\frac{t}{2}\right) a_{0}^{(a)}}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\left(f_{a}^{\prime}-f_{a}^{2}-\frac{t}{2}\right)^{\prime}}{\left(f_{a}^{\prime}-f_{a}^{2}-\frac{t}{2}\right)}+\frac{a_{0}^{(a)}}{a_{0}^{(a)}} \\
& =-2 f_{a}-\frac{a+\frac{1}{2}}{\left(f_{a}^{\prime}-f_{a}^{2}-\frac{t}{2}\right)}+f_{a} \\
& =-f_{a}-\frac{a+\frac{1}{2}}{\left(f_{a}^{\prime}-f_{a}^{2}-\frac{t}{2}\right)}
\end{aligned}
$$

where we have used the PII equation (2.3) to replace $f_{a}^{\prime \prime}$ in the expression. The last line is the well-known Bäcklund transformation of PII. That is

$$
\begin{equation*}
f_{a+1}(t)=-f_{a}-\frac{a+\frac{1}{2}}{\left(f_{a}^{\prime}-f_{a}^{2}-\frac{t}{2}\right)}, \tag{2.65}
\end{equation*}
$$

hence we have shown

$$
\frac{c_{1}^{(a)}}{c_{1}^{(a)}}=f_{a+1}(t)=\frac{a_{0}^{(a+1) \prime}}{a_{0}^{(a+1)}},
$$

which says that $a_{0}^{(a+1)}(t)$ is proportional to $c_{1}^{(a)}(t)$. The constant of proportion can be set to be 1 without loss of generality.

We have shown that $v^{(a)}(x, t)$ and $u^{(a+1)}(x, t)$ have the same asymptotic behavior $x^{a+1} c_{1}^{(a)}(t)$ near $x=0$. Now we will show that

## Proposition 2.4.2.

$$
v^{(a)}(x, t)=u^{(a+1)}(x, t)
$$

Proof. Recall the spectral equation (2.58) is of the form

$$
\binom{u^{(a)}}{v^{(a)}}_{x}=M^{(a)}(x, t)\binom{u^{(a)}}{v^{(a)}}=\left(\begin{array}{ll}
M_{11}^{(a)} & M_{12}^{(a)} \\
M_{21}^{(a)} & M_{22}^{(a)}
\end{array}\right)\binom{u^{(a)}}{v^{(a)}} .
$$

This $2 \times 2$ linear system of coupled first order differential equations (DEs) can be written as two second order scalar DEs:

$$
\begin{aligned}
& u_{x x}^{(a)}=\frac{M_{12_{x}}^{(a)}}{M_{12}^{(a)}} u_{x}^{(a)}+\left(M_{11_{x}}^{(a)}-\frac{M_{12_{x}}^{(a)}}{M_{12}^{(a)}} M_{11}^{(a)}-\operatorname{det} M^{(a)}\right) u^{(a)}(2.66) \\
& v_{x x}^{(a)}=\frac{M_{21_{x}}^{(a)}}{M_{21}^{(a)}} v_{x}^{(a)}+\left(M_{22_{x}}^{(a)}-\frac{M_{21 x}^{(a)}}{M_{21}^{(a)}} M_{22}^{(a)}-\operatorname{det} M^{(a)}\right) v^{(a)}(2.67)
\end{aligned}
$$

where

$$
\begin{align*}
& M_{11}^{(a)}(x, t)=\frac{a}{x}+4 f_{a} x \\
& M_{12}^{(a)}(x, t)=-i\left(2 f_{a}^{2}+t+2 f_{a}^{\prime}\right)-4 i x^{2}  \tag{2.68}\\
& M_{21}^{(a)}(x, t)=i\left(-2 f_{a}^{2}-t+2 f_{a}^{\prime}\right)-4 i x^{2} \\
& M_{22}^{(a)}(x, t)=-\frac{a}{x}-4 f_{a} x .
\end{align*}
$$

Then $u^{(a+1)}(x, t)$ solves equation

$$
\begin{equation*}
=\frac{M_{12_{x}}^{(a+1)}}{M_{12}^{(a+1)}} u_{x}^{(a+1)}+\left(M_{11_{x}}^{(a+1)}-\frac{M_{12 x}^{(a+1)}}{M_{12}^{(a+1)}} M_{11}^{(a+1)}-\operatorname{det} M^{(a+1)}\right) u^{(a+1)} . \tag{2.69}
\end{equation*}
$$

We can calculate $M_{11}^{(a+1)}(x, t), M_{12}^{(a+1)}(x, t), M_{21}^{(a+1)}(x, t)$ and $M_{22}^{(a+1)}(x, t)$ by letting $a \rightarrow a+1$ and using Bäcklund transformation (2.65) for $f_{a+1}$.
It can be easily checked that equation (2.67) is the same as equation (2.69) provided $f_{a}$ satisfies the PII equation (2.3). Together with the fact that $v^{(a)}(x, t)$ and $u^{(a+1)}(x, t)$ have the same leading behaviour $x^{a+1} c_{1}^{(a)}(t)$ (or $\left.x^{a+1} a_{0}^{(a+1)}(t)\right)$ at $x=0$, we have proved the proposition.

Now we can relate $\binom{u^{(a+1)}(x, t)}{v^{(a+1)}(x, t)}$ with $\binom{u^{(a)}(x, t)}{v^{(a)}(x, t)}$, that is to find the Schlesinger transformation $L_{a}(x, t)$.

Proposition 2.4.3. The solutions of Lax pair $(2.58,2.59)$ for parameter $a+1$ and $a$ are related by $L_{a}(x, t)$, that is

$$
\begin{align*}
\binom{u^{(a+1)}(x, t)}{v^{(a+1)}(x, t)} & =L_{a}(x, t)\binom{u^{(a)}(x, t)}{v^{(a)}(x, t)}  \tag{2.70}\\
& =\left(\begin{array}{cc}
0 & 1 \\
1 & -\frac{i(1+2 a)}{x\left(t+2 f_{a}^{2}-2 f_{a}^{\prime}\right)}
\end{array}\right)\binom{u^{(a)}(x, t)}{v^{(a)}(x, t)} .
\end{align*}
$$

Proof. We already know that

$$
u^{(a+1)}(x, t)=v^{(a)}(x, t)
$$

It is only left to find how $v^{(a+1)}(x, t)$ can be written in terms of $u^{(a)}(x, t)$ and $v^{(a)}(x, t)$. Recall $\binom{u^{(a+1)}}{v^{(a+1)}}$ satisfies the linear system

$$
\binom{u^{(a+1)}}{v^{(a+1)}}_{x}=\left(\begin{array}{ll}
M_{11}^{(a+1)} & M_{12}^{(a+1)}  \tag{2.71}\\
M_{21}^{(a+1)} & M_{22}^{(a+1)}
\end{array}\right)\binom{u^{(a+1)}}{v^{(a+1)}},
$$

where $M_{11}^{(a)}, M_{12}^{(a)}, M_{21}^{(a)}$ and $M_{11}^{(a)}$ are defined in equation (2.68). The top entry of this vector equation is:

$$
\begin{aligned}
u_{x}^{(a+1)} & =M_{11}^{(a+1)} u^{(a+1)}+M_{12}^{(a+1)} v^{(a+1)}, \\
\text { or } \quad v^{(a+1)} & =\frac{u_{x}^{(a+1)}-M_{11}^{(a+1)} u^{(a+1)}}{M_{12}^{(a+1)}} \\
& =\frac{v_{x}^{(a)}-M_{11}^{(a+1)} v^{(a)}}{M_{12}^{(a+1)}} \\
& =\frac{M_{21}^{(a)} u^{(a)}+M_{22}^{(a)} v^{(a)}}{M_{12}^{(a+1)}}-\frac{M_{11}^{(a+1)}}{M_{12}^{(a+1)}} v^{(a)},
\end{aligned}
$$

where we have used

$$
v_{x}^{(a)}=M_{21}^{(a)} u^{(a)}+M_{22}^{(a)} v^{(a)} .
$$

Hence

$$
\begin{aligned}
\binom{u^{(a+1)}(x, t)}{v^{(a+1)}(x, t)} & =\left(\begin{array}{cc}
0 & 1 \\
\frac{M_{21}^{(a)}}{M_{12}^{(a+1)}} & \frac{M_{22}^{(a)}}{M_{12}^{(a+1)}}-\frac{M_{11}^{(a+1)}}{M_{12}^{(a+1)}}
\end{array}\right)\binom{u^{(a)}(x, t)}{v^{(a)}(x, t)} \\
& =\left(\begin{array}{cc}
0 & 1 \\
1 & -\frac{i(1+2 a)}{x\left(t+2 f_{a}^{2}-2 f_{a}^{\prime}\right)}
\end{array}\right)\binom{u^{(a)}(x, t)}{v^{(a)}(x, t)} .
\end{aligned}
$$

We have found the Schlesinger transformation of the linear system (2.58)

$$
\binom{u^{(a+1)}(x, t)}{v^{(a+1)}(x, t)}=L_{a}(x, t)\binom{u^{(a)}(x, t)}{v^{(a)}(x, t)}
$$

where $L_{a}(x, t)$ has the form

$$
L_{a}(x, t)=\left(\begin{array}{cc}
0 & 1 \\
1 & \frac{L_{a}(t)}{x}
\end{array}\right)
$$

and

$$
l_{a}(t)=-\frac{i(1+2 a)}{x\left(t+2 f_{a}^{2}-2 f_{a}^{\prime}\right)} .
$$

Successively applying $L_{a}(x, t)$ we can eventually relate $\binom{u^{(a+1)}(x, t)}{v^{(a+1)}(x, t)}$ to $\binom{u^{(0)}(x, t)}{v^{(0)}(x, t)}$ or $\binom{u^{\left(\frac{1}{2}\right)}(x, t)}{v^{\left(\frac{1}{2}\right)}(x, t)}$ depending on whether $a$ is an integer or a half integer, respectively. That is

$$
\binom{u^{(a+1)}(x, t)}{v^{(a+1)}(x, t)}=L_{a} L_{a-1} \ldots L_{0}\binom{u^{(0)}(x, t)}{v^{(0)}(x, t)},
$$

and

$$
\binom{u^{(a+1)}(x, t)}{v^{(a+1)}(x, t)}=L_{a} L_{a-1} \ldots L_{\frac{1}{2}}\binom{u^{\left(\frac{1}{2}\right)}(x, t)}{v^{\left(\frac{1}{2}\right)}(x, t)} .
$$

The reason we want to do this is because we have solved the associated linear problems in closed form when the parameter takes value $a=0$, corresponding to PII admitting the simplest rational special solution $f_{0}(t)=0$,

$$
\binom{u^{(0)}(x, t)}{v^{(0)}(x, t)}=\left(\begin{array}{cc}
1 & 1  \tag{2.72}\\
1 & -1
\end{array}\right)\binom{e^{-i\left(\frac{4}{3} x^{3}+t x\right)}}{e^{i\left(\frac{4}{3} x^{3}+t x\right)}}
$$

and $a=\frac{1}{2}$, corresponding to PII admitting the simplest hypergeometric special solution $f_{\frac{1}{2}}(t)=\frac{A\left(2^{-\frac{1}{3}} t\right)^{\prime}}{A\left(2^{-\frac{1}{3}} t\right)^{\prime}}$,

$$
\binom{u^{\left(\frac{1}{2}\right)}(x, t)}{v^{\left(\frac{1}{2}\right)}(x, t)}=x^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0  \tag{2.73}\\
-i \frac{f(t)}{x} & \frac{i}{x}
\end{array}\right)\binom{A(z)}{A_{t}(z)} .
$$

in subsection 2.3.1 and 2.3.2 respectively. We also know that the solution of PII is related to the leading coefficient of the solution of the associated linear problems by

$$
f_{a+1}(t)=\frac{a_{0}^{(a+1)},}{a_{0}^{(a+1)}}
$$

That is we can find $f_{a+1}(t)$ via the expression of $a_{0}^{(a+1)}(t)$ in terms of the coefficients $a_{j}^{(0)}$ (that is $T_{j},(j=0,1, \ldots)$ defined by equations $(2.34,2.35)$ ) when the parameter $a$ is an integer, or in terms of the coefficients $a_{2 j}^{\left(\frac{1}{2}\right)}$ (that
is $a_{2 j},(j=0,1, \ldots)$ defined by equations $\left.(2.41,2.42)\right)$ when the parameter $a$ is a half integer.

### 2.5. Determinantal representations of special solutions

### 2.5.1. Determinantal form of rational special solution hierarchy.

Theorem 2.5.1. [18] PII equation (2.3) when $a$ are integers $a=k, k=$ $0,1,2 \ldots$ admits rational type special solutions given by

$$
f_{k}(t)=\frac{d}{d t} \ln \frac{\tau_{k}(t)}{\tau_{k-1}(t)}
$$

where the function $\tau_{k}(t)$ is defined by

$$
\tau_{k}(t)=\left|\begin{array}{cccc}
T_{k} & T_{k+1} & \ldots & T_{2 k-1}  \tag{2.74}\\
T_{k-2} & T_{k-1} & \ldots & T_{2 k-3} \\
\vdots & \vdots & \ddots & \vdots \\
T_{-k+2} & T_{-k+3} & \ldots & T_{1}
\end{array}\right| .
$$

The $\tau_{k}(t)$ function is a polynomial of degree $k(k+1) / 2$ in $t$, presented as the determinant of a $k \times k$ matrix, where $T_{k}(t)$ denotes the Laguerre polynomial of degree $k$ in $t$,

$$
\begin{aligned}
j T_{j} & =4 i T_{j-3}+i t T_{j-1} \\
\frac{d T_{j}}{d t} & =i T_{j-1},
\end{aligned}
$$

$T_{0}=1$, and $T_{j}=0, j<0$.
Proof. In [18], Flaschka and Newell did not use the Schlesinger transformation to obtain the determinantal form of these rational special solutions of PII. Instead, they have proved this result by considering a special case of the Riemann-Hilbert problem of the linear problem (2.1) of PII for when $k$ are integers, see $[\mathbf{1 8}]$ for the details.
When $a=k, k$ is an integer, the two vector solutions of the the Lax pair (2.1,2.2) have infinite series expansions near $x=0$ is given by

$$
\phi_{1}^{(k)}(x, t)\binom{u^{(k)}(x, t)}{v^{(k)}(x, t)}=x^{k}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j}^{(k)}(t) x^{2 j}}{c_{2 j+1}^{(k)}(t) x^{2 j+1}},
$$

$$
\phi_{2}^{(k)}(x, t)\binom{u^{(k)}(x, t)}{v^{(k)}(x, t)}=x^{k}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \sum_{j=0}^{\infty}\binom{b_{2 j+1}^{(k)}(t) x^{2 j+1}}{d_{2 j}^{(k)}(t) x^{2 j}},
$$

and the two vector solutions near $x=\infty$ is given by

$$
\begin{aligned}
\psi_{1}^{(k)}(x, t) & =e^{-i\left(\frac{4}{3} x^{3}+t x\right)}\left\{\binom{1}{0}+\frac{1}{x}\binom{\alpha_{1}^{(k)}(t)}{\gamma_{1}^{(k)}(t)}+\ldots+\frac{1}{x^{k}}\binom{\alpha_{k}^{(k)}(t)}{\gamma_{k}^{(k)}(t)}\right\}, \\
\psi_{2}^{(k)}(x, t) & =e^{i\left(\frac{4}{3} x^{3}+t x\right)}\left\{\binom{0}{1}+\frac{1}{x}\binom{\beta_{1}^{(k)}(t)}{\delta_{1}^{(k)}(t)}+\ldots+\frac{1}{x^{k}}\binom{\beta_{k}^{(k)}(t)}{\delta_{k}^{(k)}(t)}\right\},
\end{aligned}
$$

where $\beta_{1}^{(k)}=-i \frac{f_{k}(t)}{2}$. Note the series expansions of $\psi_{1}^{(k)}$ and $\psi_{2}^{(k)}$ terminate at the power $\frac{1}{x^{k}}$ in this case. Since $\phi_{1}^{(k)}(x, t), \phi_{2}^{(k)}(x, t), \psi_{1}^{(k)}(x, t)$ and $\psi_{2}^{(k)}(x, t)$ are solutions of the same $2 \times 2$ first-order linear systems, $\psi_{2}^{(k)}(x, t)$ must be a linear combination of $\phi_{1}^{(k)}(x, t)$ and $\phi_{2}^{(k)}(x, t)$, that is

$$
\psi_{2}^{(k)}(x, t)=A \phi_{1}^{(k)}(x, t)+B \phi_{2}^{(k)}(x, t),
$$

where $A$ and $B$ are constants and recall $e^{\left(i \frac{4}{3} x^{3}+i t x\right)}=\sum_{k=0}^{\infty} T_{k}(t) x^{k}$, and $T_{k}(t)$ satisfies relations $(2.34,2.35)$. Hence we have

$$
\begin{aligned}
\sum_{j=0}^{\infty} T_{j}(t) x^{j} & \left\{\binom{0}{1}+\frac{1}{x}\binom{\beta_{1}^{(k)}}{\delta_{1}^{(k)}}+\ldots+\frac{1}{x^{k}}\binom{\beta_{k}^{(k)}}{\delta_{k}^{(k)}}\right\} \\
= & A x^{k}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left\{\binom{a_{0}^{(k)}}{0}+x\binom{0}{c_{1}^{(k)}}+\ldots\right\} \\
& +B x^{-k}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left\{\binom{0}{d_{0}^{(k)}}+x\binom{b_{1}^{(k)}}{0}+\ldots\right\} .
\end{aligned}
$$

Equating powers of $x$ near $x=0$, we see that on the RHS the series summation of vectors with leading power of $x^{-k}$ is going to be dominant. We take $\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)$ matrix factor inside of the series expansion. Since the vectors of the expansion alternate between $b_{2 j+1}^{(k)}\binom{1}{0}$ and $d_{2 j}^{(k)}\binom{0}{1}$, after being pre-multiplied by $\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)$ the vectors alternate between $b_{2 j+1}^{(k)}\binom{1}{1}$ and

$$
\begin{aligned}
& d_{2 j}^{(k)}\binom{1}{-1} \\
& \sum_{k=0}^{\infty} T_{k}(t) x^{k}\left\{\binom{0}{1}+\frac{1}{x}\binom{\beta_{1}^{(k)}}{\delta_{1}^{(k)}}+\ldots+\frac{1}{x^{k}}\binom{\beta_{k}^{(k)}}{\delta_{k}^{(k)}}\right\} \\
&= A x^{k}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left\{\binom{a_{0}^{(k)}}{0}+x\binom{0}{c_{1}^{(k)}}+\ldots\right\} \\
&+B x^{-k}\left\{d_{0}^{(k)}\binom{1}{-1}+b_{1}^{(k)} x\binom{1}{1}+d_{2}^{(k)} x^{2}\binom{1}{-1}\right. \\
&+b_{3}^{(k)} x^{3}\binom{1}{1}+\ldots+d_{k-2}^{(k)} x^{k-2}\binom{1}{-1}+b_{k-1}^{(k)} x^{k-1}\binom{1}{1} \\
&\left.+\ldots+d_{2 k-2}^{(k)} x^{2 k-2}\binom{1}{-1}+b_{2 k-1}^{(k)} x^{2 k-1}\binom{1}{1}+\ldots\right\}
\end{aligned}
$$

Note the last line is when $k$ is an even integer, the case for $k$ are odd integers can be proved similarly. On equating the first $2 k$ powers of $x$ near $x=0$, that is from $x^{-k}$ to $x^{k-1}$, we obtain $2 k$ equations. Let $\xi_{j}=\beta_{j}^{(k)}+\delta_{j}^{(k)}$, $\eta_{j}=\beta_{j}^{(k)}-\delta_{j}^{(k)}$. Then

$$
\begin{array}{cc}
\frac{1}{x^{k}}: \quad T_{0}\binom{\beta_{k}^{(k)}}{\delta_{k}^{(k)}}=B d_{0}^{(k)}\binom{1}{-1} \\
\Rightarrow T_{0} \xi_{k}=0 \\
\frac{1}{x^{k-1}}: \quad T_{1}\binom{\beta_{k}^{(k)}}{\delta_{k}^{(k)}}+T_{0}\binom{\beta_{k-1}^{(k)}}{\delta_{k-1}^{(k)}}=B b_{1}^{(k)}\binom{1}{1} \\
\Rightarrow T_{1} \eta_{k}+T_{0} \eta_{k-1}=0 \\
\vdots \\
\frac{1}{x^{2}}: & T_{k-2} \xi_{k}+T_{k-3} \xi_{k-1}+\ldots+T_{0} \xi_{2}=0 \\
\frac{1}{x}: & T_{k-1} \eta_{k}+T_{k-2} \eta_{k-1}+\ldots+T_{0} \eta_{1}=0
\end{array}
$$

$$
\begin{array}{ll}
x^{k-2}: & T_{2 k-2} \xi_{k}+T_{2 k-3} \xi_{k-1}+\ldots+T_{k-1} \xi_{1}=-T_{k-2} \xi_{0} \\
x^{k-1}: & T_{2 k-1} \eta_{k}+T_{2 k-2} \eta_{k-1}+\ldots+T_{k} \eta_{1}=-T_{k-1} \eta_{0} .
\end{array}
$$

Recall $\beta_{0}^{(k)}=0$ and $\delta_{0}^{(k)}=1$, so $\eta_{0}=\beta_{0}^{(k)}-\delta_{0}^{(k)}=-1, \xi_{0}=\beta_{0}^{(k)}+\delta_{0}^{(k)}=1$.
We have $k$ equations for $\xi_{k}, \ldots \xi_{1}$ which can be rewritten in a matrix form

$$
\left(\begin{array}{cccccc}
T_{k-1} & T_{k} & \cdots & T_{2 k-4} & T_{2 k-3} & T_{2 k-2}  \tag{2.75}\\
T_{k-3} & T_{k-2} & \cdots & T_{2 k-6} & T_{2 k-5} & T_{2 k-4} \\
\vdots & \vdots & \ddots & & \vdots & \vdots \\
T_{1} & T_{2} & \cdots & T_{k-2} & T_{k-1} & T_{k} \\
& & \ddots & \vdots & \vdots & \vdots \\
& & & T_{0} & T_{1} & T_{2} \\
0 & \cdots & & \cdots & 0 & T_{0}
\end{array}\right)\left(\begin{array}{c}
\xi_{1} \\
\xi_{2} \\
\\
\xi_{k}
\end{array}\right)=-\left(\begin{array}{c}
T_{k-2} \\
T_{k-4} \\
\vdots \\
T_{0} \\
0 \\
\vdots \\
0
\end{array}\right),
$$

and $k$ equations for $\eta_{k}, \ldots \eta_{1}$ which can be rewritten in a matrix form

$$
\left(\begin{array}{cccccc}
T_{k} & T_{k+1} & \cdots & & T_{2 k-2} & T_{2 k-1}  \tag{2.76}\\
T_{k-2} & T_{k-1} & \cdots & & T_{2 k-4} & T_{2 k-3} \\
\vdots & \vdots & \ddots & & \vdots & \vdots \\
T_{2} & T_{3} & \cdots & & T_{k} & T_{k+1} \\
& & \ddots & & \vdots & \vdots \\
& & & \cdots & T_{2} & T_{3} \\
0 & \cdots & & \cdots & T_{0} & T_{1}
\end{array}\right)\left(\begin{array}{c}
\eta_{1} \\
\eta_{2} \\
\\
\eta_{k}
\end{array}\right)\left(\begin{array}{c}
T_{k-1} \\
T_{k-3} \\
\vdots \\
T_{1} \\
0 \\
\vdots \\
0
\end{array}\right) .
$$

Now we can evaluate $\xi_{1}$ using Cramer's rule. We recall Cramer's rule here, since we will use it repeatedly below.

## Cramer's rule:

$$
\sum_{j=1}^{n} \mathbf{C}_{j} x_{j}=\mathbf{B}
$$

where

$$
\begin{array}{rlr}
\mathbf{B} & =\left(b_{1}, b_{2}, \ldots, b_{n}\right)^{\mathbf{T}} & \mathbf{T}, \text { transpose } \\
A & =\left|\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \mathbf{C}_{\mathbf{n}}\right|,
\end{array}
$$

then $x_{j}$ can be calculated using

$$
x_{j}=\frac{1}{A}\left|\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{B} \ldots \mathbf{C}_{\mathbf{n}}\right| .
$$

In equation (2.75), $\mathbf{B}=\left(T_{k-2}, T_{k-4}, \ldots, T_{0}, 0, \ldots, 0\right)^{\mathbf{T}},\left(\mathbf{C}_{\mathbf{1}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \mathbf{C}_{\mathbf{n}}\right)$ is the matrix in equation (2.75), and $A$ is the determinant of this matrix. So for $\xi_{1}$, applying Cramer's rule

$$
\xi_{1}=\frac{1}{A}\left|\mathbf{B} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \mathbf{C}_{\mathbf{n}}\right| .
$$

Using the definitions of $\mathbf{B}$ and $\mathbf{C}_{\mathbf{j}}$ and relation (2.35) for the $T_{j} \mathbf{s}$, we have

$$
\begin{equation*}
\frac{d \mathbf{C}_{\mathbf{j}}}{d t}=i \mathbf{C}_{\mathbf{j}-\mathbf{1}}, \tag{2.77}
\end{equation*}
$$

and we see that $\mathbf{B}=i \frac{d \mathbf{C}_{1}}{d t}$. That is

$$
\xi_{1}=\frac{i}{A}\left|\frac{d \mathbf{C}_{\mathbf{1}}}{d t} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \mathbf{C}_{\mathbf{n}}\right| .
$$

Next we will show that

## Proposition 2.5.2.

$$
\left|\frac{d \mathbf{C}_{\mathbf{1}}}{d t} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \mathbf{C}_{\mathbf{n}}\right|=\frac{d A}{d t}
$$

Proof. Since

$$
\begin{aligned}
A= & \left|\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \mathbf{C}_{\mathbf{n}}\right| \\
\frac{d A}{d t}= & \sum_{j=1}^{n}\left|\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \frac{d \mathbf{C}_{\mathbf{j}}}{d t} \ldots \mathbf{C}_{\mathbf{n}}\right| \\
= & \left|\frac{d \mathbf{C}_{\mathbf{1}}}{d t} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \mathbf{C}_{\mathbf{n}}\right|+\ldots+\left|\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \frac{\mathbf{C}_{\mathbf{j}}}{d t} \ldots \mathbf{C}_{\mathbf{n}}\right|+\ldots \\
& +\left|\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \frac{d \mathbf{C}_{\mathbf{n}}}{d t}\right| \\
= & \left|\frac{d \mathbf{C}_{\mathbf{1}}}{d t} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \mathbf{C}_{\mathbf{n}}\right|+\ldots i\left|\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}-\mathbf{1}} \ldots \mathbf{C}_{\mathbf{n}}\right|+\ldots \\
& +i\left|\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \mathbf{C}_{\mathbf{n}-\mathbf{1}}\right| \\
= & \left|\frac{d \mathbf{C}_{\mathbf{1}}}{d t} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \mathbf{C}_{\mathbf{n}}\right| .
\end{aligned}
$$

Again we have used relation (2.77) and the fact that a determinant is zero if two of its columns are the same.

So now we have:

$$
\xi_{1}=\frac{i}{A}\left|\frac{d \mathbf{C}_{\mathbf{1}}}{d t} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \mathbf{C}_{\mathbf{n}}\right|=i \frac{1}{A} \frac{d A}{d t}=i \frac{d}{d t} \ln A .
$$

Let $\tau_{k}(t)$ to be the determinant

$$
\tau_{k}(t)=\left|\begin{array}{cccc}
T_{k} & T_{k+1} & \ldots & T_{2 k-1}  \tag{2.78}\\
T_{k-2} & T_{k-1} & \ldots & T_{2 k-3} \\
\vdots & \vdots & \ddots & \vdots \\
T_{-k+2} & T_{-k+3} & \ldots & T_{1}
\end{array}\right|
$$

The $\tau_{k}(t)$ function (2.78) is the determinant of the $k \times k$ matrix in equation (2.76) since $T_{k}$ is 0 for $k<0$. We observe that $A$, the determinant of the matrix in equation (2.75) is $T_{0} \tau_{k-1}(t)$. Finally we have

$$
\xi_{1}=i \frac{1}{A} \frac{d A}{d t}=i \frac{d}{d t} \ln \tau_{k-1}(t)
$$

as $T_{0}=1$ so that $\frac{d T_{0}}{d t}=0$.
Similarly it can be shown that

$$
\begin{equation*}
\eta_{1}=-i \frac{d}{d t} \ln \tau_{k}(t) \tag{2.79}
\end{equation*}
$$

Now recall, $\xi_{1}=\beta_{1}^{(k)}+\delta_{1}^{(k)}, \eta_{1}=\beta_{1}^{(k)}-\delta_{1}^{(k)}$ where we know that $\beta_{1}^{(k)}=$ $-i \frac{f_{k}(t)}{2}$, hence

$$
\frac{\xi_{1}+\eta_{1}}{2}=\beta_{1}^{(k)}=-i \frac{f_{k}(t)}{2}=\frac{i}{2} \frac{d}{d t}\left(\ln \tau_{k-1}-\ln \tau_{k}\right) .
$$

We have finally

$$
f_{k}(t)=\frac{d}{d t} \ln \left(\frac{\tau_{k}}{\tau_{k-1}}\right) .
$$

### 2.5.2. Determinantal form of hypergeometric type special solution hierarchy.

Theorem 2.5.3. PII equation (2.3) when $a$ are half integers $a=k+\frac{1}{2}$, $k=0,1,2, \ldots$ admits hypergeometric type special solutions given by

$$
\begin{gathered}
f_{k+\frac{1}{2}}(t)=\frac{d}{d t} \ln \frac{\tau_{k+1}(t)}{\tau_{k}(t)}, \\
\tau_{k}(t)=\left|\begin{array}{cccc}
A & \frac{d}{d t} A & \ldots & \frac{d^{k-1}}{d t^{k-1}} A \\
\frac{d}{d t} A & \frac{d^{2}}{d t^{2}} A & \ldots & \frac{d^{k}}{d t^{k}} A \\
\vdots & \vdots & \ddots & \vdots \\
\frac{d^{k-1}}{d t^{k-1}} A & \frac{d^{k}}{d t^{k}} A & \ldots & \frac{d^{2 k-2}}{d t^{k k-2}} A
\end{array}\right|,
\end{gathered}
$$

where

$$
\frac{d^{2}}{d t^{2}} A(t)=-\frac{t}{2} A(t)
$$

Proof. A vector solution $\phi_{1}^{\left(k+\frac{1}{2}\right)}(x, t)$ of the Lax pair $(2.1,2.2)$ at $x=0$ has the asymptotic behaviour given by equation (2.6)

$$
\phi_{1}^{\left(k+\frac{1}{2}\right)}(x, t) \sim x^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 1  \tag{2.80}\\
1 & -1
\end{array}\right)\binom{a_{0}^{\left(k+\frac{1}{2}\right)}(t) x^{k}+\ldots}{c_{1}^{\left(k+\frac{1}{2}\right)}(t) x^{k+1}+\ldots}
$$

The leading coefficient of the solution of the linear problem is related to the solution of PII by

$$
\frac{a_{0}^{\left(k+\frac{1}{2}\right),}}{a_{0}^{\left(k+\frac{1}{2}\right)}}=\frac{d}{d t} \ln a_{0}^{\left(k+\frac{1}{2}\right)}(t)=f_{k+\frac{1}{2}}(t)
$$

Therefore if we knew what $a_{0}^{\left(k+\frac{1}{2}\right)}(t)$ is, then we have found $f_{k+\frac{1}{2}}(t)$, some special solution of PII for when $a=k+\frac{1}{2}$. First we derive $\phi_{1}^{\left(k+\frac{1}{2}\right)}(x, t)$ in closed form using the Schlesinger transformation.

Proposition 2.5.4. A solution of Lax pair (2.1, 2.2) when $a=k+\frac{1}{2}, k=$ $0,1,2, \ldots$ with leading behaviour $x^{k+\frac{1}{2}}$ is:

$$
\phi_{1}^{\left(k+\frac{1}{2}\right)}(x, t)=\left(\begin{array}{cc}
1 & 1  \tag{2.81}\\
1 & -1
\end{array}\right)\binom{u^{\left(k+\frac{1}{2}\right)}(x, t)}{v^{\left(k+\frac{1}{2}\right)}(x, t)}=
$$

$k$ even : $x^{\frac{1}{2}}\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)\left(\begin{array}{cc}1+\frac{s_{2}}{x^{2}}+\ldots+\frac{s_{k}}{x^{k}} & \frac{t_{2}}{x^{2}}+\ldots+\frac{t_{k}}{x^{k}} \\ \frac{s_{1}}{x}+\frac{s_{3}}{x^{3}}+\ldots+\frac{s_{k+1}}{x^{k+1}} & \frac{i}{x}+\ldots+\frac{t_{k+1}}{x^{k+1}}\end{array}\right)\binom{A(z)}{A_{t}(z)}$
$k$ odd : $x^{\frac{1}{2}}\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)\left(\begin{array}{cc}\frac{s_{1}}{x}+\frac{s_{3}}{x^{3}}+\ldots+\frac{s_{k}}{x^{k}} & \frac{i}{x}+\ldots+\frac{t_{k+1}}{x^{k+1}} \\ 1+\frac{s_{2}}{x^{2}}+\ldots+\frac{s_{k+1}}{x^{k+1}} & \frac{t_{2}}{x^{2}}+\ldots+\frac{t_{k+1}}{x^{k+1}}\end{array}\right)\binom{A(z)}{A_{t}(z)}$,
where

$$
A(z)=\sum_{j=0}^{\infty} a_{2 j}(t) x^{2 j}
$$

and

$$
\begin{aligned}
a_{2 j} & =\frac{2}{j} \frac{d a_{2 j-2}}{d t} \\
\frac{d^{2} a_{2 j}}{d t^{2}} & =-\frac{t}{2} a_{2 j}-a_{2 j-2}
\end{aligned}
$$

in particular $\frac{d^{2} a_{0}}{d t^{2}}=-\frac{t}{2} a_{0}, a_{0}(t)=A(t)$.

Proof. The solution matrix of Lax pair $(2.1,2.2)$ is $\Phi(x, t)$ and let

$$
\Phi(x, t)=\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \Phi_{1}(x, t)
$$

where $\Phi_{1}(x, t)$ satisfies Lax pair (2.58, 2.59). Let $\binom{u^{\left(k+\frac{1}{2}\right)}(x, t)}{v^{\left(k+\frac{1}{2}\right)}(x, t)}$ be the first column of the matrix solution $\Phi_{1}(x, t)$.

For $a=k+\frac{1}{2}, k=0,1,2, \ldots$ Apply proposition 2.4.3 repetitively to obtain

$$
\binom{u^{\left(k+\frac{1}{2}\right)}(x, t)}{v^{\left(k+\frac{1}{2}\right)}(x, t)}=L_{(k-1)+\frac{1}{2}} \cdot L_{(k-2)+\frac{1}{2}} \ldots L_{\frac{1}{2}}\binom{u^{\left(\frac{1}{2}\right)}(x, t)}{v^{\left.\frac{1}{2}\right)}(x, t)} .
$$

Recall that $\binom{u^{\left(\frac{1}{2}\right)}(x, t)}{v^{\left(\frac{1}{2}\right)}(x, t)}$ is given by

$$
\binom{u^{\left(\frac{1}{2}\right)}(x, t)}{v^{\left(\frac{1}{2}\right)}(x, t)}=x^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
\frac{-i \frac{f_{\frac{1}{2}}(t)}{x}}{x} & \frac{i}{x}
\end{array}\right)\binom{A(z)}{A_{t}(z)} .
$$

Since $L_{a}(x, t)$ has simple dependence with respect to $x$

$$
L_{a}(x, t)=\left(\begin{array}{cc}
0 & 1 \\
1 & \frac{l_{a}(t)}{x}
\end{array}\right),
$$

hence $L_{(k-1)+\frac{1}{2}} \cdot L_{(k-2)+\frac{1}{2}} \cdots L_{\frac{1}{2}} \cdot\left(\begin{array}{cc}1 & 0 \\ \frac{-i f_{\frac{1}{2}}(t)}{x} & \frac{i}{x}\end{array}\right)$ has the form:

$$
\begin{aligned}
& k \text { even : } \nu^{\frac{1}{2}}\left(\begin{array}{cc}
1+\frac{s_{2}}{x^{2}}+\ldots+\frac{s_{k}}{x^{k}} & \frac{t_{2}}{x^{2}}+\ldots+\frac{t_{k}}{x^{k}} \\
\frac{s_{1}}{x}+\frac{s_{3}}{x^{3}}+\ldots+\frac{s_{k+1}}{x^{k+1}} & \frac{i}{x}+\ldots+\frac{t_{k+1}}{x^{k+1}}
\end{array}\right), \\
& k \text { odd : } x^{\frac{1}{2}}\left(\begin{array}{cc}
\frac{s_{1}}{x}+\frac{s_{3}}{x^{3}}+\ldots+\frac{s_{k}}{x^{k}} & \frac{i}{x}+\ldots+\frac{t_{k}}{x^{k}} \\
1+\frac{s_{2}}{x^{2}}+\ldots+\frac{s_{k+1}}{x^{k+1}} & \frac{t_{2}}{x^{2}}+\ldots+\frac{t_{k+1}}{x^{k+1}}
\end{array}\right)
\end{aligned}
$$

where $s_{0}=1, t_{0}=0, t_{1}=i, s_{1}, \ldots, s_{k-1}$ and $t_{2}, \ldots, t_{k-1}$ are functions of $t$.
Hence we have

$$
\begin{gather*}
\left(\begin{array}{l}
u^{\left(k+\frac{1}{2}\right)}(x, t) \\
\left.v^{\left(k+\frac{1}{2}\right.}\right) \\
(x, t)
\end{array}\right)=  \tag{2.82}\\
k \text { even : } x^{\frac{1}{2}}\left(\begin{array}{cc}
1+\frac{s_{2}}{x^{2}}+\ldots+\frac{s_{k}}{x^{k}} & \frac{t_{2}}{x^{2}}+\ldots+\frac{t_{k}}{x^{k}} \\
\frac{s_{1}}{x}+\frac{s_{3}}{x^{3}}+\ldots+\frac{s_{k+1}}{x^{k+1}} & \frac{i}{x}+\ldots+\frac{t_{k+1}}{x^{k+1}}
\end{array}\right)\binom{A(z)}{A_{t}(z)} \\
k \text { odd : } x^{\frac{1}{2}}\left(\begin{array}{cc}
\frac{s_{1}}{x}+\frac{s_{3}}{x^{3}}+\ldots+\frac{s_{k+1}}{x^{k+1}} & \frac{i}{x}+\ldots+\frac{t_{k+1}}{x^{k+1}} \\
1+\frac{s_{2}}{x^{2}}+\ldots+\frac{s_{k}}{x^{k}} & \frac{t_{2}}{x^{2}}+\ldots+\frac{t_{k}}{x^{k}}
\end{array}\right)\binom{A(z)}{A_{t}(z)} .
\end{gather*}
$$

Let $\phi_{1}^{\left(k+\frac{1}{2}\right)}(x, t)$ be the first column of $\Phi(x, t)$, that is

$$
\phi_{1}^{\left(k+\frac{1}{2}\right)}(x, t)=\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\binom{u^{\left(k+\frac{1}{2}\right)}(x, t)}{v^{\left(k+\frac{1}{2}\right)}(x, t)}
$$

we have proved proposition 2.5.4.
For the case $k=0, a=\frac{1}{2}, s_{1}=-i f_{\frac{1}{2}}(t)$ where $f_{\frac{1}{2}}(t)$ solves Riccati equation (2.36), the formula for $\phi_{1}^{\left(\frac{1}{2}\right)}(x, t)$ given by proposition 2.5.4 is consistent with equation (2.39) from earlier section 2.3.2:

$$
\phi_{1}^{\left(\frac{1}{2}\right)}(x, t)=x^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
\frac{-i f_{\frac{1}{2}}(t)}{x} & \frac{i}{x}
\end{array}\right)\binom{A(z)}{A_{t}(z)}
$$

where $z(x, t)=2^{\frac{2}{3}} x^{2}+2^{-\frac{1}{3}} t$ and $A(z)$ is the Airy function, where

$$
\frac{d^{2} A}{d z^{2}}=-z A
$$

where

$$
A(z)=\sum_{j=0}^{\infty} a_{2 j}(t) x^{2 j}
$$

and

$$
\begin{aligned}
a_{2 j} & =\frac{2}{j} \frac{d a_{2 j-2}}{d t} \\
\frac{d^{2} a_{2 j}}{d t^{2}} & =-\frac{t}{2} a_{2 j}-a_{2 j-2}
\end{aligned}
$$

in particular

$$
\frac{d^{2} a_{0}}{d t^{2}}=-\frac{t}{2} a_{0}, a_{0}(t)=A(t)
$$

We have omitted the superscript ${ }^{\left(\frac{1}{2}\right)}$ on the coefficients $a_{2 j}$ from $\phi_{1}^{\left(\frac{1}{2}\right)}(x, t)$ for simplicity.

Now we are ready to use solution $\phi_{1}^{\left(k+\frac{1}{2}\right)}(x, t)$ to find $f_{k+\frac{1}{2}}(t)$. Let us look at the case where $k$ is even (case for $k$ odd can be proved similarly). Consider

$$
\begin{align*}
& \phi_{1}^{\left(k+\frac{1}{2}\right)}(x, t)=  \tag{2.83}\\
& x^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{cc}
1+\frac{s_{2}}{x^{2}}+\ldots+\frac{s_{k}}{x^{k}} & \frac{t_{2}}{x^{2}}+\ldots+\frac{t_{k}}{x^{k}} \\
\frac{s_{1}}{x}+\frac{s_{3}}{x^{3}}+\ldots+\frac{s_{k+1}}{x^{k+1}} & \frac{i}{x}+\ldots+\frac{t_{k+1}}{x^{k+1}}
\end{array}\right)\binom{A(z)}{A_{t}(z)} .
\end{align*}
$$

Recall at $x=0$

$$
\begin{aligned}
& A(z)=A\left(2^{\frac{2}{3}} x^{2}+2^{-\frac{1}{3}} t\right)=\sum_{j=0}^{\infty} a_{2 j} x^{2 j} \\
& A_{t}(z)=A_{t}\left(2^{\frac{2}{3}} x^{2}+2^{-\frac{1}{3}} t\right)=\sum_{j=0}^{\infty} \frac{d a_{2 j}}{d t} x^{2 j}
\end{aligned}
$$

Moreover, we know the asymptotic behaviour of $\phi_{1}^{\left(k+\frac{1}{2}\right)}(x, t)$ is given by equation (2.80)

$$
\sim x^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 1  \tag{2.84}\\
1 & -1
\end{array}\right)\binom{a_{0}^{\left(k+\frac{1}{2}\right)}(t) x^{k}+\ldots}{c_{1}^{\left(k+\frac{1}{2}\right)}(t) x^{k+1}+\ldots}
$$

Equating the two expressions (2.83) and (2.84) of $\phi_{1}^{\left(k+\frac{1}{2}\right)}(x, t)$ in the neighbourhood of $x=0$,

$$
\begin{aligned}
& \phi_{1}^{\left(k+\frac{1}{2}\right)}(x, t) \\
&=x^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{cc}
1+\frac{s_{2}}{x^{2}}+\ldots+\frac{s_{k}}{x^{k}} & \frac{t_{2}}{x^{2}}+\ldots+\frac{t_{k}}{x^{k}} \\
\frac{s_{1}}{x}+\frac{s_{3}}{x^{3}}+\ldots+\frac{s_{k+1}}{x^{k+1}} & \frac{i}{x}+\ldots+\frac{t_{k+1}}{x^{k+1}}
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j} x^{2 j}}{\frac{a_{2 j}}{d t} x^{2 j}} \\
& \sim x^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\binom{a_{0}^{\left(k+\frac{1}{2}\right)}(t) x^{k}+\ldots}{c_{1}^{\left(k+\frac{1}{2}\right)}(t) x^{k+1}+\ldots}, \quad x \rightarrow 0 .
\end{aligned}
$$

For solution (2.83) to have the correct asymptotic behaviour, $s_{j}$ and $t_{j}$ need to satisfy systems of equations. From the top entry, equating powers in $x$,
from $x^{-k}, x^{-k+2}, \ldots$, to $x^{k}$ gives us $k+1$ equations for the $k+1$ variables $s_{k}, s_{k-2}, \ldots s_{0}$ and $t_{k}, t_{k-2}, \ldots t_{2}$ :

$$
\begin{array}{rll}
\frac{1}{x^{k}} & : & s_{k} a_{0}+t_{k} a_{0}^{\prime}=0 \\
\frac{1}{x^{k-2}} & : & s_{k} a_{2}+t_{k} a_{2}^{\prime}+s_{k-2} a_{0}+t_{k-2} a_{0}^{\prime}=0 \\
\vdots & : & \vdots \\
x^{k-2} & : & s_{k} a_{2 k-2}+t_{k} a_{2 k-2}^{\prime}+\cdots+t_{2} a_{k}^{\prime}+a_{k-2}=0 \\
x^{k} & : & s_{k} a_{2 k}+t_{k} a_{2 k}^{\prime}+\cdots+t_{2} a_{k-2}^{\prime}+a_{k}=a_{0}^{\left(k+\frac{1}{2}\right)} .
\end{array}
$$

Rewriting these in the form of a $(k+1) \times(k+1)$ matrix equation:

$$
\left(\begin{array}{ccccccc}
a_{0} & a_{0}^{\prime} & 0 & 0 & \cdots & & 0  \tag{2.85}\\
a_{2} & a_{2}^{\prime} & a_{0} & a_{0}^{\prime} & 0 & \cdots & 0 \\
& & & & & & \\
\vdots & & & \ddots & & & \vdots \\
& & & & & & \\
a_{2 k-2} & a_{2 k-2}^{\prime} & & \cdots & a_{k-4} & a_{k-4}^{\prime} & a_{k-2} \\
a_{2 k} & a_{2 k}^{\prime} & & \cdots & a_{k-2} & a_{k-2}^{\prime} & a_{k}
\end{array}\right)\left(\begin{array}{c}
s_{k} \\
t_{k} \\
s_{k-2} \\
\vdots \\
s_{2} \\
t_{2} \\
1
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
\\
0 \\
0 \\
\left.a_{0}^{\left(k+\frac{1}{2}\right.}\right)
\end{array}\right)
$$

Let us denote the matrix equation (2.85) as

$$
\sum_{j=1}^{k+1} \mathbf{C}_{j} x_{j}=\mathbf{B}
$$

that is let

$$
\left(\mathrm{C}_{1} \mathrm{C}_{2} \ldots \mathrm{C}_{\mathrm{j}} \ldots \mathrm{C}_{\mathrm{k}+1}\right)
$$

be the matrix in equation (2.85) and $A$ is the determinant of this matrix

$$
\begin{aligned}
A & =\left|\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \mathbf{C}_{\mathbf{k}+\mathbf{1}}\right| \\
\mathbf{B} & =\left(0, \ldots, 0, a_{0}^{\left(k+\frac{1}{2}\right)}\right)^{\mathbf{T}} \\
\left(x_{1}, x_{2} \ldots, x_{k+1}\right) & =\left(s_{k}, t_{k}, \ldots, 1\right)
\end{aligned}
$$

Let $\tau_{k+1}(t)$ be the determinant of the $k+1 \times k+1$ matrix

$$
\tau_{k+1}(t)=\left|\begin{array}{ccccccc}
a_{0} & a_{0}^{\prime} & 0 & 0 & \cdots & & 0 \\
a_{2} & a_{2}^{\prime} & a_{0} & a_{0}^{\prime} & 0 & \cdots & 0 \\
& & & & & & \\
\vdots & & & \ddots & & & \vdots \\
& & & & & & \\
a_{2 k-2} & a_{2 k-2}^{\prime} & a_{2 k-4} & \cdots & a_{k-4} & a_{k-4}^{\prime} & a_{k-2} \\
a_{2 k} & a_{2 k}^{\prime} & a_{2 k-2} & \cdots & a_{k-2} & a_{k-2}^{\prime} & a_{k}
\end{array}\right| .
$$

That is

$$
\tau_{k+1}(t)=\left|\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{j}} \ldots \mathbf{C}_{\mathbf{k}+\mathbf{1}}\right|=A
$$

Applying Cramer's rule:

$$
x_{j}=\frac{1}{A}\left|\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{B} \ldots \mathbf{C}_{\mathbf{k}+\mathbf{1}}\right|
$$

to evaluate $x_{k+1}$, we obtain

$$
\begin{aligned}
& a_{0}^{\left(k+\frac{1}{2}\right)}\left|\begin{array}{cccccc}
a_{0} & a_{0}^{\prime} & 0 & 0 & \cdots & 0 \\
a_{2} & a_{2}^{\prime} & a_{0} & a_{0}^{\prime} & \cdots & 0 \\
\vdots & & & & & \\
x_{k+1}=1 & =\frac{\ddots}{} & \\
a_{2 k-2} & a_{2 k-2}^{\prime} & & \cdots & a_{k-4} & a_{k-4}^{\prime}
\end{array}\right| \\
& =\frac{a_{0}^{\left(k+\frac{1}{2}\right)} \tau_{k}(t)}{\tau_{k+1}(t)} .
\end{aligned}
$$

Hence we have shown that

$$
a_{0}^{\left(k+\frac{1}{2}\right)}(t)=\frac{\tau_{k+1}(t)}{\tau_{k}(t)}
$$

To prove theorem 2.5 .3 we still need to show

## Proposition 2.5.5.

$$
\begin{align*}
& \tau_{k+1}(t)=\left|\begin{array}{ccccccc}
a_{0} & a_{0}^{\prime} & 0 & 0 & \cdots & & 0 \\
a_{2} & a_{2}^{\prime} & a_{0} & a_{0}^{\prime} & 0 & \cdots & 0 \\
\vdots & & & \ddots & & & \vdots \\
& & & & & & \\
a_{2 k-2} & a_{2 k-2}^{\prime} & a_{2 k-4} & \cdots & a_{k-4} & a_{k-4}^{\prime} & a_{k-2} \\
a_{2 k} & a_{2 k}^{\prime} & a_{2 k-2} & \cdots & a_{k-2} & a_{k-2}^{\prime} & a_{k}
\end{array}\right|  \tag{2.86}\\
& =\mu\left|\begin{array}{cccccc}
a_{0} & a_{0}^{\prime} & & \cdots & & \frac{d^{k} a_{0}}{d t^{k}} \\
a_{0}^{\prime} & a_{0}^{\prime \prime} & & \cdots & \frac{d^{k}+1}{d t^{k+1}} \\
\vdots & & \ddots & & \\
& & & & \vdots \\
\frac{d^{k-1} a_{0}}{d t^{k+1}} & \frac{d^{k} a_{0}}{d t t^{\circ}} & \cdots & & \frac{d^{2 k-1} a_{0}}{d t^{2 k-1}} & \frac{d^{2 k} a_{0}}{d t^{2 k-1}} \\
\frac{d^{k} a_{0}}{d t^{k}} & \frac{d^{2+1} a_{0}}{d t^{k+1}} & \cdots & & \frac{d^{k} a_{0}}{d a^{2 k}} & \frac{d^{2 k+1} a_{0}}{d t^{2 k+1}}
\end{array}\right| \tag{2.87}
\end{align*}
$$

where $\mu$ is a constant.
Proof. Let
$\left(\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{k}+\mathbf{1}}\right)=\left(\begin{array}{ccccccc}a_{0} & a_{0}^{\prime} & 0 & 0 & \cdots & & 0 \\ a_{2} & a_{2}^{\prime} & a_{0} & a_{0}^{\prime} & 0 & \cdots & 0 \\ & & & & & & \\ \vdots & & & \ddots & & & \vdots \\ & & & & & & \\ a_{2 k-2} & a_{2 k-2}^{\prime} & a_{2 k-4} & \cdots & a_{k-4} & a_{k-4}^{\prime} & a_{k-2} \\ a_{2 k} & a_{2 k}^{\prime} & a_{2 k-2} & \cdots & a_{k-2} & a_{k-2}^{\prime} & a_{k}\end{array}\right)$
and
$\left(\mathbf{D}_{\mathbf{1}} \mathbf{D}_{\mathbf{2}} \ldots \mathbf{D}_{\mathbf{k}+\mathbf{1}}\right)=\left(\begin{array}{cccccc}a_{0} & a_{0}^{\prime} & & \cdots & & \frac{d^{k} a_{0}}{d t^{k}} \\ a_{0}^{\prime} & a_{0}^{\prime \prime} & & \cdots & & \frac{d^{k+k} a_{0}}{d t^{k+1}} \\ \vdots & & \ddots & & \vdots \\ & & & & \vdots \\ \frac{d^{k-1} a_{0}}{d t^{k-1}} & \frac{d^{k} a_{0}}{d t^{k}} & \cdots & & \frac{d^{2 k-1} a_{0}}{d t^{2 k-1}} & \frac{d^{2 k} a_{0}}{d t^{2 k}} \\ \frac{d^{k} a_{0}}{d t^{k}} & \frac{d^{k+1} a_{0}}{d t^{k+1}} & \cdots & & \frac{d^{2 k} a_{0}}{d t^{k k}} & \frac{d^{2 k+1} a_{0}}{d t^{k+1}}\end{array}\right)$.

We notice that by definition

$$
\begin{equation*}
\left(D_{1} D_{2} \ldots D_{k+1}\right)=\left(D_{1} D_{1}^{(1)} \ldots D_{1}^{(k)}\right) \tag{2.90}
\end{equation*}
$$

where ${ }^{(n)}=\frac{d^{n}}{d t^{n}}$. We are going to prove proposition 2.5.5 in several steps. First we show

## Proposition 2.5.6.

$$
\left(\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{k + 1}}\right)=\left(\mathbf{C}_{\mathbf{1}} \mathbf{C}_{1}^{\prime} \ldots \mathbf{C}_{1}^{(\mathbf{k})}\right)\left(\begin{array}{ccccc}
1 & & & \\
& 1 & & & \\
& & -1 & \\
& 0 & & \ddots
\end{array}\right)
$$

where matrix $\left(\begin{array}{cccc}1 & & & \\ & 1 & & * \\ & & -1 & \\ & 0 & & \ddots\end{array}\right)$ is an upper triangular matrix. The $*$ denotes the fact that the upper triangular entries are in general functions of $t$. The bold faced 0 denotes the fact that the lower triangular entries are all zero. The diagonal entries are 1 or -1 only.

Proof. Let us look at the $1 \times(k+1)$ column vectors $\mathbf{C}_{\mathbf{n}}(\mathrm{n}=1, \ldots, \mathrm{k}+1)$ of the matrix (2.88) first. We describe the even columns $\mathbf{C}_{2 \boldsymbol{j}}$ and the odd columns $\mathrm{C}_{2 \mathrm{j}-1}$ separately.
The even column vector $\mathbf{C}_{2 \mathbf{j}}$, is defined to have 0 entries until the $j$ th entry $(j=1,2, \ldots)$ which is $a_{0}^{\prime}$, then followed by $a_{2}^{\prime}, a_{4}^{\prime} \ldots$, up to $a_{2(k-j+1)}^{\prime}$,

$$
\mathbf{C}_{\mathbf{2} \mathbf{j}}=\left(0, \ldots, a_{0}^{\prime}, a_{2}^{\prime}, \ldots, a_{2(k-j+1)}^{\prime}\right)^{\mathbf{T}}
$$

The odd column vectors $\mathbf{C}_{\mathbf{2 j - 1}}$ have 0 entries until the $j$ th entry which is $a_{0}$, then followed by $a_{2}, a_{4} \ldots$, up to $a_{2(k-j+1)}$,

$$
\mathbf{C}_{\mathbf{2}-\mathbf{1}}=\left(0, \ldots, a_{0}, a_{2}, \ldots, a_{2(k-j+1)}\right)^{\mathbf{T}}
$$

Immediately from the definition we see that

$$
\begin{equation*}
\frac{d \mathbf{C}_{\mathbf{2} \mathbf{j}-\mathbf{1}}}{d t}=\mathbf{C}_{\mathbf{2} \mathbf{j}} \tag{2.91}
\end{equation*}
$$

Another relation for the column vectors can be obtained by differentiating $\mathrm{C}_{2 \mathrm{j}}$,

$$
\begin{align*}
\frac{d \mathbf{C}_{\mathbf{2} \mathbf{j}}}{d t} & =\left(0, \ldots, a_{0}^{\prime \prime}, a_{2}^{\prime \prime}, \ldots, a_{2(k-j+1)}^{\prime \prime}\right)^{\mathbf{T}} \\
& =-\frac{t}{2}\left(0, \ldots, a_{0}, a_{2}, \ldots, a_{2(k-j+1)}\right)^{\mathbf{T}} \\
& -\left(0, \ldots, 0, a_{0}, \ldots, a_{2(k-j)}\right)^{\mathbf{T}} \\
& =-\frac{t}{2} \mathbf{C}_{\mathbf{2 j}-\mathbf{1}}-\mathbf{C}_{\mathbf{2} \mathbf{j}+\mathbf{1}} \tag{2.9}
\end{align*}
$$

where we have used relation (2.42) to rewrite $a_{2 j}^{\prime \prime}$. Proposition 2.5.6 is equivalent to the statement:
for $n=1, \ldots, k+1$,

$$
\mathbf{C}_{\mathbf{n}}=\left\{\begin{array}{l}
\mathbf{C}_{\mathbf{2}+\mathbf{1}}=(-1)^{j} \mathbf{C}_{\mathbf{1}}^{(n-1)}+\sum_{k<n} \mu_{k}(t) \mathbf{C}_{\mathbf{k}} \text { for } n \text { odd },  \tag{2.93}\\
\mathbf{C}_{\mathbf{2}+\mathbf{2}}=(-1)^{j} \mathbf{C}_{\mathbf{1}}^{(n-1)}+\sum_{k<n} \mu_{k}(t) \mathbf{C}_{\mathbf{k}} \text { for } n \text { even }
\end{array}\right.
$$

where $\mu_{k}(t)$ denote functions of $t$. We will prove this by induction. For the $n$ odd case, $n=1, j=0$,

$$
\mathrm{C}_{1}=\mathrm{C}_{1} .
$$

For the $n$ even case, $n=2, j=0$, by the definitions of $\mathbf{C}_{\mathbf{2}}$ in equation (2.88)

$$
\mathbf{C}_{2}=\mathbf{C}_{1}{ }^{(1)} .
$$

Now we want to show that in general when $n+1$ is odd

$$
\mathbf{C}_{\mathbf{n}+\mathbf{1}}=\mathbf{C}_{\mathbf{2} \mathbf{j}+\mathbf{3}}=\mathbf{C}_{\mathbf{2}(\mathbf{j}+\mathbf{1})+\mathbf{1}}=(-1)^{j+1} \mathbf{C}_{\mathbf{1}}^{(n)}+\sum_{k<n+1} \mu_{k}(t) \mathbf{C}_{\mathbf{k}}
$$

and when $n+1$ is even

$$
\mathbf{C}_{\mathbf{n}+\mathbf{1}}=\mathbf{C}_{\mathbf{2} \mathbf{j}+\mathbf{2}}=\mathbf{C}_{\mathbf{2} \mathbf{j}+\mathbf{2}}=(-1)^{j} \mathbf{C}_{\mathbf{1}}^{(n)}+\sum_{k<n+1} \mu_{k}(t) \mathbf{C}_{\mathbf{k}}
$$

When $n+1$ is odd, $n$ is even. Rewrite $\mathbf{C}_{\mathbf{n}+\mathbf{1}}$ using relation (2.92),

$$
\mathbf{C}_{\mathbf{n}+\mathbf{1}}=-\frac{t}{2} \mathbf{C}_{\mathbf{n}-\mathbf{1}}-\mathbf{C}_{\mathbf{n}}{ }^{\prime} .
$$

Now use equation (2.93) for the expression of $\mathbf{C}_{\mathbf{n}}$ for $n$ is even

$$
\begin{align*}
& \mathbf{C}_{\mathbf{n}+\mathbf{1}}=-\frac{t}{2} \mathbf{C}_{\mathbf{n}-\mathbf{1}}-\left((-1)^{j} \mathbf{C}_{\mathbf{1}}^{(n-1)}+\sum_{k<n} \mu_{k}(t) \mathbf{C}_{\mathbf{k}}\right)^{\prime}  \tag{2.94}\\
& \quad=-\frac{t}{2} \mathbf{C}_{\mathbf{n}-\mathbf{1}}+(-1)^{j+1} \mathbf{C}_{\mathbf{1}}{ }^{(n)}+\sum_{k<n} \mu_{k}(t) \mathbf{C}_{\mathbf{k}}{ }^{\prime}+\sum_{k<n} \mu_{k}^{\prime}(t) \mathbf{C}_{\mathbf{k}} . \tag{2.95}
\end{align*}
$$

Let us look at the first summation on line (2.95). Since

$$
\mathbf{C}_{\mathbf{2}}^{\prime}=-\frac{t}{2} \mathbf{C}_{\mathbf{2} \mathbf{j}-\mathbf{1}}-\mathbf{C}_{\mathbf{2} \mathbf{j}+\mathbf{1}}
$$

the derivatives of $\mathbf{C}_{\mathbf{k}}$ ( $k$ even) can all be expressed in terms of $\mathbf{C}_{\mathbf{k}-\mathbf{1}}$ and $\mathbf{C}_{\mathbf{k}+\boldsymbol{1}}$. The derivatives of $\mathbf{C}_{\mathbf{k}}$ ( $k$ odd) can be rewritten in terms of $\mathbf{C}_{\mathbf{k}+\mathbf{1}}$ with equation (2.91). As $k$ can be at most $n-1$, then the derivatives of $\mathbf{C}_{\mathbf{k}}$ in this sum can be rewritten in terms of $\mathbf{C}_{\mathbf{k}}$ with $k$ at most $n$. The first and second summation in line (2.95) can be combined as one summation

$$
\sum_{k<n+1} \tilde{\mu}_{k}(t) \mathbf{C}_{\mathbf{k}}
$$

where $\tilde{\mu}_{k}(t)$ are functions of $t$ and

$$
\mathbf{C}_{\mathbf{n}+\mathbf{1}}=(-1)^{j+1} \mathbf{C}_{\mathbf{1}}^{(n)}+\sum_{k<n+1} \tilde{\mu}_{k}(t) \mathbf{C}_{\mathbf{k}}
$$

For $n+1$ even, $n$ is odd, use equation (2.91), then (2.93) for $\mathbf{C}_{\mathbf{n}}$ odd

$$
\begin{aligned}
\mathbf{C}_{\mathbf{n}+\mathbf{1}} & =\frac{d \mathbf{C}_{\mathbf{n}}}{d t} \\
& =\left((-1)^{j} \mathbf{C}_{\mathbf{1}}^{(n-1)}+\sum_{k<n} \mu_{k}(t) \mathbf{C}_{\mathbf{k}}\right)^{\prime} \\
& =(-1)^{j} \mathbf{C}_{\mathbf{1}}^{(n)}+\sum_{k<n} \mu_{k}(t) \mathbf{C}_{\mathbf{k}}^{\prime}+\sum_{k<n} \mu_{k}^{\prime}(t) \mathbf{C}_{\mathbf{k}} \\
& =(-1)^{j} \mathbf{C}_{\mathbf{1}}^{(n)}+\sum_{k<n+1} \hat{\mu}_{k}(t) \mathbf{C}_{\mathbf{k}}
\end{aligned}
$$

where $\hat{\mu}_{k}(t)$ are functions of $t$.
Equation (2.93) means that each $\mathbf{C}_{\mathbf{n}}$ can be written in terms of $\mathbf{C}_{\mathbf{1}}^{(\mathbf{n}-\mathbf{1})}$ and $\mathrm{C}_{1}, \ldots, \mathrm{C}_{\mathrm{n}-\mathbf{1}}$, which really means that each $\mathrm{C}_{\mathrm{n}}$ can be written in terms of
$\mathrm{C}_{1}, \ldots, \mathrm{C}_{1}^{(\mathrm{n}-\mathbf{1})}$. In matrix notation

$$
\left(\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \ldots \mathbf{C}_{\mathbf{k + 1}}\right)=\left(\mathbf{C}_{\mathbf{1}} \mathbf{C}_{1}^{\prime} \ldots \mathbf{C}_{1}^{(\mathbf{k})}\right)\left(\begin{array}{ccccc}
1 & & & \\
& 1 & & * \\
& & -1 & \\
& 0 & & \ddots
\end{array}\right)
$$

where $*$ denotes upper triangular entries which are in general functions of $t$, $\mathbf{0}$ denotes that all the lower triangular entries are zero. The diagonal entries are 1 or -1 only. We have proved proposition 2.5.6.

Next we show that

## Proposition 2.5.7.

$$
\left(\begin{array}{llll}
\mathbf{C}_{\mathbf{1}} & \left.\mathbf{C}_{\mathbf{1}}{ }^{\prime} \ldots \mathbf{C}_{\mathbf{1}}^{(\mathbf{k})}\right)=\left(\begin{array}{cccc}
1 & & & \\
& 2 & 0 & \\
& \mathbf{0} & \ddots & \\
& & & \frac{2^{k}}{k!}
\end{array}\right)\left(\mathbf{D}_{\mathbf{1}} \mathbf{D}_{\mathbf{2}} \ldots \mathbf{D}_{\mathbf{k}+\mathbf{1}}\right) . \tag{2.96}
\end{array}\right.
$$

where $\left(\begin{array}{cccc}1 & & & \\ & 2 & 0 & \\ & 0 & \ddots & \\ & & & \frac{2^{k}}{k!}\end{array}\right)$ is a constant diagonal matrix.
Proof. Recall

$$
\mathbf{C}_{\mathbf{1}}=\left(a_{0}, a_{2}, \ldots, a_{2 k}\right)^{\mathbf{T}}
$$

and

$$
\mathbf{D}_{\mathbf{1}}=\left(a_{0}, \frac{d a_{0}}{d t}, \frac{d^{2} a_{0}}{d t^{2}}, \ldots \frac{d^{k} a_{0}}{d t^{k}}\right)^{\mathbf{T}}
$$

From equation (2.55) we have

$$
\begin{aligned}
a_{2 j}= & \frac{2}{j} \frac{d a_{2 j-2}}{d t} \\
= & \frac{2}{j} \frac{2}{j-1} \frac{d^{2} a_{2 j-4}}{d t^{2}} \\
& \vdots \\
= & \frac{2^{j}}{j!} \frac{d^{j} a_{0}}{d t^{j}}
\end{aligned}
$$

therefore

$$
\mathbf{C}_{\mathbf{1}}=\left(a_{0}, 2 \frac{d a_{0}}{d t}, 2 \frac{d^{2} a_{0}}{d t^{2}}, \ldots \frac{2^{k}}{k!} \frac{d^{k} a_{0}}{d t^{k}}\right)^{\mathbf{T}}=\left(\begin{array}{cccc}
1 & & & \\
& 2 & \mathbf{0} & \\
& \mathbf{0} & \ddots & \\
& & & \frac{2^{k}}{k!}
\end{array}\right) \mathbf{D}_{\mathbf{1}}
$$

where the matrix multuplying $\mathbf{D}_{1}$ is a constant diagonal matrix. Differentiate equation (2.97) with respect to $t n$ times we have

$$
\mathbf{C}_{\mathbf{1}}^{(\mathbf{n})}=\frac{d^{n} \mathbf{C}_{\mathbf{1}}}{d t^{n}}=\left(\begin{array}{cccc}
1 & & & \\
& 2 & \mathbf{0} & \\
& \mathbf{0} & \ddots & \\
& & & \frac{2^{k}}{k!}
\end{array}\right) \mathbf{D}_{\mathbf{1}}^{(\mathbf{n})}
$$

then the matrix is

$$
\begin{aligned}
& \left(\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{1}}{ }^{\prime} \ldots \mathbf{C}_{\mathbf{1}}^{(\mathbf{k})}\right) \\
= & \left(\mathbf{C}_{\mathbf{1}} \frac{d \mathbf{C}_{\mathbf{1}}}{d t} \ldots\right. \\
= & \left(\begin{array}{llll}
1 & & \\
& \left(\begin{array}{llll}
1 & \mathbf{C}_{\mathbf{1}} \\
d t^{k}
\end{array}\right)=\left(\begin{array}{cccc}
1 & & & \\
& 2 & \mathbf{0} & \\
& \mathbf{0} & \ddots & \\
& & & \\
& & \\
& \mathbf{0} & \ddots & \\
& & & \\
& & \\
k!
\end{array}\right)\left(\mathbf{D}_{\mathbf{1}} \frac{d \mathbf{D}_{\mathbf{1}}}{d t} \ldots \frac{d^{k} \mathbf{D}_{\mathbf{1}}}{d t^{k}}\right)
\end{array}\right.
\end{aligned}
$$

We have proved proposition 2.5.7.

Proposition 2.5.6 and 2.5.7 together give us

$$
\begin{aligned}
& \left(\mathrm{C}_{1} \mathrm{C}_{2} \ldots \mathrm{C}_{\mathrm{k}+1}\right) \\
& =\left(\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{1}}{ }^{\prime} \ldots \mathbf{C}_{\mathbf{1}}^{(\mathbf{k})}\right)\left(\begin{array}{lllll}
1 & & & & \\
& 1 & & & * \\
& & -1 & \\
& 0 & & \ddots
\end{array}\right)
\end{aligned}
$$

Take the determinant on both sides, note the determinants of the first and third matrix on the RHS are both just products of their diagonal entries which are all constants. We have finally

$$
\left|\mathbf{C}_{\mathbf{1}} \mathbf{C}_{\mathbf{2}} \quad \mathbf{C}_{\mathbf{3}} \ldots \mathbf{C}_{\mathbf{k}+\mathbf{1}}\right|=\mu\left|\mathbf{D}_{\mathbf{1}} \frac{d \mathbf{D}_{1}}{d t} \ldots \frac{d^{k} \mathbf{D}_{\mathbf{1}}}{d t^{k}}\right|
$$

where $\mu$ is a constant. We have proved proposition 2.5.5.
Thus, we have shown that

$$
f_{k+\frac{1}{2}}(t)=\frac{d}{d t} \ln a_{0}^{\left(k+\frac{1}{2}\right)}(t)=\frac{d}{d t} \ln \frac{\tau_{k+1}}{\tau_{k}}
$$

where

$$
\tau_{k+1}(t)=\left|\begin{array}{cccccc}
a_{0} & a_{0}^{\prime} & & \cdots & \frac{d^{k} a_{0}}{d t^{k}} \\
a_{0}^{\prime} & a_{0}^{\prime \prime} & & \cdots & \frac{d^{\prime \prime}}{d t^{k+1} a_{0}} \\
\vdots & & \ddots & & \\
& & & & \vdots \\
\frac{d^{k-1} a_{0}}{d t^{k-1}} & \frac{d^{k} a_{0}}{d t^{k}} & \cdots & & \frac{d^{2 k-1} a_{0}}{d d^{2 k-1}} & \frac{d^{2 k} a_{0}}{d t^{2 k}} \\
\frac{d^{k} a_{0}}{d t^{k}} & \frac{d^{k+1} a_{0}}{d t^{k+1}} & \cdots & & \frac{d^{k} a_{0}}{d t^{2 k}} & \frac{d^{2 k+1}}{d t^{2 k+1}}
\end{array}\right| .
$$

We have thus proved theorem 2.5.3
In this chapter, we have described only two of the cases which Flaschka and Newell have studied in [18]. This is because we have only investigated
the $q$-analogues of these two cases for the $q$-discrete Painlevé equation considered in our work. They are the two most obvious special cases for which the associated linear problems simplify and indicate special solutions for the Painlevé equations. However, there are many aspects of the Painlevé equations which may be understood via their associated linear problems, such as the asymptotic behaviour, the connection formula, the Bäcklund transformation, the integral representation etc. see [18] for more details.

## Chapter 3

## $q$-linear analysis

The aim of this thesis is to develop the technique for studying the $q$ Painlevé equations via their associated linear problems, for which we will need results on the analytic theory of the $q$-linear system developed a hundred years ago by Birkhoff and his students. We review theorems of the Birkhoff school $[\mathbf{1 4}, \mathbf{9}, \mathbf{5 2}]$ on $q$-linear equations, and see how they work for the two simplest cases.

### 3.1. Analytic theory of the $q$-discrete linear system

Carmichael [14] and Birkhoff [9] studied the $n \times n q$-linear system of the form

$$
Y(q x)=\left(A_{0}+A_{1} x+A_{2} x^{2}+\ldots+A_{\mu} x^{\mu}\right) Y(x)
$$

where where $A_{0}$ has eigenvalues $q^{\theta_{j}}, A_{\mu}$ has eigenvalues $q^{\rho_{j}}, j=1, \ldots n$, and for $i \neq j, \theta_{i}-\theta_{j}, \rho_{i}-\rho_{j} \neq$ integer. This is referred as the "non-resonant" condition for the coefficient matrix of the $q$-linear system. Carmichael has shown under the non-resonant condition the existence of two sets of fundamental solutions, one in a neighbourhood of $x=0$ and the other in a neighbourhood of $x=\infty$. He has further shown that these two fundamental solution matrix can be related by a $q$-constant connection matrix $P(x)$, that is $P(q x)=P(x)$. Hence giving the ingredients of a theory that can be regarded as the answer to the $q$-discrete analogue of the Riemann-Hilbert problem. Birkhoff later has provided a explicit formula for the connection matrix $P(x)$, and demonstrated by applying on the simplest example. That is the $1 \times 1$ linear system with $\mu$ being 1 . He has shown that the solution of this problem is the $q$-discrete analogue of the Gamma function. Le Caine [52], another student of Birjhoff investigated the next case from the point of view of simplicity. That is the $2 \times 2$ linear system with $\mu$ being 1 case. She
has found that the solutions are the $q$-discrete analogue of the Gauss hypergeometric functions. We reproduce these two examples in the next section. First we state the theorems of Carmichael and Birkhoff.

Theorem 3.1.1. [14] Consider the $n \times n q$-discrete linear system

$$
\begin{equation*}
Y(q x)=\left(A_{0}+A_{1} x+A_{2} x^{2}+\ldots+A_{\mu} x^{\mu}\right) Y(x), \tag{3.1}
\end{equation*}
$$

where $A_{0}$ has eigenvalues $q^{\theta_{j}}, A_{\mu}$ has eigenvalues $q^{\rho_{j}}, j=1, \ldots n$. For $i \neq j, \theta_{i}-\theta_{j}, \rho_{i}-\rho_{j} \neq$ integer, the $q$-linear system (3.1) has fundamental matrix solutions $Y_{0}(x), Y_{\infty}(x)$ given by

$$
\left\{\begin{array}{l}
Y_{0}(x)=\left(x^{\theta_{j}} \epsilon_{i j}(x)\right)_{1 \leq i, j \leq n}  \tag{3.2}\\
Y_{\infty}(x)=q^{\frac{\mu}{2}\left(t^{2}-t\right)}\left(x^{\rho_{j}} \delta_{i j}(x)\right)_{1 \leq i, j \leq n}
\end{array}\right.
$$

where $t=\frac{\ln x}{\ln q},\left(\epsilon_{i j}\right)_{1 \leq i, j \leq n}$ and $\left(\delta_{i j}\right)_{1 \leq i, j \leq n}$ are $n \times n$ matrices of analytic functions which can be expanded as a power-series in $x$ or $\frac{1}{x}$ around $x=0$ and $\infty$, respectively.

Birkhoff [9] has completed the study of the non-resonant case of the $n \times n$ linear $q$-discrete system by solving its generalized Riemann problem, giving an explicit formula for the connection matrix $P(x)$.

Theorem 3.1.2. [9] The two fundamental matrix solutions $Y_{0}(x)$ and $Y_{\infty}(x)$ are related by the connection matrix $P(x)$,

$$
Y_{0}(x)=Y_{\infty}(x) P(x)
$$

where $P(x)$ is a $n \times n$ matrix of functions, defined in terms of the Weierstrass sigma function $\sigma(t)$. It is " $q$ constant", that is $P(q x)=P(x)$. More explicitly $P(x)=p_{i j}$, for $i, j=1,2, \ldots n$

$$
\begin{equation*}
p_{i j}=c_{i j} e^{-\frac{\eta}{2} \mu t^{2}+\left(\eta_{1}\left(\theta_{i}-\rho_{j}\right)-\frac{\eta_{2} \mu}{2}\right) t} \sigma\left(t-a_{1}^{(i, j)}\right) \sigma\left(t-a_{2}^{(i, j)}\right) \ldots \sigma\left(t-a_{\mu}^{(i, j)}\right) \tag{3.3}
\end{equation*}
$$

where $\omega_{1}=1$ and $\omega_{2}=\frac{2 \pi i}{\ln q}$ are the two periods of the $\sigma(t)$ function, which satisfies the relations

$$
\left\{\begin{array}{l}
\sigma\left(t+\omega_{1}\right)=-\exp \left(\eta_{1}\left(t+\frac{1}{2}\right)\right) \sigma(t), \\
\sigma\left(t+\omega_{2}\right)=-\exp \left(\eta_{2}\left(t+\frac{\omega_{2}}{2}\right)\right) \sigma(t), \quad \text { with } \quad \eta_{1} \omega_{2}-\eta_{2}=2 \pi i .
\end{array}\right.
$$

The $\mu$ constants, $a_{\lambda}^{(i, j)}$, satisfy the constraint

$$
\begin{equation*}
\sum_{\lambda=1}^{\mu} a_{\lambda}^{(i, j)}=\theta_{i}+\rho_{j}-\frac{\mu \pi i}{\ln q} \tag{3.4}
\end{equation*}
$$

In the same paper [14] Carmichael had an inverse of theorem 3.1.1, stated as follows.

Theorem 3.1.3. [14] Let $Y_{0}(x)$ and $Y_{\infty}(x)$ be two sets of $n \times n$ singlevalued functions which, away from zero and infinity, are analytic, defined by

$$
\left\{\begin{array}{l}
Y_{0}(x)=\left(x^{\theta_{j}} \epsilon_{i j}(x)\right)_{1 \leq i, j \leq n}, \quad\left|\left(\epsilon_{i j}(x)\right)_{1 \leq i, j \leq n}\right| \neq 0  \tag{3.5}\\
Y_{\infty}(x)=q^{\frac{\mu}{2}\left(t^{2}-t\right)}\left(x^{\rho_{j}} \delta_{i j}(x)\right)_{1 \leq i, j \leq n}, \quad\left|\left(\delta_{i j}(x)\right)_{1 \leq i, j \leq n}\right| \neq 0
\end{array}\right.
$$

where $t=\frac{\ln x}{\ln q}$ and for $i \neq j, \theta_{i}-\theta_{j}, \rho_{i}-\rho_{j} \neq$ integer. The two setes of functions being connected by the relation

$$
Y_{0}(x)=Y_{\infty}(x) P(x), \quad P(q x)=P(x)
$$

Then the two sets of functions $Y_{0}(x)$ and $Y_{\infty}(x)$ are the two simple fundamental solutions of a system of $q$-discrete equations

$$
Y(q x)=A(x) Y(x)
$$

in which the $n \times n$ coefficient matrix $A(x)$ is a polynomial of degree $\mu$ in $x$.

Above theorem is not simply a repetition of theorem 3.1.1. Rather, it has a significant implication on the iso-monodromy deformation problem of $q$-Painlevé equations and especially relevant in this thesis. It says that given the forms of the solutions of the linear problem and how they are related to each other, one can reconstruct the equation they satisfy. In the context of the associated linear problems for the $q$-Painlevé equations, it means that once we have solved the spectral linear problem of the Lax pair we can reconstruct information of the solution of the $q$-Painlevé equation of which the coefficients of the linear problem are defined in terms of.
Note: Ramis [65] has introduced analytic functions which can be used in place of the " $t=\frac{\ln x}{\ln q}$ " function used by the Birkhoff school, so that there is no logarithmic singularity at $x=0$ or $\infty$. However, in this thesis, we follow Birkhoff school, due to its simplicity of expansion.

### 3.2. Case $1 \times 1$, degree 1

From constraint (3.4) we can see that in general, the only cases where $a_{\lambda}^{(i, j)}$ can be evaluated explicitly are when $\mu=1$. Birkhoff [9] has solved the simplest case, the $1 \times 1, \mu=1$ case.
Consider the $q$-discrete equation

$$
\begin{equation*}
y(q x)=(1-x) y(x) \tag{3.6}
\end{equation*}
$$

where $\theta_{1}=0, \rho_{1}=-\frac{i \pi}{\ln q}$, and $\mu=1$.
The solutions at $x=0$ and $x=\infty$ are given by the infinite products

$$
\left\{\begin{array}{l}
y_{0}(x)=\left(1-\frac{x}{q}\right)\left(1-\frac{x}{q^{2}}\right) \ldots  \tag{3.7}\\
y_{\infty}(x)=q^{\frac{1}{2}\left(t^{2}-t\right)} e^{-\pi i t} \frac{1}{1-\frac{1}{x}} \frac{1}{1-\frac{1}{q x}} \cdots
\end{array}\right.
$$

which can be verified by substitution. The connection matrix $P(x)$ for the $1 \times 1$ case is $p(x)$ where

$$
\begin{equation*}
y_{0}(x)=y_{\infty}(x) p(x) . \tag{3.8}
\end{equation*}
$$

The constant $a_{1}$ in the definition (3.3) of $p(x)$ can be calculated from equation (3.4)

$$
\sum_{\lambda=1}^{1} a_{\lambda}=\theta_{1}-\rho_{1}-\frac{\pi i}{\ln q}=0+\frac{\pi i}{\ln q}-\frac{\pi i}{\ln q}=0
$$

Now we are ready to evaluate the function $p(x)$ using formula (3.3), we have:

$$
\begin{align*}
p(x) & =c e^{-\frac{1}{2} t^{2}+\left[\left(\eta_{1}\left(\theta_{1}-\rho_{1}\right)-\frac{\eta_{2}}{2}\right] t\right.} \sigma\left(t-a_{1}\right) \\
& =c e^{-\frac{1}{2} t^{2}+\left[\left(\eta _ { 1 } \left(\frac{i \pi}{\left.\left(\frac{1}{\ln q}\right)-\frac{\eta_{2}}{2}\right] t} \sigma(t)\right.\right.\right.}  \tag{3.9}\\
& =c e^{-\frac{1}{2} t^{2}+i \pi t} \sigma(t),
\end{align*}
$$

where we have used the relation

$$
\eta_{1} \frac{i \pi}{\ln q}-\eta_{2}=2 i \pi
$$

The constant $c$ can be found by evaluating equation (3.8) at $x=1$ using expressions (3.7) and (3.9), we have

$$
\begin{align*}
y_{0}(x) & =(x-1) y_{\infty}(x) \frac{p(x)}{x-1}  \tag{3.10}\\
\left(1-\frac{1}{q}\right)\left(1-\frac{1}{q^{2}}\right) \ldots & =c \frac{1}{\left(1-\frac{1}{q}\right)} \frac{1}{\left(1-\frac{1}{q^{2}}\right)} \ldots  \tag{3.11}\\
\Rightarrow \quad c & =\left(1-\frac{1}{q}\right)^{2}\left(1-\frac{1}{q^{2}}\right)^{2} \cdots \tag{3.12}
\end{align*}
$$

where we have used the fact $\sigma(0)=0, \sigma^{\prime}(0)=1$.
Note: The solution of equation (3.6) is denoted as $\Gamma_{q}(1-x)$, and is the $q$-discrete analogue of the Gamma function. In Birkhoff's notation, the solutions at $x=0$ and $x=\infty$ are denoted as

$$
\left\{\begin{array}{l}
\Gamma_{q}^{0}(1-x) \\
\Gamma_{q}^{\infty}(1-x)
\end{array}\right.
$$

and the two solutions are related by

$$
\Gamma_{q}^{0}(1-x)=\Gamma_{q}^{\infty}(1-x) p(x)
$$

$\Gamma_{q}(1-x)$ is a special case of the so called basic or $q$-hypergeometric function defined in Appendix B as

$$
\begin{align*}
& { }_{m} \Phi_{n}\left(a_{1}, \ldots a_{m} ; b_{1}, \ldots b_{n} ; q, z\right)  \tag{3.13}\\
& =\sum_{k \geq 0} \frac{\left(a_{1} ; q\right)_{k} \ldots\left(a_{m} ; q\right)_{k}}{\left(b_{1} ; q\right)_{k} \ldots\left(b_{n} ; q\right)_{k}(q ; q)_{k}}\left[( - 1 ) ^ { k } q \left(\begin{array}{c}
\left.\binom{2}{2}\right]^{1+n-m} z^{k}
\end{array} .=\right.\right.\text {. }
\end{align*}
$$

where

$$
(a ; q)_{k}= \begin{cases}1, & k=0 \\ (1-a)(1-a q) \ldots\left(1-a q^{k-1}\right), & k=1,2, \ldots\end{cases}
$$

Proposition 3.2.1. Solution of equation (3.6) is given by

$$
\Gamma_{q}(1-x)={ }_{1} \Phi_{0}(0,-; q, x)=\sum_{j=0}^{\infty} \frac{x^{j}}{(q ; q)_{j}}
$$

Note in this case the $n$ in ${ }_{m} \Phi_{n}$ is 0 , which means there is no $b_{j}$, this is denoted by "-" in the notation above.

Proof. Let

$$
y(x)=\sum_{j=0}^{\infty} \frac{x^{j}}{(q ; q)_{j}}
$$

then

$$
\begin{aligned}
y(q x)-y(x) & =\sum_{j=0}^{\infty} \frac{x^{j}\left(q^{j}-1\right)}{(q ; q)_{j}} \\
& =-x \sum_{j=1}^{\infty} \frac{x^{j-1}}{(q ; q)_{j-1}} \\
& =-x y(x) \\
y(q x) & =(1-x) y(x) .
\end{aligned}
$$

Proposition 3.2.2. $\Gamma_{q}(1-x)$ also has the infinite product expression

$$
\Gamma_{q}(1-x)=\frac{1}{(x ; q)_{\infty}}
$$

where

$$
(a ; q)_{\infty}=(1-a)(1-a q)\left(1-a q^{2}\right) \ldots
$$

Proof. Let

$$
y(x)=\frac{1}{(1-x)(1-q x)\left(1-q^{2} x\right) \ldots}
$$

then

$$
\begin{aligned}
y(q x) & =\frac{1}{(1-q x)\left(1-q^{2} x\right)\left(1-q^{3} x\right) \ldots} \\
& =\frac{(1-x)}{(1-x)(1-q x)\left(1-q^{2} x\right)\left(1-q^{3} x\right) \ldots} \\
& =(1-x) y(x) .
\end{aligned}
$$

We have showed that the two different definitions for $\Gamma_{q}(1-x)$ in Proposition 3.2.2 and 3.2.1 satisfy the same equation, and since they have the same asymptotic behavior at $x=0$, they must be the same function.

To summarize, the solution of equation (3.6) is

$$
\begin{align*}
\Gamma_{q}(1-x)=\frac{1}{(x ; q)_{\infty}} & ={ }_{1} \Phi_{0}(0,-; q, x)  \tag{3.14}\\
& =\sum_{j=0}^{\infty} \frac{x^{j}}{(q ; q)_{j}}
\end{align*}
$$

where we have the $\Gamma_{q}(1-x)$ function in both the products form and the summation form.

### 3.3. Case $2 \times 2$, degree 1

The next case of the $q$-linear system (3.1) to consider from the point of view of simplicity is the $2 \times 2, \mu=1$ case. Le Caine [52] considered the $q$-linear system

$$
\begin{equation*}
Y(q x)=(A x+B) Y(x) \tag{3.15}
\end{equation*}
$$

where $A$ has eigenvalues $a_{1}, a_{2}$, and $B$ has eigenvalues $b_{1}, b_{2}$. The coefficient matrix has zeros at $\alpha_{1}, \alpha_{2}$, that is

$$
|A x+B|=0
$$

when $x=\alpha_{1}, \alpha_{2}$. The six constants $a_{1}, a_{2}, b_{1}, b_{2}, \alpha_{1}$ and $\alpha_{2}$ are called the characteristic constants of system (3.15), they satisfy the constraint $b_{1} b_{2}=$ $a_{1} a_{2} \alpha_{1} \alpha_{2}$. Le Caine proved that any $2 \times 2$ system $Y(q x)=(A x+B) Y(x)$ with these six characteristic constants can be transformed into what she called the "normal form":

$$
Y(q x)=\left(\begin{array}{cc}
0 & a_{1}\left(x-\alpha_{1}\right)  \tag{3.16}\\
-a_{2}\left(x-\alpha_{2}\right) & \left(a_{1}+a_{2}\right) x+b_{1}+b_{2}
\end{array}\right) Y(x)
$$

hence we will consider equation (3.16) from now on.
Theorem 3.3.1. [52] The $q$-linear system (3.16) has fundamental solution matrices $Y^{0}(x)$,

$$
\begin{aligned}
& Y^{0}(x)=\Gamma_{q}^{0}\left(1-\frac{x}{\alpha_{1}}\right) \times \\
& \left(\begin{array}{cc}
{ }_{2} \Phi_{1}\left(a, b ; c ; q, \frac{x}{\alpha_{2}}\right) & { }_{2} \Phi_{1}\left(a q / c, b q / c, q^{2} / c ; q, \frac{x}{\alpha_{2}}\right) \\
-\frac{b_{1}}{a_{1} \alpha_{1}}{ }_{2} \Phi_{1}\left(a, b ; c ; q, \frac{q x}{\alpha_{2}}\right) & -\frac{b_{2}}{a_{1} \alpha_{1}}{ }_{2} \Phi_{1}\left(a q / c, b q / c, q^{2} / c ; q, \frac{q x}{\alpha_{2}}\right)
\end{array}\right)\left(\begin{array}{cc}
b_{1}^{t} & 0 \\
0 & b_{2}^{t}
\end{array}\right),
\end{aligned}
$$

and $Y^{\infty}(x)$,

$$
\begin{gathered}
Y^{\infty}(x)=e^{\pi i t} \Gamma_{q}^{\infty}\left(1-\frac{\alpha_{1}}{x}\right) \times \\
\left(\begin{array}{cc}
{ }_{2} \Phi_{1}\left(a, \frac{a q}{c}, \frac{a q}{b} ; q, \frac{q^{2} \alpha_{1}}{x}\right) & 2_{1}\left(b, \frac{b q}{c}, \frac{b q}{a} ; q, \frac{q^{2} \alpha_{1}}{x}\right) \\
2 \Phi_{1}\left(a, \frac{a q}{c}, \frac{a q}{b} ; q, \frac{q \alpha \alpha_{1}}{x}\right) & { }_{2} \Phi_{1}\left(b, \frac{b q}{c}, \frac{b q}{a} ; q, \frac{q \alpha_{1}}{x}\right)
\end{array}\right) \times\left(\begin{array}{cc}
a_{1}^{t} & 0 \\
0 & a_{2}^{t}
\end{array}\right),
\end{gathered}
$$

where ${ }_{2} \Phi_{1}(a, b ; c ; q, z)$ is the $q$-discrete analogue of Gauss's hypergeometric function, and is discussed in detail in Appendix B.
The solutions are related by

$$
\begin{gathered}
Y^{0}(x)=Y^{\infty}(x) P(x) \\
P(x)=p_{i j}, \quad p_{i j}=p\left(-a_{i} x / b_{j}\right) c_{i j}, \quad(i, j=1,2)
\end{gathered}
$$

where

$$
\begin{gathered}
p(x)=\exp \left((-\eta / 2) t^{2}-\pi i t\right) \sigma(t), \\
c_{11}=\prod_{\nu=0}^{\infty} \frac{\left(1+a_{1} \alpha_{1} q^{\nu} / b_{2}\right)\left(1+b_{1} q^{\nu+1} /\left(a_{2} \alpha_{2}\right)\right)}{\left(1-b_{1} q^{\nu+1} / b_{2}\right)\left(1-a_{1} q^{\nu} / a_{2}\right)} \\
c_{21}=\prod_{\nu=0}^{\infty} \frac{\left(1+a_{2} \alpha_{2} q^{\nu} / b_{2}\right)\left(1+b_{1} q^{\nu+1} /\left(a_{1} \alpha_{2}\right)\right)}{\left(1-b_{1} q^{\nu+1} / b_{2}\right)\left(1-a_{2} q^{\nu} / a_{2}\right)} \\
c_{12}=\prod_{\nu=0}^{\infty} \frac{\left(1+a_{1} \alpha_{2} q^{\nu} / b_{1}\right)\left(1+b_{2} q^{\nu+1} /\left(a_{2} \alpha_{2}\right)\right)}{\left(1-b_{2} q^{\nu+1} / b_{1}\right)\left(1-a_{1} q^{\nu} / a_{2}\right)} \\
c_{22}=\prod_{\nu=0}^{\infty} \frac{\left(1+a_{2} \alpha_{2} q^{\nu} /\left(b_{1} q^{\nu}\right)\right)\left(1+b_{2} q^{\nu+1} /\left(a_{1} \alpha_{2}\right)\right)}{\left(1-b_{2} q^{\nu+1} / b_{1}\right)\left(1-a_{2} q^{\nu} / a_{1}\right)} .
\end{gathered}
$$

Proof. By Theorem 3.1.1, we know the matrix solutions of equation (3.16) at $x=0$ and $x=\infty$ have the form

$$
Y^{0}(x)=\left(E^{(1)}(x), E^{(2)}(x)\right)\left(\begin{array}{cc}
b_{1}^{t} & 0  \tag{3.17}\\
0 & b_{2}^{t}
\end{array}\right)
$$

and

$$
Y^{\infty}(x)=\left(F^{(1)}(x), F^{(2)}(x)\right)\left(\begin{array}{cc}
a_{1}^{t} & 0  \tag{3.18}\\
0 & a_{2}^{t}
\end{array}\right)
$$

where $E^{(1)}(x), E^{(2)}(x)$ and $F^{(1)}(x), F^{(2)}(x)$ are $1 \times 2$ vectors of functions, analytic at $x=0$ and $x=\infty$ respectively.

To find $E^{(1)}(x)$, substitute the vector solution $b_{1}^{t} E^{(1)}(x)$ into equation (3.16), we have

$$
E^{(1)}(q x)=\left(\begin{array}{cc}
0 & \frac{a_{1}}{b_{1}}\left(x-\alpha_{1}\right) \\
-\frac{a_{2}}{b_{1}}\left(x-\alpha_{2}\right) & \frac{\left(a_{1}+a_{2}\right) x+b_{1}+b_{2}}{b_{1}}
\end{array}\right) E^{(1)}(x) .
$$

Now try to get this into a form where we can compare it with the $2 \times 2$ system for the $q$-hypergeometric equation (B.15), solved in terms of ${ }_{2} \Phi_{1}(a, b ; c ; q, z)$. Let

$$
E^{(1)}(x)=g_{1}(x) E_{1}^{(1)}(x),
$$

where

$$
g_{1}(q x)=\left(1-\frac{x}{\alpha_{1}}\right) g_{1}(x),
$$

that is $g_{1}(x)=\Gamma_{q}^{0}\left(1-\frac{x}{\alpha_{1}}\right)$.
Let

$$
E_{1}^{(1)}(x)=\binom{u}{v_{1}}
$$

now

$$
E_{1}^{(1)}(q x)=\binom{u(q x)}{v_{1}(q x)}=\left(\begin{array}{cc}
0 & -\frac{a_{1} \alpha_{1}}{b_{1}} \\
-\frac{a_{2}\left(x-\alpha_{2}\right)}{b_{1}\left(1-\frac{x}{\alpha_{1}}\right)} & \frac{\left(a_{1}+a_{2}\right) x+b_{1}+b_{2}}{b_{1}\left(1-\frac{x}{\alpha_{1}}\right)}
\end{array}\right)\binom{u(x)}{v_{1}(x)} .
$$

A further transformation is required so that the $(1,2)$ entry is normalized to be 1 . Let

$$
v(x)=-\frac{a_{1} \alpha_{1}}{b_{1}} v_{1}(x)=u(q x)
$$

then

$$
\binom{u(q x)}{v(q x)}=\left(\begin{array}{cc}
0 & 1 \\
-\frac{b_{2}\left(\frac{x}{\alpha_{2}}-1\right)}{b_{1}\left(1-\frac{x}{\alpha_{1}}\right)} & \frac{\left(a_{1}+a_{2}\right) x+b_{1}+b_{2}}{b_{1}\left(1-\frac{x}{\alpha_{1}}\right)}
\end{array}\right)\binom{u(x)}{v(x)},
$$

where we have used the relation $b_{1} b_{2}=a_{1} a_{2} \alpha_{1} \alpha_{2}$ to simplify the expression.

Compare this with the $q$-hypergeometric system (B.15) to obtain

$$
\begin{aligned}
z & =\frac{x}{\alpha_{2}}, \\
a b z-\frac{c}{q} & =\frac{b_{1}}{b_{2}}\left(\frac{x}{\alpha_{1}}-1\right), \\
-\frac{\left(a_{1}+a_{2}\right) x+b_{1}+b_{2}}{b_{2}} & =(a+b) z-\left(1+\frac{c}{q}\right),
\end{aligned}
$$

which can be solved to get

$$
\begin{aligned}
z & =\frac{x}{\alpha_{2}}, \\
\frac{c}{q} & =\frac{b_{1}}{b_{2}}, \\
a & =-\frac{a_{2} \alpha_{2}}{b_{2}}, \\
b & =-\frac{a_{1} \alpha_{2}}{b_{2}},
\end{aligned}
$$

and

$$
u(x)={ }_{2} \Phi_{1}\left(a, b ; c ; q, \frac{x}{\alpha_{2}}\right) .
$$

Hence, one of the solutions of the $2 \times 2, \mu=1$ linear system (3.15) is

$$
b_{1}^{t} \Gamma_{q}^{0}\left(1-\frac{x}{\alpha_{1}}\right)\binom{{ }_{2} \Phi_{1}\left(a, b ; c ; q, \frac{x}{\alpha_{2}}\right)}{-\frac{a_{1} \alpha_{1}}{b_{1}}{ }_{2} \Phi_{1}\left(a, b ; c ; q, \frac{q x}{\alpha_{2}}\right)} .
$$

The other vector solution can be found similarly. It is also possible to find $c_{11,12,21,22}$ in the connection matrix $P(x)$ since the exact form of $Y_{0}$ and $Y_{\infty}$ are known to be expressed in terms of q-hypergeometric functions. For the details see [52].

All the theorems and examples in this Chapter apply to $q$-linear systems of non-resonant type. Adams [5] has dropped the non-resonant condition on the coefficient matrix and studied the solutions of the general $q$-linear system. The Riemann problem for the general $q$-linear system was looked at by Trjitzinsky [73], and more recently by Ramis, Sauloy and Zhang [66, 69]. However, since in the study of the associated linear problems of $q$ Painlevé equations, we have only looked at $q$-linear systems of non-resonant type , therefore we will not go into details of the theorems for the general $q$-linear system here.

## Chapter 4

## A $q$-discrete analogue of the second Painlevé equation

We have seen that the $2 \times 2 q$-linear system (3.1.1) with $\mu$ being 1 is solved by the $q$-hypergeometric function ${ }_{2} \Phi_{1}(a, b ; c ; q, z)$. Its continuous analogue is Gauss hypergeometric function ${ }_{2} F_{1}(\alpha, \beta, \gamma ; t)$. However the associated linear problems of the $q$-Painlevé equations are $2 \times 2 q$-linear systems, whose coefficient matrices are polynomials of degree $\mu$ greater than 1. In this chapter, we will show that these linear systems can be solved in terms of the classical $q$-special function for the special cases when their associated non-linear equation, that is the $q$-Painlevé equations, admit special solutions for particular values of the parameters. This fact is then inverted and used to find the determinantal forms of some special solutions of the $q$-Painlevé equations which is the main result of this work.

### 4.1. A $q$-discrete analogue of PII and its associated linear problems

The associated linear problems consist of the spectral problem

$$
\begin{equation*}
\widehat{\Psi}(\nu, x)=\Psi\left(\nu / \lambda^{2}, x\right)=A(\nu, x) \Psi(\nu, x) \tag{4.1}
\end{equation*}
$$

and the deformation equation

$$
\begin{equation*}
\bar{\Psi}(\nu, x)=\Psi(\nu, x / \lambda)=B(\nu, x) \Psi(\nu, x) \tag{4.2}
\end{equation*}
$$

where

$$
\begin{aligned}
A(\nu, x)= & A_{0}(x)+A_{1}(x) \nu+A_{2}(x) \nu^{2}+A_{3}(x) \nu^{3} \\
= & \left(\begin{array}{cc}
e_{1} & 0 \\
0 & e_{2}
\end{array}\right)+\left(\begin{array}{cc}
0 & m_{1}(x) \\
m_{2}(x) & 0
\end{array}\right) \nu+\left(\begin{array}{cc}
n_{1}(x) & 0 \\
0 & n_{2}(x)
\end{array}\right) \nu^{2} \\
& +\left(\begin{array}{cc}
0 & f_{1}(x) \\
f_{2}(x) & 0
\end{array}\right) \nu^{3},
\end{aligned}
$$

$$
B(\nu, x)=\left(\begin{array}{cc}
-i \sqrt{\alpha} \frac{\lambda x}{g(\lambda x)} & i \frac{\lambda^{2} x}{\sqrt{\alpha}} \nu \\
i \frac{x}{\sqrt{\alpha}} \nu & i \frac{g(\lambda x)}{\sqrt{\alpha} x \lambda}
\end{array}\right) .
$$

Note, $\nu$ is the $q$-discrete analogue of the spectral variable, $e_{1}, e_{2}$ are constants, $m_{1}(x), m_{2}(x), n_{1}(x), n_{2}(x), f_{1}(x)$ and $f_{2}(x)$ are functions of $g(x)$ and $x$ the $q$-discrete Painlevé variable

$$
\begin{gather*}
m_{1}(x)=\frac{e_{2} g(x \lambda)\left(-e_{1} x^{2} \lambda^{2}-e_{2} g(x)+e_{2} g(x) g(x \lambda)\right)}{e_{1} x^{2} \lambda},  \tag{4.3}\\
m_{2}(x)=-\frac{x^{2}\left(e_{1} x^{2} \lambda^{2}-e_{2} g(x) g(x \lambda) \lambda^{2}+e_{1} g(x \lambda)\right)}{\lambda g(x) g(x \lambda)^{2}},  \tag{4.4}\\
n_{1}(x)=\frac{e_{2}\left(e_{1} x^{2}+e_{2} g(x) g(x \lambda)^{2}-e_{2} g(x) g(x \lambda)\right)}{e_{1} g(x \lambda)},  \tag{4.5}\\
n_{2}(x)=-\frac{e_{2}\left(-e_{1} x^{4} \lambda^{4}-e_{1} x^{2} g(x \lambda) \lambda^{2}+e_{2} g(x) g(x \lambda)^{2}\right)}{e_{1} \lambda^{2} g(x) g(x \lambda)}  \tag{4.6}\\
f_{1}(x)=-\frac{e_{2}^{2} x^{2} \lambda}{e_{1}}  \tag{4.7}\\
f_{2}(x)=-\frac{e_{2}^{2} x^{2}}{e_{1} \lambda} \tag{4.8}
\end{gather*}
$$

The compatibility of $q$-linear systems (4.1, 4.2), $\overline{\widehat{\Psi}}=\widehat{\bar{\Psi}}$ is :

$$
A(\nu, x / \lambda) B(\nu, x)-B\left(\nu / \lambda^{2}, x\right) A(\nu, x)=0
$$

which forces $g(x)$ to satisfy a second-order non-linear $q$-discrete equation

$$
\begin{equation*}
g(x / \lambda) g(\lambda x)=\frac{\alpha x^{2}\left(g(x)+x^{2}\right)}{g(x)(g(x)-1)} \tag{4.9}
\end{equation*}
$$

This is a $q$-discrete analogue of PII, denoted $q$-PII. Equations (4.1, 4.2) together are called the Lax pair of equation (4.9).

## 4.2. $q$-Linear analysis of the spectral problem

We apply Carmichael's Theorem (3.1.1) on the formal solutions of the linear $q$-discrete system to the spectral problem (4.1) of $q$-PII which is a $2 \times 2 q$-linear system with polynomial coefficient matrix of degree $\mu=3$. We concentrate our analysis on the spectral half of the Lax pair for the reasons similar to those of the continuous case. We see that the coefficient matrix of the spectral problem has polynomial dependence on its variable
$\nu$, whereas the dependence of the deformation equation on its variable $x$ is transcendental, via the solution of $q$-PII $g(x)$.

### 4.2.1. Series expansion near $\nu=0$.

Proposition 4.2.1. There exists a fundamental solution matrix $\Phi$ of the $q$ linear systems $(4.1,4.2)$ at $\nu=0$, for $\frac{e_{1}}{e_{2}} \neq \frac{1}{\lambda^{4 k}}, k$ is an integer or half integer,

$$
\begin{gather*}
\Phi(\nu, x)=\left\{\phi_{1}(\nu, x), \phi_{2}(\nu, x)\right\}, \\
\phi_{1}(\nu, x)=e_{1}^{t} \sum_{j=0}^{\infty}\binom{a_{2 j}(x) \nu^{2 j}}{c_{2 j+1}(x) \nu^{2 j+1}},  \tag{4.10}\\
\phi_{2}(\nu, x)=e_{2}^{t} \sum_{j=0}^{\infty}\binom{b_{2 j+1}(x) \nu^{2 j+1}}{d_{2 j}(x) \nu^{2 j}} \tag{4.11}
\end{gather*}
$$

where $t=-\frac{1}{2} \frac{\ln \nu}{\ln \lambda}$, and

$$
\begin{align*}
e_{1} a_{j}\left(1 / \lambda^{2 j}-1\right) & =m_{1} c_{j-1}+n_{1} a_{j-2}+f_{1} c_{j-3} \\
c_{j}\left(e_{1} / \lambda^{2 j}-e_{2}\right) & =m_{2} a_{j-1}+n_{2} c_{j-2}+f_{2} a_{j-3}  \tag{4.1.1}\\
e_{2} d_{j}\left(1 / \lambda^{2 j}-1\right) & =m_{2} b_{j-1}+n_{2} d_{j-2}+f_{2} b_{j-3}  \tag{4.14}\\
b_{j}\left(e_{2} / \lambda^{2 j}-e_{1}\right) & =m_{1} d_{j-1}+n_{1} b_{j-2}+f_{1} d_{j-3}, \tag{4.15}
\end{align*}
$$

where $m_{1}, m_{2}, n_{1}, n_{2}, f_{1}, f_{2}$ are defined earlier by equations (4.3)-(4.8).
In particular we will show that

$$
\begin{align*}
& g(x)=-i x \sqrt{\alpha} \frac{a_{0}(x / \lambda)}{a_{0}\left(x / \lambda^{2}\right)},  \tag{4.16}\\
& g(x)=-i x \sqrt{\alpha} \frac{d_{0}\left(x / \lambda^{2}\right)}{d_{0}(x / \lambda)} . \tag{4.17}
\end{align*}
$$

Proof. By Carmichael's theorem, we know near $\nu=0$ the solution matrix has the form

$$
\Phi(\nu, x)=\sum_{j=0}^{\infty}\left(\begin{array}{ll}
a_{j}(x) & b_{j}(x)  \tag{4.18}\\
c_{j}(x) & d_{j}(x)
\end{array}\right) \nu^{j}\left(\begin{array}{cc}
e_{1}^{t} & 0 \\
0 & e_{2}^{t}
\end{array}\right) .
$$

To obtain the recurrence relations (4.12-4.15) for the coefficients $a_{j}, b_{j}, c_{j}, d_{j}$, substitute solution (4.18) into equation (4.1) and equate powers of $\nu$ near
$\nu=0$. We see for $e_{1} \neq e_{2}, b_{0}=c_{0}=0$, while $a_{0}, d_{0}$ are arbitrary. The fact that $b_{0}=c_{0}=0$ further implies

$$
\begin{equation*}
a_{\mathrm{odd}}=c_{\mathrm{even}}=d_{\mathrm{odd}}=b_{\mathrm{even}}=0 \tag{4.19}
\end{equation*}
$$

Hence the fundamental matrix solution has the form:

$$
\begin{gathered}
\Phi(\nu, x)=\left\{\left(\begin{array}{cc}
a_{0}(x) & 0 \\
0 & d_{0}(x)
\end{array}\right)+\left(\begin{array}{cc}
0 & b_{1}(x) \\
c_{1}(x) & 0
\end{array}\right) \nu+\left(\begin{array}{cc}
a_{2}(x) & 0 \\
0 & d_{2}(x)
\end{array}\right) \nu^{2}\right. \\
\left.+\left(\begin{array}{cc}
0 & b_{3}(x) \\
c_{3}(x) & 0
\end{array}\right) \nu^{3}+\ldots\right\}\left(\begin{array}{cc}
e_{1}^{t} & 0 \\
0 & e_{2}^{t}
\end{array}\right) .
\end{gathered}
$$

Let $\Phi=\left\{\phi_{1}, \phi_{2}\right\}$, then

$$
\begin{aligned}
& \phi_{1}(\nu, x)=e_{1}^{t} \sum_{j=0}^{\infty}\binom{a_{2 j}(x) \nu^{2 j}}{c_{2 j+1}(x) \nu^{2 j+1}} \\
& \phi_{2}(\nu, x)=e_{2}^{t} \sum_{j=0}^{\infty}\binom{b_{2 j+1}(x) \nu^{2 j+1}}{d_{2 j}(x) \nu^{2 j}} .
\end{aligned}
$$

Note that $a_{j}, b_{j}, c_{j}$ and $d_{j}$ are in general functions of $x$ as $m_{1}, m_{2}, n_{1}, n_{2}, f_{1}$ and $f_{2}$ are functions of $x$. To find the $x$ dependence of $a_{j}(x), c_{j}(x)$, for example, we substitute $\phi_{1}(\nu, x)$ solution (4.10) into the other half of the Lax pair, the deformation equation (4.2),

$$
\begin{array}{r}
\phi_{1}(\nu, x / \lambda)=e_{1}^{t}\binom{a_{0}(x / \lambda)+\ldots}{c_{1}(x / \lambda) \nu+\ldots} \\
=e_{1}^{t}\left(\begin{array}{cc}
-i \sqrt{\alpha} \frac{\lambda x}{g(\lambda x)} & i \frac{\lambda^{2} x}{\sqrt{\alpha}} \nu \\
i \frac{x}{\sqrt{\alpha}} \nu & i \frac{g(\lambda x)}{\sqrt{\alpha} x \lambda}
\end{array}\right)\binom{a_{0}(x)+\ldots}{c_{1}(x) \nu+\ldots} .
\end{array}
$$

Equating powers in $\nu$ :

$$
\begin{align*}
\nu^{0}: \quad a_{0}(x / \lambda) & =-i \sqrt{\alpha} \frac{\lambda x}{g(\lambda x)} a_{0}(x) \\
\Rightarrow \quad g(x) & =-i x \sqrt{\alpha} \frac{a_{0}(x / \lambda)}{a_{0}\left(x / \lambda^{2}\right)} \tag{4.20}
\end{align*}
$$

This says that the solution of $q$-PII is given by the ratio of the leading coefficient of the solution of its associated linear problems around $\nu=0$, with different shifts in the $x$ direction. This difference in shift corresponds to differentiation in the continuous setting. Equation (4.17) can be found similarly, so are the rest of the coefficients in the expansion (4.18).

### 4.2.2. Series expansion near $\nu=\infty$.

Proposition 4.2.2. The fundamental solution matrix to the $q$-linear systems $(4.1,4.2)$ at $\nu=\infty$ is

$$
\begin{gather*}
\Psi=\left\{\psi_{1}, \psi_{2}\right\}, \\
\psi_{1}(\nu, x)=I(\nu) J(x) u(\nu, x)\left(\begin{array}{cc}
\lambda & \lambda \\
1 & -1
\end{array}\right) \sum_{j=0}^{\infty}\binom{\alpha_{j}(x)}{\gamma_{j}(x)} \frac{1}{\nu^{j}},  \tag{4.21}\\
\psi_{2}(\nu, x)=I(\nu) J(x) v(\nu, x)\left(\begin{array}{cc}
\lambda & \lambda \\
1 & -1
\end{array}\right) \sum_{j=0}^{\infty}\binom{\beta_{j}(x)}{\delta_{j}(x)} \frac{1}{\nu^{j}} \tag{4.22}
\end{gather*}
$$

where

$$
\begin{gathered}
I(\nu)=\left(\frac{e_{2}^{2}}{e_{1}}\right)^{t}, \quad t=-\frac{1}{2} \frac{\ln \nu}{\ln \lambda}, \\
J(x)=\left(\frac{e_{2}}{e_{1}}\right)^{\frac{s}{2}}, \quad s=-\frac{\ln x}{\ln \lambda}, \\
u(\nu, x)=\Gamma_{\lambda^{-2}}(1+\nu / \lambda) \Gamma_{\lambda^{-2}}(1+i x \nu) \Gamma_{\lambda^{-2}}(1+i x \lambda \nu), \\
v(\nu, x)=\Gamma_{\lambda^{-2}}(1-\nu / \lambda) \Gamma_{\lambda^{-2}}(1-i x \nu) \Gamma_{\lambda^{-2}}(1-i x \lambda \nu) .
\end{gathered}
$$

Coefficients $\alpha_{j}, \beta_{j}, \gamma_{j}$ and $\delta_{j}$ satisfy the recurrence relations

$$
\begin{align*}
& -x^{2} \frac{e_{2}^{2}}{e_{1}} \alpha_{j}\left(\lambda^{2 j}-1\right)  \tag{4.23}\\
= & \left(\frac{\left(n_{1}+n_{2}\right)}{2}+\frac{e_{2}^{2}}{e_{1}} \frac{x\left(-i-i \lambda+x \lambda^{2}\right) \lambda^{2 j-2}}{\lambda}\right) \alpha_{j-1}+\left(\frac{\left(n_{1}-n_{2}\right)}{2}\right) \gamma_{j-1} \\
& \left(\frac{\left(m_{1}+m_{2} \lambda^{2}\right)}{2 \lambda}-\frac{e_{2}^{2}}{e_{1}} \frac{i\left(-i+\lambda x+\lambda^{2} x\right) \lambda^{2 j-4}}{\lambda}\right) \alpha_{j-2}+\frac{\left(-m_{1}+m_{2} \lambda^{2}\right)}{2 \lambda} \gamma_{j-2} \\
& +\left(\frac{\left(e_{1}+e_{2}\right)}{2}-\frac{e_{2}^{2} \lambda^{2 j-6}}{e_{1}}\right) \alpha_{j-3}+\frac{\left(e_{1}-e_{2}\right)}{2} \gamma_{j-3},
\end{align*}
$$

$$
\begin{align*}
& -x^{2} \frac{e_{2}^{2}}{e_{1}} \gamma_{j}\left(\lambda^{2 j}+1\right) \\
= & \left(\frac{\left(n_{1}+n_{2}\right)}{2}+\frac{e_{2}^{2}}{e_{1}} \frac{x\left(-i-i \lambda+x \lambda^{2}\right) \lambda^{2 j-2}}{\lambda}\right) \gamma_{j-1}+\left(\frac{\left(n_{1}-n_{2}\right)}{2}\right) \alpha_{j-1} \\
& \left(\frac{-\left(m_{1}+m_{2} \lambda^{2}\right)}{2 \lambda}-\frac{e_{2}^{2}}{e_{1}} \frac{i\left(-i+\lambda x+\lambda^{2} x\right) \lambda^{2 j-4}}{\lambda}\right) \gamma_{j-2}+\frac{\left(m_{1}-m_{2} \lambda^{2}\right)}{2 \lambda} \alpha_{j-2} \\
& +\left(\frac{\left(e_{1}+e_{2}\right)}{2}-\frac{e_{2}^{2} \lambda^{2 j-6}}{e_{1}}\right) \gamma_{j-3}+\frac{\left(e_{1}-e_{2}\right)}{2} \alpha_{j-3}, \\
& x^{2} \frac{e_{2}^{2}}{e_{1}} \beta_{j}\left(\lambda^{2 j}+1\right)  \tag{4.25}\\
= & \left(\frac{\left(n_{1}+n_{2}\right)}{2}+\frac{e_{2}^{2}}{e_{1}} \frac{x\left(-i-i \lambda+x \lambda^{2}\right) \lambda^{2 j-2}}{\lambda}\right) \beta_{j-1}+\left(\frac{\left(n_{1}-n_{2}\right)}{2}\right) \delta_{j-1} \\
& \left(\frac{\left(m_{1}+m_{2} \lambda^{2}\right)}{2 \lambda}+\frac{e_{2}^{2}}{e_{1}} \frac{i\left(-i+\lambda x+\lambda^{2} x\right) \lambda^{2 j-4}}{\lambda}\right) \beta_{j-2}+\frac{\left(-m_{1}+m_{2} \lambda^{2}\right)}{2 \lambda} \delta_{j-2} \\
& +\left(\frac{\left(e_{1}+e_{2}\right)}{2}-\frac{e_{2}^{2} \lambda^{2 j-6}}{e_{1}}\right) \beta_{j-3}+\frac{\left(e_{1}-e_{2}\right)}{2} \delta_{j-3}, \\
& x^{2} \frac{e_{2}^{2}}{e_{1}} \delta_{j}\left(\lambda^{2 j}-1\right)  \tag{4.26}\\
= & \left(\frac{\left(n_{1}+n_{2}\right)}{2}+\frac{e_{2}^{2}}{e_{1}} \frac{x\left(-i-i \lambda+x \lambda^{2}\right) \lambda^{2 j-2}}{\lambda}\right) \delta_{j-1}+\left(\frac{\left(n_{1}-n_{2}\right)}{2}\right) \beta_{j-1} \\
& \left(\frac{-\left(m_{1}+m_{2} \lambda^{2}\right)}{2 \lambda}+\frac{e_{2}^{2}}{e_{1}} \frac{i\left(-i+\lambda x+\lambda^{2} x\right) \lambda^{2 j-4}}{\lambda}\right) \delta_{j-2}+\frac{\left(m_{1}-m_{2} \lambda^{2}\right)}{2 \lambda} \beta_{j-2} \\
& +\left(\frac{\left(e_{1}+e_{2}\right)}{2}-\frac{e_{2}^{2} \lambda^{2 j-6}}{e_{1}}\right) \delta_{j-3}+\frac{\left(e_{1}-e_{2}\right)}{2} \beta_{j-3},
\end{align*}
$$

with $\beta_{0}=\gamma_{0}=0$, and $\alpha_{0}, \delta_{0}$ are arbitrary constants set to be 1 without loss of generality.

Proof. First we need to diagonalize

$$
A_{3}(x)=\left(\begin{array}{cc}
0 & f_{1}(x) \\
f_{2}(x) & 0
\end{array}\right)=\left(\begin{array}{cc}
0 & -\frac{e_{2}^{2} x^{2} \lambda}{e_{1}} \\
-\frac{e_{2}^{2} x^{2}}{e_{1} \lambda} & 0
\end{array}\right)
$$

for the leading behavior of the series expansion at $\nu=\infty$. Since $\frac{f_{1}(x)}{f_{2}(x)}=\lambda^{2}$, this can be done by conjugation with the constant matrix $C=\frac{1}{2}\left(\begin{array}{cc}\lambda & \lambda \\ 1 & -1\end{array}\right)$.

Let $\Psi(\nu, x)=C \Psi_{1}(\nu, x)$,

$$
\begin{align*}
& \widehat{\Psi}_{1}=C^{-1} A(\nu, x) C \Psi_{1},  \tag{4.27}\\
& \bar{\Psi}_{1}=C^{-1} B(\nu, x) C \Psi_{1} \tag{4.28}
\end{align*}
$$

where

$$
\begin{aligned}
& C^{-1} A(\nu, x) C \\
= & \left(\begin{array}{cc}
-\frac{e_{2}^{2}}{e_{1}} x^{2} & 0 \\
0 & +\frac{e_{2}^{2}}{e_{1}} x^{2}
\end{array}\right) \nu^{3}+\frac{1}{2}\left(\begin{array}{ll}
n_{1}+n_{2} & n_{1}-n_{2} \\
n_{1}-n_{2} & n_{1}+n_{2}
\end{array}\right) \nu^{2} \\
& +\frac{1}{2 \lambda}\left(\begin{array}{ll}
m_{1}+m_{2} \lambda^{2} & -m_{1}+m_{2} \lambda^{2} \\
m_{1}-m_{2} \lambda^{2} & -\left(m_{1}+m_{2} \lambda^{2}\right)
\end{array}\right) \nu+\frac{1}{2}\left(\begin{array}{ll}
e_{1}+e_{2} & e_{1}-e_{2} \\
e_{1}-e_{2} & e_{1}+e_{2}
\end{array}\right), \\
= & \left(\begin{array}{cc}
i \sqrt{\frac{e_{2}}{e_{1}} x \lambda} & 0 \\
0 & -i \sqrt{\frac{e_{2}}{e_{1}}} x \lambda
\end{array}\right) \nu+\left(\begin{array}{ll}
-\frac{i\left(e_{1} x^{2} \lambda^{2}-e_{2} g(x \lambda)^{2}\right)}{x \lambda(\lambda))} & -\frac{i\left(e_{1} x^{2} \lambda^{2}+e_{2} g(x \lambda)^{2}\right)}{x \lambda g(x \lambda)} \\
-\frac{i\left(e_{1} x^{2} \lambda^{2}+e e_{2} g(x \lambda)^{2}\right)}{x \lambda g(x \lambda)} & -\frac{i\left(e_{1} x^{2} \lambda^{2}-e_{2 g} g(x \lambda)^{2}\right)}{x \lambda g(x \lambda)}
\end{array}\right) .
\end{aligned}
$$

The matrix solution of the $q$-linear systems (4.27) at $\nu=\infty$ therefore has the form:

$$
\Psi_{1}(\nu, x)=I(\nu) J(x) \sum_{j=0}^{\infty}\left(\begin{array}{ll}
\alpha_{j}(x) & \beta_{j}(x)  \tag{4.29}\\
\gamma_{j}(x) & \delta_{j}(x)
\end{array}\right) \frac{1}{\nu^{j}}\left(\begin{array}{cc}
u & 0 \\
0 & v
\end{array}\right)
$$

where on substituting into the spectral linear system (4.27) we have conditions:

$$
I\left(\nu / \lambda^{2}\right)=\frac{e_{2}^{2}}{e_{1}} I(\nu)
$$

and

$$
\begin{aligned}
u\left(\nu / \lambda^{2}, x\right) & =\left(1+\nu \frac{i}{\lambda}\left(-i+\lambda x+\lambda^{2} x\right)-\nu^{2} \frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda}-x^{2} \nu^{3}\right) u(\nu, x) \\
& =(1+\nu / \lambda)(1+i x \nu)(1+i x \lambda \nu) u(\nu, x), \\
v\left(\nu / \lambda^{2}, x\right) & =\left(1-\nu \frac{i}{\lambda}\left(-i+\lambda x+\lambda^{2} x\right)-\nu^{2} \frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda}+x^{2} \nu^{3}\right) v(\nu, x) \\
& =(1-\nu / \lambda)(1-i x \nu)(1-i x \lambda \nu) v(\nu, x) .
\end{aligned}
$$

For (4.29) also to be a solution of the deformation equation (4.28), the following equations with respect to the Painlevé variable $x$ need to be satisfied

$$
J(x / \lambda)=\sqrt{\frac{e_{2}}{e_{1}}} J(x)
$$

and

$$
\begin{aligned}
& u(\nu, x / \lambda)=(1+i x \lambda \nu) u(\nu, x) \\
& v(\nu, x / \lambda)=(1-i x \lambda \nu) v(\nu, x)
\end{aligned}
$$

Equations for $I(\nu)$ and $J(x)$ are solved by

$$
\begin{array}{ll}
I(\nu)=\left(\frac{e_{2}^{2}}{e_{1}}\right)^{t}, & t=-\frac{1}{2} \frac{\ln \nu}{\ln \lambda} \\
J(x)=\left(\frac{e_{2}}{e_{1}}\right)^{\frac{s}{2}}, & s=-\frac{\ln x}{\ln \lambda}
\end{array}
$$

whereas

$$
\begin{aligned}
& u(\nu, x)=\Gamma_{\lambda^{-2}}(1+\nu / \lambda) \Gamma_{\lambda^{-2}}(1+i x \nu) \Gamma_{\lambda^{-2}}(1+i x \lambda \nu), \\
& v(\nu, x)=\Gamma_{\lambda^{-2}}(1-\nu / \lambda) \Gamma_{\lambda^{-2}}(1-i x \nu) \Gamma_{\lambda^{-2}}(1-i x \lambda \nu)
\end{aligned}
$$

satisfy the equations for $u(\nu, x)$ and $v(\nu, x) . \Gamma_{q}(1-z)$ is the $q$-discrete analogue of the Gamma function. The recurrence relations for the coefficients $\alpha_{j}, \beta_{j}, \gamma_{j}, \delta_{j}$ can be found by substituting solution (4.29) into (4.27) and equate powers of $\nu$ at $\nu=\infty$, for example

$$
\nu^{3}: \quad-x^{2} \frac{e_{2}^{2}}{e_{1}}\binom{\alpha_{0}}{\gamma_{0}}=x^{2} \frac{e_{2}^{2}}{e_{1}}\binom{-\alpha_{0}}{\gamma_{0}}
$$

implies that $\alpha_{0}$ is arbitrary and $\gamma_{0}=0$,

$$
\begin{aligned}
\nu^{2}: & -x^{2} \frac{e_{2}^{2}}{e_{1}}\binom{\alpha_{1}}{\gamma_{1}} \lambda^{2}-\frac{e_{2}^{2}}{e_{1}} \frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda}\binom{\alpha_{0}}{0} \\
& =x^{2} \frac{e_{2}^{2}}{e_{1}}\binom{-\alpha_{1}}{\gamma_{1}}+\frac{1}{2}\binom{\left(n_{1}+n_{2}\right) \alpha_{0}}{\left(n_{1}-n_{2}\right) \alpha_{0}},
\end{aligned}
$$

implies

$$
\begin{align*}
\alpha_{1} & =-\frac{\alpha_{0}\left(2 x\left(-i-i \lambda+x \lambda^{2}\right)+\frac{e_{1}}{e_{2}^{2}} \lambda\left(n_{1}+n_{2}\right)\right)}{2 x^{2} \lambda\left(\lambda^{2}-1\right)} \\
\gamma_{1} & =\frac{e_{1}}{e_{2}^{2}} \frac{\alpha_{0}\left(-n_{1}+n_{2}\right)}{2 x^{2}\left(\lambda^{2}+1\right)} \tag{4.30}
\end{align*}
$$

## In general

$$
\begin{aligned}
\nu^{3+j}: & \frac{e_{2}^{2}}{e_{1}}\left(-x^{2}\binom{\alpha_{j}}{\gamma_{j}} \lambda^{2 j}-\frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda}\binom{\alpha_{j-1}}{\gamma_{j-1}} \lambda^{2 j-2}\right. \\
& \left.+\frac{i}{\lambda}\left(-i+\lambda x+\lambda^{2} x\right)\binom{\alpha_{j-2}}{\gamma_{j-2}} \lambda^{2 j-4}+\binom{\alpha_{j-3}}{\gamma_{j-3}} \lambda^{2 j-6}\right) \\
& =x^{2} \frac{e_{2}^{2}}{e_{1}}\binom{-\alpha_{j}}{\gamma_{j}}+\frac{1}{2}\binom{\left(n_{1}+n_{2}\right) \alpha_{j-1}+\left(n_{1}-n_{2}\right) \gamma_{j-1}}{\left(n_{1}-n_{2}\right) \alpha_{j-1}+\left(n_{1}+n_{2}\right) \gamma_{j-1}} \\
& +\frac{1}{2 \lambda}\binom{\left(m_{1}+m_{2} \lambda^{2}\right) \alpha_{j-2}+\left(-m_{1}+m_{2} \lambda^{2}\right) \gamma_{j-2}}{\left(m_{1}-m_{2} \lambda^{2}\right) \alpha_{j-2}-\left(m_{1}+m_{2} \lambda^{2}\right) \gamma_{j-2}} \\
& +\frac{1}{2}\binom{\left(e_{1}+e_{2}\right) \alpha_{j-3}+\left(e_{1}-e_{2}\right) \gamma_{j-3}}{\left(e_{1}-e_{2}\right) \alpha_{j-3}+\left(e_{1}+e_{2}\right) \gamma_{j-3}},
\end{aligned}
$$

gives the recurrence relations (4.23) for $\alpha_{j}$ and (4.24) for $\gamma_{j}$, and

$$
\begin{aligned}
\nu^{3+j}: & \frac{e_{2}^{2}}{e_{1}}\left(x^{2}\binom{\beta_{j}}{\delta_{j}} \lambda^{2 j}-\frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda}\binom{\beta_{j-1}}{\delta_{j-1}} \lambda^{2 j-2}\right. \\
& \left.-\frac{i}{\lambda}\left(-i+\lambda x+\lambda^{2} x\right)\binom{\beta_{j-2}}{\delta_{j-2}} \lambda^{2 j-4}+\binom{\beta_{j-3}}{\delta_{j-3}} \lambda^{2 j-6}\right) \\
& =x^{2} \frac{e_{2}^{2}}{e_{1}}\binom{-\beta_{j}}{\delta_{j}}+\frac{1}{2}\binom{\left(n_{1}+n_{2}\right) \beta_{j-1}+\left(n_{1}-n_{2}\right) \delta_{j-1}}{\left(n_{1}-n_{2}\right) \beta_{j-1}+\left(n_{1}+n_{2}\right) \delta_{j-1}} \\
& +\frac{1}{2 \lambda}\binom{\left(m_{1}+m_{2} \lambda^{2}\right) \beta_{j-2}+\left(-m_{1}+m_{2} \lambda^{2}\right) \delta_{j-2}}{\left(m_{1}-m_{2} \lambda^{2}\right) \beta_{j-2}-\left(m_{1}+m_{2} \lambda^{2}\right) \delta_{j-2}} \\
& +\frac{1}{2}\binom{\left(e_{1}+e_{2}\right) \beta_{j-3}+\left(e_{1}-e_{2}\right) \delta_{j-3}}{\left(e_{1}-e_{2}\right) \beta_{j-3}+\left(e_{1}+e_{2}\right) \delta_{j-3}},
\end{aligned}
$$

gives the recurrence relations (4.25) for $\beta_{j}$ and (4.26) for $\delta_{j}$. Similarly it can be shown that $\delta_{0}$ is arbitrary, $\beta_{0}=0$. The rest of the coefficients can be calculated using the recurrence relations. For example

$$
\begin{align*}
& \delta_{1}=\frac{\alpha_{0}\left(2 x\left(-i-i \lambda+x \lambda^{2}\right)+\frac{e_{1}}{e_{2}^{2}} \lambda\left(n_{1}+n_{2}\right)\right)}{2 x^{2} \lambda\left(\lambda^{2}-1\right)},  \tag{4.31}\\
& \beta_{1}=\frac{e_{1}}{e_{2}^{2}} \frac{\alpha_{0}\left(n_{1}-n_{2}\right)}{2 x^{2}\left(\lambda^{2}+1\right)} .
\end{align*}
$$

The coefficients $\alpha_{j}, \beta_{j}, \gamma_{j}$ and $\delta_{j}$ are in general functions of $x$ since $n_{1}, n_{2}$, $m_{1}, m_{2}, f_{1}$ and $f_{2}$ are all functions of $x$. Their dependence on $x$ can be found by substituting solution (4.29) into (4.28). We found that $\alpha_{0}$ and $\delta_{0}$ does not depend on $x$, that is $\alpha_{0}(x / \lambda)=\alpha_{0}(x)$ and $\delta_{0}(x / \lambda)=\delta_{0}(x)$ (the function $J(x)$ is used to take the $x$ dependence of the leading coefficients). Since they are constants with respect to both variable $\nu$ and $x$, therefore can be set to be 1 without loss of generality.

### 4.3. Special solutions

Solutions of the form $(4.10,4.11)$ are in general not valid when $\frac{e_{1}}{e_{2}}$ is an integer power of $\frac{1}{\lambda^{2}}$. Inconsistency can arise in either recurrence relations (4.13) or (4.15) when this is the case. The case $\frac{e_{1}}{e_{2}}=\alpha=1 / \lambda^{4 k}$ separates into two types: (1) $k$ is an integer, (2) $k$ is a half integer. Since $q$-PII (4.9) has the symmetry,

$$
g(x) \rightarrow-x^{2} / g(x) \quad \Rightarrow \quad \alpha \rightarrow 1 / \alpha
$$

we only need to consider $k>0$.
Definition 4.3.1. Type (1): $\frac{e_{1}}{e_{2}}=\alpha=\lambda^{-4 k}, k$ is a positive integer.
For the linear system (4.1) we find that no inconsistencies arise in this case, and solutions at $\nu=0$ of the form $(4.10,4.11)$ are still valid. This can be easily checked as follows, when $\frac{e_{1}}{e_{2}}=\frac{1}{\lambda^{4 k}}$, the $j$ in equation (4.15) is even,

$$
b_{\mathrm{even}} \times 0=m_{1}(x) d_{\mathrm{odd}}+n_{1}(x) b_{\mathrm{even}}+f_{1}(x) d_{\mathrm{odd}} .
$$

Since we found in the expansion of solution of the Lax pair $(4.1,4.2)$ that $d_{\text {odd }}=b_{\text {even }}=0$ (equation (4.19)), the RHS is also zero. Hence no inconsistency arises in this case.

Definition 4.3.2. Type (2): $\frac{e_{1}}{e_{2}}=\alpha=\lambda^{-4 k}, k$ is a positive half integer.
In this case inconsistency can occur for the recurrence relations. For example when $\frac{e_{1}}{e_{2}}=\frac{1}{\lambda^{4 k}}$, the $j$ in equation (4.15) is odd

$$
b_{\text {odd }} \times 0=m_{1}(x) d_{\text {even }}+n_{1}(x) b_{\text {odd }}+f_{1}(x) d_{\text {even }}
$$

but $b_{\text {odd }}, d_{\text {even }}$ are not necessarily 0 , so the RHS is not zero in general . However, there is still a possibility for avoiding inconsistency, if special conditions are imposed on the coefficients $m_{1}(x), n_{1}(x)$ and $f_{1}(x)$.

We will look at the simplest case of type (1) and (2) respectively, which is $k=0, \frac{e_{1}}{e_{2}}=1$ and $k=\frac{1}{2}, \frac{e_{1}}{e_{2}}=\frac{1}{\lambda^{2}}$.

Note that the linear problem (4.1) is not easy to solve in general, being the $2 \times 2$ system of (3.1) with $\mu=3$. However, the problem simplifies when $A_{0}(x), A_{1}(x), A_{2}(x)$ and $A_{3}(x)$ in $A(\nu, x)$ commute, which means $A(\nu, x)$ can be diagonalized by conjugation with a constant matrix, and the second-order linear problem reduces to two first-order ones.
4.3.1. The simplest rational type special solution. We look at type (1) first, as it includes the case $\frac{e_{1}}{e_{2}}=1$, when the linear system can be diagonalized by conjugation with a constant matrix and is exactly solved in terms of the $q$-Gamma functions.

Proposition 4.3.3. A solution of the Lax pair $(4.1,4.2)$ when $\alpha=\frac{e_{1}}{e_{2}}=1$ and the corresponding $q$-PII equation (4.9) admits solution $g(x)=-i x$, is given by

$$
\begin{align*}
& \phi_{1}^{(0)}(\nu, x)  \tag{4.32}\\
= & \frac{1}{2}\left(\begin{array}{cc}
\lambda & \lambda \\
1 & -1
\end{array}\right)\binom{\Gamma_{\lambda^{-2}}(1+\nu / \lambda) \Gamma_{\lambda^{-2}}(1+i x \nu) \Gamma_{\lambda^{-2}}(1+i x \lambda \nu)}{\Gamma_{\lambda^{-2}}(1-\nu / \lambda) \Gamma_{\lambda^{-2}}(1-i x \nu) \Gamma_{\lambda^{-2}}(1-i x \lambda \nu)} \\
= & \sum_{j=0}\binom{\lambda T_{2 j} \nu^{2 j}}{T_{2 j+1} \nu^{2 j+1}}
\end{align*}
$$

where

$$
\begin{align*}
T_{j}\left(\frac{1}{\lambda^{2 j}}-1\right) & =-\frac{i\left(-i+\lambda x+\lambda^{2} x\right)}{\lambda} T_{j-1}-\frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda} T_{j-2}  \tag{4.33}\\
T_{j-1}(x) & =\frac{1}{i x \lambda}\left(T_{j}(x / \lambda)-T_{j}(x)\right) .
\end{align*}
$$

Proof. On asking the four coefficient matrices $A_{0}(x), A_{1}(x), A_{2}(x)$ and $A_{3}(x)$ in equation (4.1) to commute with each other, we arrive at the conditions

$$
\begin{equation*}
e_{1}=e_{2}, \quad n_{1}(x)=n_{2}(x), \quad m_{1}(x)=\lambda^{2} m_{2}(x), \quad f_{1}(x)=\lambda^{2} f_{2}(x) \tag{4.35}
\end{equation*}
$$

and

$$
\begin{equation*}
g(x)=-i x . \tag{4.36}
\end{equation*}
$$

Substituting the special solution (4.36) into the linear problems (4.1, 4.2) gives

$$
\begin{align*}
\Psi\left(\nu / \lambda^{2}, x\right) & =A_{0}(\nu, x) \Psi(\nu, x)  \tag{4.37}\\
\Psi(\nu, x / \lambda) & =B_{0}(\nu, x) \Psi(\nu, x) \tag{4.38}
\end{align*}
$$

where

$$
\begin{aligned}
& A_{0}(\nu, x)=\left(\begin{array}{cc}
1+\nu^{2} \frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda} & \nu i\left(-i+\lambda x+\lambda^{2} x\right)-x^{2} \lambda \nu^{3} \\
\nu^{\frac{i\left(-i+\lambda x+\lambda^{2} x\right)}{\lambda^{2}}-\frac{x^{2}}{\lambda} \nu^{3}} & 1-\nu^{2} \frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda}
\end{array}\right), \\
& B_{0}(\nu, x)=\left(\begin{array}{cc}
1 & i \lambda^{2} x \nu \\
i x \nu & 1
\end{array}\right) .
\end{aligned}
$$

We have denoted the reduced $A(\nu, x), B(\nu, x)$ as $A_{0}(\nu, x), B_{0}(\nu, x)$ in the case of $\frac{e_{1}}{e_{2}}=1$ and the other conditions (4.35, 4.36). The solution matrix in this case is denoted as $\Phi=\left\{\phi_{1}^{(0)}, \phi_{2}^{(0)}\right\}$. The constant matrix which diagonalizes $A_{0}(\nu, x)$ is $C=\frac{1}{2}\left(\begin{array}{cc}\lambda & \lambda \\ 1 & -1\end{array}\right)$. Let $\Psi(\nu, x)=C \Psi_{1}(\nu, x)$. Then

$$
\begin{align*}
& \widehat{\Psi}_{1}=C^{-1} A_{0}(\nu, x) C \Psi_{1},  \tag{4.39}\\
& \bar{\Psi}_{1}=C^{-1} B_{0}(\nu, x) C \Psi_{1} \tag{4.40}
\end{align*}
$$

where

$$
\begin{aligned}
& C^{-1} A_{0}(\nu, x) C \\
& \quad=\left(\begin{array}{cc}
1+\nu \frac{i}{\lambda}\left(-i+\lambda x+\lambda^{2} x\right)-\nu^{2} \frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda}-x^{2} \nu^{3} & 0 \\
0 & 1-\nu \frac{i}{\lambda}\left(-i+\lambda x+\lambda^{2} x\right)-\nu^{2} \frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda}+x^{2} \nu^{3}
\end{array}\right) \Psi_{1} \\
& \quad=\left(\begin{array}{cc}
\left(1+\frac{\nu}{\lambda}\right)(1+i x \nu)(1+i x \lambda \nu) & 0 \\
0 & \left(1-\frac{\nu}{\lambda}\right)(1-i x \nu)(1-i x \lambda \nu)
\end{array}\right) \Psi_{1}, \\
& C^{-1} B_{0}(\nu, x) C=\left(\begin{array}{cc}
(1+i x \lambda \nu) & 0 \\
0 & (1-i x \lambda \nu)
\end{array}\right) \Psi_{1} .
\end{aligned}
$$

Let the first column of the solution matrix of equations (4.39, 4.40) be $\binom{u(\nu, x)}{v(\nu, x)}$, that is

$$
\phi_{1}^{(0)}(\nu, x)=\frac{1}{2}\left(\begin{array}{cc}
\lambda & \lambda \\
1 & -1
\end{array}\right)\binom{u(\nu, x)}{v(\nu, x)}
$$

where

$$
\begin{align*}
u\left(\nu / \lambda^{2}, x\right) & =(1+\nu / \lambda)(1+i x \nu)(1+i x \lambda \nu) u(\nu, x)  \tag{4.41}\\
u(\nu, x / \lambda) & =(1+i x \lambda \nu) u(\nu, x)  \tag{4.42}\\
v\left(\nu / \lambda^{2}, x\right) & =(1-\nu / \lambda)(1-i x \nu)(1-i x \lambda \nu) v(\nu, x)  \tag{4.43}\\
v(\nu, x / \lambda) & =(1-i x \lambda \nu) v(\nu, x) \tag{4.44}
\end{align*}
$$

We see that equation (4.41) has solution

$$
u(\nu, x)=u_{1}(\nu, x) u_{2}(\nu, x) u_{3}(\nu, x),
$$

where

$$
\begin{aligned}
& u_{1}\left(\nu / \lambda^{2}, x\right)=(1+\nu / \lambda) u_{1}(\nu, x), \\
& u_{2}\left(\nu / \lambda^{2}, x\right)=(1+i x \nu) u_{2}(\nu, x), \\
& u_{3}\left(\nu / \lambda^{2}, x\right)=(1+i x \lambda \nu) u_{3}(\nu, x),
\end{aligned}
$$

each of which can be solved in terms of the $q$-Gamma function $\Gamma_{q}(1-z)$. We have

$$
\begin{aligned}
& u_{1}(\nu, x)=\Gamma_{\lambda^{-2}}(1+\nu / \lambda) \\
& u_{2}(\nu, x)=\Gamma_{\lambda^{-2}}(1+i x \nu) \\
& u_{3}(\nu, x)=\Gamma_{\lambda^{-2}}(1+i x \lambda \nu) .
\end{aligned}
$$

Hence

$$
\begin{equation*}
u(\nu, x)=\Gamma_{\lambda^{-2}}(1+\nu / \lambda) \Gamma_{\lambda^{-2}}(1+i x \nu) \Gamma_{\lambda^{-2}}(1+i x \lambda \nu) . \tag{4.45}
\end{equation*}
$$

It is easy to check that solution (4.45) also satisfies equation (4.42). To see this we use the infinite product formula of $\Gamma_{q}(1-z)$ :

$$
\Gamma_{q}(1-z)=\frac{1}{(z ; q)_{\infty}}
$$

where $(z ; q)_{\infty}=(1-z)(1-q z)\left(1-q^{2} z\right) \ldots$.
Now

$$
\begin{aligned}
u(\nu, x) & =\frac{1}{\left(-\frac{\nu}{\lambda} ; \lambda^{-2}\right)_{\infty}} \frac{1}{\left(-i x \nu ; \lambda^{-2}\right)_{\infty}} \frac{1}{\left(-i x \lambda \nu ; \lambda^{-2}\right)_{\infty}} \\
& =\frac{1}{\left(1+\frac{\nu}{\lambda}\right)\left(1+\frac{\nu}{\lambda^{3}}\right) \ldots} \frac{1}{(1+i x \nu)\left(1+\frac{i x \nu}{\lambda^{2}}\right) \ldots} \frac{1}{(1+i x \lambda \nu)\left(1+\frac{i x \nu}{\lambda}\right) \ldots}
\end{aligned}
$$

and

$$
\begin{aligned}
u(\nu, x / \lambda) & =\frac{1}{\left(1+\frac{\nu}{\lambda}\right)\left(1+\frac{\nu}{\lambda^{3}}\right) \ldots} \frac{1}{\left(1+\frac{i x \nu}{\lambda}\right)\left(1+\frac{i x \nu}{\lambda^{3}}\right) \ldots} \frac{1}{(1+i x \nu)\left(1+\frac{i x \nu}{\lambda^{2}}\right) \ldots} \\
& =(1+i x \lambda \nu) u(\nu, x) .
\end{aligned}
$$

Similarly it can be shown that

$$
\begin{equation*}
v(\nu, x)=\Gamma_{\lambda^{-2}}(1-\nu / \lambda) \Gamma_{\lambda^{-2}}(1-i x \nu) \Gamma_{\lambda^{-2}}(1-i x \lambda \nu) \tag{4.46}
\end{equation*}
$$

satisfies equations (4.43) and (4.44). Hence we have

$$
\phi_{1}^{(0)}(\nu, x)=\frac{1}{2}\left(\begin{array}{cc}
\lambda & \lambda \\
1 & -1
\end{array}\right)\binom{\Gamma_{\lambda^{-2}}(1+\nu / \lambda) \Gamma_{\lambda^{-2}}(1+i x \nu) \Gamma_{\lambda^{-2}}(1+i x \lambda \nu)}{\Gamma_{\lambda^{-2}}(1-\nu / \lambda) \Gamma_{\lambda^{-2}}(1-i x \nu) \Gamma_{\lambda^{-2}}(1-i x \lambda \nu)} .
$$

To show the series summation expression of $\phi_{1}^{(0)}(\nu, x)$ in equation (4.32) recall that $\Gamma_{q}(1-z)$ (see equation (3.14)) has a series summation expression
at $z=0$ :

$$
\begin{aligned}
\Gamma_{q}(1-z) & ={ }_{1} \Phi_{0}(0,-; q, z) \\
& =\sum_{j=0}^{\infty} \frac{z^{j}}{(q ; q)_{j}}
\end{aligned}
$$

Thus

$$
\begin{aligned}
& u(\nu, x) \\
= & \Phi_{0}\left(0,-; \lambda^{-2},-\nu / \lambda\right) \times{ }_{1} \Phi_{0}\left(0,-; \lambda^{-2},-i x \nu\right) \times{ }_{1} \Phi_{0}\left(0,-; \lambda^{-2},-i x \nu \lambda\right) \\
= & \sum_{h} \frac{\left(-\frac{\nu}{\lambda}\right)^{h}}{\left(\lambda^{-2} ; \lambda^{-2}\right)_{h}} \sum_{j} \frac{(-i x \nu)^{j}}{\left(\lambda^{-2} ; \lambda^{-2}\right)_{j}} \sum_{k} \frac{(-i x \nu \lambda)^{k}}{\left(\lambda^{-2} ; \lambda^{-2}\right)_{k}} \\
= & 1+\frac{i \nu \lambda}{\left(1-\lambda^{-2}\right)}(-i+x \lambda(1+\lambda))+\ldots \\
= & \sum_{j=0}^{\infty} T_{j}(x) \nu^{j}
\end{aligned}
$$

where $T_{0}(x)=1$. From the definition of $T_{j}$ and equations (4.41, 4.42) for $u(\nu, x)$ we have the relations which define $T_{j}(x), j=1,2, \ldots$

$$
\begin{aligned}
T_{j}\left(\frac{1}{\lambda^{2 j}}-1\right)=- & \frac{i\left(-i+\lambda x+\lambda^{2} x\right)}{\lambda} T_{j-1}-\frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda} T_{j-2} \\
& +x^{2} T_{j-3} \\
T_{j-1}(x)= & \frac{1}{i x \lambda}\left(T_{j}(x / \lambda)-T_{j}(x)\right)
\end{aligned}
$$

Similarly for $v(\nu, x)$

$$
\begin{aligned}
& v(\nu, x) \\
= & { }_{1} \Phi_{0}\left(0,-; \lambda^{-2}, \nu / \lambda\right) \times{ }_{1} \Phi_{0}\left(0,-; \lambda^{-2}, i x \nu\right) \times{ }_{1} \Phi_{0}\left(0,-; \lambda^{-2}, i x \nu \lambda\right) \\
= & \sum_{h} \frac{\left(\frac{\nu}{\lambda}\right)^{h}}{\left(\lambda^{-2} ; \lambda^{-2}\right)_{h}} \sum_{j} \frac{(i x \nu)^{j}}{\left(\lambda^{-2} ; \lambda^{-2}\right)_{j}} \sum_{k} \frac{(i x \nu \lambda)^{k}}{\left(\lambda^{-2} ; \lambda^{-2}\right)_{k}} \\
= & 1-\frac{i \lambda \nu}{\left(1-\lambda^{2}\right)}(-i+x \lambda(1+\lambda))+\ldots \\
= & \sum_{j=0}^{\infty}(-1)^{j} T_{j}(x) \nu^{j} .
\end{aligned}
$$

Finally we have the solution of equations (4.37, 4.38)

$$
\begin{aligned}
\phi_{1}^{(0)}(\nu, x) & =\frac{1}{2}\left(\begin{array}{cc}
\lambda & \lambda \\
1 & -1
\end{array}\right)\binom{u(\nu, x)}{v(\nu, x)} \\
& =\frac{1}{2}\left(\begin{array}{cc}
\lambda & \lambda \\
1 & -1
\end{array}\right)\binom{1+T_{1} \nu+T_{2} \nu^{2}+T_{3} \nu^{3}+\ldots}{1-T_{1} \nu+T_{2} \nu^{2}-T_{3} \nu^{3}+\ldots} \\
& =\binom{\lambda\left(1+T_{2} \nu^{2}+\ldots\right)}{T_{1} \nu+T_{3} \nu^{3}+\ldots} \\
& =\sum_{j=0}\binom{\lambda T_{2 j} \nu^{2 j}}{T_{2 j+1} \nu^{2 j+1}} .
\end{aligned}
$$

4.3.2. The simplest $q$-hypergeometric type special solution. Type (2): $k=\frac{1}{2}, \frac{e_{1}}{e_{2}}=\alpha=\frac{1}{\lambda^{2}}$. In this case the recurrence relation (4.15) at $j=1$ is:

$$
b_{1} \times 0=m_{1}(x) d_{0} .
$$

Since $d_{0} \neq 0, m_{1}(x)$ needs to be zero for the equation above to be consistent. Recall $m_{1}$ is defined by equation (4.3),

$$
\begin{align*}
& m_{1}(x)=\frac{\lambda^{2} g(x \lambda)\left(-x^{2}-g(x)+g(x) g(x \lambda)\right)}{x^{2}}=0 \\
& \Rightarrow  \tag{4.47}\\
& g(x / \lambda)=\frac{x^{2}}{\lambda^{2}(g(x)-1)} \\
& \text { or }  \tag{4.48}\\
& g(x \lambda)=\frac{x^{2}+g(x)}{g(x)}
\end{align*}
$$

Hence like its continuous counter-part, the $q$-PII equation (4.9) can be reduced to a $q$-discrete analogue of the Riccati equation. In Appendix C we show that the contiuum limit of equation (4.48) is a differential Riccati equation.

Consider now the linear systems in this special case. We know from equation (4.20) that

$$
\begin{aligned}
g(x) & =-i x \sqrt{\alpha} \frac{a_{0}(x / \lambda)}{a_{0}\left(x / \lambda^{2}\right)} \\
& =-i \frac{x}{\lambda} \frac{a_{0}(x / \lambda)}{a_{0}\left(x / \lambda^{2}\right)}
\end{aligned}
$$

where $a_{0}(x)$ is the coefficient of the leading behaviour of one of the vector solution of the linear problems at $\nu=0 . q$-Riccati equation (4.48) implies

$$
\begin{gather*}
\left(-i x \frac{a_{0}(x)}{a_{0}(x / \lambda)}\right)\left(\frac{-i x}{\lambda} \frac{a_{0}(x / \lambda)}{a_{0}\left(x / \lambda^{2}\right)}\right)=x^{2}-\frac{i x}{\lambda} \frac{a_{0}(x / \lambda)}{a_{0}\left(x / \lambda^{2}\right)} \\
a_{0}\left(x / \lambda^{2}\right)-\frac{i}{x \lambda} a_{0}(x / \lambda)+\frac{a_{0}(x)}{\lambda}=0 . \tag{4.49}
\end{gather*}
$$

This is a $q$-discrete analogue of the Airy equation. In Appendix C we show that the contiuum limit of equation (4.49) tends to the differential Airy equation as $\frac{1}{\lambda} \rightarrow 1$. So we have found that when $\frac{e_{1}}{e_{2}}=\alpha=\frac{1}{\lambda^{2}}$, the $q$-PII equation (4.9) reduces to the $q$-Riccati equation (4.48, or 4.47) and the leading coefficient $a_{0}(x)$ of the solution of the linear problems at $\nu=0$ satisfies the $q$-discrete Airy equation with respect to the $q$-discrete Painlevé variable $x$. Using $q$-Riccati equation (4.48) to replace the $g(x \lambda)$ in the Lax pair (4.1, 4.2 ), recall in this case we have $m_{1}(x)=0$,

$$
\begin{align*}
\Psi\left(\nu / \lambda^{2}, x\right) & =A_{\frac{1}{2}}(\nu, x) \Psi(\nu, x)  \tag{4.50}\\
\Psi(\nu, x / \lambda) & =B_{\frac{1}{2}}(\nu, x) \Psi(\nu, x) \tag{4.51}
\end{align*}
$$

where

$$
\begin{gathered}
A_{\frac{1}{2}}(\nu, x)=\left(\begin{array}{cc}
\frac{1}{\lambda}+n_{1}(x) \nu^{2} & f_{1}(x) \nu^{3} \\
m_{2}(x) \nu+f_{2}(x) \nu^{3} & \lambda+n_{2}(x) \nu^{3}
\end{array}\right) \\
=\left(\begin{array}{cc}
\frac{1}{\lambda}+\left(\frac{x^{4} \lambda^{3}+x^{2} \lambda g(x)+x^{2} \lambda^{3} g(x)}{x^{2}+g(x)}\right. \\
\frac{x^{2}\left(-x^{2}-g(x)-x^{2} \lambda^{2} g(x)+x^{2}{ }^{4} g(x)+\lambda^{4} g(x)^{2}\right)}{\lambda^{2}\left(x^{2}+g(x)\right)^{2}} \nu-x^{2} \lambda^{2} \nu^{2} & \lambda+\frac{\lambda\left(-x^{2}+x^{4} \lambda^{2}-g(x)\right)}{x^{2}+g(x)} \nu^{3}
\end{array}\right), \\
\frac{B_{\frac{1}{2}}(\nu, x)=\left(\begin{array}{cc}
-\frac{i x}{1+\frac{x^{2}}{g(x)}} & i \lambda^{3} x \nu \\
i x \lambda \nu & \frac{i x}{1+\frac{x^{2}}{g(x)}}
\end{array}\right) .}{} .
\end{gathered}
$$

We have denoted $A(\nu, x), B(\nu, x)$ for the case $\alpha=\frac{e_{1}}{e_{2}}=\frac{1}{\lambda^{4 k}}=\frac{1}{\lambda^{2}}$, as $A_{\frac{1}{2}}(\nu, x), B_{\frac{1}{2}}(\nu, x)$.

Proposition 4.3.4. A solution of the Lax pair (4.1, 4.2) for the case $\alpha=$ $\frac{e_{1}}{e_{2}}=\frac{1}{\lambda^{2}}$, and the corresponding $q$-PII (4.9) is solved by $g(x)=-i \frac{x}{\lambda} \frac{a_{0}(x / \lambda)}{a_{0}\left(x / \lambda^{2}\right)}$
(where $a_{0}(x)$ satisfies a $q$-Airy equation (4.49)) is given by

$$
\begin{align*}
\phi_{1}^{\left(\frac{1}{2}\right)}(\nu, x) & =\nu^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
-\frac{n_{1}(x)}{f_{1}(x) \nu} & \frac{1}{\lambda f_{1}(x) \nu}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
x^{2} \lambda^{4} & i x \lambda^{2}
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j}(x) \nu^{2 j}}{a_{2 j}(x / \lambda) \nu^{2 j}} \\
& =\nu^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
\frac{g(x)}{\lambda^{3}\left(x^{2}+g(x)\right) \nu} & -\frac{i}{x \lambda^{3} \nu}
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j}(x) \nu^{2 j}}{a_{2 j}(x / \lambda) \nu^{2 j}} \tag{4.52}
\end{align*}
$$

where

$$
\begin{align*}
\bar{a}_{2 j} & =i x \lambda^{2} a_{2 j}-\frac{i}{x \lambda^{2}}\left(1 / \lambda^{4 j+4}-1\right) a_{2 j+2},  \tag{4.53}\\
\overline{\bar{a}}_{2 j} & =-\frac{1}{\lambda} a_{2 j}-x^{2} \lambda^{3} a_{2 j-2}+\frac{i}{x \lambda} \bar{a}_{2 j}, \tag{4.54}
\end{align*}
$$

in particular,

$$
\overline{\bar{a}}_{0}-\frac{i}{x \lambda} \bar{a}_{0}+\frac{a_{0}}{\lambda}=0,
$$

recall $\bar{y}(x)=y\left(\frac{x}{\lambda}\right)$.
Proof. We will use the asymptotic behaviour (4.10) of $\phi_{1}(\nu, t)$ near $\nu=0$ as a guide as to how to transform the Lax pair $(4.50,4.51)$ to a simpler form, for when $\alpha=\frac{e_{1}}{e_{2}}=\frac{1}{\lambda^{2}}$ and $g(x)$ satisfy equation (4.48).
Since

$$
\begin{aligned}
& e_{1}^{t}=(1 / \lambda)^{t}=\exp \left(-\ln \lambda \frac{\ln \nu}{\ln \lambda^{-2}}\right)=\exp \left(\frac{1}{2} \ln \nu\right)=\nu^{\frac{1}{2}} \\
& e_{2}^{t}=(\lambda)^{t}=\exp \left(\ln \lambda \frac{\ln \nu}{\ln \lambda^{-2}}\right)=\exp \left(-\frac{1}{2} \ln \nu\right)=\nu^{-\frac{1}{2}}
\end{aligned}
$$

we know from equation (4.10), there is a solution of the Lax pair (4.50, 4.51 ) with asymptotic behaviour $\nu^{\frac{1}{2}}$ of the form

$$
\phi_{1}(\nu, x)=\nu^{\frac{1}{2}} \sum_{j=0}^{\infty}\binom{a_{2 j} \nu^{2 j}}{c_{2 j+1} \nu^{2 j+1}}
$$

where $a_{0}(x)$ satisfies equation (4.49). This indicates the first transformation:

$$
\begin{equation*}
\Psi(\nu, x)=\nu^{\frac{1}{2}} \Psi_{1}(\nu, x) . \tag{4.55}
\end{equation*}
$$

Then,

$$
\begin{align*}
\widehat{\Psi}_{1}(\nu, x) & =\Psi_{1}\left(\nu / \lambda^{2}, x\right)=\lambda A_{\frac{1}{2}}(\nu, x) \Psi_{1}(\nu, x)  \tag{4.56}\\
& =\left(\begin{array}{cc}
1+\lambda n_{1}(x) \nu^{2} & \lambda f_{1}(x) \nu^{3} \\
\lambda m_{2}(x) \nu+\lambda f_{2}(x) \nu^{3} & \lambda^{2}+\lambda n_{2}(x) \nu^{3}
\end{array}\right) \Psi_{1}(\nu, x)
\end{align*}
$$

This transformation does not change equation (4.51) that is

$$
\Psi_{1}(\nu, x / \lambda)=B_{\frac{1}{2}}(\nu, x) \Psi_{2}(\nu, x)=\left(\begin{array}{cc}
-\frac{i x}{1+\frac{x^{2}}{g(x)}} & i \lambda^{3} x \nu  \tag{4.57}\\
i x \lambda \nu & \frac{i x}{1+\frac{x^{2}}{g(x)}}
\end{array}\right) \Psi_{1}(\nu, x)
$$

Let $\binom{u(\nu, x)}{v(\nu, x)}$ be a vector solution of the Lax pair (4.56, 4.57), then

$$
\binom{u\left(\nu / \lambda^{2}, x\right)}{v\left(\nu / \lambda^{2}, x\right)}=\left(\begin{array}{cc}
1+\lambda n_{1}(x) \nu^{2} & \lambda f_{1}(x) \nu^{3}  \tag{4.58}\\
\lambda m_{2}(x) \nu+\lambda f_{2}(x) \nu^{3} & \lambda^{2}+\lambda n_{2}(x) \nu^{3}
\end{array}\right)\binom{u(\nu, x)}{v(\nu, x)}
$$

and

$$
\binom{u(\nu, x / \lambda)}{v(\nu, x / \lambda)}=\left(\begin{array}{cc}
-\frac{i x}{1+\frac{x^{2}}{g(x)}} & i \lambda^{3} x \nu  \tag{4.59}\\
i x \lambda \nu & \frac{i x}{1+\frac{x^{2}}{g(x)}}
\end{array}\right)\binom{u(\nu, x)}{v(\nu, x)}
$$

The top entry of equation (4.58) gives us

$$
\begin{equation*}
\frac{\widehat{u}-u}{\nu^{2}}=\lambda n_{1}(x) u+\nu \lambda f_{1}(x) v \tag{4.60}
\end{equation*}
$$

Equation (4.60) shows how $v(\nu, x)$ is related to $u(\nu, x)$. We would like to transform to a new " $v$ " which relates to $u$ more simply. Let

$$
v_{1}=\frac{\widehat{u}-u}{\nu^{2}}=\lambda n_{1}(x) u+\nu \lambda f_{1}(x) v
$$

then

$$
\begin{align*}
\binom{u}{v} & =\left(\begin{array}{cc}
1 & 0 \\
-\frac{n_{1}(x)}{f_{1}(x) \nu} & \frac{1}{\lambda f_{1}(x) \nu}
\end{array}\right)\binom{u}{v_{1}}=Q(\nu, x)\binom{u}{v_{1}}  \tag{4.61}\\
& =\left(\begin{array}{cc}
1 & 0 \\
\frac{x^{2} \lambda^{2}+g(x)+\lambda^{2} g(x)}{\lambda^{3}\left(x^{2}+g(x)\right) \nu} & -\frac{1}{x^{2} \lambda^{5} \nu}
\end{array}\right)\binom{u}{v_{1}} .
\end{align*}
$$

The reason for transformation (4.61) is that we know in $q$-discrete calculus:

$$
\frac{\bar{y}(x)-y(x)}{x^{2}(q-1)}=\frac{y(q x)-y(x)}{x^{2}(q-1)} \rightarrow \frac{1}{x} \frac{d y}{d x}, \quad \quad \text { in the limit } q \rightarrow 1
$$

which is similar to what we have in the case of PII for the special case $a=\frac{1}{2}$.
The Lax pair is now

$$
\begin{align*}
& \binom{\widehat{u}}{\widehat{v}_{1}}=\widehat{Q}^{-1}\left(\lambda A_{\frac{1}{2}}(\nu, x)\right) Q\binom{u}{v_{1}},  \tag{4.62}\\
& \binom{\bar{u}}{\bar{v}_{1}}=\bar{Q}^{-1} B_{\frac{1}{2}}(\nu, x) Q\binom{u}{v_{1}} \tag{4.63}
\end{align*}
$$

where

$$
\begin{aligned}
& \widehat{Q}^{-1}\left(\lambda A_{\frac{1}{2}}(\nu, x)\right) Q \\
& =\left(\begin{array}{cc}
1 & \nu^{2} \\
-x^{2} \lambda^{2}\left(-1-\lambda^{2}+x^{2} \lambda^{4}\right) \nu^{2}+x^{4} \lambda^{6} \nu^{4} & 1+\left(-1+x^{2} \lambda^{2}+x^{2} \lambda^{4}\right) \nu^{2}
\end{array}\right), \\
& \bar{Q}^{-1} B_{\frac{1}{2}}(\nu, x) Q=\left(\begin{array}{cc}
i x \lambda^{2} & -\frac{i}{x \lambda^{2}} \\
i x\left(-1-\lambda^{2}+x^{2} \lambda^{4}\right)-i x^{3} \lambda^{4} \nu^{2} & -\frac{i\left(x^{2} \lambda^{2}-1\right)}{x \lambda^{2}}
\end{array}\right) .
\end{aligned}
$$

Now, we see that the transformation equation (4.61) simplifies the Lax pair significantly. For instance, equations $(4.62,4.63)$ no longer have $g(x)$ the solution of $q$-PII in their coefficient matrices. The top entry of the vector equation (4.63) gives us

$$
\begin{equation*}
\bar{u}=i x \lambda^{2} u-\frac{i}{x \lambda^{2}}\left(\frac{\widehat{u}-u}{\nu^{2}}\right) \tag{4.64}
\end{equation*}
$$

which relates the operation in $x$ to the operation in $\nu$.
Finally, let

$$
v_{2}=\bar{u}=i x \lambda^{2} u-\frac{i}{x \lambda^{2}}\left(\frac{\widehat{u}-u}{\nu^{2}}\right),
$$

so

$$
v_{2}=\sum_{j=0}^{\infty} a_{2 j}(x / \lambda) \nu^{2 j} .
$$

That is

$$
\binom{u}{v_{1}}=\left(\begin{array}{cc}
1 & 0  \tag{4.65}\\
x^{2} \lambda^{4} & i x \lambda^{2}
\end{array}\right)\binom{u}{v_{2}}
$$

then

$$
\begin{align*}
\binom{\widehat{u}}{\widehat{v}_{2}} & =\left(\begin{array}{cc}
1+x^{2} \lambda^{4} \nu^{2} & i x \lambda^{2} \nu^{2} \\
-i x \nu^{2}-i x^{3} \lambda^{4} \nu^{4} & 1+\left(x^{2} \lambda^{2}-1\right) \nu^{2}
\end{array}\right)\binom{u}{v_{2}}  \tag{4.66}\\
\binom{\bar{u}}{\bar{v}_{2}} & =\left(\begin{array}{cc}
0 & 1 \\
-\frac{1}{\lambda}-x^{2} \lambda^{3} \nu^{2} & \frac{i}{x \lambda}
\end{array}\right)\binom{u}{v_{2}} . \tag{4.67}
\end{align*}
$$

Recall $u(\nu, x)$ at the neighborhood of $\nu=0$ has the series expansion:

$$
u(\nu, x)=\sum_{j=0}^{\infty} a_{2 j}(x) \nu^{2 j}=a_{0}(x)+a_{2}(x) \nu^{2}+a_{4}(x) \nu^{4}+\ldots
$$

then equation (4.64) gives us a relation (4.53) for $a_{2 j}$ :

$$
\bar{a}_{2 j}=i x \lambda^{2} a_{2 j}-\frac{i}{x \lambda^{2}}\left(1 / \lambda^{4 j+4}-1\right) a_{2 j+2}
$$

The bottom entry of equation (4.67) is:

$$
\begin{equation*}
\bar{v}_{2}=\overline{\bar{u}}=\left(-\frac{1}{\lambda}-x^{2} \lambda^{3} \nu^{2}\right) u+\frac{i}{x \lambda} \bar{u} \tag{4.68}
\end{equation*}
$$

which gives us the other relation (4.54) for $a_{2 j}$ :

$$
\overline{\bar{a}}_{2 j}=-\frac{1}{\lambda} a_{2 j}-x^{2} \lambda^{3} \nu^{2} a_{2 j-2}+\frac{i}{x \lambda} \bar{a}_{2 j}
$$

Transformations (4.55), (4.61), and (4.65) means we went:

$$
\nu^{\frac{1}{2}}\binom{u}{v} \rightarrow\binom{u}{\frac{\widehat{u}-\left(1+\lambda n_{1} \nu^{2}\right) u}{\lambda f_{1} \nu^{3}}} \rightarrow\binom{u}{\frac{\widehat{u}-u}{\nu^{2}}} \rightarrow\binom{u}{\bar{u}}
$$

A solution of the Lax pair $(4.66,4.67)$ is

$$
\binom{u}{v_{2}}=\binom{u}{\bar{u}}=\sum_{j=0}^{\infty}\binom{a_{2 j}(x) \nu^{2 j}}{a_{2 j}(x / \lambda) \nu^{2 j}}
$$

and $a_{2 j}$ satisfy the relations (4.53) and (4.54). In particular, $a_{0}(x)$ satisfies the $q$-Airy equation (4.49). The solution of the original Lax pair $(4.50,4.51)$
can be constructed back using the transformations (4.55), (4.61), and (4.65),

$$
\begin{aligned}
\phi_{1}^{\left(\frac{1}{2}\right)}(\nu, x) & =\nu^{\frac{1}{2}}\binom{u}{v}=\nu^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
-\frac{n_{1}(x)}{f_{1}(x) \nu} & \frac{1}{\lambda f_{1}(x) \nu}
\end{array}\right)\binom{u}{v_{1}} \\
& =\nu^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
-\frac{n_{1}(x)}{f_{1}(x) \nu} & \frac{1}{\lambda f_{1}(x) \nu}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
x^{2} \lambda^{4} & i x \lambda^{2}
\end{array}\right)\binom{u}{v_{2}} \\
& =\nu^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
\frac{g(x)}{\lambda^{3}\left(x^{2}+g(x)\right) \nu} & -\frac{i}{x \lambda^{3} \nu}
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j}(x) \nu^{2 j}}{a_{2 j}(x / \lambda) \nu^{2 j}} .
\end{aligned}
$$

### 4.4. Schlesinger transformation $L_{k}$

Let the Lax pair for when $e_{1}=\frac{1}{\lambda^{2 k}}, e_{2}=\lambda^{2 k}, g_{k}(x)$ is a solution of the $q$-PII equation

$$
g(x / \lambda) g(\lambda x)=\frac{\alpha x^{2}\left(g(x)+x^{2}\right)}{g(x)(g(x)-1)}, \quad \text { for } \quad \alpha=\frac{e_{1}}{e_{2}}=\frac{1}{\lambda^{4 k}},
$$

be denoted as:

$$
\begin{align*}
\widehat{\Psi}^{(k)}(\nu, x) & =A_{k}(\nu, x) \Psi^{(k)}(\nu, x)  \tag{4.69}\\
\bar{\Psi}^{(k)}(\nu, x) & =B_{k}(\nu, x) \Psi^{(k)}(\nu, x) \tag{4.70}
\end{align*}
$$

where $A_{k}(\nu, x)$ and $B_{k}(\nu, x)$ denote the coefficient matrices of the spectral (4.1) and deformation (4.2) equations.

Let $\binom{u^{(k)}(\nu, x)}{v^{(k)}(\nu, x)}$ be the first column $\phi_{1}^{(k)}(\nu, x)$ of the fundamental matrix solution of the Lax pair $(4.69,4.70)$ given by proposition 4.2.1. Therefore,

$$
\binom{u^{(k)}(\nu, x)}{v^{(k)}(\nu, x)} \sim \nu^{k}\binom{a_{0}^{(k)}(x)}{c_{1}^{(k)}(x) \nu} \quad \text { as } \nu \rightarrow 0
$$

where the superscript ${ }^{(k)}$ denotes the fact $e_{1}=\frac{1}{\lambda^{2 k}}, e_{2}=\lambda^{2 k}$ and the corresponding solution of the the $q$-PII equation is $g_{k}(x)$. Then, the solution of the linear system when the parameter $\alpha=\frac{e_{1}}{e_{2}}=\frac{1}{\lambda^{(k+1)}}$ is

$$
\binom{u^{(k+1)}(\nu, x)}{v^{(k+1)}(\nu, x)} \sim \nu^{k+1}\binom{a_{0}^{(k+1)}(x)}{c_{1}^{(k+1)}(x) \nu} \quad \text { as } \nu \rightarrow 0
$$

The Schlesinger transformation $L_{k}(\nu, x)$ is such that

$$
\binom{u^{(k+1)}(\nu, x)}{v^{(k+1)}(\nu, x)}=L_{k}(\nu, x)\binom{u^{(k)}(\nu, x)}{v^{(k)}(\nu, x)} .
$$

Proposition 4.4.1. The Schlesinger transformation of the associated linear problem (4.69) of $q$-PII is given by

$$
\begin{equation*}
\Psi^{(k+1)}(\nu, x)=L_{k}(\nu, x) \Psi^{(k)}(\nu, x), \tag{4.71}
\end{equation*}
$$

where

$$
L_{k}(\nu, x)=\left(\begin{array}{cc}
\frac{-A_{21}^{(k)}\left(\lambda^{2} \nu\right)}{\left|A_{k}\left(\lambda^{2}\right)\right|} & \frac{A_{11}^{(k)}\left(\lambda^{2} \nu\right)}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|}  \tag{4.72}\\
\frac{A_{11}^{(k+1)} A_{21}^{(k)}\left(\lambda^{2} \nu\right)}{A_{12}^{k+1)}\left|A_{k}\left(\lambda^{2} \nu\right)\right|} & \frac{1}{A_{12}^{(k+1)}}\left(1-\frac{A_{11}^{k+1)}}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|} A_{11}^{(k)}\left(\lambda^{2} \nu\right)\right.
\end{array}\right) .
$$

Proof. We first relate $v^{(k)}(\nu, x)$ with $u^{(k+1)}(\nu, x)$, making use of the Bäcklund transformation of $g_{k}(x)$. We are motivated by an observation that $v^{(k)}(\nu, x)$ has the same order of leading behavior in $\nu$ with $u^{(k+1)}(\nu, x)$ in the neighbourhood of $\nu=0$, namely,

$$
\begin{aligned}
v^{(k)}(\nu, x) & \sim c_{1}^{(k)}(x) \nu^{k+1} \\
u^{(k+1)}(\nu, x) & \sim a_{0}^{(k+1)}(x) \nu^{k+1} .
\end{aligned}
$$

Proposition 4.4.2. There exists a constant $\mu$ such that

$$
c_{1}^{(k)}(x)=\mu a_{0}^{(k+1)}(x) .
$$

Proof. Recall equation (4.20) relates the solution of $q$-PII to the leading behaviour of the solution of its associated linear problems

$$
\begin{equation*}
g_{k}(x)=-i \frac{x}{\lambda^{2 k}} \frac{a_{0}^{(k)}(x / \lambda)}{a_{0}^{(k)}\left(x / \lambda^{2}\right)} . \tag{4.73}
\end{equation*}
$$

Then proposition 4.4.2 is true if we can show

$$
g_{k+1}(x)=-i \frac{x}{\lambda^{2 k+2}} \frac{a_{0}^{(k+1)}(x / \lambda)}{a_{0}^{(k+1)}\left(x / \lambda^{2}\right)}=-i \frac{x}{\lambda^{2 k+2}} \frac{c_{1}^{(k)}(x / \lambda)}{c_{1}^{(k)}\left(x / \lambda^{2}\right)} .
$$

From the recurrence relation (4.13) for $c_{1}^{(k)}(x)$ we have

$$
\begin{aligned}
c_{1}^{(k)}(x)\left(e_{1} / \lambda^{2}-e_{2}\right) & =m_{2}(x) a_{0}^{(k)}(x) \\
& =-\frac{x^{2}\left(e_{1} x^{2} \lambda^{2}-e_{2} g_{k}(x) g_{k}(x \lambda) \lambda^{2}+e_{1} g_{k}(x \lambda)\right)}{\lambda g_{k}(x) g_{k}(x \lambda)^{2}} a_{0}^{(k)}(x),
\end{aligned}
$$

then,

$$
\begin{aligned}
& \frac{c_{1}^{(k)}(x / \lambda)}{c_{1}^{(k)}\left(x / \lambda^{2}\right)}=\frac{m_{2}(x / \lambda) a_{0}^{(k)}(x / \lambda)}{m_{2}\left(x / \lambda^{2}\right) a_{0}^{(k)}\left(x / \lambda^{2}\right)} \\
& =\frac{\lambda^{4} g_{k}\left(x / \lambda^{2}\right) g_{k}(x / \lambda)^{2}\left(e_{1} x^{2}-e_{2} g_{k}(x / \lambda) g_{k}(x) \lambda^{2}+e_{1} g_{k}(x)\right) a_{0}^{(k)}(x / \lambda)}{\lambda^{2} g_{k}(x / \lambda) g_{k}(x)^{2}\left(e_{1} \frac{x^{2}}{\lambda^{2}}-e_{2} g_{k}\left(x / \lambda^{2}\right) g_{k}(x / \lambda) \lambda^{2}+e_{1} g_{k}(x / \lambda)\right) a_{0}^{(k)}\left(x / \lambda^{2}\right)} .
\end{aligned}
$$

Use the $q$-PII equation

$$
g_{k}\left(x / \lambda^{2}\right) g_{k}(x)=\frac{\frac{e_{1}}{e_{2}} \frac{x^{2}}{\lambda^{2}}\left(g_{k}(x / \lambda)+\frac{x^{2}}{\lambda^{2}}\right)}{g_{k}(x / \lambda)\left(g_{k}(x / \lambda)-1\right)}
$$

to eliminate $g_{k}\left(x / \lambda^{2}\right)$, and rewrite $\frac{a_{0}^{(k)}(x / \lambda)}{a_{0}^{(k)}\left(x / \lambda^{2}\right)}$ in terms of $g_{k}(x)$, we have

$$
\begin{aligned}
\frac{c_{1}^{(k)}(x / \lambda)}{c_{1}^{(k)}\left(x / \lambda^{2}\right)} & =\frac{\left(\alpha x^{2}-g_{k}(x / \lambda) g_{k}(x) \lambda^{2}+\alpha g_{k}(x)\right) x^{2}}{g_{k}(x)^{2}\left(g_{k}(x)\left(g_{k}(x / \lambda)-1\right)-x^{2}\right)} \frac{g_{k}(x) \lambda^{2 k} i}{x} \\
& =i \lambda^{2 k} \frac{\left(\alpha x^{2}-g_{k}(x / \lambda) g_{k}(x) \lambda^{2}+\alpha g_{k}(x)\right) x}{g_{k}(x)\left(g_{k}(x)\left(g_{k}(x / \lambda)-1\right)-x^{2}\right)} .
\end{aligned}
$$

Then

$$
-i \frac{x}{\lambda^{2 k+2}} \frac{c_{1}^{(k)}(x / \lambda)}{c_{1}^{(k)}\left(x / \lambda^{2}\right)}=\frac{\left(\alpha x^{2}-g_{k}(x / \lambda) g_{k}(x) \lambda^{2}+\alpha g_{k}(x)\right) x^{2}}{\lambda^{2} g_{k}(x)\left(g_{k}(x)\left(g_{k}(x / \lambda)-1\right)-x^{2}\right)} .
$$

The last line is the Bäcklund transformation of our $q$-PII equation (4.9), found by Joshi et al. [39]. That is

$$
\begin{equation*}
g_{k+1}(x)=\frac{\left(\alpha x^{2}-g_{k}(x / \lambda) g_{k}(x) \lambda^{2}+\alpha g_{k}(x)\right) x^{2}}{\lambda^{2} g_{k}(x)\left(g_{k}(x)\left(g_{k}(x / \lambda)-1\right)-x^{2}\right)}, \tag{4.74}
\end{equation*}
$$

and

$$
g_{k+1}(x)=-i \frac{x}{\lambda^{2 k+2}} \frac{a_{0}^{(k+1)}(x / \lambda)}{a_{0}^{(k+1)}\left(x / \lambda^{2}\right)}=-i \frac{x}{\lambda^{2 k+2}} \frac{c_{1}^{(k)}(x / \lambda)}{c_{1}^{(k)}\left(x / \lambda^{2}\right)} .
$$

Therefore $a_{0}^{(k+1)}(x)$ is proportional to $c_{1}^{(k)}(x)$.
This motivates the following statement

## Proposition 4.4.3.

$$
v^{(k)}\left(\lambda^{2} \nu, x\right)=u^{(k+1)}(\nu, x) .
$$

Proof. Recall the spectral equation (4.69) is of the form

$$
\binom{\widehat{u}^{(k)}}{\widehat{v}^{(k)}}=\left(\begin{array}{cc}
A_{11}^{(k)} & A_{12}^{(k)}  \tag{4.75}\\
A_{21}^{(k)} & A_{22}^{(k)}
\end{array}\right)\binom{u^{(k)}}{v^{(k)}}
$$

where

$$
\begin{align*}
A_{11}^{(k)} & =\frac{1}{\lambda^{2 k}}+\frac{\lambda^{6 k}\left(\lambda^{-4 k} x^{2}+g_{k}(x) g_{k}(x \lambda)^{2}-g_{k}(x) g_{k}(x \lambda)\right) \nu^{2}}{g_{k}(x \lambda)}  \tag{4.76}\\
A_{12}^{(k)} & =\frac{\lambda^{6 k} g_{k}(x \lambda)\left(-\lambda^{-4 k} x^{2} \lambda^{2}-g_{k}(x)+g_{k}(x) g_{k}(x \lambda)\right) \nu}{x^{2} \lambda}-x^{2} \lambda^{6 k} \lambda \nu^{3} \\
A_{21}^{(k)} & =-\frac{\lambda^{6 k} x^{2} \nu^{3}}{\lambda}-\frac{x^{2} \lambda^{-2 k}\left(x^{2} \lambda^{2}-\lambda^{4 k} g_{k}(x) g_{k}(x \lambda) \lambda^{2}+g_{k}(x \lambda)\right) \nu}{\lambda g_{k}(x) g_{k}(x \lambda)^{2}} \\
A_{22}^{(k)} & =\lambda^{2 k}-\frac{\lambda^{2 k} \nu^{2}\left(-x^{4} \lambda^{4}-x^{2} g_{k}(x \lambda) \lambda^{2}+\lambda^{4 k} g_{k}(x) g_{k}(x \lambda)^{2}\right)}{\lambda^{2} g_{k}(x) g_{k}(x \lambda)} .
\end{align*}
$$

It is useful to note that

$$
\begin{equation*}
\left|A_{k}(\nu, x)\right|=\left(1-\frac{\lambda^{4 k}}{\lambda^{2}} \nu^{2}\right)\left(1+\lambda^{4 k} x^{2} \nu^{2}\right)\left(1+\lambda^{4 k} x^{2} \lambda^{2} \nu^{2}\right) \tag{4.77}
\end{equation*}
$$

This $2 \times 2$ system of coupled first order $q$-discrete equations ( $q-\triangle \mathrm{Es}$ ) can be written as two second order $q-\triangle$ Es:

$$
\begin{align*}
\widehat{\widehat{u}}^{(k)} & =\left(A_{22}^{(k)} \frac{\widehat{A}_{12}^{(k)}}{A_{12}^{(k)}}+\widehat{A}_{11}^{(k)}\right) \widehat{u}_{k}+\frac{\widehat{A}_{12}^{(k)}}{A_{12}^{(k)}}\left|A_{k}\right| u^{(k)}  \tag{4.78}\\
\widehat{\widehat{v}}^{(k)} & =\left(A_{11}^{(k)} \frac{\widehat{A}_{21}^{(k)}}{A_{21}^{(k)}}+\widehat{A}_{22}^{(k)}\right) \widehat{v}^{(k)}+\frac{\widehat{A}_{21}^{(k)}}{A_{21}^{(k)}}\left|A_{k}\right| v^{(k)} \tag{4.79}
\end{align*}
$$

and the equation for $u^{(k+1)}$ is then

$$
\begin{equation*}
\widehat{\widehat{u}}^{(k+1)}=\left(A_{22}^{(k+1)} \frac{\widehat{A}_{12}^{(k+1)}}{A_{12}^{(k+1)}}+\widehat{A}_{11}^{(k+1)}\right) \widehat{u}^{(k+1)}+\frac{\widehat{A}_{12}^{(k+1)}}{A_{12}^{(k+1)}}\left|A_{k+1}\right| u^{(k+1)} . \tag{4.80}
\end{equation*}
$$

We observe from equation (4.77) that

$$
\begin{equation*}
\left|A_{k}(\nu, x)\right|=\left|A_{k+1}\left(\nu / \lambda^{2}, x\right)\right|=\left|\widehat{A}_{k+1}\right| \tag{4.81}
\end{equation*}
$$

and using the $q$-PII equation (4.9) for $g_{k}(x)$ and its Bäcklund transformation (4.74) we can easily show

$$
\begin{equation*}
\frac{\widehat{A}_{21}^{(k)}}{A_{21}^{(k)}}(\nu, x)=\frac{\widehat{A}_{12}^{(k+1)}}{A_{12}^{(k+1)}}\left(\nu / \lambda^{2}, x\right) \tag{4.82}
\end{equation*}
$$

and

$$
\left(A_{11}^{(k)} \frac{\widehat{A}_{21}^{(k)}}{A_{21}^{(k)}}+\widehat{A}_{22}^{(k)}\right)(\nu, x)=\left(A_{22}^{(k+1)} \frac{\widehat{A}_{12}^{(k+1)}}{A_{12}^{(k+1)}}+\widehat{A}_{11}^{(k+1)}\right)\left(\nu / \lambda^{2}, x\right) .
$$

That is $v^{(k)}(\nu, x)$ and $u^{(k+1)}\left(\nu / \lambda^{2}, x\right)$ satisfy the same equation. The asymptotic behaviors of $v^{(k)}(\nu, x)$ and $u^{(k+1)}\left(\nu / \lambda^{2}, x\right)$ are

$$
c_{1}^{(k)}(x) \nu^{k+1}=\mu a_{0}^{(k+1)}(x) \nu^{k+1}
$$

and

$$
a_{0}^{(k+1)}(x) \frac{\nu^{k+1}}{\lambda^{2 k+2}}
$$

respectively. If we chose $\mu$ to be $\frac{1}{\lambda^{2 k+2}}$, that is

$$
\begin{equation*}
c_{1}^{(k)}(x)=\frac{a_{0}^{(k+1)}(x)}{\lambda^{2 k+2}}, \tag{4.83}
\end{equation*}
$$

then we have

$$
u^{(k+1)}\left(\nu / \lambda^{2}, x\right)=v^{(k)}(\nu, x), \quad \text { or } \quad u^{(k+1)}(\nu, x)=v^{(k)}\left(\nu \lambda^{2}, x\right)
$$

So now the problem of writing $u^{(k+1)}(\nu, x)$ in terms of $u^{(k)}(\nu, x)$ and $v^{(k)}(\nu, x)$ is reduced to writing $v^{(k)}\left(\nu \lambda^{2}, x\right)$ in terms of $u^{(k)}(\nu, x)$ and $v^{(k)}(\nu, x)$. Pre-multiply the linear system (4.75) by the inverse of $A_{k}(\nu, x)$,

$$
\begin{gathered}
\frac{1}{\left|A_{k}\right|}\left(\begin{array}{cc}
A_{22}^{(k)} & -A_{12}^{(k)} \\
-A_{21}^{(k)} & A_{11}^{(k)}
\end{array}\right)\binom{u^{(k)}}{v^{(k)}}\left(\nu / \lambda^{2}, x\right)=\binom{u^{(k)}}{v^{(k)}}(\nu, x) \\
\Rightarrow v^{(k)}=\frac{1}{\left|A_{k}\right|}\left(A_{11}^{(k)} \widehat{v}^{(k)}-A_{21}^{(k)} \widehat{u}^{(k)}\right),
\end{gathered}
$$

or

$$
v^{(k)}\left(\nu \lambda^{2}\right)=\frac{1}{\left|A_{k}\left(\nu \lambda^{2}\right)\right|}\left(A_{11}^{(k)}\left(\nu \lambda^{2}\right) v^{(k)}-A_{21}^{(k)}\left(\nu \lambda^{2}\right) u^{(k)}\right) .
$$

Note we have made the $x$ dependence implicit, since all the operations are on the variable $\nu$ and $x$ does not change.
Hence $u^{(k+1)}$ in terms of $u^{(k)}$ and $v^{(k)}$ is

$$
u^{(k+1)}(\nu)=v^{(k)}\left(\lambda^{2} \nu\right)=\frac{1}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|}\left(A_{11}^{(k)}\left(\lambda^{2} \nu\right) v^{(k)}-A_{21}^{(k)}\left(\lambda^{2} \nu\right) u^{(k)}\right)
$$

Now it is only left for us to write $v^{(k+1)}$ in terms of $u^{(k)}$ and $v^{(k)}$ to obtain $L_{k}(\nu, x)$.
From the spectral equation for $v^{(k+1)}(\nu)$, we have

$$
\begin{aligned}
v^{(k+1)}(\nu) & =\frac{1}{A_{12}^{(k+1)}}\left(\widehat{u}^{(k+1)}-A_{11}^{(k+1)} u^{(k+1)}\right) \\
& =\frac{1}{A_{12}^{(k+1)}}\left(v^{(k)}-\frac{A_{11}^{(k+1)}}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|}\left(A_{11}^{(k)}\left(\lambda^{2} \nu\right) v^{(k)}-A_{21}^{(k)}\left(\lambda^{2} \nu\right) u^{(k)}\right)\right) \\
& =\frac{1}{A_{12}^{(k+1)}}\left\{\left(1-\frac{A_{11}^{(k+1)}}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|} A_{11}^{(k)}\left(\lambda^{2} \nu\right)\right) v^{(k)}+\frac{A_{11}^{(k+1)} A_{21}^{(k)}\left(\lambda^{2} \nu\right)}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|} u^{(k)}\right\} .
\end{aligned}
$$

We are now ready to relate $\binom{u^{(k+1)}}{v^{(k+1)}}$ to $\binom{u^{(k)}}{v^{(k)}}$.

$$
\begin{aligned}
& \binom{u^{(k+1)}(\nu, x)}{v^{(k+1)}(\nu, x)} \\
& =L_{k}(\nu, x)\binom{u^{(k)}(\nu, x)}{v^{(k)}(\nu, x)} \\
& \left.=\left(\begin{array}{cc}
\frac{-A_{21}^{(k)}\left(\lambda^{2} \nu\right)}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|} & \frac{A_{11}^{(k)}\left(\lambda^{2} \nu\right)}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|} \\
\frac{A_{11}^{(k+1)} A_{21}^{(k)}\left(\lambda^{2} \nu\right)}{A_{12}^{k+1}\left|A_{k}\left(\lambda^{2} \nu\right)\right|} & \frac{1}{A_{12}^{(k+1)}}\left(1-\frac{A_{11}^{k+1)}}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|} A_{11}^{(k)}\left(\lambda^{2} \nu\right)\right.
\end{array}\right)\right)\binom{u^{(k)}(\nu, x)}{v^{(k)}(\nu, x)} .
\end{aligned}
$$

Recall that the special solutions of PII form an infinite sequence which can be expressed in a determinantal form [18]. In section 1.5 .1 we saw that those rational and $q$-hypergeometric type special solutions of $q$-PII also form infinite sequences. We prove here that these also have a determinantal representation and relate special solutions of $q$-PII to the special solutions of the associated linear problem.

We know that the solution of $q$-PII $g_{k}(x)$ is related to the leading coefficient $a_{0}^{(k)}(x)$ of the solution of the associated linear problems $\phi_{1}^{(k)}(\nu, x)$ by

$$
g_{k}(x)=-i \frac{x}{\lambda^{2 k}} \frac{a_{0}^{(k)}(x / \lambda)}{a_{0}^{(k)}\left(x / \lambda^{2}\right)},
$$

that is one can find $g_{k}(x)$ via the expression of $a_{0}^{(k)}(x)$. We also have the Schlesinger transformation of the associated linear problem of $q$-PII, which allows us to write down the solution of the linear problem when $e_{1} / e_{2}=$ $\frac{1}{\lambda^{4 k}}$, for $k$ is any integer or half integer.
For $k$ is an integer,

$$
\begin{align*}
\phi_{1}^{(k)}(\nu, x) & =\binom{u^{(k)}(\nu, x)}{v^{(k)}(\nu, x)}=L_{k-1} L_{k-2} \ldots L_{0} \phi_{1}^{(0)}(\nu, x)  \tag{4.84}\\
& =L_{k-1} L_{k-2} \ldots L_{0}\binom{u^{(0)}(\nu, x)}{v^{(0)}(\nu, x)},
\end{align*}
$$

and from proposition 4.3.3 we know

$$
\begin{align*}
& \phi_{1}^{(0)} \\
= & \binom{u^{(0)}(\nu, x)}{v^{(0)}(\nu, x)}=\frac{1}{2}\left(\begin{array}{cc}
\lambda & \lambda \\
1 & -1
\end{array}\right)\binom{\Gamma_{\lambda^{-2}}\left(1+\frac{\nu}{\lambda}\right) \Gamma_{\lambda^{-2}}(1+i x \nu) \Gamma_{\lambda^{-2}}(1+i x \lambda \nu)}{\Gamma_{\lambda^{-2}}\left(1-\frac{\nu}{\lambda}\right) \Gamma_{\lambda^{-2}}(1-i x \nu) \Gamma_{\lambda^{-2}}(1-i x \lambda \nu)} \\
= & \sum_{j=0}\binom{a_{2 j}^{(0)} \nu^{2 j}}{c_{2 j+1}^{(0)} \nu^{2 j+1}}=\sum_{j=0}\binom{\lambda T_{2 j} \nu^{2 j}}{T_{2 j+1} \nu^{2 j+1}} \tag{4.85}
\end{align*}
$$

where

$$
\begin{aligned}
T_{j}\left(\frac{1}{\lambda^{2 j}}-1\right)= & -\frac{i\left(-i+\lambda x+\lambda^{2} x\right)}{\lambda} T_{j-1}-\frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda} T_{j-2}, \\
& +x^{2} T_{j-3}, \\
T_{j-1}(x)= & \frac{1}{i x \lambda}\left(T_{j}(x / \lambda)-T_{j}(x)\right) .
\end{aligned}
$$

For $k$ is a half integer,

$$
\begin{align*}
\phi_{1}^{(k)}(\nu, x) & =\binom{u^{(k)}(\nu, x)}{v^{(k)}(\nu, x)}=L_{k-1} L_{k-2} \ldots L_{\frac{1}{2}} \phi_{1}^{\left(\frac{1}{2}\right)}(\nu, x)  \tag{4.86}\\
& =L_{k-1} L_{k-2} \ldots L_{\frac{1}{2}}\binom{u^{\left(\frac{1}{2}\right)}(\nu, x)}{v^{\left(\frac{1}{2}\right)}(\nu, x)},
\end{align*}
$$

and from proposition 4.3.4 we know

$$
\begin{align*}
& \phi_{1}^{\left(\frac{1}{2}\right)}(\nu, x)=\binom{u^{\left(\frac{1}{2}\right)}(\nu, x)}{v^{\left(\frac{1}{2}\right)}(\nu, x)} \\
= & \nu^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
\frac{g_{\frac{1}{2}}(x)}{\lambda^{3}\left(x^{2}+g_{\frac{1}{2}}(x)\right) \nu} & -\frac{i}{x \lambda^{3} \nu}
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j}^{\left(\frac{1}{2}\right)}(x) \nu^{2 j}}{a_{2 j}^{\left(\frac{1}{2}\right)}(x / \lambda) \nu^{2 j}}, \tag{4.87}
\end{align*}
$$

where

$$
\begin{aligned}
& \bar{a}_{2 j}^{\left(\frac{1}{2}\right)}=i x \lambda^{2} a_{2 j}^{\left(\frac{1}{2}\right)}-\frac{i}{x \lambda^{2}}\left(1 / \lambda^{4 j+4}-1\right) a_{2 j+2}^{\left(\frac{1}{2}\right)}, \\
& \bar{a}_{2 j}^{\left(\frac{1}{2}\right)}=-\frac{1}{\lambda} a_{2 j}^{\left(\frac{1}{2}\right)}-x^{2} \lambda^{3} a_{2 j-2}^{\left(\frac{1}{2}\right)}+\frac{i}{x \lambda} \bar{a}_{2 j}^{\left(\frac{1}{2}\right)} .
\end{aligned}
$$

Hence it is possible to find $g_{k}(x)$ via the expression of $a_{0}^{(k)}(x)$ in terms of $T_{j},(j=0,1, \ldots)$ when $k$ is an integer, or in terms of $a_{2 j}^{\left(\frac{1}{2}\right)}(x)$ and $a_{2 j}^{\left(\frac{1}{2}\right)}(x / \lambda)$, $(j=0,1, \ldots)$ when $k$ is a half integer.

### 4.4.1. Using Schlesinger transformation $L_{k}$ for the evaluation of $a_{0}^{(k)}$.

 Recall the Schlesinger transformation for the solutions of the associated linear problem of $q$-PII is$$
\left.L_{k}(\nu, x)=\left(\begin{array}{cc}
\frac{-A_{21}^{(k)}\left(\lambda^{2} \nu\right)}{\left|A_{k}\left(\lambda^{2}\right)\right|} & \frac{A_{11}^{(k)}\left(\lambda^{2} \nu\right)}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|} \\
\frac{A_{11}^{(k+1)} A_{21}^{(k)}\left(\lambda^{2} \nu\right)}{A_{12}^{k+1)}\left|A_{k}\left(\lambda^{2} \nu\right)\right|} & \frac{1}{A_{12}^{(k+1)}}\left(1-\frac{A_{11}^{k+1)}}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|} A_{11}^{(k)}\left(\lambda^{2} \nu\right)\right.
\end{array}\right)\right),
$$

where $A_{11}^{(k)}, A_{12}^{(k)}, A_{21}^{(k)}$ and $A_{22}^{(k)}$ are defined by equation (4.76). We see that as $\nu \rightarrow 0$,

$$
\begin{aligned}
A_{11}^{(k)}(\nu, x) & \sim O(1), \\
A_{12}^{(k)}(\nu, x) & \sim O(\nu), \\
A_{21}^{(k)}(\nu, x) & \sim O(\nu), \\
A_{22}^{(k)}(\nu, x) & \sim O(1), \\
\left|A_{k}(\nu, x)\right| & \sim O(1) .
\end{aligned}
$$

Hence

$$
L_{k}(\nu, x) \sim\left(\begin{array}{cc}
O(\nu) & O(1) \\
O(1) & O(1 / \nu)
\end{array}\right)
$$

that is $L_{k}(\nu, x)$ is a matrix function with infinite series expansion in the spectral variable $\nu$ in the neighbourhood of $\nu=0$, unlike the Schlesinger transformation $L_{a}(x, t)$ of the linear problem of PII which is a matrix function of simple dependence of its spectral variable $x$ :

$$
L_{a}(x, t)=\left(\begin{array}{cc}
0 & 1 \\
1 & \frac{l_{a}(t)}{x}
\end{array}\right),
$$

where

$$
l_{a}(t)=-\frac{i(1+2 a)}{x\left(t+2 f_{a}^{2}-2 f_{a}^{\prime}\right)} .
$$

We have found that Schlesinger transformation $L_{k}(\nu, x)$ is not particularly helpful for finding determinantal expressions of $a_{0}^{(k)}$. Let us look at a few examples from equation (4.84):

$$
\phi_{1}^{(k)}(\nu, x)=L_{k-1} L_{k-2} \ldots L_{0} \phi_{1}^{(0)}(\nu, x),
$$

for $k$ are integers as to see why this is the case.
For $k=1$,

$$
\begin{equation*}
\phi_{1}^{(1)}(\nu, x)=L_{0}(\nu, x) \phi_{1}^{(0)}(\nu, x), \tag{4.88}
\end{equation*}
$$

with

$$
\phi_{1}^{(0)}(\nu, x)=\sum_{j=0}\binom{a_{2 j} \nu^{2 j}}{c_{2 j+1} \nu^{2 j+1}},
$$

where we have omitted the superscript ${ }^{(0)}$ on the coefficients of expansion here for simplicity, and

$$
\left.\begin{array}{rl}
L_{0}(\nu, x) & =\left(\begin{array}{cc}
\frac{-A_{21}^{(0)}\left(\lambda^{2} \nu\right)}{\left|A_{1}\left(\lambda^{2} \nu\right)\right|} & \frac{A_{11}^{(0)}\left(\lambda^{2} \nu\right)}{\left|A_{0}\left(\lambda^{2} \nu\right)\right|} \\
\frac{A_{11}^{(01)} A_{21}^{(0)}\left(\lambda^{2} \nu\right)}{A_{12}^{(1)}\left|A_{0}\left(\lambda^{2} \nu\right)\right|} & \frac{1}{A_{12}^{(1)}}\left(1-\frac{A_{11}^{(1)}}{\left|A_{0}\left(\lambda^{2} \nu\right)\right|} A_{11}^{(0)}\left(\lambda^{2} \nu\right)\right.
\end{array}\right)
\end{array}\right) .
$$

where we have named the coefficients of $\nu^{j}$ in the $(1,1)$ and $(2,1)$ entries to be $s_{j}$, the coefficients of $\nu^{j-1}$ in the $(1,2)$ and $(2,2)$ entries to be $t_{j}$, $(j=0,1, \ldots)$. Note $s_{j}$ and $t_{j}$ are in general functions of $x$, which can be
calculated from the definitions (4.76) of $A_{m n}^{(k)}(\nu, x),(m, n=1,2)$.
The asymptotic behavior of $\phi_{1}^{(1)}(\nu, x)$ near $\nu=0$ is given by

$$
\phi_{1}^{(1)}(\nu, x) \sim\binom{a_{0}^{(1)} \nu}{c_{1}^{(1)} \nu^{2}}, \quad \text { as } \nu \rightarrow 0
$$

but from equation (4.88) $\phi_{1}^{(1)}(\nu, x)$ is given by
$\phi_{1}^{(1)}(\nu, x)=\left(\begin{array}{cc}s_{1} \nu+s_{3} \nu^{3}+\ldots & \frac{1}{\nu}\left(t_{1} \nu+t_{3} \nu^{3}+\ldots\right) \\ s_{0}+s_{2} \nu^{2}+\ldots & \frac{1}{\nu}\left(t_{0}+t_{2} \nu^{2}+\ldots\right)\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j} \nu^{2 j}}{c_{2 j+1} \nu^{2 j+1}}$.
Equating powers in $\nu$ of the two expressions of $\phi_{1}^{(1)}(\nu, x)$ :
-the top equation gives

$$
\nu: s_{1} a_{0}+t_{1} c_{1}=a_{0}^{(1)},
$$

-the bottom equation gives

$$
\begin{aligned}
\nu^{0} & : s_{0} a_{0}+t_{0} c_{1}=0 \\
\nu^{2} & : s_{0} a_{2}+t_{0} c_{3}+s_{2} a_{0}+t_{2} c_{1}=c_{1}^{(1)}
\end{aligned}
$$

which we can rewrite in the form of a matrix equation, recall from equation (4.83) that $c_{1}^{(1)}=\frac{a_{0}^{(2)}}{\lambda^{4}}$,

$$
\left(\begin{array}{cccc}
a_{0} & c_{1} & a_{2} & c_{3}  \tag{4.89}\\
0 & 0 & a_{0} & c_{1}
\end{array}\right)\left(\begin{array}{c}
s_{2} \\
t_{2} \\
s_{0} \\
t_{0}
\end{array}\right)=\binom{\frac{a_{0}^{(2)}}{\lambda^{4}}}{0} .
$$

Equation (4.84) for $k=2$ is,

$$
\begin{equation*}
\phi_{1}^{(2)}(\nu, x)=L_{1} L_{0} \phi_{1}^{(0)}(\nu, x), \tag{4.90}
\end{equation*}
$$

where

$$
L_{1} L_{0} \sim\left(\begin{array}{cc}
s_{0}+s_{2} \nu^{2}+\ldots & \frac{1}{\nu}\left(t_{0}+t_{2} \nu^{2}+\ldots\right) \\
\frac{s_{-1}}{\nu}+s_{1} \nu s_{3} \nu^{3}+\ldots & \frac{1}{\nu}\left(\frac{t_{-1}}{\nu}+t_{1} \nu+t_{3} \nu^{3}+\ldots\right)
\end{array}\right)
$$

where we have renamed the coefficients of $\nu^{j}$ in the $(1,1)$ and $(2,1)$ entries to be $s_{j}$, the coefficients of $\nu^{j-1}$ in the $(1,2)$ and $(2,2)$ entries to be $t_{j}$, $(j=-1,0,1, \ldots)$. Note the $s_{j}$ and $t_{j}$ for the case $k=2$ are obviously
different functions from the $s_{j}$ and $t_{j}$ for the case $k=1$.
We know $\phi_{1}^{(2)}(\nu, x)$ 's asymptotic behaviour is given by

$$
\phi_{1}^{(2)}(\nu, x) \sim \nu^{2}\binom{a_{0}^{(2)}}{c_{1}^{(2)} \nu}, \quad \quad \text { as } \nu \rightarrow 0
$$

but from equation (4.90) $\phi_{1}^{(2)}(\nu, x)$ is given by

$$
\begin{aligned}
& \phi_{1}^{(2)}(\nu, x) \\
& =\left(\begin{array}{cc}
s_{0}+s_{2} \nu^{2}+\ldots & \frac{1}{\nu}\left(t_{0}+t_{2} \nu^{2}+\ldots\right) \\
\frac{s_{-1}}{\nu}+s_{1} \nu+s_{3} \nu^{3}+\ldots & \frac{1}{\nu}\left(\frac{t_{-1}}{\nu}+t_{1} \nu+t_{3} \nu^{3}+\ldots\right)
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j} \nu^{2 j}}{c_{2 j+1} \nu^{2 j+1}} .
\end{aligned}
$$

Equating powers in $\nu$ of the two expressions of $\phi_{1}^{(2)}(\nu, x)$ :
-the top equation gives

$$
\begin{aligned}
& \nu^{0}: \\
& s_{0} a_{0}+t_{0} c_{1}=0 \\
& \nu^{2}: \\
& s_{0} a_{2}+t_{0} c_{3}+s_{2} a_{0}+t_{2} c_{1}=a_{0}^{(2)}
\end{aligned}
$$

which we have already expressed in the form of a matrix equation (4.89), -the bottom equation gives

$$
\begin{array}{rll}
\frac{1}{\nu} & : & s_{-1} a_{0}+t_{-1} c_{1}=0 \\
\nu & : & s_{-1} a_{2}+t_{-1} c_{3}+s_{1} a_{0}+t_{1} c_{1}=0 \\
\nu^{3} & : & s_{-1} a_{4}+t_{-1} c_{5}+s_{1} a_{2}+t_{1} c_{3}+s_{3} a_{0}+t_{3} c_{1}=c_{1}^{(2)}
\end{array}
$$

which we can rewrite in the form of a matrix equation, and recall from equation (4.83) that $c_{1}^{(2)}=\frac{a_{0}^{(3)}}{\lambda^{6}}$,

$$
\left(\begin{array}{cccccc}
a_{0} & c_{1} & a_{2} & c_{3} & a_{4} & c_{5}  \tag{4.91}\\
0 & 0 & a_{0} & c_{1} & a_{2} & c_{3} \\
0 & 0 & 0 & 0 & a_{0} & c_{1}
\end{array}\right)\left(\begin{array}{c}
s_{3} \\
t_{3} \\
s_{1} \\
t_{1} \\
s_{-1} \\
t_{-1}
\end{array}\right)=\left(\begin{array}{c}
\frac{a_{0}^{(3)}}{\lambda^{6}} \\
0 \\
0
\end{array}\right)
$$

Equation (4.84) for $k=3$ is,

$$
\begin{equation*}
\phi_{1}^{(3)}(\nu, x)=L_{2} L_{1} L_{0} \phi_{1}^{(0)}(\nu, x), \tag{4.92}
\end{equation*}
$$

where

$$
L_{2} L_{1} L_{0} \sim\left(\begin{array}{cc}
\frac{s_{-1}}{\nu}+s_{1} \nu+s_{3} \nu^{3}+\ldots & \frac{1}{\nu}\left(\frac{t_{-1}}{\nu}+t_{1} \nu+t_{3} \nu^{3}+\ldots\right) \\
\frac{s_{-2}}{\nu^{2}}+s_{0}+s_{2} \nu^{2}+\ldots & \frac{1}{\nu}\left(\frac{t_{-2}}{\nu^{2}}+t_{0}+t_{2} \nu^{2}+\ldots\right)
\end{array}\right)
$$

We know

$$
\phi_{1}^{(3)}(\nu, x) \sim \nu^{3}\binom{a_{0}^{(3)}}{c_{1}^{(3)} \nu}, \quad \text { as } \nu \rightarrow 0
$$

but from equation (4.92) $\phi_{1}^{(3)}(\nu, x)$ is given by

$$
\begin{aligned}
& \phi_{1}^{(3)}(\nu, x) \\
& =\left(\begin{array}{cc}
\frac{s_{-1}}{\nu}+s_{1} \nu+s_{3} \nu^{3}+\ldots & \frac{1}{\nu}\left(\frac{t_{-1}}{\nu}+t_{1} \nu+t_{3} \nu^{3}+\ldots\right) \\
\frac{s_{-2}}{\nu^{2}}+s_{0}+s_{2} \nu^{2}+\ldots & \frac{1}{\nu}\left(\frac{t_{-2}}{\nu^{2}}+t_{0}+t_{2} \nu^{2}+\ldots\right)
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j} \nu^{2 j}}{c_{2 j+1} \nu^{2 j+1}} .
\end{aligned}
$$

Equating powers in $\nu$ of the two expressions of $\phi_{1}^{(3)}(\nu, x)$ :
-the top equation gives

$$
\begin{aligned}
& \frac{1}{\nu}: \\
& \nu s_{-1} a_{0}+t_{-1} c_{1}=0 \\
& \nu: s_{-1} a_{2}+t_{-1} c_{3}+s_{1} a_{0}+t_{1} c_{1}=0 \\
& \nu^{3}: \\
& s_{-1} a_{4}+t_{-1} c_{5}+s_{1} a_{2}+t_{1} c_{3}+s_{3} a_{0}+t_{3} c_{1}=a_{0}^{(3)}
\end{aligned}
$$

which we have already expressed in the form of a matrix equation (4.91), -the bottom equation gives

$$
\begin{array}{rll}
\frac{1}{\nu^{2}} & : & s_{-2} a_{0}+t_{-2} c_{1}=0 \\
\nu^{0} & : & s_{-2} a_{2}+t_{-2} c_{3}+s_{0} a_{0}+t_{0} c_{1}=0 \\
\nu^{2} & : & s_{-2} a_{4}+t_{-2} c_{5}+s_{0} a_{2}+t_{0} c_{3}+s_{2} a_{0}+t_{2} c_{1}=0 \\
\nu^{4} & : & s_{-2} a_{6}+t_{-2} c_{7}+s_{0} a_{4}+t_{0} c_{5}+s_{2} a_{2}+t_{2} c_{3}+s_{4} a_{0}+t_{4} c_{1}=c_{1}^{(3)}
\end{array}
$$

which we can rewrite in the form of a matrix equation, recall from equation (4.83) that $c_{1}^{(3)}=\frac{a_{0}^{(4)}}{\lambda^{8}}$,

$$
\left(\begin{array}{cccccccc}
a_{0} & c_{1} & a_{2} & c_{3} & a_{4} & c_{5} & a_{6} & c_{7} \\
0 & 0 & a_{0} & c_{1} & a_{2} & c_{3} & a_{4} & c_{5} \\
0 & 0 & 0 & 0 & a_{0} & c_{1} & a_{2} & c_{3} \\
0 & 0 & 0 & 0 & 0 & 0 & a_{0} & c_{1}
\end{array}\right)\left(\begin{array}{c}
s_{4} \\
t_{4} \\
s_{2} \\
t_{2} \\
s_{0} \\
t_{0} \\
s_{-2} \\
t_{-2}
\end{array}\right)=\left(\begin{array}{c}
\frac{a_{0}^{(4)}}{\lambda^{8}} \\
0 \\
0 \\
0
\end{array}\right)
$$

From the above examples we see that although we can calculate all the $s_{j}, t_{j}$ and the coefficients $a_{2 j}^{(0)}, c_{2 j+1}^{(0)}(j=0,1, \ldots)$ of the expansion of $\phi_{1}^{(0)}(\nu, x)$ and hence calculate $a_{0}^{(k)}$, it does not however give us $a_{0}^{(k)}(x)$ in the desired determinantal form. This is due to the fact that $L_{k}(\nu, x)$ in the neighbourhood of $\nu=0$ has infinite series expansion in the spectral variable $\nu$. In the next subsection we will show that there is another Schlesinger transformation which reveals the determinantal structure of $a_{0}^{(k)}(x)$.

### 4.5. A simpler Schlesinger transformation $\Lambda_{k}$

While relation (4.84) is correct, its complexity does not help us to find $a_{0}^{(k)}(x)$ in a determinantal form. We will show a simpler Schlesinger transformation of the associated linear problem from which the determinantal form of $a_{0}^{(k)}(x)$ and hence $g_{k}(x)$ can be obtained. Recall the associated linear problem (4.69)

$$
\begin{aligned}
\widehat{\Psi}^{(k)}(\nu, x) & =A_{k}(\nu, x) \Psi^{(k)}(\nu, x) \\
& =\left(\begin{array}{cc}
A_{11}^{(k)} & A_{12}^{(k)} \\
A_{21}^{(k)} & A_{22}^{(k)}
\end{array}\right) \Psi^{(k)}(\nu, x),
\end{aligned}
$$

where $A_{m n}^{(k)}(m, n=1,2)$, are defined in equation (4.76). We also have the Schlesinger transformation (4.71) that relates $\Psi^{(k+1)}(\nu, x)$ to $\Psi^{(k)}(\nu, x)$

$$
\Psi^{(k+1)}(\nu, x)=L_{k}(\nu, x) \Psi^{(k)}(\nu, x),
$$

where $L_{k}(\nu, x)$ is defined by equation (4.72)

$$
L_{k}(\nu, x)=\left(\begin{array}{cc}
\frac{-A_{21}^{(k)}\left(\lambda^{2} \nu\right)}{\left|A_{k}\left(\lambda^{2}\right)\right|} & \frac{A_{11}^{(k)}\left(\lambda^{2} \nu\right)}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|} \\
\frac{A_{11}^{(k+1)} A_{21}^{(k)}\left(\lambda^{2} \nu\right)}{A_{12}^{k+1)}\left|A_{k}\left(\lambda^{2} \nu\right)\right|} & \frac{1}{A_{12}^{(k+1)}}\left(1-\frac{A_{11}^{k+1)}}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|} A_{11}^{(k)}\left(\lambda^{2} \nu\right)\right)
\end{array}\right) .
$$

Definition 4.5.1. Let us define a new system of vector functions $F^{(k)}(\nu, x)$, which are related to $\phi_{1}^{(k)}(\nu, x)$ by

$$
\begin{align*}
F^{(k)}(\nu, x) & =\phi_{1}^{(k)}\left(\nu / \lambda^{2 k}, x\right)  \tag{4.93}\\
& =\frac{\nu^{k}}{\lambda^{2 k^{2}}} \sum_{j=0}^{\infty}\binom{a_{2 j}^{(k)}(x) \frac{\nu^{2 j}}{\lambda^{k k j}}}{c_{2 j+1}^{(k)}(x) \frac{\nu^{2 j+1}}{\lambda^{2 k(2 j+1)}}} .
\end{align*}
$$

Proposition 4.5.2. Now we show that vector function $F^{(k)}(\nu, x)$ have Schlesinger transformation defined by

$$
\begin{gather*}
F^{(k+1)}(\nu, x)=\Lambda_{k}(\nu, x) F^{(k)}(\nu, x)  \tag{4.94}\\
\Lambda_{k}(\nu, x)=A_{k+1}\left(\nu / \lambda^{2 k}, x\right) L_{k}\left(\nu / \lambda^{2 k}, x\right)=\left(\begin{array}{cc}
0 & 1 \\
\frac{1}{\lambda^{2}} & \frac{\rho_{k}(x)}{\nu}
\end{array}\right), \tag{4.95}
\end{gather*}
$$

where

$$
\begin{equation*}
\rho_{k}(x)=\frac{\lambda^{2 k}\left(e_{1}-e_{2} \lambda^{2}\right) g_{k}(x) g_{k}(x \lambda)^{2}}{x^{2} \lambda^{3}\left(e_{1} x^{2} \lambda^{2}+\left(e_{1}-e_{2} \lambda^{2} g_{k}(x)\right) g_{k}(x \lambda)\right)}, \tag{4.96}
\end{equation*}
$$

recall $e_{1}=\frac{1}{\lambda^{2 k}}, e_{2}=\lambda^{2 k}$.
Proof. We know

$$
\begin{aligned}
\widehat{\phi}_{1}^{(k+1)}(\nu, x) & =A_{k+1}(\nu, x) \phi_{1}^{(k+1)}(\nu, x) \\
& =A_{k+1}(\nu, x) L_{k}(\nu, x) \phi_{1}^{(k)}(\nu, x),
\end{aligned}
$$

now let $\nu \rightarrow \frac{\nu}{\lambda^{2 k}}$,

$$
\begin{aligned}
\widehat{\phi}_{1}^{(k+1)}\left(\nu / \lambda^{2 k}, x\right) & =A_{k+1}\left(\nu / \lambda^{2 k}, x\right) L_{k}\left(\nu / \lambda^{2 k}, x\right) \phi_{1}^{(k)}\left(\nu / \lambda^{2 k}, x\right) \\
\phi_{1}^{(k+1)}\left(\nu / \lambda^{2 k+2}, x\right) & =A_{k+1}\left(\nu / \lambda^{2 k}, x\right) L_{k}\left(\nu / \lambda^{2 k}, x\right) \phi_{1}^{(k)}\left(\nu / \lambda^{2 k}, x\right) \\
F^{(k+1)}(\nu, x) & =A_{k+1}\left(\nu / \lambda^{2 k}, x\right) L_{k}\left(\nu / \lambda^{2 k}, x\right) F^{(k)}(\nu, x) .
\end{aligned}
$$

Use the definition of $A_{k+1}(\nu, x)$ and $L_{k}(\nu, x)$ we have

$$
\begin{aligned}
& A_{k+1}(\nu, x) L_{k}(\nu, x) \\
&=\left(\begin{array}{cc}
A_{11}^{(k+1)}(\nu, x) & A_{12}^{(k+1)}(\nu, x) \\
A_{21}^{(k+1)}(\nu, x) & A_{22}^{(k+1)}(\nu, x)
\end{array}\right) \\
& \times\left(\begin{array}{cc}
\frac{-A_{21}^{(k)}\left(\lambda^{2} \nu\right)}{\left|A_{k}\left(\lambda^{2}\right)\right|} & \frac{A_{11}^{(k)}\left(\lambda^{2} \nu\right)}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|} \\
\frac{A_{11}^{(k+1)}}{A_{12}^{k+1)} A_{21}^{(k)}\left(A_{k}\left(\lambda^{2} \nu\right) \mid\right.} & \frac{1}{A_{12}^{(k+1)}}\left(1-\frac{A_{11}^{(k+1)}}{\left|A_{k}\left(\lambda^{2} \nu\right)\right|} A_{11}^{(k)}\left(\lambda^{2} \nu\right)\right)
\end{array}\right) \\
&=\left(\begin{array}{cc}
0 & 1 \\
\frac{A_{21}^{(k)}\left(\lambda^{2} \nu\right)\left|A_{k+1}(\nu)\right|}{A_{12}^{k+1)}(\nu)\left|A_{k}\left(\lambda^{2} \nu\right)\right|} & \frac{-A_{11}^{(k)}\left(\lambda^{2} \nu\right)\left|A_{k+1}(\nu)\right|+A_{22}^{(k+1)}(\nu, x)\left|A_{k}\left(\lambda^{2} \nu\right)\right|}{A_{12}^{(k+1)}(\nu)\left|A_{k}\left(\lambda^{2} \nu\right)\right|}
\end{array}\right) .
\end{aligned}
$$

An observation from equation (4.77) tells us that

$$
\left|A_{k+1}(\nu, x)\right|=\left|A_{k}\left(\lambda^{2} \nu, x\right)\right| .
$$

Using Bäcklund transformation (4.74) of $g_{k}(x)$ and $q$-PII equation (4.9) it can be easily checked that

$$
\frac{A_{21}^{(k)}\left(\lambda^{2} \nu\right)}{A_{12}^{(k+1)}(\nu)}=\frac{1}{\lambda^{2}},
$$

and

$$
\frac{-A_{11}^{(k)}\left(\lambda^{2} \nu\right)+A_{22}^{(k+1)}(\nu, x)}{A_{12}^{(k+1)}(\nu)}=\frac{\left(e_{1}-e_{2} \lambda^{2}\right) g_{k}(x) g_{k}(x \lambda)^{2}}{x^{2} \lambda^{3}\left(e_{1} x^{2} \lambda^{2}+\left(e_{1}-e_{2} \lambda^{2} g_{k}(x)\right) g_{k}(x \lambda)\right) \nu} .
$$

Hence

$$
\begin{aligned}
\Lambda_{k}(\nu, x) & =A_{k+1}\left(\nu / \lambda^{2 k}, x\right) L_{k}\left(\nu / \lambda^{2 k}, x\right) \\
& =\left(\begin{array}{cc}
0 & 1 \\
\frac{1}{\lambda^{2}} & \frac{\lambda^{2 k}\left(e_{1}-e_{2} \lambda^{2}\right) g_{k}(x) g_{k}(x \lambda)^{2}}{x^{2} \lambda^{3}\left(e_{1} x^{2} \lambda^{2}+\left(e_{1}-e_{2} \lambda^{2} g_{k}(x)\right) g_{k}(x \lambda)\right) \nu}
\end{array}\right) .
\end{aligned}
$$

Proposition (4.5.2) gives a much simpler Schlesinger transformation $\Lambda_{k}(\nu, x)$ then $L_{k}(\nu, x)$ which is rational in $\nu$. This observation is crucial in allowing us to obtain the determinantal form of $a_{0}^{(k)}(x)$ and therefore that of $g_{k}(x)$. We now have,
for $k$ is an integer

$$
F^{(k+1)}(\nu, x)=\Lambda_{k} \Lambda_{k-1} \ldots\left(\begin{array}{cc}
0 & 1  \tag{4.97}\\
\frac{1}{\lambda^{2}} & \frac{\rho_{0}(x)}{\nu}
\end{array}\right) F^{(0)}(\nu, x)
$$

and for $k$ is a half integer

$$
F^{(k+1)}(\nu, x)=\Lambda_{k} \Lambda_{k-1} \ldots\left(\begin{array}{cc}
0 & 1  \tag{4.98}\\
\frac{1}{\lambda^{2}} & \frac{\rho_{\frac{1}{2}}(x)}{\nu}
\end{array}\right) F^{\left(\frac{1}{2}\right)}(\nu, x) .
$$

More over from the definition of $F^{(k)}(\nu, x)(4.93)$ we have

$$
\begin{equation*}
F^{(0)}(\nu, x)=\phi_{1}^{(0)}(\nu, x)=\sum_{j=0}^{\infty}\binom{a_{2 j} \nu^{2 j}}{c_{2 j+1} \nu^{2 j+1}}, \tag{4.99}
\end{equation*}
$$

where we have omitted the superscript ${ }^{(0)}$ on the coefficients of expansion for simplicity, and

$$
\begin{align*}
& F^{\left(\frac{1}{2}\right)}(\nu, x)=\phi_{1}^{\left(\frac{1}{2}\right)}(\nu / \lambda, x)  \tag{4.100}\\
& =\frac{\nu^{\frac{1}{2}}}{\lambda^{\frac{1}{2}}}\left(\begin{array}{cc}
1 & 0 \\
\frac{g_{\frac{1}{2}}(x)}{\lambda^{2}\left(x^{2}+g_{\frac{1}{2}}(x)\right) \nu} & -\frac{i}{x \lambda^{2} \nu}
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j}^{\left(\frac{1}{2}\right)}(x) \frac{\nu^{2 j}}{\lambda^{2 j}}}{a_{2 j}^{\left(\frac{1}{2}\right)}(x / \lambda) \frac{\nu^{2 j}}{\lambda^{2} j}} .
\end{align*}
$$

4.5.1. $F^{(k+1)}(\nu, x)$ when $k$ is an integer. Let us first consider equation (4.97 of the case where $k$ is an integer

$$
\Lambda_{k}(\nu, x)=\left(\begin{array}{cc}
0 & 1 \\
\frac{1}{\lambda^{2}} & \frac{\rho_{k}(x)}{\nu}
\end{array}\right),
$$

where $\rho_{k}(x)$ are functions of $g_{k}(x)$ and $x$.
Some examples:

$$
\begin{aligned}
\Lambda_{1} \Lambda_{0} & =\left(\begin{array}{cc}
s_{0} & \frac{t_{0}}{\nu} \\
\frac{s_{1}}{\nu} & \frac{1}{\nu}\left(\frac{t_{1}}{\nu}+t_{-1} \nu\right)
\end{array}\right), \\
\Lambda_{2} \Lambda_{1} \Lambda_{0} & =\left(\begin{array}{cc}
\frac{s_{1}}{\nu} & \frac{1}{\nu}\left(\frac{t_{1}}{\nu}+t_{-1} \nu\right) \\
\frac{s_{2}}{\nu^{2}}+s_{0} & \frac{1}{\nu}\left(\frac{t_{2}}{\nu^{2}}+t_{0}\right)
\end{array}\right),
\end{aligned}
$$

where we have renamed the coefficients of $\nu^{-j}$ in the $(1,1)$ and $(2,1)$ entries in each case to be $s_{j}$ and the coefficients of $\nu^{-j-1}$ in the $(1,2)$ and $(2,2)$ entries to be $t_{j}(j=0, \ldots, l)$. Note the particular form of $\Lambda_{k}(\nu, x)$ implies
that the $s_{0}$ and $t_{-1}$ in each case are constants whereas $s_{j}$ and $t_{j}$ in general are functions of $g_{k}(x)$ and $x$. In general for $k$, an odd integer
$\Lambda_{k} \ldots \Lambda_{1} \Lambda_{0}=\left(\begin{array}{cc}\frac{s_{k-1}}{\nu^{k-1}}+\ldots+\frac{s_{2}}{\nu^{2}}+s_{0} & \frac{1}{\nu}\left(\frac{t_{k-1}}{\nu^{k-1}}+\ldots+\frac{t_{2}}{\nu^{2}}+t_{0}\right) \\ \frac{s_{k}}{\nu^{k}}+\ldots+\frac{s_{3}}{\nu^{3}}+\frac{s_{1}}{\nu} & \frac{1}{\nu}\left(\frac{t_{k}}{\nu^{k}}+\ldots+\frac{t_{3}}{\nu^{3}}+\frac{t_{1}}{\nu}+t_{-1} \nu\right)\end{array}\right)$.
For $k$, an even integer
$\Lambda_{k} \ldots \Lambda_{1} \Lambda_{0}=\left(\begin{array}{cc}\frac{s_{k-1}}{\nu^{k-1}}+\ldots+\frac{s_{3}}{\nu^{3}}+\frac{s_{1}}{\nu} & \frac{1}{\nu}\left(\frac{t_{k-1}}{\nu^{k}}+\ldots+\frac{t_{3}}{\nu^{3}}+\frac{t_{1}}{\nu}+t_{-1} \nu\right) \\ \frac{s_{k}}{\nu^{k}}+\ldots+\frac{s_{2}}{\nu^{2}}+s_{0} & \frac{t_{k}}{\nu}\left(\frac{t_{k}}{\nu^{k}}+\ldots+\frac{t_{2}}{\nu^{2}}+t_{0}\right)\end{array}\right)$.
4.5.2. $F^{(k+1)}(\nu, x)$ when $k$ is a half integer. For $k$ is a half integer

$$
F^{(k+1)}(\nu, x)=\Lambda_{k} \Lambda_{k-1} \ldots\left(\begin{array}{cc}
0 & 1 \\
\frac{1}{\lambda^{2}} & \frac{\rho_{\frac{1}{2}}(x)}{\nu}
\end{array}\right) F^{\left(\frac{1}{2}\right)}(\nu, x),
$$

where

$$
\begin{aligned}
F^{\left(\frac{1}{2}\right)}(\nu, x) & =\phi_{1}^{\left(\frac{1}{2}\right)}(\nu / \lambda, x) \\
& =\frac{\nu^{\frac{1}{2}}}{\lambda^{\frac{1}{2}}}\left(\begin{array}{cc}
1 & 0 \\
\frac{g_{\frac{1}{2}}(x)}{\lambda^{2}\left(x^{2}+g_{\frac{1}{2}}(x)\right) \nu} & -\frac{i}{x \lambda^{2} \nu}
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j}^{\left(\frac{1}{2}\right)}(x) \frac{\nu^{2 j}}{\lambda^{2 j}}}{a_{2 j}^{\left(\frac{1}{2}\right)}(x / \lambda) \frac{\nu^{2 j}}{\lambda^{2 j}}},
\end{aligned}
$$

with

$$
\begin{aligned}
\bar{a}_{2 j}^{\left(\frac{1}{2}\right)} & =i x \lambda^{2} a_{2 j}^{\left(\frac{1}{2}\right)}-\frac{i}{x \lambda^{2}}\left(1 / \lambda^{4 j+4}-1\right) a_{2 j+2}^{\left(\frac{1}{2}\right)} \\
\overline{\bar{a}}_{2 j}^{\left(\frac{1}{2}\right)} & =-\frac{1}{\lambda} a_{2 j}^{\left(\frac{1}{2}\right)}-x^{2} \lambda^{3} a_{2 j-2}^{\left(\frac{1}{2}\right)}+\frac{i}{x \lambda} \bar{a}_{2 j}^{\left(\frac{1}{2}\right)}
\end{aligned}
$$

We write $k=n-\frac{1}{2},(n=1,2, \ldots)$, and consider a few examples:

$$
\begin{array}{rc}
n=1: & \Lambda_{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
\frac{g_{\frac{1}{2}}(x)}{\lambda^{2}\left(x^{2}+g_{\frac{1}{2}}(x)\right) \nu} & -\frac{i}{x \lambda^{2} \nu}
\end{array}\right)=\left(\begin{array}{cc}
\frac{s_{1}}{\nu} & \frac{t_{1}}{\nu} \\
s_{0}+\frac{s_{2}}{\nu^{2}} & \frac{t_{2}}{\nu^{2}}
\end{array}\right), \\
n=2: & \Lambda_{\frac{3}{2}} \Lambda_{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
\frac{g_{\frac{1}{2}}(x)}{\lambda^{2}\left(x^{2}+g_{\frac{1}{2}}(x)\right) \nu} & -\frac{i}{x \lambda^{2} \nu}
\end{array}\right)=\left(\begin{array}{cc}
s_{0}+\frac{s_{2}}{\nu^{2}} & \frac{t_{2}}{\nu^{2}} \\
\frac{s_{1}}{\nu}+\frac{s_{3}}{\nu^{3}} & \frac{t_{1}}{\nu}+\frac{t_{3}}{\nu^{3}}
\end{array}\right), \\
n=3: & \Lambda_{\frac{5}{2}} \Lambda_{\frac{3}{2}} \Lambda_{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
\frac{g_{\frac{1}{2}}(x)}{\lambda^{2}\left(x^{2}+g_{\frac{1}{2}}(x)\right) \nu} & -\frac{i}{x \lambda^{2} \nu}
\end{array}\right)=\left(\begin{array}{cc}
\frac{s_{1}}{\nu}+\frac{s_{3}}{\nu^{3}} & \frac{t_{1}}{\nu}+\frac{t_{3}}{\nu^{3}} \\
s_{0}+\frac{s_{2}}{\nu^{2}}+\frac{s_{4}}{\nu^{4}} & \frac{t_{2}}{\nu^{2}}+\frac{t_{4}}{\nu^{4}}
\end{array}\right)
\end{array}
$$

where we have named the coefficients of $\nu^{-j}$ in the $(1,1)$ and $(2,1)$ entries on the RHS of the equations in each case to be $s_{j}$, the coefficients of $\nu^{-j}$ in the $(1,2)$ and $(2,2)$ entries to be $t_{j},(j=0,1, \ldots, n+1)$. From the particular form of the $\Lambda_{n-\frac{1}{2}}$ and matrix

$$
\left(\begin{array}{cc}
1 & 0 \\
\frac{g_{\frac{1}{2}}(x)}{\lambda^{2}\left(x^{2}+g_{\frac{1}{2}}(x)\right) \nu} & -\frac{i}{x \lambda^{2} \nu}
\end{array}\right)
$$

we found that $s_{0}$ is a different constant and $t_{1}=-\frac{i}{x \lambda^{2}}$ for all the cases. In general for $n$ is an odd integer, $n=1,3, \ldots$

$$
\Lambda_{n-\frac{1}{2}} \ldots \Lambda_{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
\frac{g(x)}{\lambda^{3}\left(x^{2}+g(x)\right) \nu} & -\frac{i}{x \lambda^{3} \nu}
\end{array}\right)=\left(\begin{array}{cc}
\frac{s_{1}}{\nu}+\frac{s_{3}}{\nu^{3}}+\ldots+\frac{s_{n}}{\nu^{n}} & \frac{t_{1}}{\nu}+\ldots+\frac{t_{n}}{\nu^{n}} \\
s_{0}+\frac{s_{2}}{\nu^{2}}+\ldots+\frac{s_{n+1}}{\nu^{n+1}} & \frac{t_{2}}{\nu^{2}}+\ldots+\frac{t_{n+1}}{\nu^{n+1}}
\end{array}\right)
$$

and for $n$ is an even integer, $n=2,4, \ldots$

$$
\Lambda_{n-\frac{1}{2}} \ldots \Lambda_{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
\frac{g(x)}{\lambda^{3}\left(x^{2}+g(x)\right) \nu} & -\frac{i}{x \lambda^{3} \nu}
\end{array}\right)=\left(\begin{array}{cc}
s_{0}+\frac{s_{2}}{\nu^{2}}+\ldots+\frac{s_{n}}{\nu^{n}} & \frac{t_{2}}{\nu^{2}}+\ldots+\frac{t_{n}}{\nu^{n}} \\
\frac{s_{1}}{\nu}+\frac{s_{3}}{\nu^{3}}+\ldots+\frac{s_{n+1}}{\nu^{n+1}} & \frac{t_{1}}{\nu}+\ldots+\frac{t_{n+1}}{\nu^{n+1}}
\end{array}\right)
$$

### 4.6. Determinantal representations of special solutions

### 4.6.1. Determinantal form of rational type special solutions of $q$-PII.

Theorem 4.6.1. $q$-PII equation (4.9) with parameter $\alpha=\frac{1}{\lambda^{4 k}}$ where $k$ are integers admits a hierarchy of rational type special solutions $g_{k}(x)$, given by

$$
\begin{gathered}
g_{k}(x)=-\frac{i x}{\lambda^{2 k}} \frac{\tau_{k}(x / \lambda) \tau_{k-1}\left(x / \lambda^{2}\right)}{\tau_{k}\left(x / \lambda^{2}\right) \tau_{k-1}(x / \lambda)} \\
\tau_{k}(x)=\left|\begin{array}{cccccc}
T_{k} & T_{k+1} & \ldots & & T_{2 k-2} & T_{2 k-1} \\
T_{k-2} & T_{k-1} & \cdots & & T_{2 k-4} & T_{2 k-3} \\
\vdots & \vdots & \ddots & & \vdots & \vdots \\
T_{2} & T_{3} & \cdots & & T_{k} & T_{k+1} \\
& & \ddots & & \vdots & \vdots \\
& & & & \cdots & T_{2} \\
0 & \cdots & & \cdots & T_{0} & T_{1}
\end{array}\right|
\end{gathered}
$$

$T_{k}(x)$ is the $q$ discrete polynomial of degree $k$ in $x$ where

$$
\begin{aligned}
T_{j}(x)\left(\frac{1}{\lambda^{2 j}}-1\right) & =-\frac{i\left(-i+\lambda x+\lambda^{2} x\right)}{\lambda} T_{j-1}(x)-\frac{x\left(-i-i \lambda+x \lambda^{2}\right)}{\lambda} T_{j-2}(x)+x^{2} T_{j-3}(x) \\
T_{j-1}(x) & =\frac{1}{i x \lambda}\left(T_{j}(x / \lambda)-T_{j}(x)\right)
\end{aligned}
$$

and $T_{0}(x)=1, T_{j}=0, j<0$.

Proof. We consider the case when $k$ is an odd integer, will show later that the case for $k$ is even can be proved along the way. Recall the Schlesinger transformation relating $F^{(k+1)}$ to $F^{(0)}$,

$$
\begin{aligned}
& F^{(k+1)}(\nu, x)=\Lambda_{k} \Lambda_{k-1} \ldots \Lambda_{0} F^{(0)}(\nu, x) \\
& =\left(\begin{array}{cc}
\frac{s_{k-1}}{\nu^{k-1}}+\ldots+\frac{s_{2}}{\nu^{2}}+s_{0} & \frac{1}{\nu}\left(\frac{t_{k-1}}{\nu^{k-1}}+\ldots+\frac{t_{2}}{\nu^{2}}+t_{0}\right) \\
\frac{s_{k}}{\nu^{k}}+\ldots+\frac{s_{3}}{\nu^{3}}+\frac{s_{1}}{\nu} & \frac{1}{\nu}\left(\frac{t_{k}}{\nu^{k}}+\ldots+\frac{t_{3}}{\nu^{3}}+\frac{t_{1}}{\nu}+t_{-1} \nu\right)
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j} \nu^{2 j}}{c_{2 j+1} \nu^{2 j+1}},
\end{aligned}
$$

and from the definition (4.93) of $F^{(k)}$ we know

$$
F^{(k+1)}(\nu, x)=\phi_{1}^{(k+1)}\left(\nu / \lambda^{2(k+1)}, x\right) \sim \frac{\nu^{k+1}}{\lambda^{2(k+1)^{2}}}\binom{a_{0}^{(k+1)}}{c_{1}^{(k+1)} \frac{\nu}{\lambda^{2(k+1)}}} .
$$

Equating the two expressions of $F^{(k+1)}$ in powers of $\nu$ near $\nu=0$ : -the top entry gives

$$
\begin{aligned}
& \frac{1}{\nu^{k-1}}: \\
& \frac{1}{\nu^{k-3}}: \\
& s_{k-1} a_{0}+t_{k-1} c_{1}=0 \\
& \vdots: \\
& \nu_{k-1} a_{2}+t_{k-1} c_{3}++s_{k-3} a_{0}+t_{k-3} c_{1}=0 \\
& \nu^{k-1}: \\
& \nu_{k-1} a_{2 k-2}+t_{k-1} c_{2 k-1}+\ldots+s_{0} a_{k-1}+t_{0} c_{k}=0 \\
&: \\
& s_{k-1} a_{2 k}+t_{k-1} c_{2 k+1}+\ldots+s_{0} a_{k+1}+t_{0} c_{k+2}=\frac{a_{0}^{(k+1)}}{\lambda^{2(k+1)^{2}}},
\end{aligned}
$$

-the bottom entry gives

$$
\begin{array}{rll}
\frac{1}{\nu^{k}} & : s_{k} a_{0}+t_{k} c_{1}=0 \\
\frac{1}{\nu^{k-2}} & : & s_{k} a_{2}+t_{k} c_{3}++s_{k-2} a_{0}+t_{k-2} c_{1}=0 \\
\vdots & : & \vdots \\
\nu^{k} & : & s_{k} a_{2 k}+t_{k} c_{2 k+1}+\ldots+s_{1} a_{k+1}+t_{1} c_{k+2}+t_{-1} c_{k}=0 \\
\nu^{k+2} & : & s_{k} a_{2 k+2}+t_{k} c_{2 k+3}+\ldots+s_{1} a_{k+3}+t_{1} c_{k+4}+t_{-1} c_{k+2}=\frac{c_{1}^{(k+1)}}{\lambda^{2(k+1)(k+2)}}
\end{array}
$$

We can write the equations we have from the top entry in a $(k+1) \times(k+1)$ matrix form

$$
\left(\begin{array}{ccccc}
a_{k+1} & c_{k+2} & \cdots & a_{2 k} & c_{2 k+1}  \tag{4.101}\\
a_{k-1} & c_{k} & \cdots & a_{2 k-2} & c_{2 k-1} \\
& & & & \\
& & \ddots & & \\
& & & & \\
0 & & \cdots & a_{0} & c_{1}
\end{array}\right)\left(\begin{array}{c}
s_{0} \\
t_{0} \\
s_{2} \\
\vdots \\
s_{k-1} \\
t_{k-1}
\end{array}\right)=\left(\begin{array}{c}
\frac{a_{0}^{(k+1)}}{\lambda^{2(k+1)^{2}}} \\
0 \\
\\
\vdots \\
0
\end{array}\right)
$$

and the equations from the bottom entry in a $(k+2) \times(k+2)$ matrix form

$$
\left(\begin{array}{ccccc}
c_{k+2} & a_{k+3} & \cdots & a_{2 k+2} & c_{2 k+3}  \tag{4.102}\\
c_{k} & a_{k+1} & \cdots & a_{2 k} & c_{2 k+1} \\
& & & & \\
& & \ddots & & \\
& & & & \\
0 & & a_{0} & c_{1}
\end{array}\right)\left(\begin{array}{c}
t_{-1} \\
s_{1} \\
t_{1} \\
\vdots \\
s_{k} \\
t_{k}
\end{array}\right)=\left(\begin{array}{c}
\frac{c_{1}^{(k+1)}}{\lambda^{2(k+1)(k+2)}} \\
0 \\
\\
\\
\\
\end{array}\right.
$$

Definition 4.6.2. Recall $k$ is an odd integer, therefore $k+1$ is even, let $\sigma_{\text {even }}(x)$ be

$$
\sigma_{k+1}=\left|\begin{array}{ccccc}
a_{k+1} & c_{k+2} & \ldots & a_{2 k} & c_{2 k+1} \\
a_{k-1} & c_{k} & \ldots & a_{2 k-2} & c_{2 k-1} \\
& & & & \\
& & \ddots & & \\
0 & & \ldots & a_{0} & c_{1}
\end{array}\right|
$$

and $\sigma_{\text {odd }}(x)$ be

$$
\sigma_{k+2}=\left|\begin{array}{ccccc}
c_{k+2} & a_{k+3} & \cdots & a_{2 k+2} & c_{2 k+3} \\
c_{k} & a_{k+1} & \cdots & a_{2 k} & c_{2 k+1} \\
& & & & \\
& & \ddots & & \\
& & & & \\
0 & & \ldots & a_{0} & c_{1}
\end{array}\right|
$$

Apply Cramer's rule on matrix equation (4.101) to evaluate $s_{0}$, recall $s_{0}$ is a constant,

$$
\begin{align*}
s_{0} & =\frac{a_{0}^{(k+1)}(x) \sigma_{k}(x)}{\sigma_{k+1}(x)} \\
\Rightarrow a_{0}^{(k+1)}(x) & =\frac{s_{0} \sigma_{k+1}(x)}{\sigma_{k}(x)} \tag{4.103}
\end{align*}
$$

where $\sigma_{k}=\sigma_{\text {odd }}, \sigma_{k+1}=\sigma_{\text {even }}$ are defined by definition 4.6.2. We have $a_{0}^{(\text {even })}$ in terms of determinants.

Apply Cramer's rule on matrix equation (4.102) for $t_{-1}$, recall $t_{-1}$ is also a constant,

$$
\begin{aligned}
t_{-1} & =\frac{c_{1}^{(k+1)}(x) \sigma_{k+1}(x)}{\sigma_{k+2}(x)} \\
c_{1}^{(k+1)}(x) & =\frac{t_{-1} \sigma_{k+2}(x)}{\sigma_{k+1}(x)}
\end{aligned}
$$

however from equation (4.83) we know that $c_{1}^{(k+1)}=\frac{a_{0}^{(k+2)}}{\lambda^{2(k+2)}}$, hence

$$
\begin{equation*}
\frac{a_{0}^{(k+2)}(x)}{\lambda^{2(k+2)}}=\frac{t_{-1} \sigma_{k+2}(x)}{\sigma_{k+1}(x)} \tag{4.104}
\end{equation*}
$$

Now we also have $a_{0}^{(\text {odd })}$ in terms of determinants. Recall

$$
F^{(0)}(\nu, x)=\sum_{j=0}\binom{a_{2 j} \nu^{2 j}}{c_{2 j+1} \nu^{2 j+1}}=\phi_{1}^{(0)}(\nu, x)=\sum_{j=0}\binom{\lambda T_{2 j} \nu^{2 j}}{T_{2 j+1} \nu^{2 j+1}}
$$

that is

$$
a_{2 j}=\lambda T_{2 j}, \quad c_{2 j+1}=T_{2 j+1}, \quad j=0,1, \ldots
$$

Then for $k$ is any integer, let

$$
\tau_{k}(x)=\left|\begin{array}{cccccc}
T_{k} & T_{k+1} & \cdots & & T_{2 k-2} & T_{2 k-1}  \tag{4.105}\\
T_{k-2} & T_{k-1} & \cdots & & T_{2 k-4} & T_{2 k-3} \\
\vdots & \vdots & \ddots & & \vdots & \vdots \\
T_{2} & T_{3} & \cdots & & T_{k} & T_{k+1} \\
& & \ddots & & \vdots & \vdots \\
& & & \cdots & T_{2} & T_{3} \\
0 & \cdots & & \cdots & T_{0} & T_{1}
\end{array}\right| .
$$

The $\tau_{k}$ function defined by equation (4.105) is proportional to the $\sigma_{k}$ function defined in definition 4.6.2 and

$$
a_{0}^{(k)}(x)=\mu_{k} \frac{\tau_{k}(x)}{\tau_{k-1}(x)},
$$

where $\mu_{k}$ is a constant. Finally recall (4.73) we have

$$
\begin{aligned}
g_{k}(x) & =-\frac{i x}{\lambda^{2 k}} \frac{a_{0}^{(k)}(x / \lambda)}{a_{0}^{(k)}\left(x / \lambda^{2}\right)} \\
& =-\frac{i x}{\lambda^{2 k}} \frac{\tau_{k}(x / \lambda) \tau_{k-1}\left(x / \lambda^{2}\right)}{\tau_{k}\left(x / \lambda^{2}\right) \tau_{k-1}(x / \lambda)}
\end{aligned}
$$

### 4.6.2. Determinantal form of $q$-hypergeometric type special solutions of $q$-PII.

Theorem 4.6.3. $q$-PII equation (4.9) with parameter $\alpha=\frac{1}{\lambda^{4 k}}$, where $k$ are half integers, that is $k=n+\frac{1}{2}, n=0,1,2, \ldots$ admits a hierarchy of hypergeometric type special solutions $g_{n+\frac{1}{2}}(x)$, given by

$$
g_{n+\frac{1}{2}}(x)\left\{\begin{array}{l}
=-\frac{i x}{\lambda^{2 n+1}} \frac{\tau_{n+1}(x / \lambda) \tau_{n}\left(x / \lambda^{2}\right)}{\tau_{n+1}\left(x \lambda^{2}\right) \tau_{n}(x /)} \text { for } n \text { even }, \\
=-\frac{i x}{\lambda^{2 n+2} \frac{\tau_{n+1}(x / \lambda) \tau_{n}\left(x / \lambda^{2}\right)}{\tau_{n}\left(x / \lambda^{2}\right) \tau_{n}(x / \lambda)} \text { for } n \text { odd }}
\end{array}\right.
$$

where $\tau_{n}(x)$ is the determinant of a $n \times n$ matrix
where

$$
\begin{aligned}
\bar{a}_{2 j}^{\left(\frac{1}{2}\right)} & =i x \lambda^{2} a_{2 j}^{\left(\frac{1}{2}\right)}-\frac{i}{x \lambda^{2}}\left(\frac{1}{\lambda^{4 j+4}}-1\right) a_{2 j+2}^{\left(\frac{1}{2}\right)}, \\
\bar{a}_{2 j}^{\left(\frac{1}{2}\right)} & =-\frac{1}{\lambda} a_{2 j}^{\left(\frac{1}{2}\right)}-x^{2} \lambda^{3} a_{2 j-2}^{\left(\frac{1}{2}\right)}+\frac{i}{x \lambda} \bar{a}_{2 j}^{\left(\frac{1}{2}\right)} .
\end{aligned}
$$

Proof. Let us consider $F^{(k+1)}(\nu, x), k$ is a half integer and we write $k=$ $n-\frac{1}{2}, n=1,2, \ldots$. We study the case when $n=2,4, \ldots$, the case for $n$ is
odd can also be proved here as we will see later.

$$
\begin{align*}
& F^{\left(n+\frac{1}{2}\right)}(\nu, x)  \tag{4.106}\\
& =\Lambda_{n-\frac{1}{2}} \Lambda_{n-\frac{3}{2}} \ldots \Lambda_{\frac{1}{2}} F^{\left(\frac{1}{2}\right)}(\nu, x) \\
& =\Lambda_{n-\frac{1}{2}} \Lambda_{n-\frac{3}{2}} \ldots \Lambda_{\frac{1}{2}} \nu^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
\lambda^{\frac{1}{2}}
\end{array} \begin{array}{cc}
\left.\frac{g_{\frac{1}{2}}(x)}{\lambda^{2}\left(x^{2}+g_{1}^{2}\right.}(x)\right) \nu & -\frac{i}{x \lambda^{2} \nu}
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j}^{\left(\frac{1}{2}\right)}(x) \frac{\nu^{2 j}}{\lambda^{2 j}}}{a_{2 j}^{\left(\frac{1}{2}\right)}(x / \lambda) \frac{\nu^{2 j}}{\lambda^{2 j}}} \\
& =\frac{\nu^{\frac{1}{2}}}{\lambda^{\frac{1}{2}}}\left(\begin{array}{c}
s_{0}+\frac{s_{2}}{\nu^{2}}+\ldots+\frac{s_{n}}{\nu^{n}} \\
\frac{t_{2}}{\nu}+\frac{t_{3}}{\nu^{2}}+\ldots+\frac{t_{n}}{\nu^{3}}+\ldots+\frac{s_{n+1}}{\nu^{n+1}} \\
\frac{t_{1}}{\nu}+\ldots+\frac{t_{n+1}}{\nu^{n+1}}
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j}^{\left(\frac{1}{2}\right)}(x) \frac{\nu^{2 j}}{\lambda^{j} j}}{a_{2 j}^{\left(\frac{1}{2}\right)}(x / \lambda) \frac{\nu^{2 j}}{\lambda^{2 j}}},
\end{align*}
$$

where $a_{2 j}^{\left(\frac{1}{2}\right)}$ is defined by equations (4.53, 4.54). From the definition of $F^{\left(n+\frac{1}{2}\right)}$ we also know that as $\nu \rightarrow 0$

$$
\begin{align*}
F^{\left(n+\frac{1}{2}\right)}(\nu, x) & =\phi_{1}^{\left(n+\frac{1}{2}\right)}\left(\nu / \lambda^{2 n+1}, x\right) \\
& \sim \frac{\nu^{n+\frac{1}{2}}}{\lambda^{(2 n+1)(n+1 / 2)}}\binom{a_{0}^{\left(n+\frac{1}{2}\right)}}{c_{1}^{\left(n+\frac{1}{2}\right)} \frac{\nu}{\lambda^{2 n+1}}} \tag{4.107}
\end{align*}
$$

For $F^{\left(n+\frac{1}{2}\right)}(\nu, x)$ given by equation (4.106) to have the correct leading behavior (4.107) in the neighbourhood of $\nu=0, s_{j}$ and $t_{j}(j=0, \ldots, n+$ 1) need to satisfy systems of equations. Equating the two expressions of $F^{\left(n+\frac{1}{2}\right)}(\nu, x)$, from the top entry we get $n+1$ equations $\left(\nu^{-n}, \nu^{-n+2}, \ldots, \nu^{n}\right)$ :

$$
\begin{array}{rll}
\frac{1}{\nu^{n}} & : & s_{n} a_{0}^{\left(\frac{1}{2}\right)}+t_{n} \bar{a}_{0}^{\left(\frac{1}{2}\right)}=0 \\
\frac{1}{\nu^{n-2}} & : & s_{n} \frac{a_{2}^{\left(\frac{1}{2}\right)}}{\lambda^{2}}+t_{n} \frac{\bar{a}_{2}^{\left(\frac{1}{2}\right)}}{\lambda^{2}}+s_{n-2} a_{0}^{\left(\frac{1}{2}\right)}+t_{n-2} a_{0}^{\left(\frac{1}{2}\right)}=0 \\
\vdots & : & \vdots \\
\nu^{n-2} & : & s_{n} \frac{a_{2 n-2}^{\left(\frac{1}{2}\right)}}{\lambda^{2 n-2}}+t_{n} \frac{\bar{a}_{2 n-2}^{\left(\frac{1}{2}\right)}}{\lambda^{2 n-2}}+\cdots+t_{2} \frac{\bar{a}_{n}^{\left(\frac{1}{2}\right)}}{\lambda^{n}}+s_{0} \frac{a_{n-2}^{\left(\frac{1}{2}\right)}}{\lambda^{n-2}}=0 \\
\nu^{n} & : & s_{n} \frac{a_{2 n}^{\left(\frac{1}{2}\right)}}{\lambda^{2 n}}+t_{n} \frac{\bar{a}_{2 n}^{\left(\frac{1}{2}\right)}}{\lambda^{2 n}}+\cdots+t_{2} \frac{\bar{a}_{n+2}^{\left(\frac{1}{2}\right)}}{\lambda^{n+2}}+s_{0} \frac{a_{n}^{\left(\frac{1}{2}\right)}}{\lambda^{n}}=\frac{a_{0}^{\left(n+\frac{1}{2}\right)}}{\lambda^{(2 n+1)(n+1 / 2)}} .
\end{array}
$$

Rewriting this in the form of a $(n+1) \times(n+1)$ matrix equation

For the bottom entry, we get $n+2$ equations $\left(\nu^{-n-1}, \nu^{-n+1}, \ldots, \nu^{n+1}\right)$ :

$$
\begin{array}{rll}
\frac{1}{\nu^{n+1}} & : & s_{n+1} a_{0}^{\left(\frac{1}{2}\right)}+t_{n+1} \bar{a}_{0}^{\left(\frac{1}{2}\right)}=0 \\
\frac{1}{\nu^{n-1}} & : & s_{n+1} \frac{a_{2}^{\left(\frac{1}{2}\right)}}{\lambda^{2}}+t_{n+1} \frac{\bar{a}_{2}^{\left(\frac{1}{2}\right)}}{\lambda^{2}}+s_{n-1} a_{0}^{\left(\frac{1}{2}\right)}+t_{n-1} \bar{a}_{0}^{\left(\frac{1}{2}\right)}=0 \\
\vdots & \vdots & \vdots \\
\nu^{n-1} & : & s_{n+1} \frac{a_{2 n}^{\left(\frac{1}{2}\right)}}{\lambda^{2 n}}+t_{n+1} \frac{\bar{a}_{2 n}^{\left(\frac{1}{2}\right)}}{\lambda^{2 n}}+\cdots+s_{1} \frac{a_{n}^{\left(\frac{1}{2}\right)}}{\lambda^{n}}+t_{1} \frac{\bar{a}_{n}^{\left(\frac{1}{2}\right)}}{\lambda^{n}}=0 \\
\nu^{n+1} & : & s_{n+1} \frac{a_{2 n+2}^{\left(\frac{1}{2}\right)}}{\lambda^{2 n+2}}+t_{n+1} \frac{\bar{a}_{2 n+2}^{\left(\frac{1}{2}\right)}}{\lambda^{2 n+2}}+\cdots+s_{1} \frac{a_{n+2}^{\left(\frac{1}{2}\right)}}{\lambda^{n+2}}+t_{1} \frac{\bar{a}_{n+2}^{\left(\frac{1}{2}\right)}}{\lambda^{n+2}}=\frac{c_{1}^{\left(n+\frac{1}{2}\right)}}{\lambda^{(2 n+1)(n+3 / 2)}} .
\end{array}
$$

Rewriting this in the form of a $(n+2) \times(n+2)$ matrix equation

Let $\tau_{n}(x)$ be the determinant of the $n \times n$ matrix

Then by Cramer's rule on equation (4.108) for $s_{0}$, recall $s_{0}$ is a constant and we assumed $n$ is an even integer

$$
a_{0}^{\left(n+\frac{1}{2}\right)}(x)=\mu_{n} \frac{\tau_{n+1}(x)}{\tau_{n}(x)}, \quad \mu_{n} \text { is a constant }
$$

we have a formula for $a_{0}^{\left(n+\frac{1}{2}\right)}(x), n$ is even. Applying Cramer's rule on equation (4.109) for $t_{1}$, recall $t_{1}=-\frac{i}{x \lambda^{2}}$,

$$
c_{1}^{\left(n+\frac{1}{2}\right)}(x)=\eta_{n} a_{0}^{\left(n+1+\frac{1}{2}\right)}(x)=\frac{\varsigma_{n}^{\prime}}{x} \frac{\tau_{n+2}(x)}{\tau_{n+1}(x)}, \quad \eta_{n}, \varsigma_{n}^{\prime} \quad \text { are constants. }
$$

Since $n+1$ is an odd integer when $n$ is an even integer we now also have the formula for $a_{0}^{\left(n+\frac{1}{2}\right)}(x), n$ is odd

$$
a_{0}^{\left(n+\frac{1}{2}\right)}(x)=\frac{\varsigma_{n}}{x} \frac{\tau_{n+1}(x)}{\tau_{n}(x)}, \quad \varsigma_{n} \text { is a constant. }
$$

Recall

$$
g_{n}(x)=-\frac{i x}{\lambda^{2 n}} \frac{a_{0}^{(n)}(x / \lambda)}{a_{0}^{(n)}\left(x / \lambda^{2}\right)},
$$

$a_{0}^{\left(n+\frac{1}{2}\right)}(x)$ for $n$ is an even integer is

$$
a_{0}^{\left(n+\frac{1}{2}\right)}(x)=\mu_{n} \frac{\tau_{n+1}(x)}{\tau_{n}(x)},
$$

and when $n$ is an odd integer is

$$
a_{0}^{\left(n+\frac{1}{2}\right)}(x)=\frac{\varsigma_{n}}{x} \frac{\tau_{n+1}(x)}{\tau_{n}(x)},
$$

where $\tau_{n}(x)$ is defined by equations (4.110, 4.111). Recall $\mu_{n}$ and $\varsigma_{n}$ are constants, and

$$
\frac{x / \lambda}{x / \lambda^{2}}=\frac{1}{\lambda}
$$

Hence for $n$ is an even integer,

$$
\begin{aligned}
g_{n+\frac{1}{2}}(x) & =-\frac{i x}{\lambda^{2 n+1}} \frac{a_{0}^{\left(n+\frac{1}{2}\right)}(x / \lambda)}{a_{0}^{\left(n+\frac{1}{2}\right)}\left(x / \lambda^{2}\right)} \\
& =-\frac{i x}{\lambda^{2 n+1}} \frac{\tau_{n+1}(x / \lambda) \tau_{n}\left(x / \lambda^{2}\right)}{\tau_{n+1}\left(x / \lambda^{2}\right) \tau_{n}(x / \lambda)}
\end{aligned}
$$

and for $n$ is an odd integer,

$$
\begin{aligned}
g_{n+\frac{1}{2}}(x) & =-\frac{i x}{\lambda^{2 n+1}} \frac{a_{0}^{\left(n+\frac{1}{2}\right)}(x / \lambda)}{a_{0}^{\left(n+\frac{1}{2}\right)}\left(x / \lambda^{2}\right)} \\
& =-\frac{i x}{\lambda^{2 n+2}} \frac{\tau_{n+1}(x / \lambda) \tau_{n}\left(x / \lambda^{2}\right)}{\tau_{n+1}\left(x / \lambda^{2}\right) \tau_{n}(x / \lambda)}
\end{aligned}
$$

Let us look at a few examples of the determinantal formula of the $q$ hypergeometric type special solutions of $q$-PII. For $n=1$,

$$
g_{\frac{1}{2}}=-\frac{i x}{\lambda} \frac{\tau_{1}(x / \lambda)}{\tau_{1}\left(x / \lambda^{2}\right)},
$$

for $n=2$,

$$
g_{\frac{3}{2}}=-\frac{i x}{\lambda} \frac{\tau_{2}(x / \lambda) \tau_{1}\left(x / \lambda^{2}\right)}{\tau_{2}\left(x / \lambda^{2}\right) \tau_{1}(x / \lambda)},
$$

for $n=3$,

$$
g_{\frac{5}{2}}=-\frac{i x}{\lambda} \frac{\tau_{3}(x / \lambda) \tau_{2}\left(x / \lambda^{2}\right)}{\tau_{3}\left(x / \lambda^{2}\right) \tau_{2}(x / \lambda)}
$$

where

$$
\begin{aligned}
\tau_{1}(x) & =a_{0}^{\left(\frac{1}{2}\right)}, \\
\tau_{2}(x) & =\left|\begin{array}{cc}
\frac{a_{2}^{\left(\frac{1}{2}\right)}}{\lambda(2)} & \frac{a_{2}^{\left(\frac{1}{2}\right)}}{\lambda^{2}} \\
a_{0}^{\left(\frac{1}{2}\right)} & \bar{a}_{0}^{\left(\frac{1}{2}\right)}
\end{array}\right|, \\
\tau_{3}(x) & =\left|\begin{array}{ccc}
\frac{a_{2}^{\left(\frac{1}{2}\right)}}{\lambda^{2}} & \frac{a_{4}^{\left(\frac{1}{2}\right)}}{\lambda^{4}} & \frac{a_{4}^{\left(\frac{1}{2}\right)}}{\lambda^{4}} \\
a_{0}^{\left(\frac{1}{2}\right)} & \frac{a_{2}^{\left(\frac{1}{2}\right)}}{\lambda^{2}} & \frac{a_{a}^{\left(\frac{1}{2}\right)}}{\lambda^{2}} \\
0 & a_{0}^{\left(\frac{1}{2}\right)} & \bar{a}_{0}^{\left(\frac{1}{2}\right)}
\end{array}\right| .
\end{aligned}
$$

In this chapter, a general relation between the solution of the linear problem and the solution of $q$-PII equation was established. We have found exact solutions for two special cases of the associated linear problem of $q$-PII, corresponding to $q$-PII admitting a simple rational and $q$-hypergeometric type special solution respectively. Schlesinger transformation of the linear problem was found and used to found all the solutions of the linear problem where the corresponding $q$-PII equation admits either rational or $q$-hypergeometric type special solutions. This fact was then used to find the determinantal forms of the hierarchies of the rational and the $q$-hypergeometric type special solutions with these two simple special solutions as the first member respectively.

## Chapter 5

## Conclusions

Motivated by the results of Kajiwara et al. on the determinantal forms of some special solutions of the discrete analogues of the Painlevé equations, we aimed to follow Flaschka and Newell's approach of obtaining determinantal forms of some special solutions of the Painlevé equations via the associated linear problem in the $q$-discrete setting. We have found that the relationship between $q$-Painlevé equations and their associated $q$-linear problems is very similar to that of continuous Painlevé equations and their associated linear problems. Hence the method developed by Flaschka and Newell [18] can be followed analogously and used to study $q$-Painlevé equations in the $q$-discrete setting. The idea is to use the properties of the linear problem. In particular since it is the special solutions of the $q$-Painleve equations (that is for special values of its parameters the $q$-Painlevé equation admits simpler solutions of rational and hypergeometric type) which we want to study, therefore we have considered the special cases of the associated linear problem when it admits simpler solutions for special values of the parameters.

In differential linear analysis, the fundamental solutions take the forms of simple Frobenius series expansions when the equation satisfies the "nonresonant condition", whereas for the "resonant"case the solutions in general involves the logarithm function. Flaschka and Newell have considered two types of the special cases of the associated linear problem under the "resonant"condition and found the conditions on the equation for which the fundamental solutions still take the forms of simple Frobenius series without logarithm functions. They have found that the Painlevé equation admits rational and hypergeometric type special solutions corresponding to these two types of the special cases of the linear problem. Further more, the closed form of all of the special solutions of the linear problem of these two
type can be found by using the Schlesinger transform of the linear problem, iterating from the simplest special solutions of each type respectively. Determinantal expression of rational and hypergeometric type special solutions of the Painlevé equations can obtained through the special solutions of the linear problem.

For the $q$-discrete linear problem there is the $q$-discrete analogue of the "non-resonant condition"and fundamental solutions of the forms of simple Frobenius series expansions and the "resonant"case where the solutions in general involves $q$-discrete analogue of the logarithm function. We have considered two types of the special cases of the associated linear problem of $q$-PII of the "resonant"case and asked for the conditions for the fundamental solutions to be without the logarithm function. We have found the conditions are precisely where $q$-PII admits rational and $q$-hypergeometric type special solutions. The two simplest cases of the two type of the $q$-linear problem was solved:
equation (4.32),

$$
\begin{aligned}
\phi_{1}^{(0)}(\nu, x)= & \frac{1}{2}\left(\begin{array}{cc}
\lambda & \lambda \\
1 & -1
\end{array}\right)\binom{\Gamma_{\lambda^{-2}}\left(1+\frac{\nu}{\lambda}\right) \Gamma_{\lambda^{-2}}(1+i x \nu) \Gamma_{\lambda^{-2}}(1+i x \lambda \nu)}{\Gamma_{\lambda^{-2}}\left(1-\frac{\nu}{\lambda}\right) \Gamma_{\lambda^{-2}}(1-i x \nu) \Gamma_{\lambda^{-2}}(1-i x \lambda \nu)} \\
& =\sum_{j=0}\binom{\lambda T_{2 j} \nu^{2 j}}{T_{2 j+1} \nu^{2 j+1}},
\end{aligned}
$$

and equation (4.52),

$$
\phi_{1}^{\left(\frac{1}{2}\right)}(\nu, x)=\nu^{\frac{1}{2}}\left(\begin{array}{cc}
1 & 0 \\
\frac{g_{\frac{1}{2}}(x)}{\lambda^{3}\left(x^{2}+g_{\frac{1}{2}}(x)\right) \nu} & -\frac{i}{x \lambda^{3} \nu}
\end{array}\right) \sum_{j=0}^{\infty}\binom{a_{2 j}^{\left(\frac{1}{2}\right)}(x) \nu^{2 j}}{a_{2 j}^{\left(\frac{1}{2}\right)}(x / \lambda) \nu^{2 j}} .
$$

The Schlesinger transformation (4.94) $\Lambda(\nu, x)$ of a related $q$-linear system

$$
F^{(k)}(\nu, x)=\phi_{1}^{(k)}\left(\nu / \lambda^{2 k}, x\right)
$$

was found:

$$
F^{(k+1)}(\nu, x)=\Lambda_{k}(\nu, x) F^{(k)}(\nu, x)
$$

and used to express all the special solutions $F^{(k)}(\nu, x)$ of the $q$-linear problem in the closed form in terms of $F^{(0)}(\nu, x)$ and $F^{\left(\frac{1}{2}\right)}(\nu, x)$. That is for $k$
is an integer

$$
F^{(k+1)}(\nu, x)=\Lambda_{k} \Lambda_{k-1} \ldots\left(\begin{array}{cc}
0 & 1 \\
\frac{1}{\lambda^{2}} & \frac{\rho_{0}(x)}{\nu}
\end{array}\right) F^{(0)}(\nu, x)
$$

and for $k$ is a half integer

$$
F^{(k+1)}(\nu, x)=\Lambda_{k} \Lambda_{k-1} \ldots\left(\begin{array}{cc}
0 & 1 \\
\frac{1}{\lambda^{2}} & \frac{\rho_{\frac{1}{2}}(x)}{\nu}
\end{array}\right) F^{\left(\frac{1}{2}\right)}(\nu, x) .
$$

We worked with the set of solutions $F^{(k)}(\nu, x)$ instead of $\phi_{1}^{(k)}(\nu, x)$ because the Schlesinger transformation for $F^{(k)}(\nu, x)$ are much simpler and that allowed us to obtain the determinantal expression of the special solutions of the $q$-PII equation of both rational theorem 4.6.1 and $q$-hypergeometric type theorem 4.6.3 where we have found that the entries of the matrix, which the determinants are defined involve only the coefficients of the the solution of the linear problem for the simplest case of its type, equation (4.105) for rational type special solutions

$$
\tau_{k}(x)=\left|\begin{array}{cccccc}
T_{k} & T_{k+1} & \cdots & & T_{2 k-2} & T_{2 k-1} \\
T_{k-2} & T_{k-1} & \cdots & & T_{2 k-4} & T_{2 k-3} \\
\vdots & \vdots & \ddots & & \vdots & \vdots \\
T_{2} & T_{3} & \cdots & & T_{k} & T_{k+1} \\
& & \ddots & & \vdots & \vdots \\
& & & \cdots & T_{2} & T_{3} \\
0 & \cdots & & \cdots & T_{0} & T_{1}
\end{array}\right|
$$

and equations (4.110 and 4.111) for $q$-hypergeometric type special solutions of $q$-PII. In other words, the solutions of the linear problem for the two simplest cases $\phi_{1}^{(0)}(\nu, x)$ and $\phi_{1}^{\left(\frac{1}{2}\right)}(\nu, x)$ are the generating functions of the entries of the matrices on which these determinants are defined. This shed some light on the peculiar asymmetric structure of the determinant forms of special solutions for the discrete Painlevé equations first found by Kajiwara et al. [48, 47].

In this thesis, we have considered the associated $q$-linear problems of a $q$-analogue of PII. The method we have developed to study the $q$-discrete Painlevé equation via its associated $q$-linear problem should work for other discrete analogues of the Painlevé equations which are in possession of a
$2 \times 2$ Lax pair. Such examples are the $2 \times 2$ Lax pair of Jimbo and Sakai's $q$ PVI [37] and the Lax pairs for $q-\mathrm{PV}-q$-PI found by a coalescence procedure on the Lax pair of this $q$-PVI. The reason of why we have not performed our analysis on these Lax pairs already is because the corresponding $q$-Painlevé equations are represented in the coupled form, for example the $q$-PVI in [37] is

$$
\begin{aligned}
& y \bar{y}=\frac{\left(\bar{z}-t b_{1}\right)\left(\bar{z}-t q / b_{1}\right)}{\left(\bar{z}-b_{3}\right)\left(\bar{z}-1 / b_{3}\right)} \\
& z \bar{z}=\frac{\left(y-t a_{1}\right)\left(y-t / a_{1}\right)}{\left(y-a_{3}\right)\left(y-1 / a_{3}\right)}
\end{aligned}
$$

where $y=y(t), z=z(t), \bar{f}=f(q t), \underline{f}=f(t / q)$ and $a_{1}, a_{3}, b_{1}, b_{3}$ are constants. Whereas the example of $q$-PII considered in this thesis is in the scalar form.

One might ask why we should study the Painlevé equations of both differential and discrete type via the associated linear problems when many of the results may be obtained by studying the non-linear equations directly. We have in fact shown that the associated linear problems readily reveals the beautiful determinantal structure of the special solutions of the Painlevé equations. The technique is entirely analytical; no algebraic or geometrical knowledge is needed. All of the operations used require only elementary linear $q$-discrete analysis, which is very similar to linear differential analysis. Furthermore, when a non-linear equation has an Lax pair it implies integrability, in the sense that the non-linear problem is "reduced" to a linear problem. Therefore it is advantageous to make use of the linearity of these very special non-linear equations, the Painlevé and the discrete Painlevé equations.

## Appendix A

## List of the six Painlevé equations

$$
\begin{gather*}
\frac{d^{2} y}{d z^{2}}=6 y^{2}+z  \tag{A.1}\\
\frac{d^{2} y}{d z^{2}}=2 y^{3}+z y+\alpha  \tag{A.2}\\
\frac{d^{2} y}{d z^{2}}=\frac{1}{y}\left(\frac{d y}{d z}\right)^{2}-\frac{1}{z} \frac{d y}{d z}+\frac{\alpha y^{2}+\beta}{z}+\gamma y^{3}+\frac{\delta}{y}  \tag{A.3}\\
\frac{d^{2} y}{d z^{2}}=\frac{1}{2 y}\left(\frac{d y}{d z}\right)^{2}+\frac{3}{2} y^{3}+4 z y^{2}+2\left(z^{2}-\alpha\right) y+\frac{\beta}{y}  \tag{A.4}\\
\frac{d^{2} y}{d z^{2}}=\left(\frac{1}{2 y}+\frac{1}{y-1}\right)\left(\frac{d y}{d z}\right)^{2}-\frac{1}{z} \frac{d y}{d z}+\frac{(y-1)^{2}}{z^{2}}\left(\alpha y+\frac{\beta}{y}\right)  \tag{A.5}\\
+\frac{\gamma y}{z}+\frac{\delta y(y+1)}{y-1} \\
\frac{d^{2} y}{d z^{2}}=\frac{1}{2}\left(\frac{1}{y}+\frac{1}{y-1}+\frac{1}{y-z}\right)\left(\frac{d y}{d z}\right)^{2}-\left(\frac{1}{z}+\frac{1}{z-1}+\frac{1}{y-z}\right) \frac{d y}{d z} \\
+\frac{y(y-1) y-z)}{z^{2}(z-1)^{2}}\left(\alpha+\frac{\beta z}{y^{2}}+\frac{\gamma(z-1)}{(y-1)^{2}}+\frac{\delta z(z-1)}{(y-z)^{2}}\right) \tag{A.6}
\end{gather*}
$$

## Appendix B

## Differential and discrete hypergeometric functions

## B1. Differential hypergeometric functions

A good reference on the special functions is a book [7] by Andrews, Askey and Roy, whose conventions on the notations of the special functions have been followed in this thesis.

Definition B1.1. The general hypergeometric function

$$
{ }_{m} F_{n}\left(a_{1}, \ldots, a_{m} ; b_{1}, \ldots, b_{n} ; z\right)=\sum_{k \geq 0} \frac{\left(a_{1}\right)_{k} \ldots\left(a_{m}\right)_{k}}{\left(b_{1}\right)_{k} \ldots\left(b_{n}\right)_{k} k!} z^{k},
$$

where

$$
(\alpha)_{n}=\alpha(\alpha+1) \ldots(\alpha+n-1),
$$

solves the general differential hypergeometric equation
$\left\{\delta\left(\delta+b_{1}-1\right) \ldots\left(\delta+b_{n}-1\right)-z\left(\delta+a_{1}\right) \ldots\left(\delta+a_{m}\right)\right\}_{m} F_{n}\left(a_{1}, \ldots, a_{m} ; b_{1}, \ldots, b_{n} ; z\right)=0$ where $\delta=z \frac{d}{d z}$.

For $m=2, n=1, a_{1}=\alpha, a_{2}=\beta$ and $b_{1}=\gamma$, it is the Gauss's hypergeometric function

$$
\begin{equation*}
{ }_{2} F_{1}(\alpha, \beta ; \gamma ; z)=\sum_{n \geq 0} \frac{(\alpha)_{n}(\beta)_{n}}{(\gamma)_{n} n!} z^{n} \tag{B.1}
\end{equation*}
$$

which solves the hypergeometric equation

$$
\begin{equation*}
(1-z) \delta^{2} y-\{(\alpha+\beta) z+(1-\gamma)\} \delta y-\alpha \beta z y=0 \tag{B.2}
\end{equation*}
$$

Equation (B.2) has fundamental solutions:

$$
\left\{\begin{array}{l}
{ }_{2} F_{1}(\alpha, \beta ; \gamma ; z), \\
z^{1-\gamma}{ }_{2} F_{1}(\alpha-\gamma+1, \beta-\gamma+1 ; 2-\gamma ; z),
\end{array}\right.
$$

at $z=0$, and

$$
\left\{\begin{array}{l}
(z)^{-\alpha}{ }_{2} F_{1}(\alpha, \alpha-\gamma+1 ; \alpha-\beta+1 ; 1 / z) \\
(-z)^{-\beta}{ }_{2} F_{1}(\beta, \beta-\gamma+1 ; \beta-\alpha+1 ; 1 / z)
\end{array}\right.
$$

at $z=\infty$. These are related by

$$
\begin{aligned}
{ }_{2} F_{1}(\alpha, \beta ; \gamma ; z)= & \frac{\Gamma(\gamma) \Gamma(\beta-\alpha)}{\Gamma(\gamma-\alpha) \Gamma(\beta)}(-z)^{-\alpha}{ }_{2} F_{1}(\alpha, \alpha-\gamma+1 ; \alpha-\beta+1 ; 1 / z) \\
& +\frac{\Gamma(\gamma) \Gamma(\alpha-\beta)}{\Gamma(\gamma-\beta) \Gamma(\alpha)}(-z)^{-\beta}{ }_{2} F_{1}(\beta, \beta-\gamma+1 ; \beta-\alpha+1 ; 1 / z)
\end{aligned}
$$

where $\Gamma(a+1)=a \Gamma(a)$ is the Gamma function.

## B2. The $q$-hypergeometric function

A good reference on the $q$-discrete (or basic) special functions is a book [25] by Gasper and Rahman, whose conventions on the notations of the $q$-special functions have been followed in this thesis.

Definition B2.1. The general $q$-hypergeometric function (also referred to as the basic hypergeometric function) is:
${ }_{m} \Phi_{n}\left(a_{1}, \ldots, a_{m} ; b_{1}, \ldots, b_{n} ; q, z\right)=\sum_{k \geq 0} \frac{\left(a_{1} ; q\right)_{k} \ldots\left(a_{m} ; q\right)_{k}}{\left(b_{1} ; q\right)_{k} \ldots\left(b_{n} ; q\right)_{k}(q ; q)_{k}}\left[(-1)^{k} q^{\left(\frac{n}{2}\right)}\right]^{1+n-m} z^{k}$
where

$$
(a ; q)_{n}=(1-a)(1-a q) \ldots\left(1-a q^{n-1}\right), \quad|q|<1 .
$$

For $m=2, n=1, a_{1}=a, a_{2}=b$ and $b_{1}=c$, it is the $q$-discrete analogue of Gauss's hypergeometric function

$$
\begin{equation*}
{ }_{2} \Phi_{1}(a, b ; c ; q, z)=\sum_{n \geq 0} \frac{(a ; q)_{n}(b ; q)_{n}}{(c ; q)_{n}(q ; q)_{n}} z^{n} . \tag{B.3}
\end{equation*}
$$

Proposition B2.2. Equation

$$
\begin{equation*}
(a b z-c / q) \sigma^{2} \Phi-((a+b) z-(1+c / q)) \sigma \Phi+(z-1) \Phi=0 \tag{B.4}
\end{equation*}
$$

is solved by the $q$-hypergeometric function (B.3), where

$$
\sigma y(z)=y(q x),
$$

Proof. Using the definition for ${ }_{2} \Phi_{1}(a, b ; c ; q, z)$,

$$
\begin{aligned}
{ }_{2} \Phi_{1}(a, b ; c ; q, z) & =\sum_{n \geq 0} \frac{(a ; q)_{n}(b ; q)_{n}}{(c ; q)_{n}(q ; q)_{n}} z^{n} \\
\sigma_{2} \Phi_{1}(a, b ; c ; q, z) & =\sum_{n \geq 0} \frac{(a ; q)_{n}(b ; q)_{n} q^{n}}{(c ; q)_{n}(q ; q)_{n}} z^{n}
\end{aligned}
$$

and

$$
\begin{aligned}
(1-\sigma)_{2} \Phi_{1}(a, b ; c ; q, z) & =\sum_{n \geq 0} \frac{(a ; q)_{n}(b ; q)_{n}\left(1-q^{n}\right)}{(c ; q)_{n}(q ; q)_{n}} z^{n} \\
& =\sum_{n \geq 0} \frac{(a ; q)_{n}(b ; q)_{n}}{(c ; q)_{n}(q ; q)_{n-1}} z^{n} \\
& =\frac{(1-a)(1-b) z}{1-c} \sum_{n \geq 1} \frac{(a q ; q)_{n-1}(b q ; q)_{n-1}}{(c q ; q)_{n-1}(q ; q)_{n-1}} z^{n-1} \\
& =\frac{(1-a)(1-b) z}{1-c}{ }_{2} \Phi_{1}(a q, b q ; c q ; q, z),
\end{aligned}
$$

hence

$$
\begin{aligned}
(1-\sigma)_{2} \Phi_{1}(a, b ; c / q ; q, z) & =\frac{(1-a)(1-b) z}{1-c / q} \sum_{n \geq 1} \frac{(a q ; q)_{n-1}(b q ; q)_{n-1}}{(c ; q)_{n-1}(q ; q)_{n-1}} z^{n-1} \\
& =\frac{(1-a)(1-b) z}{1-c / q}{ }_{2} \Phi_{1}(a q, b q, c ; q, z),
\end{aligned}
$$

and

$$
\begin{aligned}
& { }_{2} \Phi_{1}(a q, b q, c ; q, z) \\
= & \sum_{n \geq 0} \frac{(a q ; q)_{n}(b q ; q)_{n}}{(c ; q)_{n}(q ; q)_{n}} z^{n} \\
= & \frac{1}{(1-a)(1-b)} \sum_{n \geq 0} \frac{(a ; q)_{n}(b q ; q)_{n}\left(1-a q^{n}\right)\left(1-b q^{n}\right)}{(c ; q)_{n}(q ; q)_{n}} z^{n} \\
= & \frac{1}{(1-a)(1-b)} \sum_{n \geq 0} \frac{(a ; q)_{n}(b q ; q)_{n}\left(1-(a+b) q^{n}+a b q^{2 n}\right)}{(c ; q)_{n}(q ; q)_{n}} z^{n} \\
= & \frac{1}{(1-a)(1-b)}\left\{\Phi_{1}(a, b ; c ; q, z)-(a+b)_{2} \Phi_{1}(a, b ; c ; q, q z)\right. \\
= & \frac{1}{(1-a)(1-b)}\left\{1-(a+b) \sigma+a b \sigma^{2}\right\}_{2} \Phi_{1}(a, b ; c ; q, z),
\end{aligned}
$$

but

$$
\begin{aligned}
& { }_{2} \Phi_{1}(a, b ; c / q ; q, z) \\
= & \sum_{n \geq 0} \frac{(a ; q)_{n}(b ; q)_{n}}{(c / q ; q)_{n}(q ; q)_{n}} z^{n} \\
= & \frac{1}{1-c / q} \sum_{n \geq 0} \frac{(a ; q)_{n}(b ; q)_{n}\left(1-c q^{k-1}\right)}{(c ; q)_{n}(q ; q)_{n}} z^{n} \\
= & \frac{(1-c \sigma / q)}{(1-c / q)}{ }_{2} \Phi_{1}(a, b ; c ; q, z),
\end{aligned}
$$

therefore

$$
\begin{aligned}
& (1-\sigma)_{2} \Phi_{1}(a, b ; c / q ; q, z) \\
= & (1-\sigma) \frac{(1-c \sigma / q)}{(1-c / q)}{ }_{2} \Phi_{1}(a, b ; c ; q, z) \\
= & \frac{z}{(1-c / q)}\left\{1-(a+b) \sigma+a b \sigma^{2}\right\}_{2} \Phi_{1}(a, b ; c ; q, z) .
\end{aligned}
$$

Rearrange, taking terms to one side, we get

$$
\left\{(a b z-c / q) \sigma^{2}-((a+b) z-(1+c / q)) \sigma+z-1\right\}_{2} \Phi_{1}(a, b ; c ; q, z)=0
$$

Proposition B2.3. The $q$-hypergeometric equation (B.4) has fundamental solutions

$$
\left\{\begin{array}{l}
{ }_{2} \Phi_{1}(a, b ; c ; q, z)  \tag{B.5}\\
e_{\frac{q}{c}}(z)_{2} \Phi_{1}\left(a^{\prime}, b^{\prime} ; c^{\prime} ; q, z\right)=e_{\frac{q}{c}}(z)_{2} \Phi_{1}\left(q a / c, q b / c ; q^{2} / c ; q, z\right)
\end{array}\right.
$$

at $z=0$ and

$$
\left\{\begin{array}{l}
e_{a}(c q / a b z)_{2} \Phi_{1}\left(a, a q / c ; \frac{a q}{b} ; q, c q / a b z\right),  \tag{B.6}\\
e_{b}(c q / a b z)_{2} \Phi_{1}\left(b, b q / c ; \frac{b q}{a} ; q, c q / a b z\right),
\end{array}\right.
$$

at $z=\infty$, where

$$
\sigma e_{a}(z)=e_{a}(q z)=a e_{a}(z)
$$

Proof. First, we find and solve the $q$-discrete analogue of the indicial equation for equation (B.4). That is, $\phi(z)$ is a solution of equation (B.4) with leading behaviour:

$$
\sigma \phi(z)=\rho \phi(z)
$$

then, let

$$
\phi(z)=e_{\rho}(z) \phi_{1}(z)
$$

where

$$
\sigma e_{\rho}(z)=\rho e_{\rho}(z), \text { and } \sigma \phi_{1}(z) \sim \phi_{1}(z), \text { to leading order as } z \rightarrow 0
$$

Substitute $\phi(x)$ into equation (B.4), we get

$$
\begin{equation*}
(a b z-c / q) \rho^{2}-((a+b) z-(1+c / q)) \rho+z-1=0 . \tag{B.7}
\end{equation*}
$$

At $z=0$, equation (B.7) is

$$
\begin{aligned}
\frac{c}{q} \rho^{2}-(1+c / q) \rho+1 & =0 \\
(c \rho / q-1)(\rho-1) & =0
\end{aligned}
$$

which gives

$$
\rho=\frac{q}{c}, 1
$$

At $z=\infty$ equation (B.7) goes to

$$
\begin{aligned}
a b \rho^{2}-(a+b) \rho+1 & =0 \\
(a \rho-1)(b \rho-1) & =0
\end{aligned}
$$

which gives

$$
\rho=\frac{1}{a}, \frac{1}{b} .
$$

We have already found one of the solution at $z=0$ with leading behaviour $\rho=1$, which is ${ }_{2} \Phi_{1}(a, b ; c ; q, z)$. Let $\phi(z)$ be the other solution with leading behaviour $\rho=\frac{q}{c}$, that is

$$
\begin{equation*}
\phi(z)=e_{\underline{q}}(z) \phi_{1}(z) \tag{B.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma e_{\frac{q}{c}}(z)=\frac{q}{c} e_{\frac{q}{c}}(z) . \tag{B.9}
\end{equation*}
$$

Then

$$
\begin{aligned}
\sigma \phi & =\sigma\left(e \frac{q}{c} \phi_{1}\right) \\
& =\frac{q}{c} e \frac{q}{c} \sigma \phi_{1} \\
\sigma^{2} \phi & =\frac{q^{2}}{c^{2}} e \frac{q}{c} \sigma^{2} \phi_{1}
\end{aligned}
$$

Substitute above into equation (B.4),

$$
\begin{equation*}
\frac{q^{2}}{c^{2}} e \frac{q}{c} \sigma^{2} \phi_{1}-\lambda \frac{q}{c} e \frac{q}{c} \sigma \phi_{1}+\mu e \frac{q}{c} \phi_{1}=0 \tag{B.10}
\end{equation*}
$$

which simplifies to

$$
\begin{equation*}
\sigma^{2} \phi_{1}-\lambda^{\prime} \sigma \phi_{1}+\mu^{\prime} \phi_{1}=0 \tag{B.11}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
\lambda^{\prime}=\frac{\lambda}{\frac{q}{c}}=\frac{\frac{q}{c}(a+b) z-(1+q / c)}{\frac{q^{2} a b z}{c^{2}}-\frac{q}{c}}  \tag{B.12}\\
\mu^{\prime}=\frac{\mu}{\frac{q^{2}}{c^{2}}}=\frac{z-\frac{q^{2}}{c^{2}}(a b z-c / q)}{c^{2}}=\frac{z-1}{\left(q^{2} a b z / c^{2}-q / c\right)} .
\end{array}\right.
$$

Equation (B.11) is solved by

$$
\phi_{1}(z)={ }_{2} \Phi_{1}\left(a^{\prime}, b^{\prime}, c^{\prime} ; q, z\right),
$$

where by comparing (B.11) with (B.4) we find

$$
\begin{aligned}
a^{\prime} & =\frac{q a}{c}, \\
b^{\prime} & =\frac{q b}{c}, \\
c^{\prime} & =\frac{q^{2}}{c} .
\end{aligned}
$$

Hence equation (B.4) have solutions

$$
\left\{\begin{array}{l}
{ }_{2} \Phi_{1}(a, b ; c ; q, z) \\
e_{\frac{q}{c}}(z)_{2} \Phi_{1}\left(a^{\prime}, b^{\prime} ; c^{\prime} ; q, z\right)=e_{\frac{q}{c}}(z)_{2} \Phi_{1}\left(q a / c, q b / c ; q^{2} / c ; q, z\right)
\end{array}\right.
$$

at $z=0$.
To find the two fundamental solutions of (B.4) at $z=\infty$ with leading behavior $\rho=\frac{1}{a}, \frac{1}{b}$, we first rewrite equation (B.4) let

$$
\begin{aligned}
z & =\frac{1}{t} \\
q z & =\frac{q}{t} \\
q^{2} z & =\frac{q^{2}}{t}
\end{aligned}
$$

then

$$
\begin{aligned}
z & \rightarrow q z \\
\Rightarrow \quad t & \rightarrow \frac{t}{q} \\
z & \rightarrow q^{2} z \\
\Rightarrow \quad t & \rightarrow \frac{t}{q^{2}}
\end{aligned}
$$

Rewrite equation (B.4) in terms of the variable $t$,

$$
\left(\frac{a b}{t}-\frac{c}{q}\right){ }_{2} \Phi_{1}\left(t / q^{2}\right)-\left(\frac{a+b}{t}-(1+c / q)\right){ }_{2} \Phi_{1}(t / q)+\left(\frac{1}{t}-1\right){ }_{2} \Phi_{1}(t)=0 .
$$

On letting

$$
t \rightarrow q^{2} t
$$

we have

$$
\begin{aligned}
& \left(\frac{a b}{q^{2} t}-\frac{c}{q}\right){ }_{2} \Phi_{1}(t)-\left(\frac{a+b}{q^{2} t}-(1+c / q)\right){ }_{2} \Phi_{1}(t q)+\left(\frac{1}{q^{2} t}-1\right){ }_{2} \Phi_{1}\left(q^{2} t\right) \\
= & (a b-c q t)_{2} \Phi_{1}(t)-\left((a+b)-(1+c / q) q^{2} t\right)_{2} \Phi_{1}(q t)+\left(1-q^{2} t\right)_{2} \Phi_{1}\left(q^{2} t\right) \\
= & -a b\left(\frac{c q t}{a b}-1\right){ }_{2} \Phi_{1}(t)-a b\left(\frac{a+b}{a b}-(1+c / q) \frac{q^{2} t}{a b}\right){ }_{2} \Phi_{1}(q t) \\
& -a b\left(\frac{q^{2} t-1}{a b}\right){ }_{2} \Phi_{1}\left(q^{2} t\right),
\end{aligned}
$$

and

$$
\begin{gather*}
\left(\frac{q^{2} t-1}{a b}\right){ }_{2} \Phi_{1}\left(q^{2} t\right)+\left(\frac{a+b}{a b}-(1+c / q) \frac{q^{2} t}{a b}\right){ }_{2} \Phi_{1}(q t)  \tag{B.13}\\
+\left(\frac{c q t}{a b}-1\right){ }_{2} \Phi_{1}(t)=0
\end{gather*}
$$

Compare this with equation (B.4), we see the new variable is $\frac{c q t}{a b}=\frac{c q}{a b z}$. We use the hint that at $z=\infty$ the q -hypergeometric function has leading behavior $\rho=\frac{1}{a}, \frac{1}{b}$. To find the solution with $\rho=\frac{1}{a}$ behavior let

$$
\begin{aligned}
{ }_{2} \Phi_{1}(t) & =e_{a}(t) Y(t) \\
{ }_{2} \Phi_{1}(q t) & =e_{a}(q t) Y(q t) \\
& =a e_{a}(t) Y(q t) \\
{ }_{2} \Phi_{1}\left(q^{2} t\right) & =a e_{a}(q t) Y\left(q^{2} t\right) \\
& =a^{2} e_{a}(t) Y\left(q^{2} t\right) .
\end{aligned}
$$

Substitute these into (B.13)

$$
\left(\frac{q^{2} t-1}{a b}\right) a^{2} Y\left(q^{2} t\right)+\left(\frac{a+b}{a b}-(1+c / q) \frac{q^{2} t}{a b}\right) a Y(q t)+\left(\frac{c q t}{a b}-1\right) Y(t)=0 .
$$

Rearrange in terms of the new variable then compare with equation (B.4) shows

$$
Y(t)={ }_{2} \Phi_{1}\left(a^{\prime}, b^{\prime} ; c^{\prime} ; q, c q t / a b\right)={ }_{2} \Phi_{1}(a, a q / c ; q a / b ; q, c q / a b z) .
$$

Solution with $\rho=\frac{1}{a}$ behavior at $z=\infty$ can be found similarly by letting

$$
{ }_{2} \Phi_{1}(t)=e_{b}(t) Y(t)
$$

In this case we found

$$
Y(t)={ }_{2} \Phi_{1}\left(a^{\prime}, b^{\prime} ; c^{\prime} ; q, c q t / a b\right)={ }_{2} \Phi_{1}(b, b q / c ; q b / a ; q, c q / a b z) .
$$

Hence the solutions at $\infty$ are

$$
\left\{\begin{array}{l}
e_{a}(c q / a b z)_{2} \Phi_{1}(a, a q / c ; q a / b ; q, c q / a b z)  \tag{B.14}\\
e_{b}(c q / a b z)_{2} \Phi_{1}(b, b q / c ; q b / a ; q, c q / a b z)
\end{array}\right.
$$

Fundamental solutions of equation (B.4) at $z=0, \infty$ are related by the formula derived by Watson (1910) using a $q$-analogue of the contour integral representation for ${ }_{2} \Phi_{1}(a, b ; c ; q, z)$. For details, see section "Analytic continuation of ${ }_{2} \Phi_{1}(a, b ; c ; q, z)$ " in Gasper and Rahman's book [25],

$$
\begin{aligned}
{ }_{2} \Phi_{1}(a, b ; c ; q, z)= & \frac{(b, c / a)_{\infty}(a z, q / a z)_{\infty}}{(c, b / a)_{\infty}(z, q / z)_{\infty}}{ }_{2} \Phi_{1}(a, a q / c ; a q / b ; q, c q / a b z) \\
& +\frac{(a, c / b)_{\infty}(b z, q / b z)_{\infty}}{(c, a / b)_{\infty}(z, q / z)_{\infty}}{ }_{2} \Phi_{1}(b, b q / c ; b q / b ; q, c q / a b z) .
\end{aligned}
$$

The $q$-hypergeometric equation (B.4)

$$
(a b z-c / q) \sigma^{2} \Phi-((a+b) z-(1+c / q)) \sigma \Phi+(z-1) \Phi=0
$$

can be put in form of a $2 \times 2$ matrix eqaution:

$$
\sigma\binom{u}{\sigma u}=\left(\begin{array}{cc}
0 & 1  \tag{B.15}\\
-\frac{(z-1)}{(a b z-c / q)} & \frac{(a+b) z-(1+c / q)}{(a b z-c / q)}
\end{array}\right)\binom{u}{\sigma u},
$$

where $u$ is a solution of equation (B.4).

## B3. Continuum limits

Proposition B3.1. The $q$-hypergeometric equation (B.4)

$$
\left\{(a b z-c / q) \sigma^{2}-((a+b) z-(1+c / q)) \sigma+z-1\right\}_{2} \Phi_{1}(a, b ; c ; q, z)=0
$$

becomes the hypergeometric equation equation (B.2)

$$
(1-z) \delta^{2} y-\{(\alpha+\beta) z+(1-\gamma)\} \delta y-\alpha \beta z y=0
$$

in the limit $q \rightarrow 1$
Proof. We know

$$
\begin{gathered}
\frac{\sigma-1}{q-1}=z \frac{d}{d z}=\delta \\
\frac{(\sigma-1)^{2}}{(q-1)^{2}}=\frac{\left(\sigma^{2}-2 \sigma+1\right)}{(q-1)^{2}}=\delta^{2}
\end{gathered}
$$

in the limit $q \rightarrow 1$.
Rewriting (B.4) in terms of $\delta$ and $\delta^{2}$ :

$$
\begin{align*}
& \sigma^{2} \Phi-\lambda \sigma \Phi+\mu \Phi \\
= & \frac{\left(\sigma^{2}-2 \sigma+1\right)}{(q-1)^{2}} \Phi+\frac{(2 \sigma-1)}{(q-1)^{2}} \Phi-\frac{\lambda \sigma \Phi}{(q-1)^{2}}+\frac{\mu \Phi}{(q-1)^{2}} \\
= & \frac{(\sigma-1)^{2}}{(q-1)^{2}} \Phi+\frac{(2-\lambda)(\sigma-1)}{(q-1)^{2}} \Phi+\frac{(2-\lambda)}{(q-1)^{2}} \Phi-\frac{(1-\mu)}{(q-1)^{2}} \Phi \\
= & \delta^{2} \Phi+\frac{2-\lambda}{q-1} \delta \Phi+\frac{1-\lambda+\mu}{(q-1)^{2}} \Phi  \tag{B.16}\\
= & 0
\end{align*}
$$

what is left is to show

$$
\frac{2-\lambda}{q-1} \sim-\frac{(\alpha+\beta) z+(1-\gamma)}{1-z}
$$

and

$$
\frac{1-\lambda+\mu}{(q-1)^{2}} \sim \frac{z \alpha \beta}{1-z}
$$

as $q \rightarrow 1$
we have

$$
\begin{aligned}
\frac{2-\lambda}{q-1} & =\frac{2 a b z-2 c / q-(a+b) z+(1+c / q)}{(a b z-c / q)(q-1)} \\
& =\frac{-(a(1-b) z+b(1-a) z+(c / q-1)}{(a b z-c / q)(q-1)} \\
& =\frac{-(a(1-b) z+b(1-a) z+(c / q-1)}{(c / q-a b z)(1-q)} \\
& =\frac{-\left(q^{\alpha}\left(1-q^{\beta}\right) z+q^{\beta}\left(1-q^{\alpha}\right) z+\left(q^{\gamma-1}-1\right)\right.}{\left(q^{\gamma-1}-q^{\alpha \beta} z\right)(1-q)} \\
& \sim-\frac{(\beta+\alpha) z+(1-\gamma)}{1-z}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1-\lambda+\mu}{(q-1)^{2}} & =\frac{a b z-c / q-(a+b) z+(1+c / q)+z-1}{(a b z-c / q)(q-1)^{2}} \\
& =\frac{z(a b-(a+b)+1)}{(a b z-c / q)(q-1)^{2}} \\
& =\frac{z(1-a)(1-b))}{(a b z-c / q)(1-q)^{2}} \\
& =\frac{z\left(1-q^{\alpha}\right)\left(1-q^{\beta}\right)}{\left(q^{\alpha \beta} z-q^{\gamma-1}\right)(1-q)^{2}} \\
& \sim-\frac{z \alpha \beta}{1-z}
\end{aligned}
$$

we have used $\frac{1-q^{k}}{1-q} \rightarrow k$, as $q \rightarrow 1$.
Proposition B3.2. The $q$-hypergeometric series equation (B.3)

$$
{ }_{2} \Phi_{1}(a, b ; c ; q, z)=\sum_{n \geq 0} \frac{(a ; q)_{n}(b ; q)_{n}}{(c ; q)_{n}(q ; q)_{n}} z^{n}
$$

becomes the hypergeometric series equation (B.1)

$$
{ }_{2} F_{1}(\alpha, \beta ; \gamma ; z)=\sum_{n \geq 0} \frac{(\alpha)_{n}(\beta)_{n}}{(\gamma)_{n} n!} z^{n}
$$

as $q \rightarrow 1$
Proof. If we let $a=q^{\alpha}, b=q^{\beta}, c=q^{\gamma}$, then it is easily shown using the fact $\frac{1-q^{k}}{1-q} \rightarrow k, \quad$ as $q \rightarrow 1$.

## Appendix C

## Taking the continuum limit

We show how to take the continuum limit as $q \rightarrow 1$,using the example of $q$-PII. We show how $q$-PII reduces to $q$-Riccati, and $q$-Riccati to $q$-Airy, and how they each tends to their differential analogues. First we recapitulate what happens in the continuous case.

## C1. PII, Riccati, Airy

PII equation:

$$
\begin{equation*}
y^{\prime \prime}=2 y^{3}+t y-a, \quad \quad \quad=\frac{d}{d t} \tag{C.1}
\end{equation*}
$$

when $a=\frac{1}{2}$ reduces to the Riccati equation:

$$
\begin{equation*}
y^{\prime}=-y^{2}-\frac{t}{2} . \tag{C.2}
\end{equation*}
$$

Riccati equation (C.2) can be linearized into an Airy type equation by letting $y(t)=\frac{A i^{\prime}}{A i}$, that is

$$
\begin{equation*}
A i^{\prime \prime}=-\frac{t}{2} A i \tag{C.3}
\end{equation*}
$$

## C2. $q$-PII, $q$-Riccati, $q$-Airy

A $q$-PII equation:

$$
\begin{equation*}
g(x / \lambda) g(\lambda x)=\frac{\alpha x^{2}\left(g(x)+x^{2}\right)}{g(x)(g(x)-1)}, \quad \text { note here } q=\frac{1}{\lambda} \tag{C.4}
\end{equation*}
$$

when $\alpha=\frac{1}{\lambda^{2}}$ reduces to a $q$-Riccati equation:

$$
\begin{equation*}
g(\lambda x)=\frac{x^{2}+g(x)}{g(x)} . \tag{C.5}
\end{equation*}
$$

Equation (C.5) can be linearized into a $q$-Airy equation by letting $g(x)=$ $-i \frac{x}{\lambda} \frac{a i(x / \lambda)}{a i\left(x / \lambda^{2}\right)}$, which is

$$
\begin{equation*}
a i\left(x / \lambda^{2}\right)-\frac{i}{\lambda x} a i(x / \lambda)+\frac{a i(x)}{\lambda}=0 . \tag{C.6}
\end{equation*}
$$

## C3. Continuum limits

Now we show why we call equations (C.4), (C.5), and (C.6): $q$-PII, $q$-Riccati, and $q$-Airy respectively.

Proposition C3.1. The $q$-discrete equation:

$$
g(x / \lambda) g(\lambda x)=\frac{\alpha x^{2}\left(g(x)+x^{2}\right)}{g(x)(g(x)-1)}
$$

tends to PII

$$
y^{\prime \prime}=2 y^{3}+t y-a
$$

in the continuum limit as $\frac{1}{\lambda} \rightarrow 1$ where

$$
\begin{aligned}
x^{2} & =-\frac{1}{4} \frac{1}{\lambda^{2 n}} \\
g(x) & =\frac{1}{2}(1-y(t) \epsilon) \\
\alpha & =\left(1+a \epsilon^{3}\right) \\
\frac{1}{\lambda^{2}} & =\left(1+\epsilon^{3} / 2\right) \\
t & =n \epsilon
\end{aligned}
$$

as $\epsilon \rightarrow 0$.
Proof. The $q$-discrete variable $x$ increments by multiples of $\frac{1}{\lambda}$,

$$
x^{2}=-\frac{1}{4} \frac{1}{\lambda^{2 n}},
$$

where the additive discrete variable $n$ increments by the integers.
The continuous independent variable $t$ is related to the $q$-difference variable $x$ through the additive difference variable $n$ :

$$
t=n \epsilon
$$

Hence, iterating the $q$-discrete variable $x$ implies:

$$
\begin{aligned}
x & \rightarrow x / \lambda \\
\Rightarrow n & \rightarrow n+1 \\
\Rightarrow t & \rightarrow t+\epsilon .
\end{aligned}
$$

The continuum limit is taken when $\epsilon \rightarrow 0, \frac{1}{\lambda} \rightarrow 1$,

$$
\begin{aligned}
x^{2} & =-\frac{1}{4}\left(\frac{1}{\lambda^{2}}\right)^{n}, \\
& =-\frac{1}{4}\left(\frac{1}{\lambda^{2}}\right)^{\frac{t}{\epsilon}}, \\
& =-\frac{1}{4}\left(1+\epsilon^{3} / 2\right)^{\frac{t}{\epsilon}}, \\
& =-\frac{1}{4} e^{\frac{t}{\epsilon} \ln \left(1+\epsilon^{3} / 2\right)}, \\
& \sim-\frac{1}{4} e^{\frac{t}{\epsilon}\left(\epsilon^{3} / 2+O\left(\epsilon^{6}\right)\right)}, \\
& \sim-\frac{1}{4} e^{\frac{t \epsilon^{2}}{2}}, \\
& \sim-\frac{1}{4}\left(1+t \epsilon^{2} / 2\right),
\end{aligned}
$$

as $\epsilon \rightarrow 0$.
We can expand the dependent variable $g(x)=g(t)$ when $\epsilon$ is small

$$
\begin{align*}
g(x)=g(t) & =g_{0}(t)+g_{1}(t) \epsilon+g_{2}(t) \epsilon^{2}+\ldots \\
& =\sum_{m=0} g_{m}(t) \epsilon^{m} \tag{C.7}
\end{align*}
$$

where

$$
\begin{aligned}
g_{k}(x / \lambda)=g_{k}(t+\epsilon) & =g_{k}(t)+\epsilon g_{k}^{\prime}+\epsilon^{2} \frac{g_{k}^{\prime \prime}}{2!}+\ldots \\
& =\sum_{n} \epsilon^{n} \frac{g_{k}^{(n)}}{n!}
\end{aligned}
$$

and

$$
\begin{align*}
g(x / \lambda)=g(t+\epsilon) & =g_{0}(t+\epsilon)+g_{1}(t+\epsilon) \epsilon+g_{2}(t+\epsilon) \epsilon^{2}+\ldots \\
& =\sum_{m=0} g_{m}(t+\epsilon) \epsilon^{m} \\
& =\sum_{m+n=0} \epsilon^{m+n} \frac{g_{m}^{(n)}}{n!}, \quad f^{(n)}=\frac{d^{n} f}{d t^{n}} \tag{C.8}
\end{align*}
$$

Similarly,

$$
\begin{align*}
g(x \lambda)=g(t-\epsilon) & =g_{0}(t-\epsilon)+g_{1}(t-\epsilon) \epsilon+g_{2}(t-\epsilon) \epsilon^{2}+\ldots \\
& =\sum_{m=0} g_{m}(t-\epsilon) \epsilon^{m} \\
& =\sum_{m+n=0} \epsilon^{m+n}(-1)^{n} \frac{g_{m}^{(n)}}{n!} . \tag{C.9}
\end{align*}
$$

Now substitute expressions (C.7), (C.8) and (C.9) into $q$-PII equation (C.4), and equate powers in $\epsilon$ :

$$
\begin{aligned}
& \epsilon^{0}: \quad g_{0}^{2} g_{0}\left(g_{0}-1\right)=-\frac{1}{4}\left(g_{0}-\frac{1}{4}\right) \\
& \Rightarrow g_{0}=\frac{1}{2} \text {, or }-\frac{1}{2} \text {, } \\
& \epsilon: \quad g_{0}^{3}\left(g_{0}-1\right)=-\frac{1}{4}\left(g_{0}-\frac{1}{4}\right) \\
& \Rightarrow g_{0}=\frac{1}{2} .
\end{aligned}
$$

Equating terms of order $\epsilon^{2}$ shows that the equation is consistent but does not give any new information.

$$
\epsilon^{3}: \quad-\frac{g_{1}^{\prime \prime}}{8}+g_{1}^{3}=-\frac{t}{8} g_{1}-a / 16
$$

recall that we have chosen

$$
\alpha=\left(1+a \epsilon^{3}\right) .
$$

Let $\quad g_{1} \rightarrow-g_{1} / 2$

$$
g_{1}^{\prime \prime}=2 g_{1}^{3}+t g_{1}-a .
$$

Proposition C3.2. The $q$-discrete equation

$$
g(\lambda x)=\frac{x^{2}+g(x)}{g(x)}
$$

has Riccati equation

$$
y^{\prime}=-y^{2}-\frac{t}{2}
$$

as its continuum limit as $\frac{1}{\lambda} \rightarrow 1$.

Proof. Substitute the expressions (C.7), (C.8) and (C.9)for $g(x), g(x / \lambda), g(x \lambda), x^{2}$ in terms of $y(t)$ and $t$, equating powers in $\epsilon$ will show that

$$
y^{\prime}=-y^{2}-\frac{t}{2}
$$

and $\alpha=\frac{1}{\lambda^{2}}=\left(1+\epsilon^{3} / 2\right)=\left(1+a \epsilon^{3}\right)$ implies that $a=\frac{1}{2}$.
Proposition C3.3. The $q$-discrete equation

$$
a i\left(x / \lambda^{2}\right)-\frac{i}{\lambda x} a i(x / \lambda)+\frac{a i(x)}{\lambda}=0
$$

has Airy type equation

$$
w^{\prime \prime}=-\frac{t}{2} w
$$

as continuum limit as $\frac{1}{\lambda} \rightarrow 1$ for $a i(x)=w(t)$.
Proof. Since

$$
\begin{aligned}
x^{2} & \sim-\frac{1}{4}\left(1+\epsilon^{2} t / 2\right) \\
\frac{1}{x} & \sim\left(-\frac{1}{4}\left(1+\epsilon^{2} / t 2\right)\right)^{-\frac{1}{2}} \\
& \sim \frac{2 i}{\sqrt{1+\epsilon^{2} t / 2}} \\
& \sim 2 i\left(1-\epsilon^{2} t / 4\right) .
\end{aligned}
$$

Substitute the expressions for $a i(x)$ and $\frac{1}{x}$ in terms of $w(t)$ and $t$, equating powers in $\epsilon$, we obtain

$$
w^{\prime \prime}=-\frac{t}{2} w
$$

To summarize, we have shown in this appendix:

$$
\begin{array}{rll}
q \text {-PII eqn.(C.4) } & \rightarrow & \text { PII eqn.(2.3) } \\
\downarrow & \downarrow \\
q \text {-Riccati eqn.(C.5) } & \rightarrow & \text { Riccati eqn.( } C .2) \\
\downarrow & & \downarrow \\
q \text {-Airy eqn.(C.6) } & \rightarrow & \text { Airy eqn.( } C .3) .
\end{array}
$$
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[^0]:    ${ }^{1}$ While Airy equation does not usually have the minus sign on the right, we chose to use this convention in our work for convenience.

[^1]:    ${ }^{2}$ See Appendix A for the list of all the six Painlevé equations.

[^2]:    ${ }^{3}$ Discrete equations are named according to what differential equations they become in the continuum limit, however many distinct discrete equations can have the same differential equation in the continuum limit, hence are referred to by the same name unfortunately.

