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Abbreviations 

ADC – Analog-to-Digital Converter 

ALT – Argon Laser Trabeculoplasty 

AM – Amplitude Modulation 

ANR – Agence Nationale de la Recherche 

ANSI – American National Standards Institute 

BBO – Beta Barium Borate 

CCD – Charge-Coupled Device 

CNRS – Centre National de la Recherche Scientifique 

CT – Computed Tomography 

DR – Dynamic Range 

ENSTA – École Nationale Supérieure de Techniques Avancées  

FD-OCT – Fourier-Domain Optical Coherence Tomography 

FOV – Field Of View 

FWC – Full-Well Capacity 

FWHM – Full Width at Half Maximum 

GOI – Gated Optical image Intensifier 

GPIB – General Purpose Interface Bus 

GUI – Graphical user Interface 

HMO – Health Maintenance Organization 

IOP – Intraocular pressure 

LASIK – Laser Assisted in-situ Keratomileusis 

LBO – Lithium TriBOrate 

LCI – Low Coherence Interferometry 

LOA – Laboratoire d’Optique Appliquée 

LSC – Line Scan Camera
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LTP – Laser Trabeculoplasty 

MFP – Mean Free Path 

MRI – Magnetic Resonance Imaging  

NA – Numerical Aperture 

NIR – Near InfraRed 

NOUGAT – Nouvel OUtil pour la chirurgie du Glaucome Assistée par laser femtoseconde et  

                    Tomographie par cohérence optique 

NPDS – Non-Penetrating Deep Sclerectomy  

OCT – Optical Coherence Tomography 

OPA – Optical parametric Amplification 

OPD – Optical Path Difference 

OPG – Optical Parametric Generation 

PDT – Photodynamic therapy  

PSF – Point-spread function 

QE – Quantum Efficiency 

SC – Schlemm’s Canal 

SD-OCT – Spectral-Domain Optical Coherence Tomography 

SEM – Scanning Electron Microscope  

SLD – Superluminescent Diode 

SLT – Selective Laser Trabeculoplasty 

SNR – Signal-to-Noise Ratio 

SPD – Spectral Power Density 

SS-OCT – Swept-source Optical Coherence Tomography 

TD-OCT – Time-Domain Optical Coherence Tomography 

TM – Trabecular Meshwork 

TPSF – Temporal Point Spread Function 

WLC – White Light Continuum 
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Introduction 

This PhD thesis has been conducted within the framework of a project funded by the French 

National Research Agency entitled “NOUGAT”. NOUGAT is an acronym that stands for 

“Nouvel OUtil pour la chirurgie du Glaucome Assistée par laser femtoseconde et 

Tomographie par cohérence optique” translated into English as “new tool for glaucoma 

surgery assisted by femtosecond laser and optical coherence tomography”. The project has 

been funded by “l’Agence Nationale de la Recherche - ANR” (ANR-08-TECS-012, program 

TecSan) and run in collaboration by the following partners: Laboratoire d’Optique Appliquée 

(LOA, ENSTA ParisTech, École polytechnique, CNRS), Laboratoire Charles Fabry – Institut 

d’Optique Graduate School, the company “Amplitude Systèmes” and the Laboratoire 

Biotechnologie et Œil of the “Hôtel-Dieu” hospital and Paris Descartes University in Paris.  

Owing to the advent of compact and convenient laser systems, biomedical optics has become 

a very active research field. This multidisciplinary field has triggered the establishment of 

collaboration among scientists, engineers and medical doctors to work together for the 

development of optical devices that will allow physicians and medical researchers to 

understand, detect and treat human diseases non-invasively. Today, lasers are widely used in 

clinics and hospitals not only for diagnostic purposes but also for performing laser therapy1. 

Most diagnostic optical imaging techniques that allow early detection of various diseases use 

lasers as a light source. Cancer treatment using photodynamic therapy (PDT), cardiovascular 

disease treatment using laser thrombolysis and treatment of macular degeneration using laser 

coagulation are, on the other hand, few examples where lasers can directly be used in 

treatment of diseases. Lasers are also being routinely and widely used by ophthalmologists for 

refractive surgery, an eye surgery that corrects common refractive errors of the human eye 

(myopia, hyperopia and astigmatism) in order to avoid the use of eye glasses or contact 

lenses. The most commonly performed all-laser refractive surgery is Femto-LASIK (Laser-

Assisted in-situ Keratomileusis), a procedure where a femtosecond laser (instead of a 

mechanical microkeratome2) is used to create a corneal flap and then an excimer laser 

(instead of cryolathe3) is employed to perform a corneal ablation for reshaping the cornea in 

���������������������������������������� �������������������
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order to correct the refractive error. Because of a greater accuracy in flap size, shape and 

thickness, a corneal flap created by the Femto-LASIK procedure is considered by many 

ophthalmologists as a significant improvement over the traditional LASIK procedure that uses 

a microkeratome. In addition, the Femto-LASIK treatment does not need hospitalization and 

reduces the amount of medication.  

/	������	A��

The success of femtosecond lasers in refractive surgery has motivated research activities in 

LOA and Institut d’Optique on the extension of this technology for the treatment of another 

form of eye disorder called glaucoma. Glaucoma is the damage of the optic nerve that is 

usually associated with an increased internal pressure of the eye. The disease can lead to a 

decreased field of vision and eventually to blindness. It is the second cause of blindness in the 

world with more than 80 million people affected (~ 1 million in France) and approximately 6 

million blind. The standard clinical treatment of glaucoma, after unsuccessful administration 

of eyedrops, is performing incisional surgery. In this treatment method, the ophthalmologist 

uses a surgical tool to mechanically cut an artificial channel in the eye (usually through the 

sclera) in order to drain out some liquid and decrease the elevated eye pressure. However, due 

to post-surgical complications like wound healing and scarring, this conventional method has 

a low global success rate. In comparison, as ultrashort pulse laser surgery may be performed 

in volume and is a priori less invasive and less susceptible of causing scarring, glaucoma 

surgery using femtosecond laser would be a novel technique to supplement the conventional 

glaucoma surgery.  

+������EE�AF���

Refractive error surgery involves performing incisions in a transparent cornea at shallow 

depth (~ 110 µm). Commercially available solid state lasers are routinely used for that 

purpose. On the other hand, for efficient laser treatment of glaucoma, one needs to send a 

laser beam through the strongly scattering tissues of sclera and focus it at a depth4 of ~ 1 mm 

with enough power and good beam quality for the laser incision to happen. As a result, the 

development of all-laser-based tool for glaucoma treatment has been a major challenge 

mainly due to optical scattering and the complex nature of the glaucoma disease itself. 

���������������������������������������� �������������������
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 The development of a glaucoma laser surgery tool can be decomposed into two main tasks:  

i) Development of a surgery laser source itself  

ii)  Development of an imaging system to monitor the on-going laser surgery in real-time 

The aim of the NOUGAT project was to develop a new tool that uses an optimized ultrashort 

pulse laser to make the glaucoma surgery and an imaging system based on optical coherence 

tomography (OCT) to monitor the intervention in real-time. LOA has worked on the 

femtosecond laser optimization as well as laser incision experiments on healthy and 

pathological cornea and sclera. They have demonstrated that the laser incision depth in highly 

scattering sclera and pathological cornea can be enhanced by using an optimized femtosecond 

laser source at 1.65 µm central wavelength. The Biophotonics group of Laboratoire Charles 

Fabry – Institut d’Optique, where I belong to, was in charge of developing a non-invasive and 

fast OCT system capable of resolving the Schlemm’s5 canal in order to monitor the laser 

surgery in real-time.  

&�	����

This PhD work was mainly about the development of the imaging system in the framework of 

the NOUGAT project. Under the supervision of Prof. Arnaud DUBOIS, I have been working 

on the development and utilization of Fourier-domain OCT (FD-OCT) for imaging the 

Schlemm’s canal, the circular channel found nearly 800 µm inside the strongly scattering 

corneal limbus where the laser surgery was intended to be performed for treating glaucoma. In 

collaboration with LOA, we have also worked on the coupling of the laser incision system 

with the OCT imaging system in order to demonstrate real-time imaging of the laser surgery 

in human cornea. Since my work has been mainly experimental, emphasis in this dissertation 

will be given to the technical issues and experimental aspects of FD-OCT. However, a great 

care has been taken during writing this dissertation to provide adequate theoretical 

background of OCT to the reader. � �
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This dissertation is organized in 5 chapters. The first chapter is intended to give a short 

overview of the human eye, glaucoma and its diagnosis and treatment methods. The chapter 

starts with an introduction to the structure of the human eye. The development of the most 

common types of glaucoma and parts of the eye that play a crucial role in treatment of 

glaucoma are presented. Some of the existing glaucoma treatment methods and their 

drawbacks are also mentioned. In this chapter, we also introduce the new method of glaucoma 

treatment that we have proposed in the NOUGAT project in order to supplement or replace 

the existing inefficient and risky conventional glaucoma surgery methods.  

The second chapter is about the principles and techniques of OCT. To have an overall idea 

about what can be done with OCT, the comparison of OCT with other imaging systems is 

presented first, and some of the unique features of OCT are indicated. Starting from a simple 

two-wave interferometer, the basic theory and mathematical formulation of low-coherence 

interferometry is addressed. Qualitative explanation and mathematical derivation of the most 

important OCT parameters are given. The different types of OCT modalities are presented. As 

time-domain OCT (TD-OCT) was the first OCT to be invented, we evaluate TD-OCT based 

on the OCT parameters and indicate its limitations for applications that require fast imaging. 

Finally, a short overview of Fourier-domain OCT (FD-OCT) and its potential for real-time 

imaging is indicated. 

The imaging system developed for the NOUGAT project was based on the FD-OCT 

modality. This is because FD-OCT is faster and more sensitive than TD-OCT. The detailed 

principle of spectral-domain OCT (SD-OCT), one of the two FD-OCT modalities, is 

discussed in detail in chapter 3. As SD-OCT is a spectrometer-based system, the design of an 

optimal spectrometer for high-resolution SD-OCT is an important step in the development of 

SD-OCT. A set of design procedures needed to develop SD-OCT is presented in this chapter. 

In chapter 4, the experimental setup of the high-resolution SD-OCT developed in the 

laboratory is explained. Characterization of the system’s performance is presented and 

compared to the theoretically predicted values. The experimental results of depth dependent 

degradation of axial resolution and sensitivity fall-off are also given. The importance of 

spectral calibration and zero padding for improving the sensitivity fall-off and axial resolution 

are demonstrated. A comparison of our system with a commercial FD-OCT working at the 
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same wavelength is presented. Finally, images of the Schlemm’s canal and also of other 

samples are shown to illustrate the performance of the system. 

In the last chapter, chapter 5, we present the demonstration of monitoring the laser incision in 

real-time using OCT. To do that, the surgical laser and the OCT imaging system were 

coupled. The technical details of coupling and the results obtained are the main subject of the 

chapter. Moreover, the role of optimizing the laser wavelength for enhancing the incision 

depth in the strongly scattering sclera and edematous cornea is mentioned. Looking at the 

laser-tissue interaction, the reasons why ultrashort lasers are preferred for our application are 

also explained in this chapter.  

Finally, conclusion and perspectives constitute the last chapter of the dissertation. The main 

research outcomes are summarized, and the planned future work is indicated.    

In the appendix part, the challenges of large-depth and high-resolution optical imaging in 

turbid media are presented. The concept of light attenuation due to absorption and scattering, 

and its fundamental limit on the depth of imaging in biological tissues are discussed. Various 

ways of enhancing the imaging depth including coherence-gating, as implemented in OCT, 

are highlighted.  
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Chapter 1 - Glaucoma: the disease and its treatment 

1.1 Introduction 

Sight is the most important sense used to observe and learn about the environment in which 

we live. The optical organ that gives us the sense of sight is the eye. To see an object, the light 

emitted by or reflected from the object should enter our eye. When such light rays enter the 

normal eye, it undergoes refractions by various optical interfaces before it is finally focused 

on the back lining of the eye (called the retina) that contains the light sensing tissues called 

the photoreceptor cells. When light is focused on the retina, the photoreceptor cells convert 

light rays into nerve impulses. These nerve impulses are then processed and transmitted to the 

visual centers of brain through the optic nerve for interpretation (as shown in Figure 1.1).  

 
0�F������� Image formation by the eye. 

�

The signals received by the brain are eventually interpreted within fraction of a second as 

visual images to enable us to see the world. We can then not only tell the size, shape, color, 

and texture of an object but also we know how close it is, whether it's standing still or coming 

toward us, and how quickly it's moving, etc.  

A group of eye disorders that damages the retina in general and causes a visual impairment is 

collectively called glaucoma. Glaucoma is a complicated eye disorder that may take as short 

as few days or as long as several years for the damage to be noticeable. It is the second 

leading cause of blindness in the world. To help understand the development, diagnosis and 

treatment of glaucoma, a short overview of the structure of the eye is presented below.
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1.2 The structure of the eye 

The human eye is a sophisticated sensing organ which allows the detection of light and the 

transmission of nerve impulses to the brain. While its structure is amazingly complex, the size 

of the entire eyeball is small with an approximate sagittal diameter or length of 23–24 mm 

and a transverse diameter of 23 mm.  Figure 1.2 shows the structure of human eye and the 

main optical components.  

The cornea and sclera together form the supporting wall of the eyeball. The cornea is the 

transparent front part of the eyeball which covers the iris and pupil. It is the window of the 

eye. A tear film normally coats the cornea, keeping the eye moist. The sclera is the white part 

of the eye that is continuous with the cornea. It is a non-transparent, dense, fibrous outer 

coating that forms the posterior five sixths of the outer coating of the eyeball. The sclera is 

perforated by numerous nerves, blood vessels and the optic nerve, and is covered by the 

bulbar conjunctiva and the episclera. The episclera is situated immediately under the bulbar 

conjunctiva and is rich with blood vessels which nourish the underlying sclera [1]. 

 
0�F������! Structure of human eye [2]. The parts of the eye involved in glaucoma are marked in blue color.  

The inside part of the eye can be categorized into two segments: anterior and posterior. The 

anterior segment is the front one-third of the eye that includes the front eye structures such as 

the cornea, iris ciliary body and the lens. The anterior segment is further divided into two 

chambers: the anterior and the posterior. The iris separates the anterior chamber from the 

posterior chamber. The anterior chamber is the fluid space between the cornea and the iris, 

and the posterior chamber is located between the iris and the crystalline lens. The iris is a thin 
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circular structure behind the cornea. It gives the color of the eye (as blue, brown etc) and 

controls the size of the pupil, the opening in the middle of the iris that appears black. 

Depending on the brightness of illumination, the muscles attached to the iris expand and 

contract automatically to adjust size of the pupil and control the amount of light reaching the 

retina. In bright light, the pupil gets narrower and in dim light it widens. The pupil also gets 

smaller during focusing for near vision to sharpen the focus by reducing aberration. The 

support of the iris is the ciliary body. The ligaments (called zonule fibers) that are used to 

suspend the transparent crystalline lens are also attached to the ciliary body. Depending on the 

distance of the objects that we are looking at, these suspensory ligaments contract or relax to 

change the focal length of the biconvex lens and fine-tune the focus. This dynamic 

accommodation allows the human eye to focus on objects at various distances and to form a 

sharp real image on the retina (the light sensor). 

It is important to mention here that the lens is not the only refracting element involved in 

image formation. When light enters the normal eye, it first undergoes refraction at the cornea. 

The cornea is in fact the first and the most powerful refracting element of the optical system 

of the eye. It contributes 2/3 of the optical power of the eye, while the crystalline lens 

contributing to the remaining 1/3 (see table 1.1). 

Table 1.1 Optical characteristics of the main elements of human eye involved in image formation [3]. 

 

 

 

 

The cornea along with the tear film has an optical power of approximately 43 diopters and 

lens has 20 diopters6. The total convergence power of the eye is 58.7 diopters. It is 

approximately 4 diopters less than the sum of the individual powers (43 + 20 = 63) due to the 

distance between the cornea and the lens (depth of the anterior chamber) [4]. Even though the 

cornea contributes to most of the optical power of the eye, it has a fixed focal length. This 

explains why refractive eye surgery is often done on cornea using excimer lasers to reshape 

the curvature of the cornea and modify its refractive state to reduce or cure common vision 
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Structures of 
the eye 

Anterior radius 
of curvature 

Posterior radius 
of curvature 

Focusing 
power 

Refractive 
index 

Cornea 7.8 mm 6.8 mm 43 diopter 1.377 

Aqueous humor …… …… …… 1.337 

Crystalline lens 10 mm 6 mm 20 diopter 1.413 

Vitreous humor …… …… …… 1.336 
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disorders such as myopia (nearsightedness), hyperopia (farsightedness) and astigmatism. 

In addition to supporting the iris and suspensory ligaments, the ciliary body also constantly 

produces a fluid called aqueous humor. It is secreted to the posterior chamber and reaches the 

anterior chamber via the pupil of the eye and fills both chambers of the anterior segment of 

the eye. The fluid is responsible for providing nourishment to the front eye structures, 

removing waste products and maintaining the pressure of the eye. The intersection of the iris 

and the cornea is called the drainage angle. It is in this location that most of the fluid leaves 

the eye through the trabecular meshwork, mesh-like porous structure found next to the 

anterior chamber that permits the aqueous humor to drain from the eye and flow into a canal 

called Schlemm’s canal. Connected to several veins, the role of the Schlemm’s canal is to 

allow proper fluid drainage and maintain a healthy eye pressure. Most glaucoma cases happen 

when this fluid is not properly removed from the eye, causing elevation of eye pressure that 

will ultimately damage the optic nerve (see section 1.3.2).  

The posterior segment corresponds to the posterior two-thirds of the eye located behind the 

anterior segment. It includes the vitreous chamber (a large cavity filled with non-refracting 

gel-like structure), the retina, choroid and optic nerve. The retina is a lining of light sensitive-

tissues (photoreceptor cells) at the back of the eye. The retina has similar function as 

photographic film of traditional cameras (or electronic sensors of digital cameras).The outer 

layers of the retina are supplied with oxygen and nourishment by the choroid, a vascular layer 

that lies between retina and sclera. Close to center of the retina, we find an oval shaped highly 

pigmented yellow spot called the macula. Near its center, the macula consists of the fovea that 

contains the largest concentration of cone cells responsible for central and high-resolution 

vision. In human eye, the retina is composed of a millions of specialized light sensitive 

photoreceptor cells called rods and cones. Rods are responsible for peripheral and dim light 

vision. They provide black-and-white vision. Cones provide central, bright light, fine detail 

vision. They support perception of color. Central retina is cone-dominated whereas peripheral 

retina is rod-dominated. The light received by these photoreceptor cells is converted into 

nerve impulses, which are then processed and sent through the nerve fibers to the visual 

region of the brain to be interpreted as visual images. The nerve fibers leave the eyeball at the 

optic disk (optic nerve head) and reach the brain through the optic nerve. The optic nerve is 

part of the central nervous system and is responsible for connecting the retina to the brain. It 

is very delicate and is susceptible for permanent damage with a slight change in the internal 
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pressure of the eye. Any damage to the optic nerve affects transmission of these signals and 

hence causes visual impairment. Such eye disorder is called glaucoma. 

1.3 Glaucoma 

Glaucoma refers to a group of eye disorders characterized by the damage of the optic nerve 

and can lead to a decreased field of vision and eventually blindness. When damage to the 

optic nerve occurs, blind spots develop in the visual field of the eye. Blind spots are like blind 

CCD pixels of a digital camera. As blind spots lack light detecting photoreceptor cells, light 

striking the blind spots will not generate nerve impulses and fails to deliver the corresponding 

information to the brain. Hence the information falling on the blind spots is in fact lost. The 

damage of the optic nerve often starts at periphery, leading to a gradual decreasing of field of 

vision. If it continues uncontrolled, glaucoma can progressively damage the central vision and 

possibly lead to total blindness eventually. Glaucoma is one of the main causes of blindness in 

the world. Globally, 110 million people are affected (~ 1 million in France) by glaucoma and 

as many as 6 million individuals are totally blind in both eyes from this disease [3]. 

1.3.1 Risk factors 

The exact cause of optic nerve damage from glaucoma is not fully understood, but it is 

associated with some mechanical compression and/or decreased blood flow of the optic nerve. 

While everyone is at risk for glaucoma, certain people are at a much higher risk and need to 

be checked more frequently by their eye doctor. Risk factors for glaucoma include history of 

elevated intraocular pressure, age, family history of glaucoma, history of injury to the eye, 

race, thin cornea, genetics, diabetes, high blood pressure, myopia, hyperopia, etc. Most cases 

of glaucoma are usually associated with an elevated intraocular pressure (IOP) of the eye. 

1.3.1.1 Elevation of IOP  

The major risk factor of most glaucoma cases, and the focus of its treatment, is increased IOP. 

But it does not mean that a person with normal IOP is free from developing glaucoma. 

Usually, an elevated IOP above the normal physiological range (8-22 mm Hg) and its 

fluctuation can lead to the damage of the delicate optic nerve.  This pressure elevation results 

from extra accumulation of aqueous humor in the front eye. Aqueous humor is a clear natural 

fluid (similar to blood plasma) that is responsible for providing nourishment to the front eye 

structures, removing waste products and maintaining the IOP as well shape of the eye. 

Nutrition of the eye structures and maintenance of IOP are critical for a normal visual process. 
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Aqueous humor is continuously secreted in the ciliary body on a diurnal curve with a rate of 

2-3 µl/min [5]. It first enters the posterior chamber (volume 60 µl) and reaches the anterior 

chamber (volume 250 µl) through the pupil of the eye (see Figure 1.3). 

 
0�F������)�Schematic diagram of aqueous humor flow cycle in human eye, picture adapted from [6]. 

Aqueous humor undergoes a natural refreshment cycle (with 2 - 3 hrs of turnover). After 

supplying nutrients to the front eye structures such as the lenses and cornea, the used-up one 

should be removed from the eye while an equal amount of new fluid is being produced. The 

fluid drains through draining channels located in the front of the eye in an area between the 

cornea and the iris called the iridocorneal angle, or simple the drainage angle (see Figure 1.3). 

In this angle, there are two pathways through which outflow of the aqueous humor can occur: 

non-conventional and conventional. 

1. The non-conventional (or uveoscleral) pathway: refers to the exit of the aqueous 

humor from the anterior chamber through intercellular spaces among ciliary muscle 

fibers by diffusion. In human eye, this pathway contributes a minority outflow 

(< 15%) to the overall aqueous humor drainage.  

2. The Conventional (or trabecular) pathway: refers to the exit of the aqueous humor 

from the anterior chamber through a well–structured porous tissue known as the 

trabecular meshwork. This pathway is the main outflow (> 85%) route in human eye 

and its outflow rate is IOP dependent. After crossing the trabecular meshwork, 

aqueous humor reaches Schlemm’s canal, named after the German anatomist 

Friedrich Schlemm (1795 – 1858), from which it directly drains to the blood veins. 

Schlemm’s canal is an endothelial-lined annular vessel having ~ 0.25 mm diameter 

and situated at ~ 0.8 mm depth in the corneoscleral junction of the limbus (the joint 
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point of cornea and sclera). Schlemm’s canal plays a predominant role in the 

regulation and stability of the IOP [7]. 

Anything that slows or blocks the flow of this fluid out of the eye causes IOP to build up. In 

most cases of glaucoma, IOP is often found to be above the healthy pressure range. 

1.3.2 Types of glaucoma 

Depending on the type of outflow disruption the fluid may encounter, there are two main 

types of glaucoma: closed-angle glaucoma and open-angle glaucoma. 

i. Closed-angle glaucoma: occurs when the aqueous humor outflow is disrupted due to the 

obstruction at the anterior chamber drainage angle. In this type of glaucoma, the 

periphery of the iris sticks with the lens (see Figure 1.4) resulting in the inability of the 

aqueous humor to flow from the posterior to the anterior chamber. As a consequence, the 

rise of pressure in the posterior chamber pushes the final roll and root of the iris against 

the cornea thereby physically closing the drainage angle that is located at the interface 

between the cornea and root of iris, and suddenly blocking the fluid from having access 

to the drainage system of the eye. This results in a rapid accumulation of aqueous humor 

and causes an acute and painful buildup of pressure in the eye. Closed-angle glaucoma is 

a less common but dangerous type of glaucoma which needs immediate medical 

intervention.  

ii.  Open-angle glaucoma: It is by far the most common type of glaucoma (> 85% of 

glaucoma cases). In this type of glaucoma, the drainage angle is open and looks normal 

(see Figure 1.4) but the conventional drainage system, meaning the trabecular meshwork 

(TM), becomes clogged from inside, disrupting the aqueous humor outflow. TM is a 

sponge-like porous filtration meshwork located in the drainage angle of the eye, right next 

to the anterior chamber. The aqueous humor from anterior chamber has to cross all the way 

through the tiny intercellular spaces of TM to reach the Schlemm’s canal from which it 

directly drains to the blood veins to leave the eye. In open-angle glaucoma, these tiny 

draining channels inside TM become clogged, resulting in a decreased outflow rate of the 

aqueous humor, and leading to a chronic and painless buildup of pressure in the eye that 

will gradually damage the optic. The exact cause of this malfunctioning of the trabecular 

meshwork is unknown. 
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0�F������%�Glaucoma and its damage to the optic nerve [8]. In the normal eye, aqueous humor is produced at a rate 
of 2 to 3 microlitres per minute. Any obstruction at the anterior chamber drainage angle (angle closure) or 
clogging of the drainage system (open angle) means that the rate of aqueous drainage will be less than the rate of 
production. This results in build-up of aqueous fluid and elevation of the intraocular pressure, thereby damaging 
the optic nerve and leading to blindness.  

1.4 Symptoms and diagnosis of glaucoma 

1.4.1 Symptoms 

Open-angle glaucoma and acute closed-angle glaucoma, the two most common types of 

glaucoma, have completely different symptoms. For open-angle glaucoma (majority of 

glaucoma cases), there are no early perceptible symptoms until the optic nerve is permanently 

damaged and peripheral vision is irreversibly lost. The damage typically starts with peripheral 

vision and it may take years for the disease to damage the central vision. Open-angle 

glaucoma often has no pain. As a result, victims of glaucoma experience no early symptom 

until noticeable irreversible vision loss occurs. For this reason, glaucoma is sometimes 

referred to as the silent thief of vision. Hence as everyone is prone to glaucoma, a regular eye 

examination is important. At intermediate and advanced stages (Figure 1.5 c & d), the patient 

eventually starts to notice a narrowing field of vision and some kind of tunnel vision.  

a) The two main types of glaucoma  

b) The damaged optic 
nerve manifests as    
‘cupping’ or excavation of 
the optic nerve head 
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0�F������*�Comparison of healthy and impaired visions at different levels of open-angle glaucoma [9] 
a) Example of normal vision b) Early symptom: may include a gradual and often imperceptible failing of 
puerperal (side) vision. c) Intermediate symptom: as the disease progresses, the central vision may still clear, 
however peripheral vision begins to fail d) Advanced symptom (tunnel vision): only a small central field of 
vision remains. If the entire optic nerve is damaged, then total blindness may result afterwards. 

However for acute closed-angle glaucoma, the symptoms may come and go at first, or 

steadily become worse and include: severe eye pain, nausea and vomiting (accompanying the 

severe eye pain), sudden onset of visual disturbance, often in low light, decreased and blurred 

vision, rainbow-like halos around lights, reddening of the eye, eye feels swollen. When such 

symptoms persist, it is recommended that a person should visit an ophthalmologist for further 

diagnosis.  

1.4.2 Diagnosis 

The fact that little or no physical symptom is observed until the first sign of vision loss makes 

early detection of glaucoma difficult. Glaucoma examination can be performed by a 

combination of different techniques. These tests are not stand-alone diagnostic methods on 

their own but the information obtained from such tests can be combined with the patient’s 

history and can greatly help the ophthalmologist to make decision. Tests should include 

measurement of eye pressure, thickness of the cornea, anterior chamber angle examination, 

examination of the optic nerve and measurement of field of vision. Table 1.2 summarizes the 

glaucoma tests. 
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Table 1.2 Summary of possible glaucoma diagnosis [10]. 

Technique What is measured Procedure 

 
Tonometry 

Internal pressure of 
the eye 
(IOP) 

The eye is numbed via eye drops. The examiner then uses a 
tonometer to measure the inner pressure of the eye through pressure 
applied by a warm puff of air or a tiny tool. 

 Pachymetry Thickness of cornea The examiner places a pachymeter gently on the front of the eye to 
measure its thickness. 

 
Gonioscopy 

Drainage angle 
where 

iris meets cornea 

Eye drops are utilized to numb the eye. A hand held contact lens 
with a mirror is placed gently on the eye. It allows the examiner to 
see the angle between the cornea and the iris. 

 
Ophthalmoscopy 

Shape and color of 
optic nerve 

The pupil is dilated via the application of eye drops. Using a small 
magnification device with a light on the end, the examiner can 
examine the magnified optic nerve. 

 
Perimetry 

Complete field of 
vision 

The patient looks straight ahead and is asked to indicate when light 
passes the patients peripheral field of vision. This allows the 
examiner to map the patient’s field of vision. 

Nerve fiber 
analysis 

Thickness of the 
nerve fiber layer 

Using one of several techniques such as OCT, the nerve fibers are 
examined. 

1.5 Current glaucoma treatment methods 

Glaucoma cannot be cured and its damage to the optic nerve cannot be restored. However its 

progress can be controlled. For the moment, the only treatments available for glaucoma work 

by lowering pressure in the eye; either by decreasing the production of fluid or increasing its 

outflow. Even in patients with normal IOP but with early signs of the disease, lowering 

pressure has been shown to significantly slow down the progression of nerve damage [11]. 

Most antiglaucoma drugs are delivered as eyedrops, which may need to be used once or 

several times a day. When the use of eyedrops is no longer sufficient, surgical and laser 

treatments can be used to allow excess fluid to flow out of the eyes. 

1.5.1 Eyedrops 

Eyedrops are in most cases the first choice of glaucoma treatment. The ophthalmologist 

chooses the right eyedrop, and at the beginning the treatment usually 

starts with a single type of eyedrop, then depending on the progress of 

glaucoma, intraocular pressure and other parameters, the treatment may 

progressively involve combination different types of eyedrops. The 

target of glaucoma treatment, as mentioned above, is either to decrease 

the production of the aqueous humor in the ciliary body or increase its rate of outflow by 

opening up the drainage system. For example, beta-blockers (yellow or blue bottle caps,  
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Trabeculectomy  

Figure ��1 ) which are most often used to treat open-angle glaucoma help lower the IOP by 

reducing the production of aqueous humor. On other hand, miotics, another group of 

glaucoma medications, can lower the IOP by narrowing the iris muscles and constricting the 

pupil. This action pulls the iris away from the trabecular meshwork and allows the aqueous 

humor to gain access to the drainage channels. 

�
0�F������,�Different types of eyedrops [8]. 

The four main classes of lowering the IOP are: beta-blockers, prostaglandin analogs or prostamides, alpha 
agonists and carbonic anhydrase inhibitors. Eye drops are the first line of treatment for lowering the IOP. 

1.5.2 Surgical treatment methods 

If medications fail to control eye pressure, or if they create intolerable side effects to patients, 

performing surgical procedure may be necessary. In this type of treatment, surgical procedure 

is performed using surgical tools to reach the aqueous humor by dissecting through the layers 

and sub-layers of the tissues (creation of fistula) to improve the evacuation of the liquid out of 

the eye. Approximately, 12,000 to 15,000 surgical procedures are performed each year in 

France [3]. Depending on the type and seriousness of the disease, the ophthalmologist may 

perform one of the following surgical procedures to treat glaucoma: trabeculectomy (filtration 

surgery), canaloplasty, non-penetrating deep sclerectomy (NPDS), and iridectomy. The first 

three surgeries are used for treating open-angle glaucoma and the last one (iridectomy) is for 

closed-angle glaucoma treatment.  

1.5.2.1 Trabeculectomy 

Trabeculectomy (also called filtration surgery) is the most common 

technique of glaucoma surgery. The procedure involves opening the full 

thickness of the drainage area by removing part of the eye’s trabecular 

meshwork and the adjacent structure in order to allow the drainage of 

aqueous humor from within the eye to underneath the conjunctiva where it is 

absorbed (see the figure on the left [12, 13]). During a trabeculectomy, the 

patient’s eye is held open with a speculum. The surgeon then creates 
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a sclerectomy, a passage in the sclera for draining excess eye fluid. A flap is created that 

allows fluid to escape without deflating the eyeball. Finally the scleral flap and the 

conjunctiva is closed and sutured. A small bubble called a bleb nearly always forms over the 

opening, which is a sign that fluid is draining out. 

1.5.2.2 Canaloplasty 

It is a less-invasive surgical alternative of lowering the IOP. In this procedure, a new aqueous 

humor discharge channel is not opened as in previous trabeculectomy, but rather attempts are 

made to restore the existing, natural drainage mechanism available to the eye. Canaloplasty 

uses a microcatheter technology whereby an incision is made into the limbus to get access to 

Schlemm’s canal. Schlemm’s canal is then cut and a microcatheter is inserted in one side and 

is gently pushed until it appears on the other side of the cut. Finally a thin suture follows the 

microcatheter in the circular path through the channel, which is tightened after removal of the 

catheter to stretch the channel and keep it permanently open thereby relieving the pressure 

inside the eye (see Figure 1.7). 

 

0�F������ �Photography showing the different steps of canaloplasty [14]. 
(1) Creation of the outer flap, (2) Creation of inner flap, (3) Removing the inner flap, (4) Catherization and 
dialation, (5) Suture placement and tensioning, (6) Closure of the outer flap. 

1.5.2.3 Non-penetrating deep sclerectomy (NPDS) 

It is a less invasive technique than trabeculectomy (filtering surgery). Deep sclerectomy 

minimizes the risk of over filtration and avoids serious complications; however NPDS 

techniques do not lower IOP as much as trabeculectomy does. In NDPS, the surgeon creates a 

flap in the outer part of the sclera and then removes a deep piece of the sclera underneath 

without perforating the eye. NPDS leaves the anterior chamber intact and avoids creation of 

blebs. This procedure was developed in an attempt to avoid many of the postoperative 

complications of trabeculectomy associated with over filtration. The major advantage of 
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NPDS is that it precludes the sudden hypotony (sudden drop in IOP � 5 mm of Hg) that 

occurs after trabeculectomy by creating progressive filtration of aqueous humor from the 

anterior chamber to the sub-conjunctival space, without perforating the eye.  

In general, NDPS procedures have fewer post surgery complications than standard 

trabeculectomy; however they require excellent surgical skill. The residual membrane in a 

nicely done NDPS procedure should be no more than 10 – 15 µm. A thinner residual 

membrane would otherwise lead to a risk of perforation similar to those in trabeculectomy, 

and thicker membrane would on the other hand make the fluid removal inefficient. 

1.5.2.4 Iridectomy 

Iridectomy is performed in cases of closed-angle glaucoma. It involves surgical removal of 

portion of the iris tissue. The iridectomy can be done in several ways: 

� Basal iridectomy: removing iris tissue from the far periphery, near the iris root or base 

� Peripheral iridectomy: removing iris tissue close to the periphery 

� Sector iridectomy: removing a wedge-shaped section of iris that extends from the 

pupil margin to the iris root. 

In peripheral iridectomy, for example, the procedure starts by outlining the clear cornea 

incision. Then a 2-3 mm corneal incision is made and the anterior chamber is entered without 

injuring the iris. The iris is gently grasped and exteriorized. The required iridectomy is then 

performed by cutting out the grasped part of the iris. Finally the procedure ends by closing the 

cornea. Figure 1.8 shows the summary of peripheral surgical iridectomy. Opening the eye’s 

globe for surgical iridectomy in a patient with high IOP greatly increases the risk of 

suprachoroidal hemorrhage7, with potential for associated explosive hemorrhage. 

 

0�F������1�Steps in surgical iridectomy. 
(1) Corneal incision is made and the anterior chamber is entered without injuring the iris (2) The iris is gently 
grasped and exteriorized (3) The required iridectomy is then performed by cutting out the grasped part of the iris 
(4) Finally the procedure ends by closing the cornea [15]. 
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1.5.3 Laser surgery 

While medication is the first choice of glaucoma treatment in controlling further damage of 

the optic nerve, the fact that eyedrops are often prescribed to be applied several times a day, 

and in some cases, for entire life, makes it harder for patients to strictly follow the 

prescription. However, the success of medical treatment highly depends on the rigorous 

monitoring of prescription, hence poor compliance with medications and follow-up visits is 

one major problem related to medication. A 2003 study of glaucoma patients in an HMO 

(health maintenance organization - USA) found that half failed to fill their prescriptions the 

first time, and one-fourth failed to refill their prescription second time. Skipping even a few 

doses can greatly increase the risk of visual loss. In addition, eyedrops have many side effects 

too. Affording the price of one’s entire life medication is another reason for poor compliance. 

Eyedrops do also have side effects, and some of them can cause adverse consequences and 

may not be tolerated any more by the patient. In such situation, the patient will be 

recommended to undergo eye surgery. 

Depending on the type and seriousness of glaucoma, different surgical procedures are 

available. For open-angle glaucoma treatment, for example, trabeculectomy is the golden 

surgical standard. However, because of the complete opening, trabeculectomy has potential 

risks of complications such as infection, leakage, irritation, hypotony (IOP � 5 mm of Hg), 

choroidal detachment, scarring and development of cataract over time. Generally, due to post-

surgical complications, such conventional surgical methods of glaucoma treatment have low 

success rate globally (60%). 

The availability of compact lasers and their ability to make safe surgery has opened a third 

alternative method of glaucoma treatment. The value of laser therapy lies in reducing 

medication and postponing or avoiding undergoing risky surgical procedures like filtration 

surgery. Laser therapy is very useful especially for those (but not limited to) glaucoma 

patients who cannot tolerate eyedrops due to medical complications but do not want (or are in 

dilemma) to undergo traditional surgical procedure. Laser treatment procedures often do not 

produce scarring and can be repeated later on. Several laser techniques can be used, which 

ultimately increase the drainage of the aqueous humor from the eye by improving the eye’s 

natural drainage system. 
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1.5.3.1 Laser trabeculoplasty 

A trabeculoplasty is a modification of the trabecular meshwork (TM). Laser trabeculoplasty 

(LTP) involves sending a visible laser beam through the cornea to burn areas of the TM base 

(uveal meshwork), located close to the base of the iris, in order to decrease its resistance. LTP 

increases outflow and has no influence upon aqueous secretion. The value of trabeculoplasty 

lies in reducing medical therapy and postponing or avoiding the risks of filtration surgery. 

LTP is used in the treatment of various open-angle glaucomas. The two types of LTP are 

argon laser8 trabeculoplasty (ALT) and selective laser trabeculoplasty (SLT) (see Figure 1.9). 

 

0�F������2�Laser trabeculoplasty (LTP) for treating open-angle glaucoma [16, 17]. 
The laser is sent through clear cornea and is focused on the base of TM to burn holes and increase the rate of 
aqueous humor. Selective Laser Trabeculoplasty (SLT) selectively targets pigmented cells while preserving the 
surrounding tissues and causes less collateral damage than Argon Laser Trabeculoplasty (ALT). 

As the name implies, ALT uses argon laser to create several tiny burns (each ~ 50 µm in 

diameter) on the TM. This consists of spacing 100 (may be more) non-perforating laser burns 

360 degrees around the TM to shrink the collagen in the tissues of the trabecular ring. This 

reduces the circumference and therefore the diameter of the trabecular ring, pulling the 

trabecular layers apart with reopening of the inter-trabecular spaces and of Schlemm's canal 
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[17]. SLT is a recently introduced glaucoma treatment method that selectively targets 

pigmented trabecular cells without causing thermal damage to non-pigmented structures. In 

this treatment, a frequency doubled, Q-switched Nd:YAG laser9 with pulse duration of 3 ns 

and spot size of 400 µm is used. The 532 nm wavelength is highly absorbed by melanin and 

can selectively target pigmented cells while preserving surrounding tissue.  

Histological studies evaluating SLT have shown that unlike ALT, there is no scarring of TM. 

ALT causes thermal injury and coagulative damage to TM, making repeat treatment difficult. 

The selectivity of SLT, added to its relatively much lower power, protects TM against thermal 

or coagulative effects, thus SLT may be theoretically repeated and result in additional 

reduction in IOP greater than that with ALT. Hence SLT is effective and safe as primary 

treatment for patients with ocular hypertension and open-angle glaucoma [18]. 

1.5.3.2 Laser iridotomy 

Laser iridotomy is the laser equivalent of surgical iridectomy and is used for treatment of 

closed-angle glaucoma. In this case a focused laser beam (either argon laser or Nd:YAG laser) 

is used, instead of sharp tools employed in surgical iridectomy, to burn a hole through the iris 

without damaging and opening the overlaying cornea tissue (see Figure 1.10). This new 

opening allows fluid (aqueous humor) to flow from the posterior chamber to the anterior 

chamber. Compared to the traditional surgical iridectomy, laser iridotomy is much safer. 

 

0�F�������(�Laser iridotomy for treating closed-angle glaucoma, images taken from [8, 19]. 
Note that, as shown by the OCT image, laser surgery enables to make a hole on the iris without opening the 
cornea.  
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1.5.4 New approach for laser glaucoma surgery and monitoring 

The current laser treatments of both open-angle and closed-angle glaucomas make use of the 

clear cornea window to perform the procedure. For closed-angle glaucoma treatment, laser is 

directly focused on the iris after passing through the cornea. For closed angle-glaucoma 

treatment, a special scanning system is employed to send the laser beam at a specific angle 

through the cornea towards the base of the TM. Moreover, both procedures use a white light 

microscope for monitoring the laser intervention, which again depends on the transparency of 

cornea to image the under-laying anterior segment. Hence opacity of the cornea may limit the 

use of such a procedure. If a glaucoma patient already has corneal edema, visible laser light 

will be strongly scattered and fail to properly induce holes on the required target in the 

anterior chamber. Scattering will also inhibit the use of white light microscopy to monitor the 

intervention. 

For open-angle glaucoma treatment, corneal opacity is not the only limitation of laser 

trabeculoplasty. The other drawback of this procedure is related to the fact that while most of 

the resistance to the aqueous outflow is in the outer most portion of TM (see Figure 1.11 ), 

ALT or SLT targets the base (inner most portion) of the TM, the uveal meshwork, which does 

not offer much resistance. Moreover, early investigations on chronic open-angle glaucoma 

cases showed that malfunctioning of TM (like plaque formation) that leads to blockage of the 

drainage system often starts in the cribriform meshwork, which itself is located in the outer 

most part of the TM.  

A schematic representation of the different layers of TM from inner to the outer most portion 

is shown in Figure 1.11��The inner most portion of TM (see Figure 1.11) that lies next to the 

anterior chamber is the uveal meshwork. It is formed by prolongations of connective tissue 

arising from the iris and ciliary body stromas totally covered by endothelial cells. The 

intercellular spaces in this region are large (25 - 70 µm) [5] and put less resistance to the 

aqueous humor outflow. The next layer, the corneoscleral meshwork, is characterized by the 

presence of lamella10. The higher organization of the corneoscleral meshwork and their 

narrower intercellular spaces (5 - 50 µm) [5] are responsible for the increase in flow 

resistance. The third layer, which is in direct contact with the inner wall of endothelial cells 

from the Schlemm’s canal, is the cribriform meshwork. The last barrier that aqueous humor 

���������������������������������������� �������������������
�3

���)C*�))C����C�	����-)C	�D)�,���	��F	�����!$	���!���C*!�.�	�*C�%�)C*�))C��5-)������%�F)!���	!�!���C�!	�����4�	��!-����-CF��
���6�	4�����



���������������EF	��������D�B��B���AD���B��������A��
�

#/�
�

has to cross before exiting the eye is the inner endothelial wall of the Schlemm’s canal. As 

cells in cribriform are embedded in a dense extracellular matrix and due to the high density of 

pores across the inner endothelia wall, the outer most portion of the TM is responsible for the 

majority of the tissue resistance to aqueous outflow. However, the target of current laser 

trabeculoplasty is rather on the inner most portion of TM where the intracellular spaces are 

already wide enough to permit outflow. 

 

0�F���������Schematic diagram of the trabecular meshwork (TM) adapted from [20], showing the new surgery 
approach .The black arrows indicate the direction of the aqueous humor outflow from the anterior chamber 
towards Schlemm’s canal through the intercellular spaces of the different regions of the TM: from the least 
resistive uveal meshwork to the most resistive inner wall of Schlemm’s canal.  

In addition, for patients with chronic open-angle glaucoma, Rohen and Witmer [21] described 

for the first time that malfunctioning of TM (like plaque formation), which blocks the 

intercellular spaces and causes additional elevation of the resistance of TM, often starts in 

cribriform meshwork. It was later noticed by Tripathy [21] that the vacuolated cells within the 

endothelial lining of the Schlemm’s canal, which are responsible for allowing the fluid to 

enter the Schlemm’s canal, were almost lacking in case of open-angle glaucoma, being 

replaced by plaques that block the flow of the aqueous humor (see Figure 1.12).  



���������������EF	��������D�B��B���AD���B��������A��
�

#0�
�

 
0�F�������!�Schematic drawing of cribriform meshwork in normal (a) and glaucomatous (b) eyes. Notice that the 
cribriform pathways (CP) are directed to the vacuolated inner wall cells in normal eye (a); and the plaque-
material (P) is located within the cribriform meshwork in case of chronic simple glaucoma (b).E: Endothelium of 
Schlemm’s canal; SC: Schlemm’s canal; CP: cribriform pathway; V: Vacuoles 

Because of this anatomical reason of TM and as visible lasers cannot penetrate TM to reach 

this high resistive part, the current SLT (or ALT) procedure targets the less resistive part of 

TM that is accessible to visible laser light. Hence this procedure is inefficient for controlling 

the IOP in the long run. For the time being, it can only help reduce medication and prolong 

conventional filtrating surgery. An ideal solution for laser treatment of open-angle glaucomas 

would require the delivery of surgery laser light to this highly resistive outer most portion of 

the TM, around the Schlemm’s canal, directly through the sclera. However, as sclera scatters 

visible and even near-infrared light, it will not be possible to penetrate deep enough to reach 

the Schlemm’s canal (~ 800 µm depth) using conventional lasers.  

One of the solutions to overcome scattering is to increase the wavelength of the laser beam. 

The development of glaucoma laser surgery tool has to account for the attenuation of light due 

to the strongly scattering tissues of sclera and edematous cornea. Both the surgical laser and 

the imaging system used to monitor the surgery are concerned by this problem.  

The idea of the NOUGAT project, to which this PhD contributed, has been developing a new 

tool that uses an optimized ultrashort pulse laser to make the glaucoma surgery and an 

imaging system based on optical coherence tomography (OCT) to monitor the intervention in 

real-time. LOA has worked on the femtosecond laser optimization and has carried out 

experiments on sclera and pathological cornea. They have demonstrated that the incision 

depth of femtosecond laser in highly scattering sclera and pathological cornea can be 

enhanced by using an optimized femtosecond laser source at 1.65 µm central wavelength. 

My work in this project has mainly been focused on the development and utilization of high-

resolution and fast Fourier-domain OCT (FD-OCT) for visualization of the Schlemm’s canal 

directly through the highly scattering tissues sclera and edematous cornea. In collaboration 
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with LOA, we have also worked on the coupling of the OCT imaging system operating at 

1.30 µm center wavelength with the laser surgery system optimized at 1.65 µm center 

wavelength. We demonstrated the use of OCT for real-time imaging of the laser surgery in 

human cornea. The preliminary results demonstrate the potential of OCT in monitoring 

glaucoma laser treatment. 

Before describing the experimental work accomplished in this PhD work, a general overview 

of the OCT technology is presented in the next chapter. 

�  
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Chapter 2 - Optical coherence tomography: 
principles and techniques 

2.1 Introduction 

Proposed in the early 1990’s by Huang et al [22] optical coherence tomography (OCT) is an 

imaging technique that uses optical radiation to perform non-invasive tomographic imaging 

of internal microstructures of biological tissues and semitransparent materials up to few 

millimeters of depth using the coherence property of light. The principle of coherence-gating 

and its ability to make high-resolution cross-sectional imaging in scattering media are 

explained in the appendix (section A.3.3). 

Tomography, derived from the Greek tomos (“part” or “section”) and graphein (“to write”), 

refers to the use of a penetrating wave and a computer algorithm to reconstruct the cross-

sectional image of a three dimensional object in order 

to obtain a slice image of the internal structures as 

shown in Figure 2.1. Depending on the type of the 

penetrating wave used, the various types of 

tomographic imaging techniques widely used in 

medical applications can be mentioned: 

� Ultrasound (uses high frequency sound waves) 

� Computed tomography (uses X-ray radiation) 

� Magnetic resonance imaging (uses magnetic 

field) 

OCT is a relatively new tomographic imaging method that uses optical waves. By measuring 

the echoes of backscattered light in a way similar to ultrasonic pulse-echo imaging, OCT 

acquires high-resolution tomographic cross-sections of internal structures of semi-transparent 

samples. As OCT is based on the coherence-gating technique, the high-resolution sectioning 

is achieved by exploiting the short temporal coherence length of a low-coherence broadband 

light source. 
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0�F����!���Schematic diagram of tomography  
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2.2 Comparison of OCT with other tomographic imaging modalities 

In general, optical imaging techniques are of particular importance in the medical field, 

because these techniques promise to be safe and relatively cheaper and, in addition, offer a 

therapeutic potential. Considering different imaging parameters such as resolution, imaging 

depth, acquisition time, system complexity and sample intrusiveness, OCT can be compared 

with other tomographic imaging techniques: confocal microscopy, ultrasound, computed 

tomography (CT) and magnetic resonance imaging (MRI).  Figure 2.2 shows a summary of 

the comparison based on imaging depth and resolution, where the length of the pendulum 

represents the imaging depth and the size of the sphere represents the resolution [23].  

 
0�F����!�!�Comparison of OCT resolution and imaging depth to those of alternative techniques. The “pendulum” 
length represents the accessible imaging depth; the “sphere” size represents the imaging axial resolution [23]. 

Clinical ultrasound uses acoustic waves with frequencies ranging between 3-40 MHz and 

gives a resolution of 0.1-1 mm [24, 25]. The comparatively long wavelengths of ultrasound 

are not attenuated significantly by biological tissues, thereby offering deep imaging of the 

body. Using high frequency ultrasound (~ 100 MHz), imaging resolutions of 15 to 20 µm 

have been developed for research and clinical applications. However such high frequency 

sound waves are strongly attenuated in biological tissues, and imaging depths are limited to 

only few millimeters [26]. On the other hand, confocal microscopy has high resolution, 

approaching 1 µm; however optical scattering degrades image signal and contrast, and the 

typical imaging depth of confocal microscopy in most biological tissues is limited to few 

hundreds of microns [26]. In terms of resolution and imaging depth, OCT fills the gap 

between confocal microscopy and ultrasound.  With the current OCT technology, an axial 
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image resolution of 1-15 µm and a penetration depth of 2-3 mm can be achieved. As OCT 

itself is an optical imaging technique, its imaging depth, though better than that of confocal 

microscopy, is ultimately limited by the effects of absorption and scattering within the 

biological samples. Unlike confocal microscopy, the axial resolution of OCT is determined by 

the bandwidth of the light source; the broader the source bandwidth, the better the axial 

resolution. 

With the current OCT technology, the acquisition time of OCT has been brought at a level 

where video rate imaging is possible like ultrasound, making it more tolerant to sample 

motion than either CT or MRI [23]. Unlike ultrasound imaging which needs a contact of the 

probe with the sample for coupling and propagation of sound waves, OCT is a non-contact 

imaging technique. Moreover, OCT uses non-ionizing radiation at biologically safe levels, 

allowing for long exposure times, and its level of complexity is closer to ultrasound than to 

CT or MRI, allowing for the realization of low-cost portable scanners. The point-scanning 

nature of OCT technology allows it to be implemented in fiber optics, which makes 

endoscopic and catheter-based imaging possible. 

This combination makes OCT be a great technique for in-vivo and in-situ imaging of 

epithelial structures, and could possibly replace excisional biopsy as a non-invasive 

alternative. Since its invention, OCT has got a wide range of applications. It has been 

employed for in situ and in vivo biomedical imaging [27] as well as material characterization 

[28]. Since the eye provides an optically transparent window, OCT has been the most 

competitive technique for non-invasive and cross-sectional imaging of the internal structures 

of the eye with high resolution. Hence, the most significant impact of OCT has been in 

ophthalmology for retinal imaging [29, 30] and measurement of the dimensions of the anterior 

segment of the eye [31, 32]. 

2.3 General principle of OCT 

Generally speaking, the basic working principle of OCT is analogous to ultrasound but OCT 

uses light instead of sound. As the wavelength of light wave is by far shorter than that of 

ultrasound, using light instead of ultrasound significantly improves image resolution. 

Ultrasound and OCT are analogous in a sense that when a beam of sound or light is sent to a 

biological tissue, it is backreflected or backscattered differently from structures that have 

varying acoustic or optical properties, as well as from boundaries between structures. The 
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dimensions of these structures can be determined by measuring the “echo” time it takes for 

the sound or light wave to return from various axial distances. In ultrasound, such axial 

measurement of distance or depth is called A-mode scanning, while cross-sectional imaging is 

called B-mode scanning [26]. These terms are also used in OCT in a similar fashion (see 

Figure 2.3). 

 
0�F���� !�)� OCT generates cross-sectional images by measuring the magnitude and echo time delay of 
backscattered light.  Axial scans (A-scans) measure backscattered intensity versus depth. By performing series of 
A-scans at different transverse positions, a two dimensional data set (B-scan) is generated. The data set will be 
processed and an intensity-based cross-sectional OCT image of the sample will be displayed either in a grey 
scale or false color image.  

The main technical difference between ultrasound and OCT comes from the fact that the 

speed of light is much faster than sound. The speeds of sound and light waves in tissue are 

~ 1.5×103 m/s and ~ 1.5×108 m/s, respectively. Using sound wave, the measurement of 

distances with a 150 µm resolution, typical resolution of ultrasound, requires a time resolution 

of ~ 100 ns, which is well within the limits of electronic detection. Unlike ultrasound, due to 

the extremely high speed of light, the detection of echo time delays of light waves with 15 µm 

resolution, typical OCT resolution, requires a times resolution of ~ 50 femtoseconds 

(1 fs = 10-15 second). This time is extremely short and direct electronic detection is impossible 

on this time scale. In OCT, such small scale echo time delay measurement is achieved by 

using low-coherence interferometry (LCI) . OCT is therefore an interferometric-based 

imaging technique. Interferometry is a powerful technique for measuring the amplitude and 

the echo time delay of backscattered light with high sensitivity.  
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In LCI, an interferometer illuminated by a low-coherence light source is used to perform 

correlation or interference between light that is backscattered from tissue with light that has 

travelled a known distance or time delay through a reference path. LCI was first developed for 

measuring reflections in fiber optics and optoelectronic devices [33-35]. The first applications 

of low-coherence interferometry in biomedicine were in ophthalmology to perform precision 

measurements of the axial eye length and corneal thickness [36, 37]. 

2.4 Low-coherence interferometry (LCI) 

The most commonly used interferometer in LCI is the Michelson interferometer [38]. The 

configuration of the Michelson interferometer with a light source and a light detector is shown 

in Figure 2.4. Light from the source is directed into the beamsplitter. The beamsplitter (often 

with a 50:50 splitting ratio) splits the light between the two arms of the interferometer: the 

reference arm and sample arm. One of the beams is incident onto the sample to be imaged, 

while the second beam travels a reference path with a variable path length. Light waves 

backscattered and/or backreflected from sample of arm length zS are made to recombine at the 

beam splitter with light waves reflected back from a reference mirror located at a distance of 

zR from the beamsplitter. If interference conditions are fulfilled, the superposed waves can 

produce interference patterns that can be detected with a photodetector at the interferometer 

output, creating a data that will be analyzed.  

 
0�F����!�%�Michelson interferometer, the basic building block of OCT. 

If the light source is coherent (i.e. monochromatic), interference fringes will always be observed as the path 
length difference is varied (a), however, if low-coherence light is used, interference occurs only when path 
length difference is within the coherence length (b).  
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2.4.1 The interference condition 

For the two combined waves to interfere, they should be temporally coherent. This property 

of interference dictates that interference between the sample and reference beams occurs only 

if the optical path length difference between the two arms of the interferometer � = 2(zR – zS) 

is within the temporal coherence length of the illuminating light.   

The quantitative measure of how well a light wave interferes with a delayed version of itself 

is called temporal coherence. The time delay over which the phase or amplitude of the wave 

varies by a significant amount (and hence the correlation/interference decreases by a 

significant amount) is called coherence time �c. At delay time t = 0, the degree of coherence is 

perfect whereas at t = �c, degree of coherence drops significantly.  Coherence length Lc is 

defined as the distance the wave travels in time �c, and is given by Lc = c×�c, where c is the 

speed of light. Temporal coherence tells us how monochromatic a given light source is. The 

coherence length of monochromatic light is theoretically infinity. For example, the coherence 

length of a stabilized He-Ne laser (�� = 10-6 nm at � = 632 nm) is � 400 m. Such light sources 

are called coherent sources. However, not all lasers have long coherence length. The 

coherence length of a Kerr-lens mode-locked Ti:sapphire laser (with �� = 350 nm at 

� = 800 nm) [39] can be as short as ~ 2 µm. Such light sources with short coherence length 

are called low-coherence or partially-coherence sources.  

If the light source in Figure 2.4 has a high coherence (i.e., long coherence length), 

interference between the sample beam and reference beam will be observed for a significant 

optical path length differences (OPD) between the two arms (see Figure 2.4 (a)). This is not 

what we want for OCT. On the other hand, if a low-coherence light (i.e., short coherence 

length) is used, interference fringes will only be observed within a limited OPD (see Figure 

2.4 (b)). When the OPD between the two arms starts to be longer than the coherence length, 

interference fringes start to disappear. This means that any light coming out of the coherence 

zone will not contribute to interference signal. Such coherence-gating technique can be 

utilized to measure the reflectivity and relative location of a thin layer in a sample with an 

accuracy determined by the coherence length of the light source. From this, one can 

institutively tell that shortening the coherence length of the light source helps improve the 

accuracy of measurement. Such physical phenomenon has been used in the late 1980s to 

measure reflections in fiber optics and optoelectronic devices [40]. It is this coherence-gating 
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technique that gives OCT its capability to make high-resolution tomographic imaging of 

internal structures of biological tissues and materials in scattering media.  

2.5 Mathematical formulation of two beam interference 

In order to quantity the imaging parameters of OCT (such as axial resolution, sensitivity, 

imaging depth, etc), mathematical formulation of LCI is presented in this section. For the sake 

of simplicity, the interference of monochromatic light is introduced first.   

2.5.1 Description of electric field and intensity of light wave 

The electric field of a linearly polarized monochromatic plane light wave propagating in the z 

direction can be written as: 

 cos( )E A tω ϕ= − ,  #����

where A is the amplitude, � = kz the arbitrary phase, k = 2�/� the wavenumber, � the 

wavelength, � = 2�v the angular frequency, and v the optical frequency (see Figure 2.5).  

 
0�F���� !�*� Electric field plot of a monochromatic light wave for � = 600 nm, with oscillation period 

T = 1/v = 2×10-15 s. 

For simplicity, the electric field in equation 2.1 can be expressed in a complex function as�

� ( ){ }exp i tω ϕ= −E A . #��#�

Bold style letters represent complex values. The optical intensity of a light wave, defined as 

the optical power per unit area, is given by the time averaged value of modulus square of the 

complex electric field 

�
2 2 2I A= = =E A .  #��' 

2.5.2 Interference of monochromatic light 

Now, let us illuminate a Michelson interferometer (shown in  

Figure !�, - mirrors on both arms) with a monochromatic plane wave whose complex electric 
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field Eo at the beamsplitter (where z = 0 is assumed) is given by 

 ( )expo o i tω=E A �� #��/�

Considering a beamsplitter with 50:50 power splitting ratio, the light will be equally split (in 

power) between two arms of the interferometer and the amplitude of the corresponding 

electric field going to each arm will be 
2
oA

. The electric fields in each arm will then travel 

the corresponding lengths zR and zS, reflect back at the mirrors, travel back the same distances 

to the beamsplitter where they recombine.�

�

0�F����!�,�Michelson interferometer with monochromatic light source and identical mirrors on both arms. 
The detected signal by the light detector looks like the one shown on the right. A monochromatic light 
(� = 1 µm) was used to plot the interference signal as a function of the path length difference between the two 
arms (expressed in equation 2.7). When monochromatic light is used, interference occurs for any path length 
difference.  

Let ER and ES be the two electric fields that are reflected back from the reference and sample 

arms, respectively. At the beamsplitter, these fields can be defined as 
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where AR and AS

 
represent the amplitudes of the complex electric field reflected from 

reference and sample arm with field reflectivities of rR and rS, respectively. �R and �S 

represent the corresponding phases accumulated during propagation in each arm. After 

recombination at the beamsplitter, half of the light power contained by the wave in each arm 

will go back to the source and the other half propagates to the detector. Hence the 
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superimposed complex electric field ED arriving at the detector can be expressed as  

 ( ) ( ){ } ( ){ }1 1
exp exp

2 2
D R S R R S Si t i tω ϕ ω ϕ� �= + = − + −� �E E E A A , #��1 

where the factor 1/�2 shows that only half of the returning power from both arms goes to the 

detector. 

According to equation 2.3, the intensity ID that impinges on the detector, assuming that the 

photodetector captures all of the light from the reference and sample arms, is given by 

2 2 2 * *1
. .

2D D R S R S R SI � �= = + + +
� �

E E E E E E E  

Substituting the expressions of ER and ES from equation 2.5, we get the following expression 

for ID 

 ( )1
2 cos

2D R S R SI I I I I ϕ� �= + + ∆� �
�

#��" 

where IR = Ar
2 and IS = As

2 are reference and sample arm intensities, 	� = �R – �S = k×2z is 

the phase difference between the two arms of the interferometer with k = 2�/� where � is the 

wavelength.  2z is the round-trip optical path length difference in air where R Sz z z= − the path 

length difference. The factor of 2 here is related to the double pass. The factor ½ in intensity 

tells us that only half of the total power returning from both arms goes to the detector. The 

other half goes back to the source, and hence lost. For laser sources, caution should be taken 

in handling this returning power as it may affect or damage the laser oscillator.  

From equation 2.5, given rR and rS, as amplitude reflectivities of reference and sample 

mirrors, respectively, the detected intensity ID of equation 2.7 can be expressed in terms of the 

corresponding power reflectivities, RR = rR
2 and RS = rS

2 as 

 
( )1

2 cos
4D o R S R SI I R R R R ϕ� �= + + ∆� � , where 

2
o oI A= . #��&�

Equation 2.8 can be decomposed into two terms: a DC term (IDC) and an interference term A 

as 

 
( )0.25DC R S oI R R I= + …DC term #��2�

�

( ) 1
0.5 cos 0.5 cos 2 2R S o R S oR R I R R I zϕ π

λ
� �Γ = ∆ = ×� �
	 A

…interference term #���3�
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The DC term does not vary as the phase �� changes and is constant whereas the interference 

term A varies with �� in a sinusoidal manner, with constructive interference occurring for 

z = 2m�/4 and destructive interference for z = (2m+1)�/4, for an integer m = 0, ±1, ±2, ±3, etc. 

Note that z = zR –zS is the path length difference. 

Figure 2.7 shows the plots of A versus the path length difference z between two arms for the 

two different monochromatic light waves �1 = 1 µm and �2 = 1.3 µm. For a given 

monochromatic light, interference continues indefinitely for any path length difference with a 

fringe period given by 

 Tfringe = �/2.  #�����

When the wavelength � changes, the fringe period Tfringe and the corresponding values of z 

where constructive and destructive interferences occur change. This means that if the light 

source is polychromatic, composed of more than one wavelength, the resultant intensity 

profile will change as shown in Figure 2.7 (c).  

 
0�F����!� �Plot of the interference term � of  the detected intensity ID versus path length difference z between the 
two arms of the Michelson interferometer for two monochromatic light waves of wavelengths �1 = 1 µm (a) and 
�2 = 1.3 µm (b). Note that the fringe period Tfringe = �/2 varies with wavelength. Plot (c) shows the resultant 
intensity profile of interference if the light source was composed of the two wavelengths. 

3�4�

3�4�

3�4�

8��9���:��

8!�9���)�:��

-���E��A��

3�493�4;3�4�

�B3�0C*��B3�10C*�



����������������F���F	����AF���	�	�����������AF����B��AD���F�A��E�B�

'"�
�

2.5.3 Interference with polychromatic light 

2.5.3.1 Interference with polychromatic light having discrete wavelengths 

Now let us consider a polychromatic light wave, a wave with more than one wavelength, 

illuminating the Michelson interferometer (see Figure 2.8).  

 
0�F����!�1�Michelson interferometer with polychromatic light source and identical mirrors in both arms. 

Assuming that the polychromatic light wave is composed of N discrete monochromatic waves 

and that the reflectivity of both mirrors is independent of the wavelength, the DC and 

interference terms of equations 2.9 and 2.10 can be written as   
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Equation 2.12 implies that for a given path length difference z, the interference signal A will 

be determined by sum of all the interference signals corresponding to each wavelength.  

Assuming a rectangular power spectrum (power carried by individual wavelength components 

is equal), i.e., 1 2( ) ( ) ... ( )o o o N oI I I Iλ λ λ= = = = , the interference given in equation 2.12 can be 

further  simplified to  
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0�F����!�2�Interference with polychromatic light. N represents the number of wavelengths contained in interfering 
light. As N increases, the envelope width of the interference signal decreases, limiting interference to happen 
only around the zero path length difference z = 0 between the two arms of the interferometer. The signal power 
around z = 0 increases with N. 

(a) N = 2        
Step: 50 nm 

(b)  N = 3        
Step: 50 nm 

(c)  N = 50    
Step: 4 nm 
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In Figure 2.9 (a), (b) and (c), the plots of individual monochromatic waves and the resultant 

interference term (A) for interference of polychromatic light wave with number of 

wavelengths N = 2, N = 3, and N = 50, respectively are given.  From these plots, it can be 

concluded that as N increases, constructive interference becomes confined only around the 

zero path length difference, the maximum occurring at z = 0 and decaying as z  increases. 

For larger values of N, the decay rate is faster. This means that the envelop width of the 

interference signal is inversely proportional the number of wavelengths. Note also that the 

shape of envelope in Figure 2.9 (c) takes the shape of a sinuscardinal (sinc) function, which is 

related to the Fourier transform of the rectangular shape of the power spectrum.  

2.5.3.2 Interference with polychromatic light having continuous spectrum 

Light sources such as light emitting diodes or thermal light sources radiate polychromatic 

light energy with a continuous power spectrum (see Figure 2.10 (a)). The amplitude of the 

electric field, hence the power, corresponding to the individual spectral/wavelength 

components can also be different, giving rise to a specific shape of the spectrum, that defines 

the light source. The resultant electric field E of such polychromatic light wave with a given 

spectral shape (amplitude A(v) versus frequency v) can be written as a harmonic superposition 

of the individual electric fields (see equation 2.4) as   

 ( ) ( )exp( 2 )t i t dvν πν
∞

−∞

= EE A . #���/�

The spectral dependence of the source power on frequency, called the spectral power density 

(SPD), can be expressed the averaged square of the amplitude as 

� ( ) 2
( )S v v= A �� #���0�

The plot of the resultant electric field E(t) of a polychromatic light source is given in  Figure 

2.10 (b). The harmonic superposition of individual monochromatic waves with different 

frequencies gives rise to a resultant wave called wave packet (or wave train). Hence 

polychromatic light sources can be viewed as sources of streams of wave packets (see Figure 

2.11, and note its difference with the plot of monochromatic wave given in Figure 2.5�. The 

characteristic of wave packets is that a fixed phase relation exists only within individual wave 

packets. The length of an elementary wave packet where there is a definite phase relation is 
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called coherence length Lc, and the time it takes for the wave packet to pass a single point is 

called the coherence time �c, and Lc = c/�c, where c is the speed of light. �

 
0�F����!��(�Polychromatic light sources emitting light with a continuous spectral bandwidth 	B. The harmonic 
superposition of individual frequencies gives rise to a resultant wave called wave packet. Fixed phase relation 
occurs only within individual packets. The time it takes for the wave packet to pass a single point is called 
coherence time. The Fourier transform relationship between 	B and 	�c implies that the broader the power 
spectrum, the shorter the coherence time.  

The physical consequence behind having fixed phase relation only within individual wave 

packets is that two wave packets of the same origin (replica) can be made to interfere with a 

Michelson interferometer only if they are recombined in such a way that the optical path 

difference that each replica of the wave packet has travelled in each arm is within the 

coherence length of the wave packet. If the length mismatch is greater than the coherence 

length, no significant interference will be observed.  

 
0�F����!����Low-coherence light comprised of wave packets emitted at a random time.  Note its difference with 
the plot of monochromatic light wave given in 0�F����!�*. 

For a Michelson interferometer that is illuminated by a low-coherence light source having 

such a continuous spectral band as shown in Figure 2.10, the DC and interference terms of the 

intensity at the detector that was given in equation 2.12 can be expressed using integral as 
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Equation 2.16 shows a Fourier transform relation between the interference term C and the 

source spectrum S(�).  

In modeling of low-coherence interferometry, a Gaussian-shaped light source spectrum is 

convenient to use because it approximates the spectral shape of most actual light sources. 

Moreover, a Gaussian function has a useful Fourier transform property: the Fourier transform 

of a Gaussian function is a Gaussian function as shown in equation 2.17 

 
( )

2

2 2 2

cos 2
x b

ccFT e c e bπ ξπ π ξ
−� �−� � −	 A

F �� � = × ×� �
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. #���"��

Consider a low-coherence source with a Gaussian spectral power density S(�) given by  

 

2

4ln 2

( )
o

oS S e
σ σ

σσ
−� �− � �∆	 A= , #���&�

where ( )o oS Sσ= , D� is the full-width-at-half-maximum (FWHM) and �o is central frequency 

and �o=1/�o is the central wavelength (see Figure 2.12 (b)).  

The total intensity Io of the low-coherence light will be the integral of SPD S(�) over all the 

frequency components  
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Hence the DC and interference terms of the detector light will be (see Figure 2.12 (c)).  
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The amplitude of C is called the coherence function E(F), and is given by 

 

2
2

2 2 4ln 2
4ln 2( ) 0.5 0.5 cL
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� �− − � �×∆ ×
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where Lc refers to the FWHM of the coherence function as shown in Figure 2.12.  
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0�F����!��!� Interference of low-coherence light (a). Note that the envelope width DF of the interference term C 
shown in (c) is inversely proportional to the spectral width D� of the source spectrum So(�) shown in (b).   

As it will be seen later, the coherence function determines the axial resolution of OCT. Hence 

this function is also called axial point spread function (PSF). It means that when low-

coherence light is used, the coherence function determines the spread of the interference 

fringes corresponding to a planar reflector. As the coherence function is the envelope of the 

Fourier transform of the source spectrum, its shape and width entirely depend on the spectral 

shape and bandwidth D� of the emitted light. The coherence function is often characterized by 

the value of FWHM. This width is called coherence length, Lc. For Gaussian-shaped spectral 

power density considered above, the coherence length Lc (see equation 2.21) is given by 

 
2 1

4ln 2
cL δ δ

π σ
= − =

∆
,   #��##�

where �2 = 2z2 and  �1 = 2z1 refer to the values of � at which the coherence function attains 

half of its maximum value. Substituting 
2

o

λσ
λ
∆∆ =  , where D� refers to the FWHM and �o the 

central wavelength of the spectrum , the coherence length is often expressed as  
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Comparing the interference of monochromatic light given equation 2.10 with that of low-

coherence light wave given equation 2.20, a number of conclusions can be drawn: 

a) In both cases, the fringe amplitude is proportional to the power reflectivity RS of the 

sample, and the fringe period of low-coherence light interference is approximately 

equal to half of the center wavelength of the spectrum.  

b) Unlike the constant fringe amplitude of monochromatic light interference, the 

envelope of fringe amplitude of low-coherence light interference depends on two 

parameters: the spectral bandwidth D� of the low-coherence light and the round trip 

optical path difference (OPD) � between the two arms. 

c) For a given value of �, the coherence function decays faster as D� increases (as 

previously shown by simulation in Figure 2.9). This means that interference with 

broadband light occurs for relatively short OPD.  

The actual shape of the coherence function is determined by the Fourier transform of the 

spectral power density of the light source (see Figure 2.13).  

�

0�F����!��)� Illustration of Fourier transform relationship between spectral bandwidth D� of the light source and 
the coherence length Lc of the coherence function. Note that when the width of the spectrum increases by a factor 
of three (from D� = 50nm to 150nm), the coherence length shortens by the same factor (from Lc = 6µm to 2µm)  

For a Gaussian-shaped source, the shape of the coherence function is also Gaussian. If a 

rectangular-shaped source spectrum had been used, the coherence function would have been a 

“sinc” function. The FWHM of the coherence function, called coherence length, Lc, is directly 

proportional to the square of the center wavelength and inversely proportional to the spectral 
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bandwidth of the slight source: the broader the spectrum, the shorter the coherence length. It 

can be shown that a light source with Gaussian-shaped spectrum will give nearly a twice 

shorter coherence length than a rectangular-shaped source spectrum having a similar FWHM 

value of spectral bandwidth. Hence one should pay attention about the spectral shape of the 

source before using equation 2.23 to determine the coherence length of the source. A light 

source with a short coherence length provides good axial resolution for imaging.�

2.5.4 Axial ranging using LCI 

Let us now consider a sample (with a refractive index n) placed in the sample arm of the 

Michelson interferometer as shown in Figure 2.14. The reference mirror with a given 

reflectivity RR is mounted on a translation stage at distance zR from the beamsplitter. Assume 

that the sample is composed of three distinct partially light reflecting layers with power 

reflectivities RS1 > RS3 > RS2 located from the beamsplitter at zS1, zS2 and zS3, respectively, with 

zSm = zR + nzm, where m = 1, 2, 3. 

 
0�F���� !��%� Axial profile measurement of a sample using LCI. By translating the reference mirror, the 
corresponding interference signal is captured. Applying the required signal processing gives information about 
the axial profile (reflectivity versus axial position) of the sample. The measurement accuracy, Dz, is limited to 
half of the coherence length. 

As the reference mirror is translated, it changes the path length mismatch between the two 

arms of the interferometer. Let D�1 = 2n(zR – zS1), D�2 = 2n(zR – zS2) and D�3 = 2n(zR – zS3) be 
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the instantaneous round-trip optical path length differences corresponding to each sample 

reflector as the reference mirror is scanned. When D�1 < Lc, interference occurs between the 

backreflected light from the first reflecting layer of the sample and the light from the 

reference mirror. As the reference mirror keeps on translating, another interference between 

the reference mirror and the second layer, and later by the third layer, will be observed as 

soon as D�2 < Lc and D�3 < Lc, respectively. The three separate interference fringes 

corresponding to the three different axial depths of the sample that are generated by 

translating the reference mirror are sequentially captured by a photodetector (see Figure 

2.14(a)).  

The amplitude of the interference fringe in each case is proportional to the intensity of the 

backreflected light from the each layer. In this typical illustration, the power reflectivity of the 

first layer is greater than the second and the third layers. Hence the amplitude of the 

interference fringes related to the first layer is proportionally greater than the amplitudes of 

the fringes related to the second and third layers, i.e., +���I�+�'�I�+�#. This means that the sample 

reflectivity information is carried by the modulation amplitude of the high frequency 

interference fringe, often called the carrier signal. This useful information is extracted from 

the carrier term using demodulator electronics circuit (similar to AM radio receiver) as shown 

in Figure 2.14(b). The demodulated signal will be converted to digital signal by the analog-to-

digital convertor (ADC) and stored in a personal computer (PC). Finally, the axial profile, 

plot of relative intensity versus depth, can be displayed as shown in Figure 2.14 (c). Hence in 

LCI, the amplitudes and echo time delays of sample reflections are measured by scanning 

reference mirror, and by simultaneously recording the amplitude of the interference signal. 

Such technique of measuring short echo time delay and intensity of backreflected light from 

various layers of a sample using LCI has been applied in photonics in the late 1980s to 

measure optical echoes and backscattering in optical fibers and waveguide devices [40]. The 

first biological application of LCI was reported in 1988 by Fercher et al for the measurement 

of axial eye length [36].�

2.5.5 Axial resolution of LCI 

The axial resolution Dz of LCI refers to the minimum axial gap or distance between two 

axially oriented backreflecting layers that would still give rise to different interference peaks 

when using a low-coherence light wave with coherence length Lc. Consider the first and 
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second reflecting layers of the sample arm in Figure 2.14. Let z’ = zS2 – zS1 be the axial 

distance between the two layers. Assuming the sample has a refractive index of n, the 

corresponding the round-trip optical path difference will be 2nz’.  From the interference law 

of low-coherence light discussed in the previous section, if 2nz’ < Lc, the backreflected 

intensity from these two layers is added up together to give one big peak, looking like the 

existence of only one strong reflector. In this case, it will be impossible to know the presence 

of two individual structures. Hence for the two layers to be distinguishable, the round-trip 

optical path length difference between them should be greater than the coherence length, i.e., 

2nz’ ��Lc. This implies that z’ A Lc=2n. Substituting the values of Lc from equation 2.23, the 

minimum resolvable axial separation Dz, simply called the axial resolution of LCI, is given by 
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Equation 2.24 shows that the axial resolution of LCI is directly proportional to the square of 

the center wavelength �o and inversely proportional to the spectral bandwidth 	�o of the light 

source. An increase in D� and/or a decrease in �o give rise to an improved axial resolution Dz. 

For example, if one uses a low-coherence light having a spectral bandwidth of D� = 95 nm 

centered at � = 800 nm, the axial resolution will be Dz = 3 µm. It means that using such a light 

source, one can use LCI to measure an echo time delay down to 20 fs in air (� 13 fs in glass). 

2.6 OCT techniques 

The first OCT technique was first proposed by Huang et al in 1991 as an extension of LCI to 

tomographic imaging by incorporating a transversal beam scanning system [22]. In this type 

of standard OCT, two scans have to be performed: the depth (axial scan) and the transverse 

(lateral) scan. The OCT axial-scan uses time-domain LCI to detect axial positions of light re-

emitting sites in the sample (producing A-scan). A series of A-sans at different transverse 

positions are performed using the transverse OCT beam scanner to addresses laterally 

adjacent sample positions in order to generate two-dimensional cross-sectional images 

(producing B-can). Performing multiple B-scans allows generating three-dimensional image 

of the sample. In order to increase the A-scan rate, a high-speed continuous-motion 

longitudinal (axial) scanning of the reference mirror is performed. A transverse beam 

scanning mechanism makes two dimensional imaging possible. Such type of OCT modality in 

which the depth profile in the sample is obtained sequentially in time by scanning the 

reference mirror with a constant speed is called Time-Domain OCT.  
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2.6.1 Time-domain OCT (D-OCT) 

A schematic diagram of TD-OCT is shown in Figure 2.15 . It shows an example of an OCT 

system using a fiber optic Michelson-type interferometer. Fiber-based OCT is convenient for 

portable and endoscopic (catheter) imaging applications. Broadband light from the low-

coherence light source is coupled into the Michelson interferometer using a single mode fiber. 

The interferometer contains a broadband 2×2 fiber coupler. Broadband fiber couplers are 

suitable for splitting or combining the broadband light. The beamsplitter in OCT usually has 

50:50 splitting ratio; however practical OCT designs taking the advantage of unbalanced 

power splitting also exist [40]. 

 
0�F����!��*�Schematic diagram of fiber-optic-based TD-OCT. The yellow solid line represents the single mode 
fiber-optic and the arrows indicate the direction of the light propagation. L1, L2 and L3 refer to lenses. The red 
color represents the free space propagation of the broadband light. The blue line running from the light detector 
to the personal computer (PC) represents the flow path of the electronic signal. vref  and Dt refer to the scanning 
speed and A-can acquisition time.  

Light exiting the reference arm fiber is directed to the reference mirror that is mounted on a 

delay scanning mechanism. The reflected light from the mirror is redirected back into the 

same fiber. Light exiting the sample arm fiber is sent to a transverse beam scanning 

mechanism that scans the beam in one direction (x) or two directions (x-y). The scanned beam 

is focused on the sample using a scan lens L3. The light backscattered or backreflected from 

the sample is redirected back through the same optical scanning system to the sample arm 
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fiber. After recombination in the fiber coupler, the returning reference and sample arm beams 

are then made to interfere on the light detector. The light detector converts interference 

fringes into electronic signals (voltage or current). 

By continuously scanning the reference mirror (axial scan), the interference fringes 

corresponding to the different axial (longitudinal) profile of the sample are sequentially 

acquired by the detector, processed into A-scans and stored in a computer. After performing 

A-can for one transverse position, the same procedure is repeated for another transversal 

position of the beam on the sample. This is achieved by the transverse scanning system. A 

series of A-scans generated at different transverse positions are then stitched together to 

generate a two-dimensional (x-z, or y-z) cross-sectional images of the sample. In Figure 2.15, 

three raw A-scan data (i) corresponding to the three different transverse positions of the 

sample are shown. Each raw OCT signal has got three peaks corresponding to the three axial 

interfaces of the sample. Hence individual raw A-can OCT data carry the entire depth 

information of the sample along one line. Demodulating the raw data enables to reconstruct 

the depth dependent reflectivity (A-scan) shown in (ii) . When multiple A-cans are combined 

together using appropriate image processing algorithm, an intensity-based two-dimensional 

image (B-scan) revealing the internal structural profile of the sample under investigation can 

be reconstructed (in grey scale or false color) as shown above (iii) . 

2.6.2 OCT parameters  

The most important parameters often used to characterize an OCT imaging system are: 

imaging resolutions, sensitivity, imaging speed and imaging depth.  

2.6.2.1 Image resolutions 

Unlike conventional microscopy, the mechanisms that govern transversal and axial resolutions of 

OCT imaging system are decoupled from each other: transverse resolution depends on beam spot 

on the sample whereas axial resolution depends on the spectral width of the light source.    

��������� ����	AB�	BC�B	DEF��D�C

The transverse resolution refers to the resolution on a plane (x-y) that is orthogonal to the 

optical axis (z-axis). The transverse resolution, denoted by Dr, of images obtained from OCT 

systems, like other scanning imaging systems, is determined by the size of the focused beam 

spot on the sample. The spot size will be affected by the center wavelength �o of the light 
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source, the incident beam diameter D, and the effective focal length f’  of the scan lens system. 

For a diffraction limited scan lens illuminated by a light beam having a Gaussian intensity 

profile, the transverse resolution Dr of OCT imaging is given by twice the beam waist wo as  
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where B = D/2f’  is the spread angle of the focused Gaussian beam (see Figure 2.16). 

 
0�F����!��,�Schematic diagram of sample arm optics of OCT. The formula provided for FOVtransverse is with the 
assumption of a simple f-theta scanning systems. The formulae given for Dz and FOVaxial are based on the 
assumption of a small diameter beam having a Gaussian intensity profile.�

From equation 2.25, it is obvious that increasing the beam diameter D and/or using a scan lens 

with a shorter focal length f’  improves the transverse resolution of OCT. However, the typical 

challenge of high-resolution OCT is the depth dependence of its transverse resolution. The 

stated resolution is valid only at the beam waist (often at the focal plane). However, if one 

moves away by distance z along the direction of beam propagation from the beam waist 

location, the depth dependent spot size w(z) increases according to the following equation 
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where zR = Cwo
2/�o is the Rayleigh range, the longitudinal distance from the beam waist to a 

point at which beam radius has increased by a factor of 2 . Such an increase in the size of 

beam spot brings a depth dependent degradation of the transverse resolution, needing re-

adjustment of the beam focus.  
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0�F����!�� �Effect of beam spot size on transverse resolution and axial Field of vew (FOVaxial).�Note that large 
focused beam spot (a) gives long the axial field of view (FOVaxial) but bad transverse resolution, and vice versa 
when the focused beam size is small (b).  The transverse resolution is given by the focus spot size and FOVaxial 
can be defined by twice the Rayleigh range/confocal parameter, adapted from [41].  

The maximum axial extent of the sample that can be imaged without needing refocusing, 

often called depth of focus, or axial field of view (FOVaxial) in OCT, is defined by twice the 

Rayleigh range zR as 
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From equation 2.25 and 2.27, it can be easily understood that when the transverse resolution 

is improved by a given factor K either by decreasing f’  and/or increasing D, the axial field of 

view will be reduced by a factor of K2. As a result, OCT imaging with high transverse 

resolution over a significant depth range requires re-focusing of the beam in the sample [42], 

making the imaging system slower and more complicated. 
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As OCT is based on LCI, its axial resolution Dz is mainly determined by the spectral 

properties of the light source, rather than the depth of focus as in microscopy (see section 

2.5.5). Hence high axial resolution can be achieved with OCT even using low numerical 

aperture beam delivery optics.   

From equation 2.24, we see that the axial resolution Dz is directly proportional to the square 

of the center wavelength �o and inversely proportional to the bandwidth D� of the power 
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spectrum of the illuminating light. From this relation, one may intuitively conclude that one 

option to improve the axial resolution of OCT would be to use a light source that has a short 

center wavelength. However, as far as imaging biological tissues is concerned, the actual 

choice of the center wavelength depends on the attenuation of light due to absorption and 

scattering.  

Optical absorption properties of tissues are dominated by the absorption of proteins, DNA, 

melanin, hemoglobin, and water as shown in Figure 2.18. 

 
0�F����!��1�Optical absorption coefficients of principal tissue components (proteins, DNA, melanin, hemoglobin, 
and water)  in the 0.1-12 µm spectral region (adapted from [43]).  

Most biological soft tissues have relatively low light absorption property in the long visible 

and near infrared (NIR) spectral regions, especially between 650 nm and 1400 nm. This 

spectral range is known as “tissue optical window” or “therapeutic window”. In this optical 

window, the absorption coefficient µa is relatively minimum and varies roughly between 0.1�-

 1 mm-1, whereas the scattering coefficient µs roughly varies between 10 mm-1 and 100 mm-1 

[44], making scattering to be more prevalent than absorption. Outside of this region, light is 

greatly absorbed by tissue pigments (such as hemoglobin and melanin) in the visible spectral 

region and by tissue water content in the long wavelength NIR. 

Within the therapeutic window, scattering is more prevalent than absorption. For imaging of 

low scattering such as the human retina, the short wavelength side of the therapeutic window 

around 800 nm is often used to achieve high axial resolution OCT images with a reasonable 
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bandwidth of light. For imaging of strongly scattering tissues such as skin, longer NIR 

wavelength is generally preferred because tissue scattering deceases nearly monotonically 

with wavelength. However above 1400 nm, absorption due to water becomes too high. In 

practice, wavelength around 1300 nm represents a good compromise between absorption and 

scattering, which enables to maximize the imaging penetration depth.  

On the other hand, as the center wavelength increases, the axial resolution of OCT, according 

to equation 2.24, decreases. To keep the resolution high, one needs to significantly increase 

the source bandwidth. Figure 2.19 shows theoretical ‘iso-resolution lines’ for certain axial 

resolutions ranging from 0.25 µm to 24 µm. By moving along a given iso-resolution line, one 

can determine the spectral bandwidth of the light source required in order to maintain a given 

axial resolution for various center wavelengths. For any iso-resolution line, as the center 

wavelength become longer, the required bandwidth gets broader.  

 
0�F����!��2�The red curves indicate ‘iso-resolution’ lines of few selected axial resolutions of OCT ranging from 
0.25 µm to 24 µm, assuming a Gaussian light source spectrum. It shows the spectral bandwidth of the light 
source required in order to achieve a given axial resolution for various center wavelengths. The shaded regions 
(a) and (b) demonstrate that as we increase the center wavelength from 800 nm to 1300 nm, the additional 
bandwidth required to remain on the Dz = 1 µm iso-resolution line is 6 times  of what is needed to stay on the 
Dz = 6 µm iso-line.  

The two shaded regions (1) and (2) shown in Figure 2.19 explain that the additional 

bandwidth (the base of the shaded triangles) needed to stay in same iso-resolution line when 

increasing the center wavelength is smaller for low axial resolution than that for high-

resolution. For example, for an axial resolution of Dz1 = 6 µm, changing the center 

!*(�A��

*((�A��

��:��

!�:��

)�:��

,�:��!%�:��

#&3��*�/"��*�

�!�:��

%�:��

�#0��*�

�
��

	�
��

4
C�

�)
��

.	
�

��8
�
�

��
!�

/	���"�+�

���	E���	A��

?��
?!�

22ln 2 oz
n

λ
π λ

∆ = ×
∆

�

�!��F��6C��4��	���E8�5�*��

-��������

F	�E��



����������������F���F	����AF���	�	�����������AF����B��AD���F�A��E�B�

0'�
�

wavelength from �oa = 800 nm to �ob = 1300 nm requires an additional bandwidth of 

�1 = 78 nm (�1 = D�1b - D�1a = 125 - 47 = 78 nm). Whereas, for an axial resolution 

Dz2 = 1 µm, going from �oa = 800 nm to �ob = 1300 nm requires an additional bandwidth of 

�2 = 470 nm (�2 = D�2b - D�2a = 750 - 280 = 470 nm); and �2/�1= 470/78 � 6. �

The higher the axial resolution Dz, the more additional bandwidth is needed to go from short 

to long wavelength while keeping the resolution constant. As a result, getting a broadband 

light source with good spectral quality has still continued to be the technological bottleneck of 

long wavelength high-resolution OCT systems. If dispersion is not managed properly, the use 

of very broadband source will not necessarily give better resolution. The green zone in Figure 

2.19 shows the region in which the resolutions of most OCT systems reside, and the goal of 

current research in OCT is to pull the green curve to the right. 

2.6.2.2 Detection sensitivity 

Another important parameter that characterizes OCT is its sensitivity. Detection sensitivity of 

OCT systems is a measure of the smallest sample reflectivity RS,min at which the signal-to-

noise ratio (SNR) equals one. Sensitivity S can be defined as the ratio of the signal power 

generated by a perfectly reflecting mirror (R = 1) and that generated by RS,min. Since these 

signal powers are proportional to the corresponding reflectivities, we have [44, 45] 
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The sensitivity is often expressed in decibel as S[dB] = 10×log(1/RS,min). A high SNR is 

necessary for detection of the extremely low light intensities backscattered from turbid 

samples such as biological tissues. The SNR of any system is defined as the signal power 

divided by the variance of the noise 
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Variance

Signal
SNR

Noise
= . #��#2�

The SNR analysis of TD-OCT systems can be followed directly from LCI presented in 

section 2.5.3.2. The analysis can be simplified by ignoring the autocorrelation (interference 

within the sample) terms and by considering only a single sample reflector in the coherence 

volume with power reflectivity of RS.  

In TD-OCT, a single photodiode is used to detect the optical power. Such detector registers 
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the continuous photoelectron current as a function of time. The detected photoelectron current 

(or simply photocurrent) iD is related to the optical power P by iD(t) = rP, where r = Dqe/hvo is 

the photodiode responsivity [Ampere/Watt], D is the quantum efficiency, qe the electronic 

charge (1.602×10-19 C), h the Planck’s constant (6.626×10-34 Js) and vo the center frequency 

[Hz] of the low-coherence illuminating light. For � = 800 nm, D � 0.85 and

0.5 /r Ampere Watt≈ . 

From equation 2.20, the photocurrent iD(�) generated by interference term while scanning the 

reference mirror with a speed vref is given by 
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P I r dAδ= E is the instantaneous optical source power corresponding to the optical 

intensity Io. Considering an ideal 50:50 beamsplitter, the instantaneous power incident on the 

sample and reference mirror will be each Po/2. Depending on the application, this power is 

limited by the safety standards. From equation 2.30, the desired OCT signal iD,signal is given by�
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The signal power is proportional to the square of the root-mean-square (RMS) of the signal 

current given in equation 2.31. At patch matched condition (� = 0), signal power is given by  
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In an optical detection system, several sources of noise are involved. They all cause random 

fluctuation in the detected electronic signal. If �i is the root mean square (RMS) current 

fluctuation, the power of the noise will be given by �i
2 [in Ampere2]. The three dominating 

noise sources in a photodetector are receiver (dark + read out) noise �re
2, shot (Poisson) noise 

�sh
2 and excess intensity noise �ex

2. Receiver noise and excess noise dominate at low and high 

light conditions, respectively, and shot noise dominates in the intermediate regime [40]. In 

OCT, light detectors are usually operated close to saturation and the dominating source of 

noise in this condition is then shot noise. Shot noise is a Poisson process that is related to the 

random arrival of photons from the light source. The resultant photocurrent variance is the 
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shot noise and is given by [38, 44] 

 2 2Power sh e DNoise q B iσ= = , [in Ampere2]   #��''�

where B is the electronic detection bandwidth and <iD> the mean detected current.   

Assuming that the intensity of light backscattered from the sample is much smaller than that 

reflected from the reference mirror, the mean detector current is dominated by the reference 

arm power. Hence the mean value of the detected current (see equation 2.30) is given by 
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In TD-OCT, where the reference mirror is scanned over a maximum depth zmax during an A-

scan acquisition time of Dt with at a constant scanning velocity of vref = zmax/Dt, the reference 

light frequency is Doppler shifted by fD = 2vref/�o = 2�o×zmax/Dt, and the resulting FWHM 

signal power bandwidth is DfD = 2D�×zmax/Dt. The optimum detection bandwidth should be 

approximately twice the signal bandwidth. A larger bandwidth decreases the sensitivity and a 

smaller bandwidth decreases the axial resolution [46]. Hence the detection bandwidth B of 

TD-OCT is given by 
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Equation 2.35 shows that, in order to accommodate either an increased image depth zmax for a 

given resolution Dz, or an increased resolution for a given scan depth, the detection bandwidth 

B has to be increased. Increasing B has a negative impact on the SNR according to the 

expression given as 
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 Equation 2.36 shows that increasing the detection bandwidth decrease the SNR. PS = PoRS/4 

is the sample power returned to the detector out of Po/2 incident on the sample.  

Combing equations 2.28 and 2.36 for SNR = 1, the sensitivity S can be readily expressed as 
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Equation 2.37 expresses that the shot noise limited sensitivity of TD-OCT is directly 

proportional to the source power and inversely proportional to the electronic bandwidth. 

Within the shot noise dominated range, S depends linearly on the source power. This regime 

is usually realized in OCT systems and can be regarded as optimum. This is because, at lower 

power, receiver noise would limit sensitivity, and at higher power, no additional sensitivity 

can be gained due to excess noise.  

As it is based on interferometry, OCT is in general a high sensitive imaging technology. To 

have an idea about the order of sensitivity that can be obtained from OCT, let us insert typical 

numerical values: quantum efficiency � = 0.85, A-scan rate 1/Dt = 1 KHz, axial resolution 

Dz = 10 µm and maximum imaging depth zmax = 2 mm. Substituting these values in equation 

2.37 gives a sensitivity of S = 2.4×1011 with a source power Po = 1 mW (0.5 mW on the 

sample). This means that a reflecting feature in the sample whose power reflectivity is as 

small as RS,min = 1/S = 4×10-12 can be detected using TD-OCT at an acquisition rate of 

0.35 MHz by sending an incident power on the sample of 0.5 mW. Any reflection below this 

value will be masked by the noise floor. Experimentally, in the shot noise limited regime, 

sensitivities of S = 1011 and higher have been reported [44, 47]. 

2.6.2.3 Drawbacks of TD-OCT 

If one wants to make two dimensional imaging at 10 frames per second using TD-OCT with 

500 A-scan per image, the A-san rate has to be 5 KHz. Performing such fast mechanical 

scanning of the reference mirror is the first challenge of TD-OCT. The most common 

implementation of the reference arm delay line is a galvanometer-based translating 

retroreflector system [46]. The maximum scan rate of such type of scanner is approximately 

0.1 KHz. Though faster scanning systems may be done with further system complications 

[40], the A-scan rate will be ultimately limited by the trade-off between signal bandwidth and 

detection sensitivity because for a given fixed optical power incident on the sample, the signal 

bandwidth is directly proportional to the reference mirror scanning speed  (see equation 2.35) 

and inversely proportional to the sensitivity (see equation 2.37).  

Hence the other drawback of TD-OCT imaging system is that the sensitivity, the optical 

power, resolution, imaging depth and A-scan rate are coupled together. Note from equation 

2.35 that for a given A-san rate 1/Dt, increasing the imaging depth zmax for a fixed axial 

resolution Dz, or increasing Dz for a fixed zmax requires increasing the detection bandwidth B, 

i.e., the signal acquisition rate must be increased. Since the maximum permissible power that 
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can be sent to biological sample is limited by the safety standards, increasing B will ultimately 

decrease the sensitivity according to equation 2.37.  

For imaging of biological tissue, high sensitivity is generally needed with a limited incident 

optical power. Depending on the responsivity of the detector, this decides the maximum 

detection bandwidth. The maximum axial resolution will be determined by the light source 

bandwidth when choosing the source. This leaves the remaining two parameters, the A-scan 

rate and the maximum depth, to compete each other. If speed is the priority, one has to reduce 

the maximum imaging depth, or vice versa.  

For example, consider that one is interested to perform TD-OCT imaging of a sample with a 

sensitivity S = 95 dB using a light source with output power Po of 10 mW (with 5 mW on the 

sample) and spectral bandwidth D� = 30 nm centered at �o = 840 nm. If a camera having 

quantum efficiency � = 85% is used, equation 2.37 fixes the required maximum detection 

bandwidth to B = 100 KHz (i.e., electronic sampling period T = 10 µs). Knowing B fixes the 

maximum scanning speed vref of the reference arm according to equation 2.35 as 

 
2

,max max

1
(1/ ) 0.6 /

4
o

refv z t B m s
λ

λ
= ∆ = ×

∆
� ��

The product between the maximum depth zmax and the A-scan rate (1/Dt)max becomes fixed, 

and increasing one will proportionally decrease the other. If one targets a maximum imaging 

depth of zmax = 1.5 mm, then the corresponding maximum A-scan rate is (1/Dt )max = 0.4 KHz. 

Scanning the reference mirror faster than 0.6 m/s will make the axial resolution worse than 

10 µm (which is determined by the source bandwidth). And if Po is reduced from 10 mW to 

1 mW, B should be reduced from 100 KHz to 10 KHz in order to maintain the same 

sensitivity. The scanning speed of the reference arm should also be reduced from 0.6 m/s to 

0.06 m/s. Such trade-off between imaging parameters is the fundamental limit of TD-OCT for 

high-speed and high-resolution imaging requirements.  �

A relatively recent OCT technique where the sensitivity is no more a function of the scanning 

speed of the reference mirror is called Fourier-Domain OCT (FD-OCT). In FD-OCT, there is 

no need of scanning the reference mirror, hence it is faster. In this technique, the sensitivity of 

FD-OCT does not depend on the axial resolution (or source bandwidth). 

�  
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2.7 Fourier-Domain OCT (FD-OCT) 

In FD-OCT techniques, the depth information of a given sample which is illuminated by a 

multi-wavelength (low-coherence) light is obtained by measuring the spectral interferogram. 

The entire depth profile of the sample is retrieved, without scanning the reference mirror, by 

Fourier transforming the acquired spectral interferogram. Hence, the first obvious advantage 

of FD-OCT over TD-OCT is the imaging speed [48]. With comparable sensitivity, A-scan 

rate of FD-OCT which is ~ 60 times faster than that of TD-OCT has been experimentally 

demonstrated [49], enabling near real-time 3-D imaging [50, 51]. The other advantage of FD-

OCT compared to TD-OCT is its improved sensitivity [52]. Sensitivity improvement of FD-

OCT more than two orders of magnitude (21.7 dB) over TD-OCT has been experimentally 

demonstrated [53]. 

In FD-OCT, the mechanical A-san of TD-OCT is replaced by spectroscopic measurements 

achieved either by a spectrometer (spectral-domain OCT, SD-OCT) or by using a swept 

source (swept-source OCT, SS-OCT). The term FD-OCT is sometimes used to refer to SD-

OCT only but in this dissertation, FD-OCT will be used to refer to both SD-OCT and SS-

OCT.  

2.7.1 Spectral-Domain OCT (SD-OCT) 

In SD-OCT, the combination of reference mirror scanning and single photodetector of TD-

OCT (see Figure 2.15) is replaced by a spectrometer as shown in Figure 2.20). The reference 

mirror in SD-OCT is immobile. The backreflected and backscattered light from reference and 

sample arms is recombined at the beamsplitter. Light backscattered from different depths in a 

sample, which correspond to various optical delays, interferes with light reflected back from a 

reference mirror located at a fixed position. 

At the output of the interferometer, the recombined light beam is dispersed by a diffraction 

grating. When we look at the interference as a function of wavelength, for a given optical path 

difference between the backscattering feature in the sample and the reference mirror, 

destructive and constructive interference occurs depending on the wavelength component. 

This results in a modulated power spectrum, often called spectral spectrogram. The 

modulation frequency of the spectral interferogram is related to the optical path difference 

associated with the depth location of the backscattering feature within the sample, whereas the 

modulation amplitude is proportional to the intensity of the backscattered light. 
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0�F����!�!(�Schematic diagram of fiber-based SD-OCT. 

The diffraction grating at the output of the Michelson interferometer disperses light, producing a spectral 
interferogram, which will be acquired in parallel by the line scan camera. Transverse beam scanning is still 
performed in SD-OCT. DAQ1 and DAQ1 are data acquisition boards.  

The dispersed spectral interferogram is collected by a line-scan camera. Each pixel of the line-

scan camera detects a spectral linewidth F� of the spectral interferogram. Therefore, F� refers 

to the sampling resolution of the spectrometer. The intensity-based depth profile of the sample 

is then reconstructed from a single-acquired spectral interferogram by performing the Fourier 

transform. The sampling resolution F� determines the imaging depth of SD-OCT: the finer F�, 

the better the sampling resolution, and the deeper the imaging depth. The increased SNR in 

SD-OCT compared with that of TD-OCT is due to the significant reduction of the shot noise 

obtained by replacement of the single-element detector of TD-OCT with a multi-element 

array detector (to be discussed in chapter 3, section 3.2.4). 

2.7.2 Swept-Source OCT (SS-OCT) 

Another approach of realizing FD-OCT is by using a combination of a broadband tunable 

laser source and a single-element detector (see Figure 2.21). Such a configuration is called 

SS-OCT [53]. 
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0�F����!�!��Schematic diagram of fiber-based SS-OCT. 

In SS-OCT, the reference mirror scanning of TD-OCT (see 0�F����!��*) is replaced by the use of a broadband 
swept source. By sweeping a narrow linewidth F� across a broadband tunable laser source, the instantaneous 
interferogram is recorded by a single photodetector as a function of time. 

As the emission wavelength of a narrow linewidth F� is rapidly swept across the available 

bandwidth of the light source, the instantaneous interferometric signal is recorded using a 

single photodetector as a function of time. Once F� is scanned across the entire source power 

spectrum, the recorded interferogram by SS-OCT resembles that of SD-OCT. Fourier 

transforming the recorded interferogram gives the A-san. The transverse scanning helps 

perform B-scan by acquiring multiple A-scans at different transverse positions of the sample.  

2.8 Conclusion 

OCT is a modern optical imaging technology that can perform cross-sectional imaging of 

biological tissues and semi-transparent materials at micrometer-scale resolution with few 

millimeters of imaging depth. Comparing OCT with other imaging systems, we see that OCT 

fills the gap between ultrasound imaging and confocal microcopy. As OCT is based on low-

coherence interferometry, its axial resolution is determined by the coherence length of the 

light source: the broader the spectrum of the light source, the better the axial imaging 

resolution. The transverse imaging resolution of OCT, like any other scanning microscopes, is 

determined by the size of the focused beam spot on the sample.  
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Depending on the A-scan reconstruction technique, two main OCT modalities exist: TD-OCT 

and FD-OCT. For our application, a high-resolution OCT system capable of imaging the 

Schlemm’s canal in real-time is required. As TD-OCT generates A-scans by mechanically 

scanning the reference mirror, high-speed scanning is one of the challenges of performing fast 

imaging using this modality. The other drawback of TD-OCT is that the detection sensitivity 

is inversely proportional to the axial resolution. For a given A-scan rate, high-resolution TD-

OCT is realized at the expense of its sensitivity. If one wants to increase the sensitivity of 

high-resolution TD-OCT, then the A-scan rate (i.e., the imaging speed) has to be reduced. 

Hence TD-OCT is not appropriate for our application. 

On the other hand, in FD-OCT, the A-scan is computationally reconstructed from the 

measured spectral interferogram without any reference mirror scanning. The sensitivity of 

FD-OCT does not depend on the axial resolution. As FD-OCT is faster and more sensitive 

than TD-OCT, it has been chosen for our project. FD-OCT itself can be realized either using a 

swept laser source (SS-OCT) or using a spectrometer (SD-OCT). For our project, a low-

resolution commercial SS-OCT and a high-resolution SD-OCT developed in the laboratory 

both working at 1.3 µm center wavelength have been investigated. 

Unlike the conventional OCT systems working around 0.8 µm, the center wavelength around 

1.3 µm has been chosen in order to reduce the effect of scattering in sclera and edematous 

cornea and enhance the OCT imaging depth. However, because of the �2/	� dependence of 

the axial resolution, high-resolution OCT imaging at 1.3 µm center wavelength requires a 

light source with extremely broad spectral width. Finding a broadband tunable laser source is 

a technological challenge for developing high-resolution SS-OCT at this center wavelength. 

On the other hand, as it does not require a tunable laser source, high-resolution SD-OCT at 

1.3 µm seemed to be easier to achieve. As a result, we have developed a high-resolution 

resolution SD-OCT system working at 1.3 µm center wavelength [54] using a relatively low-

cost broadband superluminescent diode (SLD) light source. 

Developing a high-resolution SD-OCT system at 1.3 µm requires designing a broadband 

spectrometer and dealing with the subsequent dispersion management issues. In the next two 

chapters the design, characterization, performance and demonstration of the high-resolution 

SD-OCT system that was developed are discussed. 
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Chapter 3 - Development of spectral-domain OCT 

3.1 Introduction 

The concept of one-dimensional length measurement of an object by measuring the intensity 

of backscattered light at various wavelengths using one direction of illumination was 

demonstrated by Fercher et al in 1995 [55]. This work was adapted from an earlier work by 

Wolf in 1969: the three-dimensional distribution of the scattering potential of a semi-

transparent object can be computationally reconstructed from the distribution of amplitude 

and phase of the light scattered by the object [56]. The technique was first called 

“backscattering spectral interferometry” and was applied for one dimensional measurement of 

intraocular distances, and later with addition of transverse scanning it evolved as a new OCT 

modality and took the name Fourier-domain OCT (FD-OCT) from the fact that the depth 

information is obtained by applying Fourier transform. 

In the previous chapter, it has been explained that unlike TD-OCT where the depth 

information of the sample is obtained sequentially in time by scanning the reference mirror, 

the depth information in FD-OCT is rather computationally reconstructed by Fourier 

transformation of the interferometric signal. Hence getting access to the spectral 

interferogram is therefore the key issue to FD-OCT design.  The spectrum can be obtained by 

two techniques: either by employing a spectrometer or by using a broadband tunable laser 

source whose instantaneous emission wavelength can be swept rapidly. The spectrometer 

based FD-OCT is called spectral-domain OCT (SD-OCT) and the other based on swept-

source is called swept-source OCT (SS-OCT). Compared to conventional TD-OCT, both FD-

OCT techniques yield significantly better imaging speed and detection sensitivity [45, 48, 57], 

which is required for in vivo imaging of biological tissues. For our application, we also need 

high axial resolution in order to image the Schlemm’s canal of human eye. As the resolution 

of SS-OCT is limited by the availability of a broadband tunable laser source which is still 

technologically challenging, we have developed an original high-resolution SD-OCT system. 

In this chapter, the principle and design process of our SD-OCT system is presented.  

Before going into the details of the SD-OCT design issues, the principle of SD-OCT is first 

presented to answer the following two basic questions: 

i. What type of raw OCT signal is acquired in SD-OCT? 
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ii.  How does Fourier transform reconstruct the whole depth profile (A-san) of the sample 

from a single acquired dataset?  

3.2 Principle of SD-OCT 

A simplified schematic diagram of SD-OCT is given in Figure 3.1. SD-OCT detects the 

wavelength-resolved interference signal by using a spectrometer consisting of a diffraction 

grating, focusing optics and a line camera. 

 
0�F����)���Schematic diagram of fiber-based SD-OCT 

The grating at the output of the Michelson interferometer disperses the recombined light, producing a spectral 
interferogram, which will be acquired in parallel by the line scan camera that has N pixels. The axial profile of 
the sample (A-scan) is then reconstructed from the single spectral interferogram, which is acquired in one shot 
without scanning the reference mirror, just by applying Fourier transform. Transverse beams scanner is still 
present in SD-OCT. The axial resolution of SD-OCT, like that of TD-OCT and LCI, depends on the bandwidth 
of the light source.  

The SD-OCT system shown above consists of a low-coherence light source that is directed 

into a Michelson interferometer. An broadband cube beamsplitter splits the incident 

broadband light with spectral power density S(�) into the reference and sample arms. Light 

backscattered by structures inside the sample located at different depths which correspond to 
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various optical delays, is recombined at the beamsplitter with the light reflected by the 

reference mirror (immobile). At the interferometer output, a spectrometer records the 

interference pattern as a function of wavelength. This is achieved by locally dispersing the 

recombined light beam by a grating, i.e., each wavelength component is spatially separated, 

producing the spectrum of the interference pattern (often called spectral interferogram). The 

dispersed light is focused on a one-dimensional CCD detector having an array of N pixels 

(often called line scan camera). Each pixel of the line CCD camera detects a given narrow 

spectral portion F� of the interference pattern, i.e., the spectral interferogram is sampled by the 

pixels of the line scan camera with a sampling resolution of F�. The depth profile of the 

sample is then obtained by Fourier transforming the detected spectral interferogram. 

3.2.1 Mathematical representation of the raw SD-OCT signal 

Considering a sample with refractive index n composed of M discrete reflectors, the 

photocurrent iD generated by a square-law detector can be expressed as a function of spatial 

frequency � (or wavelength �, � = 1/� ) as [26] 
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 3. 1 

E = Ds×r, where Ds is the efficiency of the spectrometer and r = Dqe/hvo the responsivity of the 

line scan camera with D the quantum efficiency (� 0.85), qe the electronic charge, h the 

Planck’s constant and vo the center frequency of the low-coherence light source. �m = 2(zSm –

 zR) = 2nzm is the round trip optical path difference (OPD) between the reference mirror and 

the mth sample reflector located at a distance of zm from the top surface of the sample where 

the OPD is assumed to be zero. �mn = 2n(zSm – zSn) is the round trip OPD between mth and nth 

sample reflectors.  

Equation 3.1 contains three distinct components: DC term, signal term and autocorrelation 

term. 

i. The first component is a constant offset (often called the DC term), and is independent 

of the OPD. It is basically the power spectrum of the source scaled by the power 
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reflectivities of the reference and sample arms. In SD-OCT, this is the largest 

undesired component of the detector current. It can be removed by simple subtraction. 

As sample power reflectivity is often small, the DC term is dominated by the power 

reflectivity of the reference mirror. 

ii.  The second component contains the cross-correlation between the reference arm and 

each reflector of the sample. The desired sample field reflectivity profile is embedded 

in this term. It is therefore the useful signal of OCT. As this signal is proportional to 

the sample field reflectivity SmR , its magnitude is typically less than the DC term; 

however the fact that the signal term is amplified by the reference field reflectivity

RR represents an important gain factor compared to direct detection of sample 

reflections.  

iii.  The autocorrelation component represents the interference occurring between the 

different sample reflectors. The autocorrelation term linearly depends on the power 

reflectivity of the sample. For samples having strong reflectivities, this term appears as 

artifacts in OCT. The effect of the autocorrelation term can be reduced by an 

appropriate choice of reference arm reflectivity. For biological tissues, the 

autocorrelation term is generally negligible.  

If we have only a single sample reflector (m = 1) in air (n = 1), equation 3.1 will be reduced to  

 [ ]1 1 1 1( ) ( ) ( ) cos(2 )
4 2D R S R Si S R R S R R
ρ ρσ σ σ πδ σ= + + . 3. 2 

This gives a modulated spectrum or often called spectral interferogram, where the signal term 

rides on top of the DC term as shown in Figure 3.2. The signal term provides two pieces of 

information about the reflector:  

i. The magnitude of the field reflectivity, which is contained in the amplitude of the 

signal term 

ii.  The depth location of the reflector, which is contained in the phase term 

The amplitude of modulation is proportional to the field reflectivity
1SR of the reflector: the 

lower the reflectivity, the smaller the amplitude of the signal, or vice versa. The depth 

information z (the location of the reflector within the sample) is contained in the phase of the 

cosine oscillation. As shown in Figure 3.2, the period of modulation �T = 1/�1 is inversely 

proportional to the OPD �1, where �1 = 2(zS1 - zR) = 2z1. 
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0�F����)�!�The detected current at the output of the spectrometer for a single reflector in air. 

The signal term of equation 3.2 with amplitude ES(�)�(RRRS1)/2 and frequency F = 2(zS1 – zR) = 2z1 of modulation rides on 
top of the DC term of magnitude ES(�)[RR + RS1]/4.  

In other words, the modulation frequency is directly proportional to the axial location z of the 

reflector. This means that as the optical path length mismatch � increases, the modulation 

frequency increases. As the reference mirror in SD-OCT is immobile, increasing � 

corresponds to increasing z. As a result, sample reflectors located at shallow depths give rise 

to low modulation frequencies, whereas reflectors located large depths correspond to high 

modulation frequencies (see Figure 3.3).   

 
0�F����)�)�Illustration of how the spectral interferogram varies with sample reflectivity RS and axial position z of a 
reflector. RS is embedded in the amplitude of modulation whereas z is embedded in the frequency of modulation 
of the spectral interferogram. For all cases, RR = 1. 

If we have multiple reflectors at different depths, the signal term will be the superposition of 

the spectral interferograms related to the individual reflectors. Figure 3.4 shows the schematic 

of the resultant spectral interferogram corresponding to three partial light reflectors in air with 

power reflectivities RS1 = 0.6, RS2 = 0.05 and RS3 = 0.2 located at z1, z2 and z3, respectively. 
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Distances are measured from the surface of the sample. In this case, the signal term is no more 

a single cosine function. However, the resultant spectral interferogram is still periodic, and 

can be decomposed into individual cosine functions having different modulation frequencies. 

The field reflectivity and frequency of modulation of each reflector can be reconstructed from 

the resultant spectral interferogram using the Fourier transform principle.  

 
0�F���� )�%� Illustration of the spectral interferogram corresponding to multiple sample reflectors with various 
reflectivities RS1, RS2 and RS3 located at different axial positions z1, z2 and z3. The signal term is the superposition 
of the spectral interferograms related to the individual reflectors.  

3.2.2 A-scan reconstruction by Fourier transform 

The A-scan (reflectivity versus the depth location) is extracted from the spectral interferogram 

by performing Fourier transformation. If we apply the Fourier transform to equation 3.1, we 

get the following expression 
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3. 3 

where ( ) { ( )}FT Sγ δ σ=  is the coherence function and dirac is the dirac delta function often 

denoted by � but here we preferred to use the word dirac not to confuse with the OPD �.  

 
Equation 3.3 shows that performing the Fourier transform leads to the convolution of the 

dirac terms with the coherence function. As a result, the best axial resolution that can be 

achieved with SD-OCT, like TD-OCT, is limited by the width of the coherence function. The 

illustration is given in Figure 3.5. 
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0�F����)�*�SD-OCT signal reconstruction via Fourier transform 

If a Gaussian-shaped power spectrum is considered, the coherence function will be 
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The FWHM of E(�), defined as the coherence length Lc in chapter 2 under equation 2.23, is 

given by 
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Considering the round trip propagation of light in both arms of the interferometer, half of the 

coherence length represents the axial resolution Dz of SD-OCT 

 
22ln 2

2
c oL

z
n n

λ
π λ

∆ = = ×
∆

. 3. 6 

The results of equation 3.1 and equation 3.3 are plotted in Figure 3.6 for the case of a single 

and multiple reflectors by considering a light source with a Gaussian spectrum. Three cases of 

single reflectors are considered by changing both the reflectivity and the depth location of the 

reflectors. The reflectivity of each reflector RS1 = 0.6, RS2 = 0.05 and RS3 = 0.02 is deliberately 

chosen to be large in order to see the effect of the autocorrelation term when they all appear 

together in a single sample in (d).  
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Figure 3.6 Illustration of A-san reconstructions from spectral interferograms using Fourier transformation. (a), 
(b) and (c) show a single reflector with different reflectivities located at different axial depths. By applying the 
Fourier transform, one is able to determine the reflectivity and axial location of the reflector. As expected, high 
modulation frequency � gives rise to large OPD �, and hence large reflector depth z. (d) shows the resultant 
interferogram for three reflectors. Fourier transforming this spectrum gives not only the signal peaks at their 
corresponding depths but also the autocorrelation peaks (blue, green, black).  

(d) Superposition of the three spectral 
interferograms shown in (a), (b), (c) 
and the autocorrelation term�
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3.2.2.1 The signal component 

Plots of the Fourier transform of the signal term corresponding to single reflectors with 

different values of reflectivities and depth locations are shown in Figure 3.6 (a), (b) and (c). 

As explained above, (a) illustrates that a low modulation frequency in the �-domain appears 

as a signal peak around � = 0 in the �-domain, whereas a spectral interferogram with high 

modulation frequency, as shown in (c), gives a signal peak relatively further away from � = 0. 

Note also that each signal peak in �-domain is the result of convolution of the dirac function 

with the coherence function, i.e., the dirac reflectivity profile corresponding to a plane 

reflector is spread axially according to the nature of the coherence function. Though the 

reflector is a plane perpendicular to the optical axis, not a point, this function is often called 

axial point-spread function (PSF), and the FWHM of each axial PSF is given by coherence 

length Lc of the light source.  

The Fourier transform of each spectral interferogram gives two identical axial PSFs on either 

side of � = 0. This is due to the fact that as the detected interferometric spectrum is real, its 

Fourier transform must be Hermitian symmetric, i.e., its positive and negative distance are 

complex conjugates of each other. In FD-OCT, this is termed as the complex conjugate 

artifact.  This artifact can be easily removed by keeping the sample on one side of the zero 

path length and displaying only the positive or negative distances. If the sample strays beyond 

the zero path length border, it begins to overlap with its mirror image.  

3.2.2.2 The artifact components 

In SD-OCT, the DC and the autocorrelation terms both appear as artifacts and obscure or 

degrade the quality of the image.  

In Figure 3.6, the DC term appears as a large artifactual signal centered at the zero path length 

difference (� = 0). The FWHM value of the DC artifact is only one coherence length wide; 

however, its amplitude is so much larger than the amplitude of the useful signal terms that the 

side lobe this strong Dc term can overwhelm the useful signal components much further 

away. Since the main contributor of the DC term is the reference mirror, a simple method to 

remove the DC component is to record the amplitude of the spectrum with the sample arm 

blocked, and then to subtract this value from each subsequent spectral interferograms before 

performing the Fourier transform. 
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The other artifact of SD-OCT system comes from the autocorrelation component. When the 

sample is composed of multiple reflectors as shown in Figure 3.6 (d), the Fourier transform of 

the spectral interferogram reveals the signal terms as well as the autocorrelation peaks.  Axial 

PSFs in red are signal terms, and those shown in blue, green and black are autocorrelation 

artifact terms. For M discrete sample reflectors, the total number of autocorrelation terms NAC 

that appear in the � domain after Fourier transform can be expressed as a statistical 

combination 
( )

!

4 2 !AC

M
N

M
=

−
.  

Figure 3.6 (d), M = 3, NAC = 3. We see three autocorrelation peaks: blue, green and black. The 

blue one is due to the interference between the 1st and 2nd reflectors, the green between the 2nd 

and 3rd reflectors, and finally the black between the 1st and 3rd reflectors. In this typical 

example, we see that for strong sample reflectors, the autocorrelation term can be as strong as 

or even stronger than the useful signal amplitude. The practical implication is that if a real 

sample has at least one strong light reflecting layer somewhere in its axial field of view, it 

behaves as a reference mirror, and light coming from this layer interferes with all other 

reflections from the sample, yielding an artifact image. This may significantly obscure the 

true sample structure that is given by the cross-correlation term. For such types of samples, 

sophisticated phase-shifting methods can be used to remove the autocorrelation term [58, 59]. 

However, such techniques increase the complexity of the system and the data acquisition 

time. In practice, since the typical distance between the sample reflectors is much smaller than 

the distances between the sample reflectors and the reference mirror, the autocorrelation 

artifact appears at shallow depths in OCT images. It is customary to displace the reference 

mirror so that the surface of the sample shows at a location beyond the autocorrelation 

structures, and then the shallow depth range is numerically zeroed in the image.  

The typical sample reflectivity measured by an OCT system is roughly in the range of         

10-4 to 10-11. Therefore the easier method to reduce the effect of the autocorrelation artifact is 

to ensure that the reference reflectivity is sufficient so that the amplitude of the 

autocorrelation term becomes negligibly small compared to the cross-correlation signal term. 

However, if the reference arm power is too high, the SNR of the system will drop [38, 45] and 

optimal design is needed to have an appropriate reflectivity value of the reference mirror. 
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3.2.3 Maximum imaging depth of SD-OCT 

SD-OCT images, like TD-OCT images, are computationally reconstructed by stitching or 

combining adjacent A-scans next to each other while performing transverse beam scanning on 

the sample. Each A-scan contains the depth reflectivity profile for each transverse sample 

location. In SD-OCT, individual A-sans are reconstructed from the acquired spectral 

interferogram by performing Fourier transform. In the previous sections and figures (see 

Figure 3.3 and Figure 3.6), it has been explained that because of the Fourier relationship 

between the cosine modulation of the spectrum and the depth location of the reflector, the 

modulation frequency �m of the spectral interferogram increases as the depth location of the 

reflector zm increases according to the relation �m = 2nzm (equation 3.1), where n is the 

refractive index of the sample and zm the depth location of the mth reflector. As predicted, 

there will be a depth limit where the reflector can no longer be detected. 

Excluding signal attenuation of the sample due to absorption and scattering, the maximum 

imaging depth zmax of SD-OCT is determined by the spectral sampling resolution �� of the 

spectrometer. �� refers to the spectral extent or spectral width that is detected (or sampled) by 

a single pixel of the line scan camera. If the FWHM D� of the light source is dispersed across 

N/m pixels out of the total N line-scan CCD pixels, where m �1, the sampling resolution �� of 

the spectrometer will be  

 
/N m

σδσ ∆= , where 
2

1
;  

o

δλσ δσ
λ λ

= = . 3. 7 

According to the Nyquist sampling criterion, for any modulation frequency �m to be resolved 

by the spectrometer that has a spectral sampling resolution (period) ��, the signal frequency 

�m should not exceed half of the sampling frequency
1

δσ
, i.e.,   

 
1 1

2mδ
δσ

≤ × . 3. 8 

As �max = 2nzmax, by combining equations 3.7 and 3.8, the maximum theoretical depth 5�C1 that 
can be imaged using SD-OCT is given by 

 
2

max max

1 1 1 1

2 4 4
oz

n n n

λδ
δσ δλ

= × = × = × . '��2�

If zm > zmax, the modulation frequency of the spectrum (i.e., the signal frequency) �m becomes 

greater than half of the sampling frequency, and the Nyquist criterion presented in equation 
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3.8 will no more be valid, causing aliasing. When this happens, the peaks corresponding to 

the Fourier transform of the aliased signals roll back into incorrect positions, thereby inducing 

artifacts and increasing the noise level. 

To illustrate this point, we consider a Gaussian light source having a spectral bandwidth 

D� = 80 nm centered at �o = 1300 nm wavelength.   

 

0�F����)� �The FWHM of the source spectrum is spread over N/m pixels of the line scan camera where m � 1 

Consider also a spectrometer equipped with a line scan camera having N = 1024 detector 

pixels. If the recombined light at the output of the interferometer is spread by the grating in 

such a way that the FWHM of the light source covers N/m = 400 of the camera pixels, the 

spectral sampling resolution will be (see Figure 3.7� 

 -1
2

80  
0.2     or   = 0.1 mm

/ 400 o

nm
nm

N m

λ δλδλ δσ
λ

∆= = = =  

This corresponds to a maximum imaging depth of 
2

max

1
2.1

4
oz mm

λ
δλ

= × = . Any reflector 

located deeper than z = 2.1 mm will therefore roll back and induce artifact. Let us now 

consider a single reflector and acquire three spectral interferograms at three axial positions 

z1 = 0.5 mm, z2 = 1 mm and z3 = 3 by translating the reflector. When we perform the Fourier 

transform of the acquired spectral interferograms, the reflector at z3 = 3 creates a signal peak 

at an incorrect depth of z = 2×zmax – 3 mm = (2×2.1-3) mm � 1.2 mm (see 9�.����'�&). 
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0�F����)�1�Illustration of imaging range limit of SD-OCT. 

Note that when the depth of a reflector exceeds the maximum imaging depth, (c), it folds back and appears at a 
false location, creating an artifact and noise to the system. In this example, zmax = 2.1 mm. The imaging depth 
can be increased either by increasing the spectral sampling resolution, which in turn requires either increasing 
the number of detectors or decreasing the axial resolution.  

3.2.4 Sensitivity of SD-OCT 

The increased SNR of SD-OCT compared to that of TD-OCT is based on the significant 

reduction of shot noise obtained by replacement of the single-element detector of TD-OCT 

with a multi-element array detector in SD-OCT. In chapter 2 (from equations 2.33 – 2.35), it 

has been presented that for shot noise limited detection, the shot noise variance �sh
2 of TD-

OCT is directly proportional to the detection bandwidth B and the DC optical power returned 

to the detector. For a given source optical power Po, assuming that the DC power is 

dominated by the reference arm power PR = PoRR/4 (assuming ideal balanced beamsplitter), 

the photocurrent signal power <iD
2> and the shot noise variance �sh

2 have been expressed as 
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The SNRTD and sensitivity STD of TD-OCT read as 

 S
TD

o

P
SNR

hv B

η=    and     
/ 4o

TD
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P
S

hv B

η= , '�����

where D is the detector quantum efficiency, qe the electronic charge, h the Planck constant, vo 

the center frequency of the light source spectrum, and PS = PoRS/4 the sample power returned 

to the detector for a given source power Po (assuming ideal balanced beamsplitter). The 

detection bandwidth B is in turn directly proportional to the spectral bandwidth D� of the light 

collected by the single-element detector: the narrower the spectral bandwidth, the lower the 

required detection bandwidth (see equation 2.35). 

Now consider that the recombined detection arm power is spectrally spread over N separate 

photodetecors and each detector receives 1/N of the source spectrum. If the detected signals 

are bandpass filtered before coherence summation, the required detection bandwidth at each 

detector will be approximately reduced by a factor of N. The sum of shot noise for such N 

detector elements, where each detector element receives 1/N of the total reference power PR, 

is given by [57] 

 
2

2 2 Pe
sh R

o

q B

hv N
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When coherently combined, the signal remains the same and the SNR for such kind of hybrid 

TD-OCT system will be (see equation 2.36) 

 S
o

N
SNR P

hv B

η= , '���' 

where PS = PoRS/4 is the sample power returned to the detector for a given source power Po 

(assuming ideal balanced beamsplitter). Equation 3.13 shows that spectrally dispersing the 

detection arm light offers a significant SNR improvement advantage. 

In SD-OCT, an integrating detector such as a CCD can be used. In this case, optical energy is 

measured rather than optical power. This is due to the fact that CCD detectors collect 

photoelectron charges during the exposure time � whereas PIN detectors register the 

continuous photoelectron current. The total number of photoelectron ne collected during the 
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exposure time � of in incident light having an optical power P is given by [45] 

   [electrons]Optical
e

Photon o

Energy P
n

Energy hv

τη η= = . '���/�

For SD-OCT using such detectors with an integrating time �, by the use of the Nyquist 

theorem, the bandwidth per detector element B/N given in equation 3.12 is replaced by 1/(2�). 

Considering that SD-OCT measures only the real part of the complex cross-spectral density, 

the signal is reduced by a factor of 2, and the photoelectron signal power <ne
2> and shot noise 

variance �sh
2 of SD-OCT read [53] 
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Comparing equation 3.10 and equation 3.15, the photocurrent noise variance of TD-OCT, 

�TD
2, and the photoelectron shot noise variances of SD-OCT, �SD

2, can be related via [45] 

 ( )22 2 /TD SD eqσ σ τ= , '���1 

where the electronic bandwidth B is related to the exposure time � by B = 1/(2�). 

 The SNRSD and sensitivity SSD of a shot noise limited SD-OCT system will be 
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Taking the ratio between SSD (equation 3.17) and STD (equation 3.11), we get 
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S
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In order to properly compare the sensitivities of both techniques, the optimal bandwidth B of 

TD-OCT and the exposure time � of SD-OCT should be linked. From equation 2.35, 

substituting � for Dt, we get 
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where 
/N m

σδσ ∆= (see equation 3.7). N/m refers to the number of pixels of line scan camera 

on which the FWHM of the source bandwidth D� is dispersed (see Figure 3.7). The sensitivity 

of SD-OCT is approximately N/m times that of TD-OCT. The actual value depends on source 

spectral density and spectral bandwidth per detector. 

For example, if we have an array of 1024 CCD pixels with N/m = 400, the sensitivity ratio in 

dB will be 

( ) ( ) ( ) ( )10 log 10 log 10 log 10log 10log 400 26SD
SD TD

TD

S
S S B dB

S
τ

� �
× = × − × = = =� �

	 A
. '��#3�

Equation 3.20 shows that for the same A-scan rate, the sensitivity of SD-OCT is 26 dB above 

that of TD-OCT. Experimental sensitivity comparison of both domains in retinal imaging 

demonstrated that SD-OCT was 21.7 dB more sensitive than TD-OCT [53]. 

The superior sensitivity of SD-OCT over TD-OCT is highly sensitive to the imaging depth. 

As the imaging depth increases, the sensitivity of SD-OCT drops significantly. Such depth 

dependent sensitivity fall-off effect is related to the limited resolution of the spectrometer. 

This is one of the drawbacks of SD-OCT. In SD-OCT, as the spectral interferogram has to be 

sampled by array detectors, physical parameters related to the size of the beam spot on each 

detector, the physical size of each detector and the total number of detectors in the array all 

contribute to depth dependent sensitivity fall-off effect of SD-OCT. Moreover, the sensitivity 

fall-off depends on the faithfulness of the image reconstruction algorithm utilized. Such and 

other practical considerations of SD-OCT design are addressed in the following sections of 

the manuscript. 

3.3 Design of high-resolution SD-OCT: hardware and software aspects 

As explained in the introduction part of this chapter, our objective was to develop a high-

resolution SD-OCT that can properly resolve the Schlemm’s canal of the human eye. As the 

axial resolution of OCT is determined by the bandwidth of the light source, designing a high-

resolution OCT requires a light source with broad spectral width. Hence, getting a broadband 

light source and dealing with the subsequent dispersion issues is one of the challenges of 

high-resolution OCT.  

The other challenge of high-resolution OCT when realized in the SD-OCT modality is the 
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design of a broadband spectrometer. If one wants to achieve a source-limited high axial 

resolution, the spectral range D� of the spectrometer needs to be broad enough to collect the 

required broad spectral width of the light source. On the other hand, given the finite number 

of detector pixels, increasing D� will decrease the spectral sampling resolution F�. This will 

in turn have a negative impact on the maximum imaging depth that can be reached. Moreover, 

the depth dependent sensitivity fall-off effect of SD-OCT is directly related to the design 

parameters of the spectrometer. Hence having an optimal spectrometer is the other main task 

of high-resolution SD-OCT development.  

In this section, the broadband light source used for the development of our high-resolution 

SD-OCT is presented. The design of a broadband spectrometer and its calibration method are 

discussed. At the end, the main SD-OCT image processing steps are explained.  

3.3.1 The light source 

OCT imaging parameters such as axial resolution and imaging depth are directly related to the 

spectral properties of the illumination light source. Depending on the application, choosing 

the right light source is therefore an important step in any OCT design. In our case, we are 

interested in designing a high-resolution SD-OCT capable of resolving Schlemm’s canal. As 

the canal is found in a highly scattering corneoscleral junction (limbus) at a depth of 

~ 0.8 mm (chapter 1, section 1.3.1), the centre wavelength of light should be chosen in such a 

way that attenuation of light is reduced and imaging depth is maximized.  

Generally most biological soft tissues have relatively low light absorption in the long visible 

and NIR spectral regions, especially between 650 nm and 1400 nm (often called therapeutic 

window). Within this window, scattering is more prevalent than absorption. Dual-band 

experiments in scattering biological samples have demonstrated the superiority of OCT 

systems operating at 1.3 µm center wavelength compared to those operating at 0.8 µm in 

terms of imaging depth [60, 61]. Using a low resolution commercial SS-OCT working at 

1.3 µm center wavelength, we have also demonstrated that the imaging depth at this 

wavelength in sclera is indeed deep enough to reach Schlemm’s canal. For this reason, 1.3 µm 

center wavelength has been chosen for our high-resolution SD-OCT system. However, 

because of the �2/	� dependence of the axial resolution, high-resolution SD-OCT imaging at 

1.3 µm center wavelength requires extremely broad bandwidth.  

According to equation 3.6, the spectral bandwidth 	� the light source needed for high-
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resolution imaging at �o = 1.3 µm needs to be 2.6 times larger than the one at �o = 0.8 µm to 

maintain the same axial resolution. As a result, getting a broadband light source with good 

spectral quality has still continued to be the technological bottleneck of long wavelength high-

resolution OCT systems. Remember also that if dispersion is not properly managed, the use of 

very broadband source will not necessarily give better resolution. As it will be seen in the next 

section, increasing the source has additional undesirable consequence on the imaging depth of 

SD-OCT.  

Until recently, high-resolution OCT has been based on femtosecond solid-state lasers [39] and 

continuum generation-based light sources [62]. However, such light sources are bulky, 

expensive and sensitive to misalignment. In comparison, superluminescent diode (SLD) 

sources are compact, robust, easy to operate and cost-effective. Since the emission spectrum 

of a single SLD is not broad enough for high-resolution OCT imaging, wavelength-division 

multiplexing of several spectrally shifted SLDs can be done to broaden the spectrum and 

provide higher axial resolution than currently possible with one SLD alone [63]. 

The illuminating light source for our SD-OCT consists of a combination of two spectrally 

shifted broadband SLDs. The emission spectrum of each SLD, as specified in the 

manufacturer’s manual, is shown in Figure 3.9 (dotted curves). SLD A emits light at a center 

wavelength of 1233 nm with a spectral bandwidth (FWHM) of 80 nm, while SLD B emits 

light having a spectral bandwidth of 110 nm centered at 1335 nm. The combination of the two 

SLDs results in a broadband light source that has a spectral bandwidth of 200 nm (see Figure 

3.9, solid curve). 

 
0�F���� )�2� � (a) Compact SLD broadband light source (Thorlabs, LS2000B), (b) typical mission power spectra: 
SLD A (green curve) and SLD B (yellow curve) and the spectrum of the combined shown in blue. An Effective 
spectral bandwidth ~ 200 nm at FWHM can be achieved. 
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The combined broadband SLD light source provides shorter coherence length and better axial 

resolution than we could get with one SLD alone. The emission spectrum of the combined 

SLD light source is centered at 1300 nm wavelength, and the maximum output power is 

10 mW. The actual spectral bandwidth, the emission spectral shape and the output power of 

the combined SLD light source can be controlled to a certain extent by independently 

changing the current drive and the temperature control of each SLD. 

The next main task of high-resolution SD-OCT development is designing a broadband 

spectrometer capable of collecting such a broadband light. If the spectral range of the 

spectrometer is narrower, all of the source spectrum will not be collected and the axial 

resolution will be inferior to the theoretically predicted value. On the other hand if the 

spectrometer is broader than required, imaging range of SD-OCT will be reduced without 

further improving the axial resolution. 

3.3.2 Design of the OCT spectrometer  

The schematic diagram of the SD-OCT spectrometer is given in Figure 3.10.  

 

0�F����)��(�Schematic diagram of OCT spectrometer: a grating, a focusing optics and a line-scan camera (LSC). 
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The spectrometer consists of a diffraction grating, a focusing optics and a line-scan camera 

(LSC). The recombined beam at the output of the interferometer is incident on the diffraction 

grating with an angle Fi with respect to the normal to the grating, and the first order beam 

diffracts at an angle Fd from the normal according to the grating equation, thereby spatially 

separating each wavelength component. The center wavelength of the light source is designed 

to match the blaze wavelength of the grating. Focusing optics focuses the diverging beam 

back onto the LSC, with each pixel of the LSC detecting F� of the spectrum. 

3.3.2.1 Diffraction grating 

Diffraction gratings, in transmissive or reflective mode, can spatially separate a polychromatic 

incident light into different wavelengths using a repetitive structure embedded within the 

grating. The structure affects the amplitude and/or phase of the incident wave, modifying the 

distribution of light at its output. Depending on the application, various grating patterns are 

available.  The type of grating we used in our SD-OCT design is a blazed (ruled) grating 

because such a grating with sawtooth pattern exhibits high diffraction efficiency for certain 

orders and wavelengths. The efficiency of blazed grating is greater than the efficiency of 

prisms and holographic gratings. A blazed grating is made by creating repeatable patterns 

(grooves) whose surface is inclined at an angle �B (blaze angle) with respect to the surface of 

the grating (see Figure 3.11). The normals to the facet surface of the groove and grating 

surface are called facet normal and grating normal, respectively.  

 
0�F����)����Blazed grating where the first order diffraction beam is at blaze configuration to maximize efficiency.�
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When light composed of different wavelengths is incident at an angle Fi on a blazed reflective 

grating with grating period d, light of wavelength � is diffracted at angle Fd. Both Fi and Fd are 

measured from the surface normal. Considering counterclockwise direction as positive, the 

relation between Fi, Fd,, � and d is given by the well-known grating equation as 

  sin sind i m
d

λθ θ+ = , '��#� 

where m = 0, ±1, ±2, ±3, etc is the diffraction order.  

For a given diffraction order, equation 3.21 shows that different wavelengths exit the grating 

at different diffraction angles, giving rise to spatial separation of light into its components. 

For blazed grating, when the relationship between the incident light and the mth order 

diffracted light describes mirror reflection with respect to the facet surface of the grooves, 

most of the energy is concentrated into the mth order diffracted light. At this condition, the 

relation between FB, Fi and Fd satisfies the following condition 

  2d B iθ θ θ= − . '��## 

The corresponding wavelength at this specific diffraction angle is called blaze wavelength, 

denoted by �B. Combining equations 3.21 and 3.22, the blaze wavelength is given by: 

  ( )2
sin cosB B i B

d

m
λ θ θ θ= −� �� � . '��#' 

When Fi = FB, the incident light is coming along the facet normal, and the 1st order diffracted 

beam returns in the same path as the incident light. This configuration, called Littrow 

mounting, is used to represent the blazing characteristics of gratings. The corresponding blaze 

wavelength �B(Litt), called Littrow wavelength, is given by  

  ( ) 2 sinB Litt Bdλ θ= . '��#/�

FB and �B(Litt) characterize the blazed gratings and are given in the catalog of grating 

manufacturers. The blaze wavelength at any other configuration than the Littrow mounting is 

therefore given by  

  ( )( ) cosB Litt
B i Bm

λ
λ θ θ= − . '��#0 

The blaze wavelength varies with the blaze angle and the incident angle. It can be shown (see 

section 3.3.2.3) that both the wavelength dependent angular separation of wavelength 
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components and the resolving power of the grating increase as the diffracted order increases. 

However, for blazed gratings, both efficiency and free spectral range (FSR) decrease as the 

diffraction order increases. As the actual resolution of the spectrometer is limited by the 

aberration and imperfection of the optical components and the size of the detector, 1st order 

blaze configuration has been used in our SD-OCT design in order to concentrate the most of 

the diffracted energy in this order. Fixing the blaze wavelength �B to be the center wavelength 

of the light source �o, i.e., �B = �o, one can choose a blazed grating from the manufacturers 

datasheet whose �B(Litt) is around (if possible greater than) �B , and by adjusting the incident 

angle, a blaze wavelength around the center wavelength can be achieved according to 

equation 3.25.  

The center wavelength �o of our light source used for SD-OCT system is 1.3 µm. From 

Thorlabs catalog, the options available at the time of purchase were two gratings with the 

characteristics given in table 3.1  

Table 3.1 Two blazed gratings from Thorlab’s catalog whose �B(Litt) lie around the value of 1.3 µm 

Item # g (grooves/mm �B d�/d�d (nm/mrad) �B(Litt)(µm) 

GR25-0616 600 28° 41' 1.46 1.60 

GR25-0613 600 22° 1' 1.55 1.25 

According to equation 3.25, if one chooses the first grating (GR25-0616) (�B(Litt) = 1.60 µm), 

the required incident angle Fi to get a blaze wavelength �B = 1.3 µm will be Fi � 64°. 

However, looking at the diffraction efficiency curves of the two gratings shown in Figure 

3.12, the grating with �B(Litt) = 1.60 µm has a dip in efficiency within the spectral range of our 

interest. 

 
0�F����)��!�Diffraction efficiency for two blazed gratings designed at �B(Litt) = 1.60 µm and �B(Litt) = 1.25 µm. Both 
gratings utilize an Aluminum (Al) reflective coating and are measured in the Littrow mounting configuration. 
The parallel polarization is parallel to the grating grooves, plots taken from Thorlabs catalog. 
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On the contrary, the second grating (GR25-0613) (�B(Litt) = 1.25 µm) shows a better efficiency 

around 1.3 µm at Littrow configuration but equation 3.25 yields a blaze wavelength that is 

always less than or equal to 1.25 µm. However, if the grating is mounted to work close to 

Littrow configuration, the overall effective diffraction efficiency of the second grating will 

give better performance. Hence for our spectrometer design, we have used this grating 

(GR25-0613). 

3.3.2.2 Line-Scan Camera 

The other important element of the spectrometer is the line-scan camera (LSC). For the 

development of SD-OCT working around 1.3 µm, a LSC with high quantum efficiency and 

high line rate is required. In the past, one of the challenges of the development of fast SD-

OCT around 1.3 µm has been related to the availability of a high speed LSC with high 

responsivity in the long wavelength range. The fastest commercially available InGaAs camera 

at the time of our purchase was the SUITM SU-LDH Linear Digital High Speed InGaAs 

Camera from GOODRICH. The detailed electro-optic performance of the camera is given in 

table 3.2.  

Table 3.2 Electro-optical performance of the line-scan camera used in our SD-OCT, taken from camera manual. 
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3 User selectable by command over Camera Link ® serial lines  
4 Dynamic range limited to maximum values shown when camera operated at exposure times shorter than 28 µs 
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This camera can acquire A-scans at rate of up to 46 KHz. The quantum efficiency (QE) of the 

camera within our region of interest, i.e., around 1.3 µm, is more than 80 % (see Figure 3.13). 

The camera has 1024 pixels. When operated at maximum capacitor setting, the specified net 

full-well capacity (FWC) of the camera is ~ 1.1×108 electrons, yielding a dynamic range of 

~ 73 dB. 

 
0�F����)��)�The line-scan camera (SUITM SU-LDH, GOODRICH) used in our SD-OCT 3�4�and its typical quantum 
efficiency, taken from camera manual 3�4 

Depending on the pixel size of the camera, there were two options available: the first option 

has been with square pixels (25 µm × 25 µm) and the other rectangular pixels with width 

(pitch) of 25 µm and height (aperture) of 500 µm. As the camera with larger aperture is 

relatively easier for optical alignment without affecting the resolution of the spectrometer, we 

bought the camera with rectangular pixels, i.e. 25 µm × 500 µm. 

3.3.2.3 Sampling resolution of the spectrometer 

The sampling resolution �� (or ��) is an important parameter of the spectrometer because it 

determines the imaging depth (section 3.2.3) and affects sensitivity fall-off (section 3.3.4). 

The sampling resolution depends on the dispersion of the grating, the effective focal length f’  

of the focusing optics and the pitch size W of the detector pixel. The expression of the 

sampling resolution can be written as 

  recW Dδλ = × , '��#1�

 where Drec = d�/dx is reciprocal of linear dispersion and represents the difference in 

wavelength per unit length on the surface of the digital detector.   

If the incident angle is regarded as a constant, differentiating both sides of equation 3.21 with 

respect to � gives the angular dispersion Dang: 

3�4� 3�4�3�4�
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where g = 1/d is the groove density [grooves/mm]. By inverting equation 3.27, multiplying by 

the effective focal length f’  of the focusing optics and considering dx = f’×dFd (see Figure 

3.14), one gets 

  
cos

'
d

rec

d
D

dx gf

θλ= = . '��#&�

 
0�F����)��%�Part of the spectrum contained within dFd will be translated by f’ into dx 

Combining equations 3.26 and 3.28, the expression of the the spectral sampling resolution F� 

will be 

  cos
'rec d

d W
W D W

dx gf

λδλ θ= × = × = . '��#2 

 Pixel pitch W and groove density g will be fixed once the camera and the grating are selected, 

and Fd is also determined from the experimental setup. For Fi = 30°, the diffraction angle Fd of 

the blaze wavelength will be Fd = 2FB - Fi = 2×22°-30° = 14°. However the focal length f’  

remains to be determined: one can target to achieve either a given imaging depth by 

compromising the axial resolution, or the other way round. We will see later (see section 

3.3.3) that in SD-OCT, there is a trade-off between imaging depth and axial resolution. If one 

targets to achieve a given maximum imaging depth zmax, then F� and f’  can be calculated from 

equations 3.9 and 3.29, respectively. 

In our project, as our target was to improve the axial resolution Dz of the commercial SS-OCT 

system (which was Dz = 12 µm in air) by at least a factor of two, i.e., Dzrequired � 6 µm, so as to 

properly view the Schlemm’s canal, getting a high axial resolution with optimal imaging 

depth was our design priority. On the other hand, Schlemm’s canal is found at a depth of 

~ 0.8 mm (with diameter of 0.25 mm) inside the limbus (corneoscleral junction). Considering 
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a corneal refractive index of 1.38, the imaging depth of the SD-OCT should at least be 

1.45 mm in air. Hence f’  should be chosen in such a way that Dz � 6 µm and zmax � 1.45 mm 

(in air). 

In order to resolve two reflections that are separated by Dz, the pixel spacing Dp in the axial 

domain (z-domain) should be at least Dp = Dz/2 [64]. As Fourier transform of real data gives 

redundant information, only N/2 the Fourier bins in the z-domain contain distinct information. 

This implies that the maximum imaging depth zmax will be 

    
2 2max

N z
z

∆= × . '��'3�

If the total spectral range of the spectrum collected by N pixels of the line camera is D�, then 

F� can be easily calculated by F� = D�/N, and from equation 3.9, zmax can be expressed as 

� �
2 21 1

4 4 /
o o

maxz
N

λ λ
δλ

= =
∆Λ

X���� 2 
  oN

δλ λ δσ∆Λ= = × �� '��'��

 Taking the ratio between equation 3.30 and 3.31 and substituting Dz = (2ln2/�)×(�o
2/D�), the 

relation between the required spectral range D� of the spectrometer and the spectral 

bandwidth D� (FWHM) of a Gaussian light source can be expressed as 

  
2ln 2

π λ∆Λ = × ∆ . '��'#�

An axial resolution of 6 µm at 1.3 µm center wavelength can be theoretically achieved by 

employing a Gaussian-shaped light source with spectral bandwidth D� = 124 µm (FWHM). 

This requires a spectrometer with D� = 281 nm. Spreading 281 nm over 1024 camera pixels 

gives a spectral sampling resolution F� = 0.27 nm can be achieved. The maximum imaging 

depth at F� = 0.27 nm is zmax = 1.56 mm, which is well above the required imaging depth 

needed to view the Schlemm’s canal.  

Using equation 3.29, and substituting all the values, the required effective focal length f’  of 

the focusing optics will be  
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If f’  is too long, the spectral range collected by the spectrometer will be narrower than 

281 nm, giving rise to an axial resolution that is inferior to the value limited by the light 

source. On the other hand, shorter f’  will collect broader spectral range than 281 nm and lower 
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the spectral sampling resolution. This will reduce the imaging depth without further 

improving the axial resolution. 

Note that the above analysis assumes a Gaussian light source and can only give us a rough 

approximation of the spectrometer parameters because the actual light source we have used is 

not Gaussian. If the spectral shape of light source is, for example, rectangular, it can be shown 

that the FWHM bandwidth D�rect of the rectangular light source needed to get Dz � 6 µm is 

almost twice of that FWHM D�gaus of Gaussian spectrum, i.e., D�rect = 2×D�gaus. In this 

particular case, by going through the same steps, one can show that 

D�rect � D�rect = 2×D�gaus= 248 nm, which is logical because the width of a rectangle does not 

change. The spectral sampling resolution and the focal length corresponding to 

D�rect�= 248 nm are F�rect = 0.24 nm, f’ = 135 mm. The new value of F�rect changes the 

maximal depth range to zmax � 1.8 mm. As the spectrum of light we used is neither Gaussian 

nor rectangular, the actual experimental value the imaging depth will be in between the two 

theoretical cases, i.e. 1.56 mm � zmax � 1.8 mm. 

3.3.3 Trade-off between axial resolution and imaging depth  

One of the drawbacks of practical SD-OCT system is that its axial resolution and the imaging 

depth range are inversely related. If one wants to achieve an axial resolution Dz that is limited 

by the bandwidth D� of the light source, the minimum spectral range D� (assuming Gaussian-

shaped spectrum) that the spectrometer has to collect is expressed by equation 3.32. From a 

practical point of view, the number of detector pixels N of the spectrometer is finite (often 

5012 or 1024). Spreading D� over N will make the spectral sampling resolution F� finite 

(equation 3.31). 

Combining these design parameters in one equation, we get 

  
2 2 2 2

max

2ln 2 4 4

4
o o o oz z

n n n N n N N

λ λ λ λ
π λ δλ δλ

∆ = × = = = × =
∆ ∆Λ ×

. '��'/�

Equation 3.34 states the experimental trade-off between axial resolution 	z and maximum 

imaging depth zmax of SD-OCT. Increasing N would allow us to increase both the resolution 

and imaging depth, but N cannot be infinitely increased for practical reason. As a 

consequence, high-resolution SD-OCT systems are realized at the expense of reduced 

imaging depth, or vice versa.  In our SD-OCT design, though the target has been improving 

the axial resolution, we also considered the fact that the depth range of the system should be 

large enough to view the Schlemm’s canal. 
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3.3.4  Sensitivity fall-off 

The other main drawback of SD-OCT is its depth dependent sensitivity fall-off (see Figure 

3.15).  

 
0�F����)��*�Illustration of depth dependent sensitivity fall-off of SD-OCT. The plots show that the magnitude of 
the axial PSF corresponding to the same mirror decreases as its depth increases. This is due to the wash out of 
the fringe visibility, which is dependent on the spectral resolution of the spectrometer and the spectral sampling 
resolution.  

In section 3.2.1, we have discussed that the signal magnitude of SD-OCT depends on the 

amplitude of the spectral modulation of the acquired spectrum. This amplitude, as shown in 

equation 3.1, is independent of the frequency of the spectral modulation. However, 

experimental results show that the same reflector at different depths gives rise to different 

magnitude of reflectivity, i.e. though the intensity of light reflected back from the sample 

remains the same, the magnitude of reflectivity decreases as the reflector’s depth increases. 

In other words, as the modulation frequency increases, the fringe visibility decreases. This 

leads to a decrease in sensitivity to waves reflected from deeper locations within the sample. 

Such dependent sensitivity fall-off of SD-OCT is due to the washout of the high frequency 

spectral fringes, and is mainly dependent on two factors: the resolution of the spectrometer 

and the resolution of spectral sampling achieved by the CCD pixels. 

3.3.4.1 Qualitative explanation  

Let us qualitatively explain this phenomenon by considering a spectral modulation 

corresponding to a single reflector. The modulated spectrum, as explained above, is measured 
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by spectrally separating the various wavelength components in a spatially defined way. After 

focused by the focusing optics, the CCD then samples the cosine oscillation by a finite 

number of pixels. This process can be thought at passing the light into two systems with 

different impulse responses:  

� First, the focusing lens spreads a point into a finite Gaussian spot due to the diffraction 

limit of the optical system 

� Second, the CCD pixel then integrates the intensity of light over its pixel area, which 

can be thought as imposing a rectangular function “Rect” on each Gaussian spot. 

As the frequency of the cosine modulation increases, the fringe spacing becomes 

progressively narrower, i.e. the spatial separation of two neighboring fringe maxima/minima 

on the detector decreases. Due to the limited spot size of the individual maxima, the response 

of the line detector to different modulation frequencies will be different. The spectrometer, in 

this case, can be considered as a low pass filter, i.e., the amplitudes of fringes with high 

modulation frequencies are more attenuated than those with low frequencies (see Figure 

3.16). In other words, the fringe visibility (contrast) decreases with increasing modulation 

frequency (or imaging depth). As the Fourier transformed signal strength of SD-OCT depends 

on the fringe contrast, high frequency terms will eventually appear as low light reflecting 

sample structures, though the reflector has not been physically changed.  

 
0�F���� )��,� Illustration of the impact of increasing depth on fall of SD-OCT signal: the same reflector when 
translated to deeper position appears to have a lower reflectivity. For a given beam spot size, an increase in the 
modulation frequency (due to an increases in the reflector’s depth) decreases the fringe amplitude (or fringe 
contrast). As SD-OCT signal magnitude (reflectivity) after The Fourier transform is directly proportional to the 
amplitude of modulation, a reflector at shallow depth z1 (a) gives rise to stronger signal than the same reflector at 
a deep location z2 (b) in the sample. 
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This phenomenon becomes more significant when the spot size of the beam on the CCD 

increases as shown in Figure 3.17. This is because, as the beam spot size increases (b), the tail 

of the Gaussian-shaped beam profile extends to neighboring pixels, thereby further decreasing 

the fringe contrast.  

 
0�F����)�� �Illustration of the impact of increasing beam spot on fall of SD-OCT signal. For a given reflector at 
depth z2, larger beam spot (b) allows the Gaussian beam to extend to neighboring pixels, thereby decreasing the 
fringe contrast and the SD-OCT signal than smaller beam spot (a). The situation gets worse at deep sample 
locations than shallow ones.  

3.3.4.2 Quantifying the sensitivity fall-off effect  

The actual spectrometer’s spectral resolution depends on the size of the beam spot in the focal 

plane. Assuming a Gaussian beam profile, if d is the FWHM of the beam spot on the CCD, 

the FWHM of the actual spectral resolution F�’  is given by 

 
2 2

1 1
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Assuming that the spectrum is linear with respect to spatial frequency �, the rectangular-

shaped CCD pixels integrate the spectrum over its receiver area, which can be thought as 

imposing a rectangular function “Rect” on each Gaussian beam spot. If the physical pixel 

width is W, then the sampling resolution F� by the rectangular CCD pixels will be  
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And the Rect function is given by  
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The graphical illustration of sensitivity fall-off effect due to the limited sizes of beam spot and 

pixel CCD pixels is given in Figure 3.18.  

 
0�F���� )��1� Illustration of sensitivity fall-off effect due to (a) the finite spectral resolution of the spectrometer 
(related to the limited beam spot size) and (b) the finite sampling interval of the spectrum (related to the physical 
size of the detector pixels). 
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The convolution of the finite Gaussian beam spot with the finite rectangular sampling interval 

becomes a multiplication after the Fourier transform, and the sensitivity reduction R as a 

function of imaging depth z can be easily derived from equations 3.35 and 3.36 as [48] 
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 where 
' d

w
W

δσ
δσ

= = is the ratio of the spectral resolution (FWHM) to the sampling interval.  

By analyzing equation 3.38, the dependence of sensitivity fall-off on each parameter can be 

extracted and separately analyzed. 

��������� �B�	���A���C��EE�D��C�FBC�DC�����BC	���E���C���B�A�ECC

Considering the “sinc” function part of equation 3.38, its argument varies with respect to the 

sampling interval or spectral sampling resolution F�, which in turn depends on the pixel width 

W and the reciprocal linear dispersion Drec (see equation 3.36). If W or Drec decreases, the 

sensitivity falls slowly with respect to z. However, if one wants to achieve a source limited 

axial resolution Dz using a given limited number N of detector pixels, decreasing W requires 

increasing Drec. When we fix the axial resolution, we are also fixing the spectral range D� of 

the spectrometer (see equation 3.32), which in turn fixes the spectral sampling resolution F� 

according to equation 3.31. Once F� is fixed, as far as equation 3.36 is maintained, one can 

choose any pixel size W without affecting the “sinc” factor of sensitivity fall-off. Hence based 

on the availability of the camera, the right spectrometer that matches the pixel size can be 

designed. 

If Drec of the spectrometer is designed in such a way that the line scan camera with 1024 

pixels having a pitch W = 25 µm collects the source spectrum of spectral range D� = 245 nm 

centered at 1300 nm, the spectral sampling interval and the maximum imaging depth will be  
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For such experimental configuration, the theoretical plot of sensitivity fall-off due to the 

“sinc” function is given in Figure 3.19. Note that at z = zmax = 1.8 mm, sensitivity falls nearly 

by 4 dB.  

 
0�F���� )��2�SD-OCT sensitivity fall-off effect due to finite sampling interval of a spectrometer that collects a 
spectral range of 245 nm using 1024 CCD pixels each having a pitch width of 25 µm. This corresponds to a 
theoretical sensitivity fall of ~ 4 dB at the end of the depth range, zmax = 1.8 mm. 

��������� �B�	���A���C��EE�D��C�FBC�DC�����BC	�B����EC�B	DEF��D�CC

The Gaussian function part of equation 3.38 refers to the sensitivity reduction due to the finite 

spectral resolution F�’  of the spectrometer. A spectrometer with high spectral resolution 

(smaller value of F�’ ) yields a slowly falling sensitivity. F�’  depends on the average beam 

spot size d (FWHM) on the detector plane and the reciprocal linear dispersion Drec (see 

equation 3.35). The larger the beam spot, the lower the spectrometer resolution and the faster 

the sensitivity fall-off with increasing the imaging depth. Hence keeping the beam spot 

smaller helps reduce the fall-off. A focusing lens with short focal length can reduce the spot 

size. However, as the focal length f’  is inversely proportional to Drec (see equation 3.28), 

decreasing f’  proportionally increases Drec, ending up with the same value of F�’ . The beam 

spot size can independently be controlled by changing the beam diameter at the input of the 

spectrometer. Drec can be decreased by choosing a spectrometer with high groove density g 

(see equation 3.28), but for a source limited resolution SD-OCT, the choice of Drec is dictated 

by the required spectral range of the spectrometer. 

Consider the above example where Drec is designed in such a way that the line scan camera 

with 1024 pixels having a pitch W = 25 µm collects D� = 245 nm centered at 1300 nm, 

resulting in zmax = 1.8 mm. Figure 3.20 shows theoretical plots of sensitivity fall-off for 

different beam spot sizes, varied by changing the collimated beam diameter D at the input of 
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the interferometer. An optimum value of the beam spot size is when it is equal to the size of 

the CCD pixel pitch width W. 

 
0�F���� )�!(�SD-OCT sensitivity fall-off effect due to finite spectral resolution of spectrometer that collects a 
spectral range of 245 nm using 1024 CCD pixels each having s pitch width of 25 µm. As shown in the legend, as 
the spot size to pixel width ratio increases, the sensitivity falls rapidly. When d = W, the sensitivity falls by 
~ 8 dB, and when d = 2W, the sensitivity fall-off is about 32.7 dB.  

The combined theoretical sensitivity fall-off at the end of the depth range due to finite spectral 

sampling interval and finite resolution of the spectrometer for a beam spot size that is equal to 

the width of the detector pixel is about 12 dB in our experimental configuration (see Figure 

3.21). 

 
0�F����)�!��Combined sensitivity fall-off due to the two effects for a beam spot size that is equal to the size of the 
detector pixel. In our experimental configuration, a total of nearly 12 dB fall in sensitivity can be noted from the 
plot. 

3.3.5 Spectral calibration  

In the previous sections, we have seen that the A-scan in SD-OCT is computationally 

reconstructed from the acquired modulated spectrum by performing the Fourier transform 
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from spatial frequency � to imaging depth z (see equation 3.1 and 3.3). As � and z are 

conjugate variables, Fourier transform requires the data to be uniformly spaced in �. 

However, the grating based spectrometer of SD-OCT operated at small diffraction angles 

disperses the light on the CCD pixels almost in a linear fashion with respect to wavelength, �, 

and as � and � are inversely related, the spectrum will be non-uniformly sampled in �. If one 

applies the Fourier transform directly on this non-uniformly sampled dataset, both axial 

resolution and sensitivity fall-off of SD-OCT will be much worse than the theoretically 

predicted values given by equations 3.6 and 3.38, where the spectrum has been assumed to be 

uniformly spaced in �. As the acquired data by the spectrometer does not obey this 

assumption, the ultimate goal of spectral calibration, a very important step in SD-OCT design, 

is therefore to get a dataset that is uniformly spaced in �. 

Spectral calibration is the process of determining the wavelength-to-pixel mapping, i.e., the 

exact wavelength of the light falling on each CCD pixel is determined [65]. Once such 

wavelength-to-pixel mapping is done, using the relation � = 1/�, the dataset is interpolated at 

new values of � to have equally spaced data in �. After this, Fourier transform can be applied 

to reconstruct A-scans. 

3.3.5.1 Hardware approach  

Spectral calibration can be achieved with the use of one or more single wavelength lasers 

whose wavelengths lie within the spectral range of our interest. In theory, if all the 

geometrical parameters (light incident angle Fi, groove density g, focusing optics focal length 

f’ and pixel width) of the spectrometer are known, then the knowledge of a single wavelength 

mapping on one of the detector pixels is sufficient to analytically deduce the corresponding 

wavelengths associated with all the other pixels. However, in practice, geometrical parameters 

such as the orientation of the grating and the incident angle of light hitting the grating are not 

precisely known. So the theoretical equation may not yield an accurate result. To overcome 

this issue, one can treat those parameters as unknown variables, register the pixel locations for 

as many known spectral lines as there are unknown parameters, solve the fitting equation for 

all those unknowns and deduce the wavelength-to-pixel mapping using the fully defined 

fitting equation.  

As we are working in the spectral range of roughly 1300 nm ± 125 nm, the first challenge of 

such hardware-based spectral calibration method is finding multiple narrow linewidth 

calibration lasers within this spectral range. The second challenge is that once the calibration 
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is done, touching any translation stage or changing some optics in SD-OCT system requires 

re-doing the whole physical calibration process. 

In our SD-OCT design, we have used a substantially different and convenient numerical 

calibration method without the use of calibration laser (s). This method does not involve 

wavelength-to-pixel mapping. It is rather based on extraction and linearization of the non-

linear phase of the modulated spectral interferogram associated with arbitrary single reflector 

placed at any depth (within the depth range) in the sample arm. 

3.3.5.2 Phase linearization method (Numerical approach) 

Looking at the signal term of the acquired interferogram (see equation 3.1), the depth zo and 

wavelength � dependent phase � is given by  

 
4

2 oz
πϕ πσ δ
λ

= × = . '��'2�

Equation 3.39 tells that for a given value of depth zo, a linear variation of wavelength � gives 

rise to a non-linear variation of the phase � of the spectral interferogram.  

Figure )�!! (a) shows a simulation of this effect using the following parameters: zo = 10 µm 

and �min�= 1 µm, �max�= 2.023 µm, with uniform wavelength spacing of 1.0 nm. As we can see 

in Figure 3.22 , the fringe period is narrower in the left (shorter wavelength region) than on 

the right (longer wavelength region). 

 
0�F����)�!!�Simulation of a raw spectral interferogram acquired by the spectrometer plotted as a function of (a) 
wavelength � and (b) pixel index Ni (b). The spectral fringe corresponds to a single sample reflector. When 
plotted with respect to � (or Ni), the modulation is distorted. Spectral calibration is required to evenly sampled 
data in � before applying the Fourier transform. 

Figure 3.22 (b) shows a simulation this modulated spectrum acquired with a line camera that 

has 1024 pixels, each pixel detecting a spectral range of 1.0 nm. The x-axis in this case is 

pixel index, instead of wavelength. Comparing (a) and (b), we see that the two plots look 
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similar except a change in x-axis. In both cases, the spectral modulation is distorted, 

indicating that the phase is non-linear.  

The Fourier transform of this distorted spectral interferogram gives a broadened axial PSF. 

Had the spectrum been evenly sampled in � domain, the single reflector would yield a raw 

SD-OCT signal having a linear phase. The phase linearization method of spectral calibration 

involves extraction and linearization of the non-linear phase associated with the distorted 

spectral modulation. The CCD pixel indices are then interpolated at those new values of the 

phase, giving new set of pixel indices (that may be non-integer) having non-uniform spacing. 

Finally the spectrum is interpolated at those new values of pixel indices to have non-distorted 

spectrum, which is uniformly spaced in � (see Figure 3.23 ). 

9�.����'�#'�Numerical calibration procedure: starting with a distorted signal in panel 2 that is non-uniformly 
spaced in �, a signal with uniformly spaced dataset is obtained in panel 7 via a numerical method of spectral 
calibration by extracting and linearizing the non-linear phase as explained in panel 3 to 6. After applying the 
Fourier transform, the corrected signal gives a narrow axial PSF (step 8) compared to the one shown in panel 3. 
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The phase is extracted by computing the inverse tangent of the ratio between the imaginary I im 

and the real Ire part of the complex data that is obtained after applying inverse Fourier 

transformation on the filtered data (panels 3 and 4) [65] 

 1tan im

re

I

I
ϕ − � �

= � �
	 A

. '��/3�

When unfolded and plotted, the extracted phase shows a non-linear trend and non-uniform 

spacing with respect to uniform CCD pixels (step 5). The phase is then uniformly sampled 

with a constant step size given by�

 max min

1step

Phase Phase
Phase

N

−=
−

,  '��/��

where N is the number of CCD pixels. 

This uniformly spaced (linearized) phase is then used to interpolate the new pixel indices 

(step 6). Note that these newly generated pixel indices have non-integer values (and do not 

have physical significance). 

Finally, the raw spectral interferogram is interpolated at the new pixel indices, and the plot of 

the signal (panel 7) does not show distortion in the modulation; and the Fourier transform will 

yield the proper depth profile, which is approximately a “delta” function located at depth zo 

(panel 8). The pixel indices are saved as a calibration file which will be used to interpolate all 

the subsequently acquired raw SD-OCT data. This way, a spectral calibration is achieved 

numerically without using calibration lasers, and if some need arises to re-calibrate the 

system, all we need is a single reflector (mirror) and the procedure is repeated and a new 

calibration file is saved. Experimental results obtained using this method will be presented in 

the next chapter. 

3.3.6 Image processing steps 

Unlike conventional microscopy, SD-OCT requires several data processing steps (see Figure 

3.24) before the final image is reconstructed. Image processing is therefore the most time 

consuming stage of SD-OCT. For real-time image display, image processing can become the 

bottleneck. Fast image processing requires the use of multiprocessor workstations, or 

specialized hardware such as digital signal processors. In our SD-OCT system, we have used 

a personal computer (HP workstation with E8400, 2GH processor and 2GB RAM). 
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The main SD-OCT image processing steps are summarized in Figure 3.24. 

 
0�F����)�!%�Main image processing steps of SD-OCT 

At the start of the imaging experiment, the background signal is recorded by blocking both 

arms of the interferometer independently. The background signal includes the DC terms 

caused by the reference mirror, sample reflections, back-reflecting interfaces in the system, 

and ambient irrelevant signals (such as room or computer screen lights). This recorded 

background signal is automatically subtracted from each subsequent signal as the acquisition 

progresses.  As the system is not perfectly stable, the background signal can be affected by 

any drift in the system. Practically, a new background image has to be acquired periodically. 

The next step is spectral calibration. A numerical calibration method based on phase 

extraction has been employed to have uniformly spaced data points with respect to �. The 

accuracy of interpolation can be improved by using zero padding technique. Zero padding is 

done after applying the Fourier transform, and then inverse Fourier transform is performed to 

increase the data points before interpolaton. Usually increasing the number of data points by a 

factor of two to four times is sufficient for this application. This certainly increases the image 

processing time. Finally the Fourier transform is performed on the resampled dataset to get 

the required A-scan with narrow axial PSF. As there is redundant information due to the 

Fourier transform of real signal, only half of the Fourier transformed data is kept. If the DC 

term has not been properly removed at the beginning, it will appear around the zero depth in 

the final image. As its presence prevents proper visualization of features located at deeper 

locations, it can also be removed at this stage by zeroing the zero depth region of the image. 

3.4 Conclusion 

In this chapter, we have discussed the principles and technical considerations of designing a 

high-resolution SD-OCT system for imaging the Schlemm’s canal. We have shown that the 

cross-sectional image of an object can be computationally reconstructed by analyzing the 

spectrum of the interfering light at the output of the Michelson interferometer using a 

spectrometer. In the SD-OCT modality, the entire axial profile of the object is acquired in one 

shot without the need of scanning the reference arm. Both the acquisition speed and 

sensitivity of SD-OCT have been shown to be better than that of TD-OCT. 
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Looking at the optical properties (absorption and scattering) of biological tissues, the long 

wavelength range of the therapeutic window around 1.3 µm is preferred in order to image the 

Schlemm’s canal in highly scattering sclera and edematous cornea. However, because of the 

�
2/	� dependence of the axial resolution, high-resolution SD-OCT imaging at 1.3 µm center 

wavelength requires a light source with extremely broad bandwidth. It has been shown that 

the spectral bandwidth of the light needed for imaging at 1.3 µm center wavelength needs to 

be 2.6 times larger than the one at 0.8 µm, in order to maintain the axial resolution. Finding 

such a broadband light source, dealing with the dispersion management and designing a 

broadband spectrometer are some of the challenges of high-resolution SD-OCT at longer 

wavelength.  

If the spectrometer is not broad enough to collect the source spectrum, the actual axial 

resolution will eventually be limited by the spectrometer and will be inferior to the 

theoretically predicted value. On the other hand, if the spectral range of the spectrometer is 

broader than the spectral range of the light source, the spectral resolution of the spectrometer 

will be lowered. One of the drawbacks of SD-OCT is its depth dependent sensitivity fall-off. 

If the resolution of the spectrometer is too low, the sensitivity falls too fast with depth. Given 

the finite number and size of detector pixels, a low spectral resolution of the spectrometer is 

translated to a low sampling resolution, i.e., the spectral range that each detector receives gets 

broader that the spectrometer’s resolutions decreases. Due to the Fourier transform operation, 

such low sampling resolution gives a reduced imaging depth. Hence the performance of SD-

OCT system is directly dependent on the design of an optimum spectrometer. 

The other important stage of SD-OCT development is spectral calibration. The A-scan 

reconstruction using Fourier transformation requires the acquired data to be uniformly 

sampled in spatial frequency �. However, in a grating based interferometer, the acquired 

dataset is nearly uniformly sampled in wavelength �, and as � and � are inversely related, the 

dataset has to be spectrally calibrated in order to uniformly sample it in �. Otherwise both 

axial resolution and sensitivity of the system will be much worse than the theoretically 

predicted values. In this dissertation, a numerical method of spectral calibration based on 

phase extraction and linearization has been explained. As SD-OCT requires several data 

processing steps before the final image is reconstructed, image processing is the most time 

consuming stage of the SD-OCT system. In the next chapter, the characterization of the 

system performance and its demonstration will be presented.  
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Chapter 4 - System characterization and 
demonstration 

4.1 Introduction 

In the previous chapter, we have discussed the principles and technical considerations of SD-

OCT design. We have shown that in SD-OCT, the main imaging parameters such as axial 

resolution, sensitivity and imaging depth range are directly affected by the design parameters 

of the spectrometer, and depending on what we want, the spectrometer can be specifically 

designed to meet our need. In our case, the goal has been the development of a high-

resolution SD-OCT system in order to properly view the Schlemm’s canal of the human eye 

that is located inside a highly scattering medium.  

In this chapter, the experimental setup of the high-resolution SD-OCT developed for this 

application will be explained. Characterization of the system’s performance will be presented 

and compared to the theoretically predicted values. The experimental results of depth 

dependent degradation of axial resolution and sensitivity will also be given. The importance 

of spectral calibration and zero padding for improving the sensitivity fall-off and axial 

resolution will be demonstrated. Finally, images of the Schlemm’s canal and other samples 

will be given to demonstrate the performance of the system. 

4.2 Experimental setup 

The complete design of our high-resolution SD-OCT system, as reported in the journal Optics 

Communications [54], is shown in Figure 4.1. It mainly consists of a broadband 

superluminescent (SLD) light source, a Michelson interferometer with a transversal scanning 

system in the sample arm, a spectrometer and a personal computer (PC). 

4.2.1 Materials 

The illuminating light source, as presented in chapter 3, is composed of a combination of two 

spectrally shifted broadband SLDs. The combination of the two SLDs gives an extended 

broadband light source that provides shorter coherence length and better axial resolution than 

we could get with one SLD alone. The output power, spectral bandwidth and shape of the 

combined SLD light source can be controlled to a certain extent by independently changing 

the current drive and the temperature control of each SLD. The typical spectrum of the output 
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light we got has a bandwidth of 200 nm centered at 1.3 µm wavelength. The current I and 

temperature T of SLD A and SLD B have been set to IA = 398 mA, IB = 469 mA, TA = 14 °C, 

TA = 28 °C respectively. 

 
0�F����%���Experimental setup of high-resolution SD-OCT. CL: collimating lens, D: beam diameter, CBS: Cube 
beamsplitter, DC: dispersion compensator, ND: neutral density filter, RM: reference mirror, GM: galvanometric-
mounted mirror, LFOV: lateral field of view, GR: grating, FL: focusing lens, LSC: line-scan camera, DAQ: data 
acquisition board, PC: personal computer. 

Light from the SLD source is delivered by a single mode fiber (P1-SMF28E-FC-1, Thorlabs) 

and is collimated using a collimating optics (F280APC-C, Thorlabs). The measured diameter 

D of the collimated beam at the input of the interferometer is D = 4.6 mm. The light is then 

split between the sample arm and the reference arm by a balanced cube beamsplitter (BS015, 

Thorlabs). A continuously varying neutral density filter (NDL-25C-2, Thorlabs) with optical 

density between 0.04 and 2.0 is placed in front of a reference mirror (silver) in order to 

control the effective reference mirror reflectivity and optimize the sensitivity and 

autocorrelation terms of the system [66]. A galvanometer-mounted mirror in the sample arm 

(6210H, Cambridge Technology) enables transverse beam scanning on the sample. The 

voltage that derives the galvo-mirror is generated by a function generator (33220A, Agilent). 
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The function generator is connected to a computer via GPIB card. This allows us to control 

the shape, magnitude and frequency of the galvo drive voltage directly from the computer. 

For imaging non-moving samples with large transverse field of view, a motorized translation 

stage can also be used. A telecentric scan lens (LSM02, Thorlabs) focuses light onto the 

sample and collects the backscattered light. A dispersion compensator (LSM02DC, Thorlabs) 

in the reference arm is used to balance a dispersion mismatch in the interferometer introduced 

by the scan lens. A spectrometer, located at the output of the interferometer, consists of a 

diffraction grating (GR25-0613, 600 lines/mm, Thorlabs), an achromatic doublet (120 mm 

focal length) and an InGaAs linear array detector (SU-LDH Digital Line Scan Camera, 

Goodrich). The linear array camera acquires the spectral interferogram and transfers the 14-

bit digital data to a personal computer (HP workstation with E8400, 2GH processor, 2GB 

RAM) equipped with an image acquisition card (NI PCIe-1427, National Instruments). The 

maximum line rate of the camera is 46 kHz. 

4.2.2 Methods 

An automated graphical user-friendly interface (GUI) for image processing and 

synchronization of the different hardware components (camera, galvo-driver, function 

generator, etc) has been developed using Labview. Matlab has also been used for doing the 

numerical spectral calibration. A screen shot of this interface is shown in Figure 4.2. In the 

GUI, the panels marked 1, 2 and 3 represent the different steps of image processing discussed 

at the end of chapter 4. 

In panel 1, the program performs two processes and displays the result. The two processes 

are: 

� Removing the DC background 

� Performing spectral calibration 

4.2.2.1 Removing the DC background 

At the beginning of each experiment, it is important to save the strong background signal, 

mainly coming from the reference mirror. This is done by blocking the sample arm and 

clicking “Remove RL” button on the GUI. This saved value is then subtracted from the 

subsequent spectral interferograms that correspond to different transverse locations on the 

sample. This process also removes any other reflections from the optical setup, room light 

and/or computer screen light. 
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As we can see from the plot in panel 1, after removing this strong background signal, the 

interferometric signal is still riding over another relatively small DC term (~ 1% of the value 

at saturation) coming from the sample. Sample DC term can be removed either by: 

� Saving the sample DC signal at the beginning of the experiment by blocking the 

reference arm and subtracting it from the subsequent raw SD-OCT signals like what 

we did for reference arm light or 

� Zeroing the signal around the zero depth in the z-domain later after the Fourier 

transform (i.e., in panel 2) because DC terms generally appear around z = 0 in 

reconstructed A-scans. 

Usually, the second method is preferred for our case because when we subtract the reference 

light, we also remove the inherent reflections and doing the same procedure for sample light 

may affect the effectiveness of background light removal. 

 

0�F����%�!�Screen shot of our home-made graphical user-friendly interface (GUI) for SD-OCT image processing 
and for synchronization of the different system hardwares (camera, transverse scanner, etc). 

4.2.2.2 Spectral calibration  

The other important process done in panel 1 of the above GUI is spectral calibration and data 

resampling. The ultimate goal need of spectral calibration, as discussed in chapter 3, is to 
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have a uniformly sampled data in � because the data acquired by the spectrometer is non-

uniformly sampled �. If one omits spectral calibration step and directly applies the Fourier 

transform on the acquired spectral spectrogram to reconstruct A-scan, both axial resolution 

and sensitivity will be severely degraded. Figure 4.3 shows the axial PSF plot (without any 

calibration) of an attenuated mirror placed at nine different axial positions. The distance 

between each axial position of the mirror was ~ 200 µm. 

 
0�F����%�)�Uncalibrated experimental axial PSF corresponding to a single mirror at different axial positions. The 
mirror has been axially translated with a step of ~ 200 µm. Note that as the imaging depth increases, both the 
width and magnitude of the axial PSF significantly decreases, leading to depth dependent degradation of axial 
resolution and sensitivity fall-off. 

From Figure 4.3, we note that as the imaging depth increases, both the FWHM and magnitude 

of the measured signal decrease significantly. This leads to a depth dependent degradation of 

axial resolution and sensitivity fall-off of the SD-OCT system. For example, when the mirror 

is placed at 120 µm from the zero path length difference (z = 0), the FWHM of the axial PSF, 

which defines the axial resolution, is 	z = 53 µm. And for z = 520 µm, 	z = 230 µm. As we 

keep on going away from z = 0, neighboring axial PSFs start to overlap. The theoretical axial 

resolution for �� = 200 nm and �o = 1.3 µm is 	z = 3.7 µm, assuming a light source with a 

Gaussian-shaped power spectrum. Such large difference between the theoretical and 

experimental values of axial resolution comes from the fact that the acquired spectral 

interferogram has been non-uniformly sampled in �. The width of the axial PSF is further 

broadened by the effect of non-uniform sampling. To improve such a severe degradation, each 

acquired spectral interferogram has to be resampled by an appropriate calibration file before 

applying the Fourier transform. 

A calibration file for our SD-OCT is generated by placing a single reflector (silver mirror) in 

the sample at an arbitrary depth (z = 310 µm in our case but not necessarily known). The 

acquired raw spectral interferogram is shown in Figure 4.4 (a) (left axis, in blue). The 
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horizontal axis, running from 0 to 1023 with uniform interval, corresponds to the pixel index. 

As wavelength is directly proportional to the pixel index, the wavelength also increases 

linearly with the pixel index.  

 
0�F���� %�%�Acquired spectral interferogram ((a), left axis) and the non-linear phase (right axis). The period of 
modulation in the short wavelength region is narrower than the long wavelength region, giving rise to distorted 
modulation. Fourier transforming the distorted interferogram gives an axial PSF that is much wider compared to 
the theoretical value (3.7 µm). 

The envelope of the modulated spectrum (represented by the dotted green curve) corresponds 

to the spectrum of the light source (	� = 200 nm, �o = 1.3 µm). The spectrometer is designed 

to achieve source-limited axial resolution, i.e, the whole spectral width of the light source is 

collected to maximize the axial resolution. This corresponds to a theoretical axial resolution 

of 	z = 3.7 µm. 

Looking closely at the left and right side of the modulated spectrum, we observe that the 

modulation is a distorted one (fringe spacing narrower on the left than on the right). If the 

modulation frequency is too high, the left tail of the spectrum becomes under sampled and 

irretrievably lost while the right tail of the spectrum is within the Nyquist limit. This 

phenomenon is called partial aliasing [67] and contributes to the depth dependent signal fall-

off. 

Figure 4.4 (b) shows the plot of axial PSF when Fourier transform is directly applied to such 

distorted modulation without any calibration. Its FWHM is about 140 µm, which is very far 

from the theoretical value of axial resolution that is 3.7 µm. The non-linear phase associated 

with the distorted modulation is extracted and plotted in Figure 4.4 (a) (right axis). The 

second order non-linear coefficient is 0.0002.  
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The nonlinear phase is linearized and plotted Figure 4.5 (a), right axis. We see that the second 

order term of the linearized phase is very small (10-17) compared to its value before 

linearization (0.002). When the pixel indices are interpolated at the new linear values of the 

phase, we get a new set of non-linear pixel indices (non-integer at this time). This new set of 

pixels is saved as a calibration file in the computer. The spectral interferogram is then 

interpolated at the new non-integer pixel indices. The resampled interferogram is shown in 

Figure 4.5 left axis, and is no more distorted. 

 
0�F����%�*�Linearized phase ((a), right axis) and uniformly sampled spectral interferogram ((a), left axis)). (b) in 
red shows  the corresponding axial PSF after calibration and the axial PSF in blue before calibration. Calibration 
improves both axial resolution and SNR. 

The Fourier transform of the resampled data, shown in Figure 4.5 (b) in red color gives an 

axial PSF that has ~ 4 µm width (FWHM), which is close to the theoretically predicted axial 

resolution (3.7�C*�. The blue curve shows the axial PSF before calibration. Comparing the 

two axial PSFs, it is obvious that performing spectral calibration improves not only the axial 

resolution but also the SNR. In this specific example, the SNR has been improved more than 

15 dB at this specific depth (z = 310 µm). Hence performing spectral calibration enables to 

significantly improve the accuracy and quality of the image. 

Unless one translates the camera or some optics of the spectrometer, no further calibration is 

needed. The calibration file that is generated for one arbitrary depth is saved in the computer 

and used to interpolate all the subsequent spectrograms. Figure 4.6 shows the comparison of 

experimental axial PSF obtained before calibration (dotted curve) and after resampling (solid) 

of each spectrogram with the calibration file that is generated for a given spectrogram. From 

Figure 4.6, we see that spectral calibration significantly improves axial resolution and 

PC��)��.	����F��C�����!�D)���C�)%��

<
	
A
�E
�A
�
�
��
�
�
�
��
�3
��
�
��
A
�4
�

3�330�

�/3�C*�

/�C*�

E�-	���;�5C*��

9��

�!�*C)�;���B�9�

�$	���FC)�6�C	�!���

A�$!���FC)�6�C	�!���

3�4�
3�4�

<
	
��

�
E�
'�
�
��
A
��
A
��
�#
�3
�
��
4�

� = -1×10-17x
2
 - 0.5399x - 2.1946  

 

�!�D���$!�*�-�7�)�����F���



��������$���%�B����F����F����&���	A��AD�D��	AB�����	A�

��3�
�

sensitivity fall-off. However the sensitivity fall-off that is inherent to SD-OCT is still 

observed. This effect will be characterized in section 4.3.3.2 

 

0�F���� %�,�Axial PSF before calibration (doted curve) and after calibration (solid curve). We see that spectral 
calibration significantly improves axial resolution and sensitivity fall-off.  

4.2.2.3 Removing the complex conjugate and autocorrelation artifacts  

The complex artifact, autocorrelation and some remaining DC terms are removed in panel 2 

of Figure 4.2. In chapter 3, section 3.2.2, we have shown that Fourier transformed signal gives 

identical images (complex conjugate artifact) on both sides of z = 0, leading to confusion in 

image interpretation. The complex conjugate artifact is removed by keeping the sample on 

one side of the zero path length and displaying only the positive or negative distances. Hence 

out of 1024 Fourier bins, only 512 of them have useful and distinct information, the other 512 

bins contain copy of the same information. The other artifact that is removed in this panel is 

the autocorrelation term that results from the mutual interference between reflections within 

the sample.  Usually this term appears at a shallow depth around z = 0. It is customary to 

displace the reference mirror by 150 µm to 200 µm from z = 0 position so that the surface of 

the sample shows at a location beyond the autocorrelation structures, and then the shallow 

depth range is numerically zeroed in the image. This procedure also gets rid of any DC term 

that was not properly removed in panel 1.  

Finally, in panel 3, adjacent A-scans that correspond to adjacent transverse sample positions 

are stitched together numerically to give cross-sectional OCT image. From the GUI, the user 

can choose the number of A-scans (or lateral pixels) and the image processing system will 

automatically translate them into the corresponding size of lateral field of view (LFOV) that 

needs to be acquired and displayed. The relation between the LFOV and the drive voltage to 
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the galvanometric-mounted mirror that scans the beam on the sample has been calibrated and 

incorporated into the program.  

4.3 System characterization  

4.3.1 Spatial resolutions 

4.3.1.1 Transverse resolution 

The transverse resolution of images obtained from our SD-OCT systems, like other scanning 

imaging systems, is determined by the size of the focused beam spot on the sample (see 

Figure 4.7).  

 
0�F����%� �Schematic diagram of sample arm optics of SD-OCT. 

The beam focus size depends on the focusing optics and the wavelength of the illuminating 

light. With a collimated Gaussian beam profile having a measured beam diameter of 

D = 4.6 mm and a telecentric scan lens with an effective focal length of 18 mm, the transverse 

resolution �r of our SD-OCT is �r = 6.5 µm. This is almost 4 times better than the transverse 

resolution of the commercially available FD-OCT (OCS1300SS, Thorlabs).  

4.3.1.2 Axial resolution 

The axial resolution of our SD-OCT, as explained before, is determined by the spectral shape, 

bandwidth �� and center wavelength �o of the light source that is used for illumination. The 

spectrum of the light source, as measured by the OCT spectrometer, is given in Figure 4.8 (a) 

(solid curve). By comparing with a commercial spectrometer, we found that the typical 

emission spectrum collected by the spectrometer had a bandwidth of �� = 200 nm (FWHM) 

centered at �o = 1.3 µm. The current drive and temperature settings of SLD A and SLD B 

were IA = 390 mA, TA = 14 °C, IB = 469 mA and TB = 28 °C, respectively. Changing the 
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current and temperature settings changes the output power, bandwidth and center wavelength 

of the emitted light.  

 
0�F����%�1�3�4�Emission power spectrum of the light source (solid curve) that is collected by the spectrometer. SLD 
A and SLD B (dotted curves representing the emission spectra of each diode) are combined to increase the 
spectral bandwidth of the illumination light source. The effective spectral bandwidth after combination is 
200 nm at FWHM centered at 1.3 µm.�3�4�The corresponding axial PSF obtained with simulation by considering 
the actual detected spectral shape and spectral range.  

If the spectral shape of the light source is assumed to have a Gaussian shape, the theoretical 

axial resolution 	z in air will be 

22ln 2
3.7 µmoz

λ
π λ

∆ = × =
∆

 

However, the actual spectral shape is not Gaussian. The plot of the axial PSF obtained with 

simulation by taking the actual non-Gaussian shape of the spectrum into consideration is 

given in Figure 4.8 (b). As we can see, the FWHM of the axial PSF, which is 3.9 µm, is a 

little bit broader than 3.7 µm which is obtained by assuming Gaussian spectrum. However, 

the main difference between the simulated and theoretical axial PSF is rather the shape of the 

axial PSF. Gaussian-shaped axial PSF does not have side lobes, whereas the simulated axial 

PSF shown above does have side lobes. Side lobes have undesirable effects because side 

lobes from a strongly reflecting layer in a sample can mask the central PSF signal of low light 

reflecting layers that may be located immediately above or below it. In SD-OCT, as we have 

access to the spectral property of the light source, additional imaging processing algorithm 

can be employed to reduce the undesired effect of the side lobes.  

The experimental axial resolution is determined by measuring the FWHM of the PSF that is 

obtained in panel 2 of Figure 4.5. Fourier transform of the acquired spectrum, after 

resampling, gives the PSF as a function of Fourier bins (pixel indices after the Fourier 
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transform become Fourier bins in z-domain). To convert bins into actual depths, depth 

calibration is required. This is achieved by translating the single reflector by a known step and 

noting the number of bins the PSF peak has shifted from its original location. The 

experimental axial PSF determined this way is plotted in Figure 4.9, and its FWHM is 4 µm, 

which is close to the theoretical value. 

 
0�F����%�2�Experimental axial PSF measured as FWHM. 

4.3.1.3 Degradation of axial resolution with depth 

The experimental axial PSF given in Figure 4.9 corresponds to a sample depth z = 0. In free 

space, the same axial resolution is expected within the depth range of SD-OCT. However, 

experimental results indicated that the axial resolution is degraded with an increase in imaging 

depth. Using a single reflector as a sample, we determined the FWHM axial PSF (i.e., axial 

resolution) for various axial locations. The result is plotted Figure 4.10.  

 
0�F����%��(�Evolution of axial resolution (measured at FWHM) with imaging depth. The FWHM of the axial PSF 
of a single reflector is measured at 10 different axial positions.  

At depths smaller than 600 µm, the free space axial resolution was measured to be 
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approximately 4.0 µm, which is close to the theoretical value calculated from the source 

bandwidth. At the end of the depth range, the axial resolution is around 6 µm.  

This degradation is due to the interpolation error of high frequency fringes. The interpolation 

accuracy of high frequency fringes that correspond to larger depths can be improved by zero 

padding technique, i.e., the number of data points is first increased before interpolation. This 

is achieved by performing the Fourier transform, zero padding, performing the inverse Fourier 

transform and then finally interpolation (see Figure 4.11). 

 
0�F����%����Steps of improving the accuracy of data interpolation using zero padding. 

Increasing the numbers of padded zeros improves the accuracy of interpolation at the cost of 

increasing the data processing time. When we increase the data points of the acquired data by 

4 times (i.e., 3072 zeros are padded), the degradation of axial resolution at the end of the 

depth range has been improved by 1 µm.  (see Figure 4.12.  ) 

 
0�F���� %��!�Evolution of axial resolution with imaging depth without (black color) and with (red color) zero 
padding. Zero padding minimizes the degradation of axial resolution but it also increases the computation time. 
In this specific case, the number of data points has been increased by a factor of 4. The purpose of increasing the 
data points is to reduce the interpolation error during re-sampling of the spectrum to have equally spaced dataset 
with respect to spatial frequency �.�

4.3.2 Sensitivity and dynamic range 

Sensitivity and dynamic range are sometimes used interchangeably in the OCT literature [68]. 

However in this dissertation, sensitivity refers to the measure of the lowest sample reflectivity 

RS,min  that can be measured [45], whereas dynamic range is the ratio between the highest and 

the lowest measurable signals that the OCT system can measure in a particular scene or image 
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without saturating the detector [69]. In practice, no TD-OCT or SD-OCT system realizes a 

dynamic that is equal to the sensitivity, which can be well above 100 dB. 

4.3.2.1 Sensitivity  

In chapter 3, we have given the definition of OCT sensitivity as a measure of the smallest 

sample reflectivity RS,min at which the signal-to-noise ratio (SNR) equals one. Sensitivity is 

given by the ratio of the signal power generated by a perfectly reflecting mirror (R = 1) and 

that generated by RS,min. Since these signal powers are proportional to the corresponding 

reflectivities, sensitivity S in decibels is given by [44, 45]��

�
,min

1
[ ] 10 log

s

S dB
R

� �
= × � �� �

	 A
�� /����

We have experimentally characterized the sensitivity of our SD-OCT system by using a silver 

mirror as a sample and by placing a neutral density (ND) filter with a density value ND = 2 in 

front of the mirror. Considering a double pass through the ND filter, the combination of the 

mirror and the ND filter corresponds to an equivalent sample reflectivity of 10-4. A typical 

axial PSF obtained in this configuration at a depth of 150 µm, after performing the required 

spectral re-sampling (see section 4.2.2.2) and the Fourier transform, is shown in Figure 4.13.  

 
0�F����%��)�Sensitivity measurement of SD-OCT.A single A-scan corresponding to a mirror with neutral density 
filter of ND = 2 placed in the sample arm. The mirror is 150 µm away from the optical path match condition 
which is z = 0.  

The vertical axis in Figure 4.13 gives the reflectivity expressed in decibels (- 40 dB 

corresponds to a reflectivity of 10-4). For SNR = 1, RS,min ~ - 95 dB = 3.16×10-10. This gives a 

sensitivity of S = 95 dB. A variable attenuator in the reference arm helps to optimize the 
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sensitivity and to match the experimental conditions during system characterization and 

imaging of actual samples. 

4.3.2.2 Dynamic range 

For shot-noise limited detection, the dynamic range (DR) is proportional to the full-well 

capacity of the camera [69]. A DR of 70 dB can be reached with our InGaAs line camera, 

depending on the gain capacitor setting. The 14-bit digitization of the camera guarantees that 

the analog-to-digital convertor (ADC) faithfully renders all the levels of the captured analog 

signal into a useable digital output for further digital processing. A higher gain capacitor 

improves the dynamic range at the cost of increasing the readout noise. However, a DR that is 

as high as sensitivity is not necessary, because tissue reflectivity is at least 4 orders of 

magnitude smaller than a perfect reflector. In that case, a system with DR of 40 – 60 dB 

suffices in most cases [26]. 

In TD-OCT, a 60 dB DR would require at least a 10 bit (6 dB per bit) ADC. An advantage of 

TD-OCT systems is that the low frequency strong DC background can be filtered out and 

only the interference signal can be sent to the ADC. In SD-OCT, the CCD detectors do not 

easily permit removal of a DC component, and considerations similar to that for TD-OCT 

system suggest that for an SD-OCT system, the ADC bit depth needed to capture the 

interference modulation that is riding on top of the strong DC component, with sufficient bit 

resolution to provide 40 – 60 dB DR, would require an ADC resolution significantly 

exceeding that of TD-OCT system. Fortunately, the required bit resolution capturing the 

interference modulation to achieve 40 – 60 dB DR turns out to be much smaller. This is 

because, in SD-OCT, the reflectivity (in z-domain) is proportional to the product of the 

magnitude of the modulation depth of the spectrum and the number of illuminated pixels N of 

the camera (which is on the order of ~ 1000). Thus a relatively small magnitude of 

modulation depth of the spectrum (on the order of few bits) gets amplified by N, easily 

providing a DR in z-domain exceeding 40 – 60 dB.  

4.3.3 Depth range and sensitivity fall-off  

Depth range and sensitivity fall-off are the two SD-OCT parameters that entirely depend on 

the quality of the spectrometer. A spectrometer that has high spectral resolution and high 

sampling resolution provides larger imaging depth and slower sensitivity fall-off than a low 

resolution spectrometer.    
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4.3.3.1 Depth range 

In our SD-OCT system, a total spectral width of 	� = 245 nm centered at �o = 1.3 µm 

wavelength is collected by the spectrometer equipped with a linear detector having N = 1024 

pixels, resulting in a spectral sampling resolution of �� = 	�/N = 0.24 nm. The theoretical 

depth range (or maximum imaging depth) maxz was calculated to be 
2

max

1
1.8

4
oz mm

n

λ
δλ

= × =  

in air (~ 1.3 mm in tissue), and is in agreement with the imaging depth observed 

experimentally.  

Experimentally, the depth range has been determined by axially translating a single reflector 

in the sample arm with a known distance. The depth at which the axial PSF peak rolls back 

gives the maximum imaging depth of the SD-OCT system.  As explained in chapter 3, section 

3.2.3, when the maximum imaging depth is reached, the axial PSF peak starts to fold back 

into an incorrect position. This value is experimentally observed to be 1.76 mm. Hence 

excluding signal attenuation by the sample (due to absorption and scattering), the 

experimental depth range zmax of our SD-OCT, as determined by the spectral sampling 

resolution �� of the spectrometer, is zmax = 1.76 mm. This useful imaging depth of SD-OCT is 

also limited by the depth dependent sensitivity fall-off effect given below. 

4.3.3.2 Sensitivity fall-off 

SD-OCT suffers from a depth dependent sensitivity fall-off, even in the absence of absorption 

or scattering from the sample. This is mainly due to the washout of spectral fringe visibility of 

high frequency spectral fringes that correspond to large depths primarily caused by the limited 

spectral resolution and finite spectral sampling resolution of the spectrometer [68, 70]. 

Another factor that contributes to the depth dependent signal fall-off, which becomes even 

worse for high-resolution SD-OCT, is partial aliasing [67]. Due to the non-uniform sampling 

of the spectrum in spatial frequency �, high frequencies of the spectral fringes are aliased and 

irretrievably lost in the part of the spectrum while the rest of the signal can remain within the 

Nyquist limit. 

To characterize the depth dependent sensitivity fall-off of our SD-OCT system, we repeated 

the sensitivity characterization experiment (see section 4.3.2.1) for different axial positions of 

the same reflector that is used as a sample. The plot of depth dependent experimental 

sensitivity fall-off is given in Figure 4.14.  
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0�F����%��%�Reflectivity of an attenuated silver mirror plotted for various depth locations. For the same amount of 
reflected power, the magnitude of the reflectivity decreases as the imaging depth increases due to wash out high 
frequency interference fringes. Once characterized, sensitivity fall-off effect can be numerically compensated.   

From the plot given in Figure 4.14, we can see that for the same amount of reflected signal 

power, the magnitude of the reflectivity decreases as the imaging depth increases. The actual 

sensitivity fall-off depends on the accuracy of interpolation. Accurate interpolation gives a 

relatively improved signal fall. With zero padding technique that increases the data points by 

4 times, we have obtained a sensitivity fall-off 13 dB at the end of the depth range compared 

to the 18 dB fall measured without zero padding. The theoretical drop in sensitivity is around 

12 dB (see chapter 3, section 3.3.4.2.2).   

The comparison between the experimental and theoretical sensitivity fall-off is given in 

Figure 4.15. It shows that though zero padding increases data processing time, it helps 

improve the signal fall-off. Compared to the signal peak value in the proximity of zero path 

length difference, the sensitivity falls by less than 6 dB at a depth of 1 mm.  

 
0�F����%��*�SD-OCT sensitivity fall-off. Without zero padding, the experimental sensitivity falls by 18 dB (6.5 dB below the 
theoretical value) at the end of the depth range. When the dataset is 4 times increased by zero padding before interpolation, 
the sensitivity fall-off is improved by nearly 5 dB. Hence zero padding improves both axial resolution and sensitivity fall-off.  
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Various hardware modifications [67, 71, 72] and advanced image reconstruction methods [70] 

have been reported to achieve a sensitivity fall-off that is close to the theoretical limit but at 

the cost of more hardware complexity and/or increased image acquisition and processing 

time.  

Experimental studies of tissue absorption and scattering have shown that the number of 

ballistic photons used to image biological tissues using OCT decreases exponentially as a 

function of depth [73]. Tissue attenuation is therefore the ultimate limit of large depth 

imaging in biological tissues. 

4.4 Illustration of imaging capabilities 

4.4.1 Imaging a test sample 

Our FD-OCT system was compared in terms of image resolution with a commercially 

available SS-OCT (OCS1300SS, Thorlabs), another FD-OCT modality. The commercial 

system is based on swept source technology. It operates at the same center wavelength of 

emission (1.3 µm). The axial and transverse resolutions (in air) of the system are 12 µm, and 

25 µm, respectively. The schematic representation of the SS-OCT is given in Figure 4.16.   

 
0�F����%��,�Photo of commercial SS-OCT (top) and its schematic (below) [74],  

SS: swept laser source, FC: fiber coupler, PC: polarization controller, CIR, circulator, C: collimator, AP: 
adjustable pinhole variable attenuator, M: mirror. 
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An infrared viewing card (VRC5, Thorlabs) was used as a test sample for the comparison 

between the SD-OCT developed in the laboratory and the commercial SS-OCT. The cross-

sectional OCT images shown in Figure 4.17 (a) and (b) were obtained using the commercial 

SS-OCT system and the SD-OCT system, respectively. 

 
0�F����%�� �Image comparison two FD-OCT imaging systems. Cross-sectional image of an infra-red viewing card 
by SS-OCT (a) and SD-OCT (b). As can be seen, the high-resolution SD-OCT image provides detailed internal 
structures of the viewing card better than what can be obtained with SS-OCT system working at the same center 
wavelength. 

The images reveal the internal structures of the card. Three distinct layers can be 

distinguished. The upper layer corresponds to plastic material with a thickness of 170 µm. A 

random distribution of scattering structures is revealed inside this polymer material. The 

bottom layer is very inhomogeneous and corresponds to the photosensitive material. The 

middle layer, in contrast, is very homogeneous since no scattered light is detected from this 

region. This layer is assumed to be the glue used for bonding the photosensitive material to 

the plastic layer. 

As can be seen from Figure 4.17, the high-resolution SD-OCT image of the infra-red viewing 

card given in (b) provides detailed internal structures better than what can be seen with SS-

OCT system given in (a) working at the same center wavelength, i.e. 1.3 µm. 

4.4.2 Imaging the Schlemm’s canal 

As part of a collaborative project on glaucoma surgery, we imaged samples of excised human 

corneas to see if our SD-OCT can resolve Schlemm’s canal (SC). SC has been our target for 

OCT imaging because it plays an important role in the treatment of glaucoma. It is believed to 

be the principal site for the outflow resistance of the aqueous humor in glaucomatous eye 
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[75]. Being able to image the canal non-invasively would allow for glaucoma diagnosis and 

monitoring of any possible intervention. 

SC is situated at the depth of ~ 0.8 mm inside a highly scattering corneal limbus, 2 to 3 mm 

wide ring at the interface between cornea and sclera (see Figure 4.18).  

 
0�F����%��1�(a) Segittal view of the anterior segment of human eye, (b) Photo of human cornea with rim of sclera, 
(c) Front view of ocular surface showing the limbus. Limbus is a 2 to 3 mm ring that surrounds the cornea. 
Conjunctiva is the surface layer overlying the white portion of the eye (sclera). 

Cornea from a person with glaucoma scatters more light than a healthy cornea. This is partly 

because of the fact that glaucoma and corneal edema often co-exist [76]. It has been observed 

that there is a high incidence of endothelial dystrophies among patients with glaucoma [77]; 

and one of the clinical manifestations of endothelial dystrophies is corneal edema [78]. 

Moreover, the persistent elevated IOP, which is often the case of glaucoma, creates high 

pressure gradient against stroma that drives the aqueous humor from the anterior chamber 

across endothelium into stroma, affecting corneal hydration and hence corneal edema [79, 

80]. Unlike transparent fibers in a healthy cornea, limbus and sclera are made up of less 

organized and opaque fibers that strongly scatter light. Moreover, sclera is covered by 

conjunctiva - a multilayer tissue that influences the beam propagation differs significantly. 

To minimize the attenuation of light due to scattering, we have used an SLD light source 

centered at 1.3 µm. This is because generally tissue scattering decreases nearly monotonically 

with increasing wavelength and corneal absorption is still reasonably low around 1.3 µm. 

Above 1400 nm, corneal absorption (mainly due to water) becomes significant (see Figure 

4.19). Increasing the wavelength further enables to have another window around 1.65 µm 

where local absorption is again minimum but availability of a broadband light source and 

optical components limits the development of high-resolution OCT in this long wavelength 

range. 
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0�F����%��2��4�Absorption of water, taken from [81], 3�4�optical characteristics of an approximately 1 mm thick 
edematous cornea [82]: forward scattered light TFS, unscattered light TD, and percentage of scattered light TS. 
From (a) and (b), we see that spectral band around 1.3 µm corresponds to a local absorption minimum. 

For our experiment, human corneas not suitable for transplantation mostly because of their 

insufficient endothelial quality (< 2000 cells/mm2) [83] were obtained from the Banque 

Française des Yeux (French Eye Bank, Paris, France). The study was conducted according to 

the tenets of the Declaration of Helsinki and the French legislation for scientific use of human 

corneas. The OCT cross-sectional image of excised cornea with a sclera rim of human eye 

suffering from glaucoma is shown in Figure 4.20.  

When we scan in the sclera, the OCT image shows only the scalera (see Figure 4.20 (a)). 

When we scan on the border between the sclera and cornea, the Schlemm’s canal (SC) 

appears as a line in the OCT image (b). When the scanning beam traverses the limbus two 

times, the SC appears as two holes in the OCT image (as indicated by the two arrows) (c).  In 

principle, the two holes have the same size. However, on the OCT image, hole 1 (on the left) 

is wider than the hole 2 (on the right). This may be due to the collapse of one side of the 

channel while working ex-vivo. The location and the size of the canal obtained using OCT is 

shown in red and its histological data in blue. The exact depth location and size of SC varies 

from person to person. The width of SC obtained with OCT was 20 µm, and is almost half of 

the histological value (50 �m). One possible explanation may be due to fact the channel may 

collapse while working ex-vivo. 
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0�F���� %�!(� �Cross-sectional OCT images of an excised corneosclera. Note that when he scanning laser beam 
traverses the limbus two times, the Schlemm’s canal appears as two holes (indicated by arrows (c)) in the cross-
sectional OCT image . Hole (1) on the left is wider than the hole (2) on the right. This may be due to the collapse 
of one side of the channel while working ex-vivo.  

The enhanced resolution of our system enables us to properly visualize the SC. To the best of 

our knowledge, it is the first time that SC can be observed with OCT. This result has been 
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published in Optics Communications [54] and orally presented in Photonics Europe 

Conference 2012 [84]. Being able to resolve the SC helps to use OCT tm monitor a laser 

incision in the limbus around SC in order to increase the outflow rate of aqueous humor so as 

to lower the IOP and treat glaucoma. Glaucoma usually develops as a result of elevated IOP 

of the eye above the normal physiological range. If not treated on time, glaucoma can 

permanently damage vision and lead to total blindness.� 

4.4.3 Image of other samples 

The system has also been used to image other samples. such as an orange (a) and an onion (b) of 
Figure 4.21. In both images, the internal structures can be visualized up to a depth of more than 
1 mm�

 
� 0�F����%�!��Cross-section OCT image of orange (edible part)  

4.5 Conclusion 

In this chapter, we have reported the characterization of a high-resolution SD-OCT imaging 

system developed for imaging the Schlemm’s canal. This system employs a relatively low-

cost broadband SLD light source centered at 1.3 µm. The light source consists of a 

combination of two multiplexed SLDs with shifted spectral properties. The spectral region 

around this center wavelength is optimal for its reduced absorption and relatively low tissue 

scattering. The experimental setup and the different optical and electrical components that we 

have used during the development of the system have been explained. A user-friendly GUI 

that automates all the hardware components of SD-OCT has been developed. The GUI also 

includes all the images processing steps needed to reconstruct the SD-OCT. 

In SD-OCT, imaging parameters such as axial resolution, imaging depth and sensitivity fall-

off all depend on the spectrometer. The transverse and axial resolutions of the system (in air) 

are 6.5 µm and 4.0 µm, respectively. In SD-OCT, the axial resolution decreases, even in air, 

as the imaging depth increases. This is mainly due to the interpolation error of data 
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resampling. By using a zero padding technique, we have reduced the data resampling error 

and improved the resolution degradation of the system. The system has a measured depth 

range of 1.76 mm and sensitivity of ~ 95 dB. This sensitivity refers to the value around a 

shallow depth. However, as one goes deeper, the sensitivity of SD-OCT falls significantly, 

mainly due to the limited resolution of the spectrometer. Both the finite spot size of the beam 

on the CCD and the limited sampling resolution of the spectrum by the size of the CCD pixels 

lead to this sensitivity fall-off. The accuracy of the spectral calibration also affects the 

sensitivity at large depths. The measured value of sensitivity at the end of the depth range 

(~ 1.8 mm) was found to be 13 dB less than the value around the zero depth. The maximum 

line rate of the system is 46 kHz. 

Images of different samples were shown to illustrate the performance of the system. In 

particular, we have demonstrated for the first time the possibility of imaging the Schlemm’s 

canal that is situated at a relatively large depth inside the highly scattering limbus of a human 

eye suffering from glaucoma. As Schlemm’s canal plays a predominate role in controlling the 

IOP, we believe that high-resolution OCT imaging systems optimized at 1.3 µm may be used 

for guiding glaucoma laser surgery. To demonstrate this, we have coupled a laser incision 

system with the OCT imaging system, and we imaged the laser surgery in human cornea in 

real-time. The details of this demonstration will be presented in the next chapter. 
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Chapter 5 - Coupling OCT with the laser surgery 

5.1 Introduction 

Since the 1970s, lasers have been used for a variety of applications including, but not limited 

to, medical interventions. When a laser light is focused on biological tissues, a variety of 

laser-tissue interaction mechanisms may occur. Optical properties of tissues such as 

reflection, absorption and scattering determine the total transmission of tissues at a certain 

laser wavelength. Laser parameters such as wavelength, pulse duration, pulse energy, peak 

power and focusing conditions determine the kind of interaction mechanism. Thermal and 

mechanical properties of tissues also affect the dynamics of laser-tissue interaction. 

The desired type of laser-tissue interaction depends on the type of medical application. For 

instance, thermal interaction may be the desired effect for applications involving laser 

coagulation but it is an undesired phenomenon in other applications that require precise 

incision as in refractive surgery. For a given medical application, appropriate choice of laser 

parameters therefore allows the enhancement of certain effects and the minimization of others 

[1]. In order to achieve the required laser-tissue interaction mechanism for the intended 

medical application, the choice of laser with appropriate parameters is therefore a crucial step. 

For our application, a precise subsurface surgery inside human corneosclera (in the vicinity of 

the Schlemm’s canal) is required with minimal damage of the surrounding tissues. 

To understand the importance of choosing the right laser parameter for our application, a short 

overview of laser-tissue interaction will be first introduced in this chapter. The specific 

interaction type of ultrashort pulse lasers that makes them unique for precise incision will be 

highlighted. To emphasize the need of laser wavelength optimization, histological sections 

and scanning electron microscope images of femtosecond laser incisions at various 

wavelengths performed on human sclera and edematous cornea and sclera will be presented.  

In order to demonstrate the possibility of monitoring the ongoing laser surgery in real-time, 

we have coupled the OCT imaging system (Laboratoire Charles Fabry - Institut d’Optique) 

with the laser surgery system (Laboratoire d’Optique Appliquée (LOA) – ESNTA ParisTech, 

École polytechnique, CNRS UMR 7339)). The protocols/methods, experimental setups and 

the results obtained will be presented and discussed. 



��������'����	E���A����#�(����������B���BE������

�#&�
�

5.2 Laser-tissue interaction mechanisms 

Among the laser parameters, laser pulse duration is a very crucial parameter worth 

considering when selecting a certain type of interaction because it controls the laser-tissue 

interaction time. Based on the exposure time and laser power density, mainly five categories 

of interaction types can be classified [85]. These are photochemical interactions, thermal 

interactions, photoablation, plasma-induced ablation and photodisruption. 

Figure 5.1 shows the map of the laser-tissue interactions as a function of exposure time. The 

power density variation across these different interaction types is over 15 orders of 

magnitude, however, they all share a single common datum: the characteristics energy density 

ranges approximately from 1 to 1000 J/cm2 [85]. Thus, a single parameter that distinguishes 

and primarily controls these processes is the duration of laser exposure, which corresponds 

the laser pulse duration. The inverse relation between power density and exposure time 

clearly demonstrates that roughly the same energy density is required for any intended type of 

interaction. Thus, the exposure time appears to be the main parameter responsible for the 

variety of interaction mechanisms. 

 

0�F����*���Map of laser-tissue interactions as a function of exposure time. The circles give only a rough estimate 
of the associated laser parameters, taken from [85]  

Photochemical interactions take place at very low power densities (typically 1W/cm2) and 

long exposure times ranging from seconds to continuous wave. One of the applications of 
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photochemical effect in clinics is photodynamic therapy (PDT). In PDT, a non-toxic 

photosensitizer� that acts as a catalyst is used. Tumor treatment is the principal, but not the 

only, application field of PDT. Typical lasers used red dye lasers and diode lasers. 

Thermal interaction stands for a wide variety of laser-tissue interactions where rise in local 

temperature is the significant parameter that changes. While photochemical processes are 

often governed by a specific reaction pathway, thermal effects generally tend to be 

nonspecific. Observations of thermal effects include coagulation, vaporization, carbonization 

and melting. Typical lasers that can induce photothermal interactions include CO2 (10.6 µm), 

Er:YAG (2.94 µm), Ho:YAG (2.12 µm), Nd:YAG (1.064 µm), argon ion (0.514 µm) and 

diode lasers (~ 0.8 µm) and the typical power densities range from 10 to 106 W/cm2. 

Photoablation occurs due to dissociation of chemical bonds as a result of application high 

energy UV photons using UV lasers such as excimer lasers: ArF (193 nm), KrF (248 nm), 

XeCl (308 nm), XeF (351 nm) [85]. Typical pulse durations and power densities required to 

achieve photoablation are 10-100 ns and 107-1010 W/cm2, respectively. Photoablation yields a 

precise ablation and is often used in refractive corneal surgery where precise etching of part of 

the cornea under the flap is required. 

Plasma-induced interaction involves tissue ablation by ionization plasma formation. Typical 

laser pulse duration to induce plasma formation is in the range of 100 fs to 500 ps with typical 

power densities of 1011 to 1013 W/cm2. When the intensity of the laser exceeds some threshold 

value, the external electric field of the laser light becomes strong enough to overcome atomic 

or intramolecular Coulomb electric fields, forcing ionization of molecules and atoms and 

causing optical breakdown. The physical effects associated with optical breakdown are 

plasma formation and shock wave generation. If breakdown occurs inside soft tissues or 

solids, cavitation and jet formation may additionally take place. The whole process of tissue 

ablation by optical breakdown is depicted in Figure 5.2. 

Mechanisms for the generation of the initial free electrons for the ionization cascade are either 

thermionic emission by heating of linear absorbing chromophores in the target (in liquids 

these can be impurities), or multiphoton ionization [86]. Thermal ionization is supposed to 

dominate in Q-switched nanosecond pulses whereas in mod-locked pulses, multiphoton 

ionization may occur due to the high electric field induced by the intense laser pulse [85]. 
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0�F���� *�!�Scheme of the physical processes associated with optical breakdown that leads to tissue ablation. 
Percentages given are rough estimates of the approximate energy transferred to each effect (incident pulse 
energy: 100%). Cavitation occurs in soft tissues and fluids only. In fluids, part of the cavitation energy might be 
converted to jet formation, taken from [85]. 

The multiphoton ionization rate is proportional to Ik, where I is the intensity of the beam and k 

is the number of photons required for ionization [86]. Due to the requirement of coherence, 

multiphoton ionization is achievable only during high peak intensities as in femtosecond laser 

pulses. Typical lasers that cause ionization include Nd:YAG, Nd:YLF and Ti:Sapphire laser 

[85]. Generally, it has been observed that the threshold energy Eth for achieving optical 

breakdown increases with increasing the pulse duration � of the laser in the form ofthE τ∝ , 

i.e., optical breakdown can be reached at lower energy threshold with femtosecond lasers than 

with nanosecond and picosecond lasers. 

Increasing the laser pulse energy too much beyond the threshold value does not necessarily 

yield a good incision because at higher pulse energies – and thus higher plasma energies –

shock waves and other mechanical side effects become more significant and might even 

determine the global incision effect upon the tissue. Primarily, this is due to the fact that 

mechanical effects scale linearly with the absorbed energy. 

Optical breakdown 

Plasma formation 

•  Ionization of focal 
volume 

•  Spatially confined 
to focal volume 

•  70 – 99 % 
 

Shock wave generation 

•  High pressure gradient 
at shock front 

•  Moving at supersonic 
speed 

•  1 – 5 % 

Photodisruption 

Tissue Ablation 

Plasma-induced ablation 

Cavitation 

•  Vapor inducing 
mechanical stress 

•  Successive 
expansion and 
collapse 

•  15 – 25 % 

Jet formation 

•  Near a solid 
boundary 

•  During collapse 
of cavitation 
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For nanosecond and picosecond laser pulse durations, the interaction process is complex and 

not very strongly localized as multiple ionization cycles, thermal effects and shock wave 

propagation contribute simultaneously to the disruption of the tissue, resulting in damage of 

surrounding tissues and scar formation [87]. For example, the zone of collateral tissue damage 

with the nanosecond Nd:YAG laser may be greater than 100 µm, which makes it impractical 

for applications that require precise incisions such as corneal surgery [1]. On the other hand, 

the interaction process with ultrashort pulse lasers occurs on timescales much shorter than 

those typical for heat conduction or propagation of acoustic shock waves: optical breakdown 

occurs while the energy is still confined to the focal volume. Hence because of the strongly 

localized interaction process, ultrashort pulse lasers are best candidates for precise subsurface 

incisions with minimal collateral damage of tissues [1]. 

5.3 Advantages of ultrashort pulse laser surgery 

Ultrashort pulse lasers produce pulses in the sub-picosecond range (<10−12 s), specifically in 

the femtosecond regime. Because of the high peak intensities of femtosecond pulses, the main 

free-electron generation process in laser-induced optical breakdown of biological tissues is 

said to be the multiphoton ionization of water [88]. If liquid water is treated as a lone-pair 

semiconductor [89], the band gap an electron has to exceed is 6.5 eV. Therefore, if we use 

femtosecond lasers at 780 nm (photon energy: 1.56 eV), roughly four-photon-processes are 

taking place in the focus region.  

Compared to nanosecond and picosecond pulse lasers, the threshold energy needed for 

femtosecond lasers to achieve tissue optical breakdown is lowered by more than one order of 

magnitude [88]. Thus, the mechanical side effects, like shock waves or cavitation bubbles 

generated in the focus region, are expected to be reduced. Moreover, thermal damage to the 

surrounding tissue is minimized because of the very slow energy transfer of the excited 

electron plasma. The extremely short pulse duration allows ultrashort pulse lasers to become 

useful in a range of biomedical applications involving diagnostics and biomedical imaging.  

Generally, advantages of ultrashort pulse laser surgery over conventional and other longer 

pulse laser surgery systems include [90]:  

i. efficient ablation due to the small input of laser energy per ablated volume of tissue 

and the resulting decrease of energy density needed to ablate material 
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ii.  minimal collateral mechanical damage due to the efficient ablation and the short 

duration of the stress impulse 

iii.  minimal collateral thermal damage due to the extremely short deposition time 

iv. the ablation threshold and rate are less dependent on tissue type and condition  

v. high precision in ablation depth is achievable because only a small amount of tissue is 

ablated per pulse  

vi. low acoustical noise level (compared to the acoustical noise produced by other laser 

systems) 

vii.  minimized pain due to localization of energy deposition and damage 

viii.  precise spatial control: the intensity-dependent, multi-photon process self-ensures that 

tissue below or laterally shifted from the beam focus will not experience ablative 

interaction 

ix. since ultrashort pulses interact strongly with all matter regardless of specific linear 

absorption characteristics, efficient processing of many tissue types is possible.  

5.4 Need for femtosecond laser wavelength optimization  

For interventions in clear cornea, commercially available solid state lasers are routinely used 

in ophthalmology. The most successful application of femtosecond laser is refractive error 

surgery on human cornea often called femto-LASIK (laser in situ Keratomileusis), where a 

femtosecond laser is used to create a precise corneal flap and then an excimer laser is used to 

perform laser corneal ablation for reshaping the cornea and correct the refractive error. 

Because of a greater accuracy in flap size, shape and thickness, the corneal flap created by 

femto-LASIK procedure is considered by many ophthalmologists as improvement over 

traditional LASIK procedure that uses microkeratome.  

However in sclera and edematous cornea, the tissues lose their transparency, giving rise to 

wavefront distortion thereby decreasing the quality of femtosecond laser surgery inside such 

strongly scattering tissue [91]. That is exactly the situation for our application because for 

glaucoma treatment, in order to facilitate the drainage of the aqueous humor, one needs to 

make a precise surgery inside a strongly scattering corneal limbus at the depth of 0.8 mm 

around the Schlemm’s canal.  
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5.4.1 Selecting the right laser wavelength 

Generally, increasing the wavelength decreases the effects of scattering. However, for 

biological tissues, absorption should also be taken into consideration. For non-vascular tissues 

like cornea, absorption due to water plays the dominant role. From the spectral absorption 

characteristics of water shown in Figure 5.3 (a), we see that in the spectral region between 

1.60 µm and 1.70 µm, there is a relative minimum in the water absorption spectrum. 

 
0�F���� *�)� 3�4�Absorption of water, taken from [81], 3�4�optical characteristics of an approximately 1 mm thick 
edematous cornea [82]: forward scattered light TFS, unscattered light TD, and percentage of scattered light TS. 
From both plots, we see that spectral band around 1.65 µm corresponds to a local absorption minimum. 

An optical setup to quantify the optical scattering in the edematous cornea has been developed 

in LOA [82]. The total transmitted light TFS is measured with an integrating sphere whereas 

the unscattered part TD of the transmitted light is measured with a confocal setup [82]. The 

measured optical properties of an approximately 1 mm thick edematous cornea are given in 

Figure 5.3 (b). It shows that the transmitted light with little or no scattering (shown in red 

dots) is maximum around 1650 nm. Between 1400 nm and 1500 nm, there is a local light 

absorption peak by cornea due to the presence of water. Hence using a laser near 1650 nm 

would enhance the laser incision depth. However, as commercially available femtosecond 

laser systems have a wavelength of emission around 1000 nm, development of a new 

femtosecond laser system around 1650 nm is required. 

 

 

(a) Water (b) Edematous cornea 
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5.4.2 Generating femtosecond laser near 1650 nm 

Nonlinear optical parametric processes are particularly interesting when no laser is available 

emitting at the wavelengths of interest or when wavelength tunability is required. To have 

access to the wavelength region near 1650 nm, a nonlinear wavelength conversion has been 

used to up-convert the wavelength of a commercial femtosecond laser emitting at 1030 nm (s-

pulse HP system, Amplitude systèmes, Pessac, France). Such parametric processes depend on 

the optical phases of the waves involved. Efficient conversion requires phase matching or 

quasi-phase matching to get amplification of the wavelengths of interest. Phase matching 

conditions are verified when two or more photons travel at the same speed in the same 

direction [1]. This is only possible for two different wavelengths in birefringent media, i.e. 

which have an anisotropic refractive index. Two typical schemes of achieving nonlinear 

wavelength conversion, optical parametric amplification (OPA) and optical parametric 

generation (OPG), was developed in LOA by F. Deloison (PhD) and C. Crotti (PhD) under 

the supervision of Prof. K. Plamann [1, 3, 83]. This system was used in our project for 

performing incisions in cornea and sclera. 

In OPA, a signal ‘seed’ beam and a pump beam of shorter wavelength interact in a nonlinear 

crystal, as shown schematically in 9�.����0�/.  

 

0�F����*�%�Principle (a) and schematic (b) of OPA [1, 3] 

The signal seed beam can be obtained from a white light continuum (WLC) generated by a 

separate nonlinear process. The nonlinear interaction process in the OPA crystal converts 

photons from the pump beam into signal photons of lower energy. The same number of 
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complementary photons forming the ‘idler’ beam. The photon energy of the idler wave 

corresponds to the difference between the photon energies of the pump and signal waves. 

Crystals (such as �-barium borate-BBO, or lithium triBOrate-LBO) used for the OPA scheme 

are most of the time selective in the wavelengths they generate. In this case, tuning the output 

wavelengths may often be achieved simply by rotating the nonlinear crystal (changing the 

angle � as shown Figure 5.4). However, as the gain of such systems is very low, a second 

amplification stage that employs bismuth TriBOrate (BiBO) crystal has been used in order to 

reach an energy on the order of micro joule per pulse that is required for performing incision 

[1]. 

For low power requirements (few micro joules), a relatively simpler and efficient method of 

wavelength conversion can be achieved with an OPG (see Figure 5.6). Periodically poled 

lithium-niobate-doped magnesium (PPMLN11) crystal was used for efficient wavelength 

conversion of the 1030 nm wavelength emitted by the femtosecond laser to 1650 nm without 

requiring a seed beam by achieving quasi-phase matching. Wavelength tuning was achieved 

within a restricted range by changing the temperature of the crystal, thereby modifying the 

dimensions of its periodically poled structure. 

 

0�F����*�*�Schematic of OPG (a) and spectral evolution with oven temperature (b), realized with PPMLN crystal. 
� is the period of the poled structure in PPMLN crystal [1, 83] 

OPAs require relatively complex optical set-ups and a strong pump laser. They are very 

versatile laboratory sources, but generally considered impractical for clinical applications. 

OPGs are conceptually more straightforward, more efficient and steadier but remain limited 

concerning input power [1]. 
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5.5 Femtosecond laser surgery in edematous cornea and sclera 

In order to make an incision in the tissue, the energy required is of the order of 1 µJ. For the 

reasons mentioned above, the pulse duration should be a few hundreds of femtosecond. The 

duration of the incision should not exceed a few minutes because the patient is anesthetized 

locally in order to avoid the maximum movements of the eye. Typically, the rate of the laser 

must be greater than or of the order of tens of kHz. On the other hand, this rate should not 

exceed a few MHz to avoid possible thermal effects on the fabric by heat buildup between the 

different pulses. If the rate is less than tens of  MHz, the heat generated by a pulse has time to 

dissipate before the arrival of the next pulse [3]. 

5.5.1 Experimental setup and methods 

The experimental setup used for doing laser surgeries in cornea and sclera is shown in Figure 

5.6. The incision results presented in section were performed in LOA by F. Deloison (PhD) 

and C. Crotti (PhD) under the supervision of K. Plamann (Prof). 

 

0�F����*�,�Schematic diagram of the experimental setup used for doing the femtosecond laser incisions in cornea 
and sclera in LOA [3, 83]. 

The setup mainly consists of a tunable laser source and an inverted microscope (Olympus, 

IX70) with a 3-axis stepper motor translation stage (Newport, XPS). The automated 

translation stage enables us to make different incision types: penetrating line, lamellar 

incision, incision in volume (or 3-D), etc, as shown in section 5.7, Figure 5.15. The system is 
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equipped with a spectrometer (OceanOptics, NirQuest 256) in order to verify the spectrum of 

the laser, and a variable neutral density to adjust the energy applied to the tissue. 

The experiments were performed on human corneal grafts from the Banque Française des 

Yeux (French Eye Bank, Paris, France) which were unsuitable for transplantation and were 

made available for research purposes. The study has been conducted according to the tenets of 

the Declaration of Helsinki and the French legislation for scientific use of human corneas. As 

most of the corneas were rejected because of their insufficient endothelial quality 

(< 2000 cells/mm2) [83], they typically present corneal edema of varying degree and therefore 

are quite representative for the tissular quality which laser surgery has to address in the 

patient’s eye. The thickness and transparency of the cornea specimens may also be modified 

in the laboratory by a controlled chemical deturgescence treatment [1, 83]. 

An artificial chamber that holds the cornea is fixed with the motorized 3D translation stage. 

The purpose of the artificial chamber is to achieve incision conditions that are similar to 

clinical surgery. To reproduce the configuration of the anterior chamber and mimic the effect 

of the intraocular pressure, biological serum is filled into the artificial chamber. A glass slide 

with a thickness between 100 and 160 µm is placed over the cornea in order to flatten the 

surface [3]. 

5.5.2 Laser incision in cornea 

To find the optimum wavelength of laser surgery for our application, seven different incisions 

have been made in an edematous cornea at seven different wavelengths (1030 nm, 1450 nm, 

1500 nm, 1550 nm, 1600 nm, 1650 nm and 1700 nm). The laser energy for all incisions was 

2 µJ. The histological section of incisions taken by Michèle Savoldelli (Hôpital Hôtel Dieu, 

Paris) are shown in Figure 5.7 [83]. 

From Figure 5.7, we see that when the laser wavelength is tuned to the local absorption 

maximum of water, i.e., between 1400 nm and 1500 nm, the incision depths become shallow. 

On the other hand, due to its relatively low absorption and reduced scattering, the laser light at 

the wavelength of 1650 nm allows us to achieve a relatively deep incision. An incision depth 

of more than 900 µm can be achieved at this wavelength, which is more than twice the 

incision depth achieved at 1030 nm. This agrees with the predicted value of the optimum 

wavelength that is deduced from the optical characteristics of edematous cornea (see Figure 

5.3 (b)). 
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0�F���� *� �Comparison of histological section of femtosecond laser incisions in edematous cornea realized at 
different wavelengths using OPG laser source (2 µJ, 10 KHz, 700 fs) and focusing optics with numerical 
aperture NA = 0.56 [83]. 

Figure 5.8 shows scanning electron microscope (SEM)12 images of another laser incision 

performed in an edematous cornea. The laser incision is lamellar, i.e., cutting in a horizontal 

plane. The laser beam optimized at the wavelength of 1.65 µm has been focused by 

microscope objective of 0.4 NA. The incision made at the depth of 200 µm s of high quality. 

On ca see that the collagen is well cut. 

 
0�F����*�1�SEM (StereoScan 260, Cambridge Instruments – Leica),  image of lamellar laser incision in cornea, 
realized by 0.4 NA focusing objective and  femtosecond laser (2 µJ, 10 KHz, 700 fs) working at 1.65 µm 
wavelength, taken from [3]. 

5.5.3 Laser incision in the limbus and sclera 

Limbus is the junction between sclera and cornea. Unlike cornea, limbus and sclera are made 

up of less organized and opaque fibers that strongly scatter light. Moreover, sclera is covered 
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by conjunctiva, a multilayer tissue that protects microbes from entering the eye, and also 

lubricates the eye by producing mucus and tears. 

Different histological sclera show that the 

conjunctiva is sometimes dense, sometimes loose, 

implying that according to its structure, its 

influence on the beam propagation differs 

significantly [3]. As a result, in order to perform a 

laser incision in the limbus (corneosclera junction) 

and sclera that is sufficiently deep enough to reach the location of the Schlemm’s canal, a 

relatively higher energy is required. 

Figure 5.9 shows laser incision performed in the corneal limbus with conjunctiva. The 

incision was made at two pulse energies 1.1 µJ and 2.2 µJ. We can see that when the laser 

energy is increased to 2.2 µJ, conjunctiva does not appear to be a problem and the laser cuts 

almost the whole depth of the limbus in both cases. 

 

0�F����*�2�Histological section of incisions in the limbus. A laser wavelength at 1592 nm with energy of 1.1 �J 
(incision on the left) and 2.2 �J (incision right) has been used in both cases. Incision is realized under NA of 0.4. 
Note that when laser energy is 2.2 µJ, the effect of conjunctiva on the incision depth is no more visible [3]. 

In addition to the presence of conjunctiva, the fibers in sclera relatively less organized than 

that of corneal limbus. Hence incision in sclera requires even more laser energy. Figure 5.10 

shows that to cut the entire depth of sclera, laser energy of up to 7 µJ was required.  
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0�F����*��(�Incision in sclera carried out by a laser (OPA) with energy of 7 µJ at the wavelength of 1600 nm using 
Cassegrain objective (NA = 0.28) [3]. 

Such enhanced incision depths achieved in the limbus and sclera with the optimized laser 

wavelength of 1650 nm enables us to reach the Schlemm’s canal directly from the top surface 

of the sclera. This result is promising as a new glaucoma treatment method because the 

current laser treatment of glaucoma (trabeculoplasty: SLT or ALT, see chapter 1) is limited to 

the use of the clear cornea to send the laser beam to make surgery at the base of the trabecular 

meshwork (see Figure 5.11). 

 
0�F���� *����Schematic diagram of the current and the proposed methods of laser treatment of glaucoma. Both 
ALT and SLT use the clear cornea to send the laser beam into the base of the trabecular meshwork to make 
surgery. The proposed method targets the outer portion of the trabecular meshwork (where resistance to fluid 
drainage is high) by sending an optimized laser (wavelength at 1650 nm) directly through the sclera.  
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As we explained in chapter 1, such a method can be inefficient because of two reasons. 

Firstly, most of the resistance to the drainage of the aqueous humor in glaucomatous eye 

occurs not at the base of the trabecular meshwork but rather in the outer portion of the 

trabecular meshwork around the Schlemm’s canal. Secondly, the procedure entirely depends 

on the transparency of the cornea. However glaucoma and corneal edema often co-exist [76] 

and this will ultimately limit the uses of the conventional trabeculoplasty.  

With the optimized laser at 1650 nm, one can send the laser beam directly through the limbus 

in order to make the surgery at the right place around the Schlemm’s canal where there is 

strong resistance to fluid outflow (see Figure 5.11).�

5.6 OCT imaging of laser incisions 

Though histology and SEM techniques are very important tools for basic research, they 

cannot be used for in-situ imaging. Once the laser incision procedure is performed, the cornea 

has to be taken out of the artificial chamber and undergo several post-surgery specimen 

preparation steps in order to analyze the incisions. The cornea needs to be treated with 

different solutions and this may take a few days before the sample is ready to be imaged. 

Moreover, the procedure is highly invasive: the incisied cornea should be cut in thin slices for 

sectional histology, and a deposition of thin gold layer a few nanometers thick may be 

required in order to obtain good resolution and good contrast when viewing the incision under 

the SEM [3]. 

For clinical application, however, a non-invasive imaging system capable of making in-situ 

imaging of laser incision in real-time would be ideal. Non-invasive cross-sectional imaging of 

biological tissues with few millimeters of imaging depth and with micrometer resolution is 

now possible using OCT. With OCT, no post-surgery specimen preparations like dehydration, 

dissection and staining are required. The incised cornea can be directly imaged with OCT 

right after the incision while the cornea is still in the artificial chamber. 

Figure 5.12 shows a cross-sectional OCT image of a cornea where two laser incisions had 

been performed. Such lamellar incisions are easy to be viewed with OCT. The OCT image of 

the incised cornea was performed (in LOA with C. Crotti [3]) right after the laser incision 

without any sample preparation (the gas bubbles along the incision are visible and even help 

observation). 
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 0�F����*��!�OCT image of two lamellar laser incisions in cornea realized by 0.4 NA objective and a laser pulse 
energy of around 2 µJ. 

5.7 Coupling OCT imaging and laser surgery systems 

The recent advances in OCT have also brought a dramatic increase in the imaging speed. 

Today, real-time cross-sectional imaging of tissues can be achieved with OCT. As a 

preliminary work, we have coupled the SS-OCT imaging system with the laser surgery setup, 

and have demonstrated the possibility of viewing the evolution of the corneal laser surgery in 

real-time. I have done this experiment in LOA with C.Crotti from LOA. 

The schematic diagram of the coupling of the two systems is shown in Figure 5.13.  

 
0�F����*��)�Schematic diagram of coupling between the OCT imaging and the laser incision systems. A pellicle 
beamsplitter has been used to minimize dispersion mismatch between two arms of OCT.  

B���.����E�

��������

B�EE��E��

������E������

7�����������A�

�	�A�	��E�����

@�����

.	��"�+�

���F�A

Laser for 
surgery 

�!���C�
�C*�))C��
��F���!��

Incision 
laser 

()C���



��������'����	E���A����#�(����������B���BE������

�/'�
�

The OCT beam at a wavelength of 1.3 µm and the surgery beam optimized at 1.65 µm are 

superimposed by a very thin beamsplitter, and the two beams are simultaneously sent to the 

same location on the specimen. Such configuration allows us to image the ongoing laser 

incision in real-time.  

In this specific setup, the laser incision was achieved by the moving the 3-axis automated 

translating stage. Incisions can also be achieved by scanning the laser beam using 

galvanometric mirror scanners, just like the OCT beam scanners. However, as the laser 

incision requires a relatively small beam spot size in the tissue in order to induce the required 

nonlinear process, a microscope objective with a large pupil diameter is required. 

In principle, for any amount of dispersion present in one arm of the OCT interferometer, 

similar amount of dispersion should be introduced in the other arm to cancel the dispersion 

mismatch. However, for the commercial OCT system, we do not have access to reference arm 

to do the compensation. Hence in order to minimize such dispersion mismatch between the 

two arms of the OCT interferometer, a thin beamsplitter has to be used instead of cubic 

beamsplitter. In our case, a pellicle beamsplitter (BP245B3, Thorlabs) that reflects 45 % and 

reflects 55 % has been used. As it is made of an extremely thin and fragile membrane (2 µm –

 5 µm), it also eliminates ghosting and chromatic aberration with focused beams. Geometrical 

aberration and lateral deviation of the focused beam is also negligible. 

To demonstrate real-time monitoring of laser surgery in cornea, we have launched the 

automated incision system from the computer in such a way that five different holes can be 

made at five different lateral and axial locations as shown in Figure 5.14, (a) and (b).  

 
0�F����*��%�Schematic diagram showing the location of each laser incision in cornea from side view (a) and top 
view (b). From bottom to top, the five locations where incision will made are indicated. The size of each incision 
is 200×200×50 µm3. 
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The size of each incision is approximately 200 × 200 × 50 µm3. To make a single hole of this 

size, multiple lamellar incisions are performed at different axial positions (see Figure 5.15, c). 

The axial separation between each successive lamellar incision was ~ 5 µm (of the order the 

focused beam spot size). Each lamellar incision was realized by performing multiple x-y line 

incisions that are close to each other (see Figure 5.15, b). To have a continuous lamellar cut, 

the separation between each line should also be of the order of the beam spot size. Each line 

incision was achieved by translating the stage along one direction only (see Figure 5.15, a). 

 
0�F����*��*�Schematic of laser incision configurations, the unit is in µm. 

Since the lateral and axial fields of view of the OCT imaging are long enough (5 mm and 

3 mm respectively), it was possible to visualize the progress of the laser incisions in real-time. 

The incision starts with the bottom of the cornea by making the first hole denoted as 1 in 

Figure 5.16. Then the incision progresses to making the 2nd, 3rd, 4th and 5th holes, respectively. 

The OCT imaging system enables us to visualize the evolution of the laser incision in real-

time, and the cross-sectional OCT images shown in Figure 5.16 demonstrate that OCT can 

indeed help monitor the ongoing laser surgery. These images were extracted from a video that 

was simultaneously recorded while the incision was progressing. The result has been 

communicated in Photonics Europe 2012 conference [84].  

The experimental result demonstrates the possibility of using OCT for monitoring the 

glaucoma laser surgery - where only few holes are needed to be made around the Schlemm’s 

canal. In the OCT image shown in Figure 5.16, the Schlemm’s canal is not visible. One of the 

main reasons is related to the low axial resolution of this commercial SS-OCT system (12 µm 

in air) which was used for this proof of concept. Improving the resolution of OCT helps us 

properly visualize the canal, and that was the motivation for developing a high-resolution SD-

OCT. The axial resolution has been improved by nearly a factor of three, from 12 µm to 4 µm 

(see chapter 4, section 4.3.1.2). 
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0�F����*��, Schematic of laser incision configuration and typical cross-sectional OCT images of incision that are 
saved as the incision progresses from making the first hole (a) to making five holes (e). An automated system 
controlled from a computer is launched to make these holes at various depths. The result demonstrates the 
possibility of using OCT for monitoring the glaucoma laser surgery where only few holes are needed to be made 
around the Schlemm’s canal. 
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5.8 Conclusion 

The most important laser parameter that controls the type of laser-tissue interaction 

mechanism is the laser exposure time (laser pulse duration). The required type of interaction 

depends on the medical application. For our application where a precise subsurface surgery is 

required in the corneal limbus, ultrashort pulse lasers in the femtosecond regime have been 

used because the interaction process with femtosecond lasers occurs on timescales much 

shorter than those typical for heat conduction or propagation of acoustic shock waves. Such 

localized interaction enables us to achieve precise incision in tissues with minimum collateral 

damage. Another important laser parameter worth considering while performing incisions in a 

non-transparent medium is the laser wavelength. The laser incision results performed on 

sclera and edematous cornea suggest that the optimal wavelength for achieving high quality 

and deep incision inside such strongly scattering media is 1650 nm. At this wavelength, the 

whole thickness of corneal limbus can be incised. Such enhanced incision depth enables us 

reach Schlemm’s to make the glaucoma surgery by sending the laser beam directly from the 

top surface of the sclera. As femtosecond lasers at this wavelength are not commercially 

available, nonlinear optical parametric processes (like optical parametric generation - OPG) 

have been used to up-convert the wavelength of a commercial femtosecond laser. 

Once the incision is performed, the next challenge is the analysis of the image result. Though 

histology and scanning electron images provide a high-resolution images, both methods are 

limited for research because they require a very intensive, time consuming and highly 

invasive sample preparation steps (only for ex-vivo samples). Moreover, the laser incision is 

performed based on the predefined incision parameters set from a computer, without having 

any information about what might go wrong during incision. As far as clinical application is 

concerned, what would be best is to be able to visualize the laser surgery in real-time while it 

is progressing. To benefit the potentials of OCT as a non-invasive micrometer cross-sectional 

imaging technique, we have coupled the OCT imaging system with that of the laser incision 

system (see Figure 5.13), and we demonstrated imaging of the ongoing laser incision in real-

time. We have made five laser incisions at five different depths in cornea and we managed to 

observe the evolution of the incision (as shown in Figure 5.16). This paves the way to using 

OCT imaging systems for monitoring the glaucoma laser surgery. 
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Chapter 6 - Conclusion and perspectives 

6.1 Conclusion 

Glaucoma and the Schlemm’s canal 

Glaucoma, an eye disorder characterized by the damage of the optic nerve, is one of the major 

causes of blindness in the world. Globally, approximately 110 million people are affected (~ 1 

million in France) by glaucoma and as many as 6 million individuals are totally blind in both 

eyes due to this disease. The damage to the optic nerve is mainly caused by an elevation in the 

IOP due to the accumulation of excess aqueous humor. An increase in IOP happens when the 

rate of production of the aqueous humor exceeds its rate of removal. This may happen in 

many ways. However, the most common type of glaucoma, the open-angle glaucoma, occurs 

when the conventional (trabecular) pathway is clogged because this route contributes to the 

removal of more than 85 % of the aqueous humor. An important circular channel located in 

the conventional pathway that plays a predominant role in the regulation and stability of IOP 

is called the Schlemm’s canal (SC). As mentioned in chapter 1, the principal site of the 

aqueous humor outflow resistance in glaucomatous eyes is related to the inner wall of the SC 

and the outer portion of the trabecular meshwork (TM) around the SC.  

Conventional treatment methods and their drawbacks 

The globally practiced method of glaucoma treatment involves lowering IOP, either by 

decreasing its rate of production or increasing its rate of removal. Eyedrops are in most cases 

the first choice of treatment. Even though the success of medical treatment highly depends on 

the rigorous monitoring of prescription, the fact that eyedrops are often prescribed to be 

applied several times a day, and in some cases, for entire life, makes it harder for patients to 

strictly follow the prescription. Hence, poor compliance with medications and follow-up visits 

is one major problem related to medication.�Affording the price of one’s entire life medication�

is another reason for poor compliance. Eyedrops also have side effects, and some of them may 

cause adverse consequences and may not be tolerated any more by the patient. Under such 

circumstances, the patient will be recommended to undergo surgical procedure. For open-

angle glaucoma treatments, trabeculectomy is the golden surgical standard. However, because 

of the complete opening, trabeculectomy has potential risks of complications such as 

infection, leakage, irritation, hypotony (IOP � 5 mm of Hg), choroidal detachment, scarring 



��������)����	AF�EB�	A��AD����B��F����B�
�

�/&�
�

and development of cataract over time. Generally, due to post-surgical complications, such 

conventional surgical methods of glaucoma treatment have low success rate globally (60%). 

Current glaucoma laser treatments and their limitations 

The availability of efficient lasers and their ability to make safe surgery has opened a third 

alternative method of glaucoma treatment. The most widely used laser treatment for open-

angle glaucoma is laser trabeculoplasty, where a visible laser beam is sent through the cornea 

to burn specific areas -the uveal meshwork - at the base of the TM (see Figure 5.11). Burning 

the TM shrinks the collagen, thereby reopening the intertrabecuar spaces and allowing the 

flow of the aqueous humor. As trabeculoplasty involves burning (with a focal spot diameter 

that can reach 50 microns), it destroys the tissue and cannot be repeated frequently. The other 

drawback of this procedure is related to the fact that while most of the resistance to the 

aqueous outflow is in the outer most portion of TM (i.e., around the SC), trabeculoplasty 

targets the base of the trabecular meshwork, which does not offer much resistance. Corneal 

edema is another challenge that may limit the use of visible lasers to do trabeculoplasty to 

pass through the cornea. Hence, laser trabeculoplasty is inefficient for controlling the IOP in 

the long run. Generally, the value of trabeculoplasty lies in reducing medical therapy and 

postponing undergoing a surgical procedure.  

New approach for the glaucoma laser treatment   

A better approach for laser treatment of open-angle glaucomas would require the delivery of 

surgery laser to the outer portion of the TM around the Schlemm’s canal, directly through the 

sclera. This would help perform the laser cut in the region where surgery is required. 

However, as sclera strongly scatters visible and near-infrared light, it is not possible to 

penetrate deep enough to reach the Schlemm’s canal that is located at ~ 0.8 mm depth in the 

corneoscleral junction of the limbus using the conventional laser sources. One of the solutions 

to reduce scattering is to increase the wavelength of the surgery laser. For this reason, an 

optimized femtosecond laser source emitting at 1650 nm has been developed in LOA-ENSTA 

under the framework of the NOUGAT project. Laser incisions performed in human sclera and 

edematous cornea have shown that the laser at 1650 nm indeed helps enhance the incision 

depth.  

A high-resolution non-invasive imaging system capable of resolving the Schlemm’s canal is 

required in order to monitor the laser surgery that needs to be performed in the area of the 

Schlemm’s canal. As OCT can perform cross-sectional imaging of biological tissues in real-
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time with spatial resolution of a few micrometers and imaging depth of a few milimeters, this 

imaging technique was our choice for this purpose. 

Development of OCT  

Comparing OCT with other imaging systems, we can see that OCT fills the gap between 

ultrasound imaging (~ 150 µm resolution and few centimeters penetration) and confocal 

microscopy (~ 1 µm resolution and few hundreds of micrometers penetration). OCT can be 

used for in-situ and in-vivo imaging because it does not require sample preparation. As OCT 

is based on low-coherence interferometry, it exploits the temporal coherence property of light 

to perform high-resolution tomographic imaging. The axial resolution of OCT is determined 

by the coherence length of the light source: the broader the spectrum of the light source, the 

better the axial imaging resolution. The transverse imaging resolution of OCT, like any other 

scanning microscopes, is determined by the size of the focused beam spot on the sample.  

Among the different OCT modalities, we have developed and utilized Fourier domain OCT 

(FD-OCT). The reason of our choice was because FD-OCT is faster and more sensitive than 

time-domain OCT (TD-OCT). FD-OCT itself can be realized either using a swept laser source 

(swept-source OCT, SS-OCT) or using a spectrometer (spectral-domain OCT, SD-OCT). For 

our project, we investigated both SS-OCT and SD-OCT. At the beginning of the project, a 

commercially available SS-OCT (OCS1300SS, Thorlabs) working at 1.3 µm center 

wavelength has been used to image the Schlemm’s canal. Because of its low-axial resolution 

(12 µm in air), this SS-OCT system could not properly resolve the Schlemm’s canal. The 

center wavelength of 1.3 µm has been chosen in order to reduce light attenuation due to 

scattering within biological tissues. However, because of the �2/	� dependence of the axial 

resolution, high-resolution OCT imaging at 1.3 µm center wavelength requires a light source 

with extremely broad bandwidth. Finding a broadband tunable laser source is indeed a 

technological challenge of developing high-resolution SS-OCT at the center wavelength of 

1.3 µm. High-resolution SD-OCT at 1.3 µm seemed to be easier to achieve since this 

technology does not require a tunable laser source. However, developing a high-resolution 

SD-OCT system requires designing a broadband spectrometer.  

During this PhD work, we have developed an ultrahigh-resolution SD-OCT working at 

1.3 µm center wavelength [54]. By combining two spectrally shifted SLDs, an axial resolution 

of ~ 4 µm (in air) was reached, which was the best resolution ever achieved with SD-OCT at 

this wavelength. The imaging system has a transverse resolution of 6.5 µm. The sensitivity 
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and the maximum line rate are 95 dB and 46 kHz respectively. Comparing our SD-OCT with 

the commercial SS-OCT system working at the same wavelength, we have improved the axial 

resolution by a factor of three and the transverse resolution by nearly a factor of four.  

A numerical method of spectral calibration has been used to improve the detection sensitivity 

fall-off and the degradation of the axial resolution as the imaging depth increases. A detection 

sensitivity of 95 dB at the sample surface and 82 dB at a depth of ~ 1.8 mm was measured. 

We have demonstrated the possibility to produce high-resolution images of human cornea. 

The Schlemm’s canal was properly imaged for the first time. 

As our system was not fast enough for video rate imaging, the commercial SS-OCT system 

has been used to demonstrate the capability of OCT to monitor the laser incision in real-time. 

To achieve this, the OCT system and the laser incision system have been coupled together 

using a very thin beamsplitter (as shown in Figure 5.13). Using the incision laser, we made 

five separate holes at five different depths in a human cornea, in-vitro, and at the same time, 

we managed to observe the evolution of the laser incision in real-time using OCT. We believe 

that this demonstration paves the way to using OCT imaging systems for monitoring the 

glaucoma laser surgery. 

6.2 Perspectives 

The SD-OCT system developed during this PhD uses a standard personal computer (HP 

workstation, 2GH processor, 2GB RAM). As image processing is the main time consuming 

step of SD-OCT, a video rate imaging speed is not possible at the moment. But the 

performance of the system could be significantly enhanced by using a more powerful 

computer. Optimizing the signal processing algorithm would also improve the processing 

speed. A new camera that is twice faster than the one we have is also now commercially 

available. With these improvements, video rate imaging should then be possible. 

In chapter 5, section 5.7, we have presented the coupling of the commercial SS-OCT system 

with the laser incision system. We have placed a pellicle beamsplitter in the sample arm of the 

interferometer in order to couple the two systems. This configuration requires enough space 

between the objective and the sample to accommodate the beamsplitter. As a result, only low 

NA objectives having a long working distance can be used. This was possible with the SS-

OCT because it uses a low NA objective (LSM32, Thorlabs) with a working distance of 

25 mm. For the same reason, a low NA objective was used for the incision setup. Moreover, 
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in this configuration, half of the OCT signal coming back from the sample was also lost at the 

pellicle beamsplitter.  

For the SD-OCT developed in the laboratory, an objective (LSM02, Thorlabs) with higher 

NA was used to improve the transverse resolution. As a consequence, the working distance 

was only 7.5 mm. In this small space, putting a beamsplitter was not possible. So as a 

perspective, we propose to couple the incision laser with the SD-OCT system at the output of 

the SD-OCT interferometer using a dichroic mirror (DMSP1500, Thorlabs) that passes the 

short wavelength OCT beam and reflects the long wavelength incision beam (see Figure 6.1�. 

�

0�F����,���Schematic of coupling the laser surgery system with the high-resolution SD-OCT system. 

A schematic of the prototype, with the surgical laser coupled to the high-resolution SD-OCT 

system, is shown in Figure 6. 2. 

�

0�F����,��! Coupling prototype, light blue is the OCT beam and dark yellow is the surgery beam. 
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This modular approach of coupling the two systems reduces the overall size of the surgery 

tool and makes it convenient for clinical environment. With some more work to be done on 

the laser scanning system, in addition to the OCT imaging speed, such a system could become 

a powerful tool of great help in ophthalmology for the laser treatment of glaucoma. 
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Appendix - Optical imaging in attenuating media 

Driven by the current need in optical biopsy, creating digital volumetric model of an object 

using  optical tomography techniques becomes an active field of research in biomedical 

imaging. Turbid media like biological tissues attenuate light and put a fundamental limit on 

the maximum optical imaging depth that can be reached. In this appendix, the concept of light 

attenuation due to absorption and scattering, and its impact on the imaging depth in biological 

tissues are discussed. Various techniques for enhancing the imaging depth such as time-

gating, spatial-gating and coherence-gating are presented. Optical coherence tomography is 

based on the coherence-gating technique. 

A.1 Introduction 

Since its birth in the late 16th century, optical (light) microscopy has played a major role to the 

discovery of worlds within worlds and has opened new doors to the understanding of 

biological tissues and materials down to sub-micron levels [92]. Today, the optical 

microscope becomes a standard medical tool and can be found in most (if not all) health 

institutions. While conventional light microscope is a powerful method to look at small 

objects on or very close to the top surface of samples with high (submicron) spatial resolution, 

its ability to achieve clear images of objects hidden inside or behind strongly scattering 

random media like biological tissues is limited. As a result, when some need arises to make 

optical tomography in order to look inside a living subject and examine, for instance, the 

presence of a disease, medical removal of tissues from the living subject (biopsy) becomes 

necessary. For example, when a cancer in human breast is suspected, the medical doctor may 

recommend performing biopsy from the suspected zone of the breast for further breast cancer 

diagnosis. Then the excised breast tissue is sliced into thin layers in order to examine it under 

a microscope. Hence cross-sectional tissue imaging by a conventional microscope is highly 

invasive and involves intensive sample preparation. 

A biopsy destroys the site under study, and leaves a scar. Sometimes the best area to biopsy is 

difficult to ascertain. In clinical settings, the procedure can be time consuming and expensive 

because if biopsies are performed at incorrect sites, they must be repeated, for which patients 

must return to the clinic. 
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Moreover such ex vivo examinations of tissues could sometimes lead to over-interpretations 

and erroneous conclusions that may not match with the reality. In certain surgical settings, 

such as for Moh’s procedure13 for basal cell carcinomas, histology of excised tissue slices, to 

determine tumor margins, is performed in the operating room to guide the surgery. Typically, 

two to four slices are removed, and there is a waiting time for the surgeon of 15–45 min for 

each slice while it is being histologically processed [93].  

Despite of its drawbacks, biopsy is still a widely used procedure in hospitals for diagnosis and 

treatment of several kinds of diseases. However, sometimes it may not be practical (if not 

impossible) to do biopsy for diagnosis of tissues located in the most sensitive organs like the 

eye, heart, brain, etc. In such circumstances, the ideal solution would be to have a high-

resolution non-invasive cross-sectional imaging device that can image deep inside living 

organs without doing biopsy so that tissues can be examined while they are functioning (in 

vivo) in their own natural location (in situ). If light is employed to look at the inside part of 

tissues non-invasively, such technique is termed as optical biopsy. 

Optical biopsy allows to make optical slicing or sectioning of tissues in any angle and 

examine the inside part of tissues from different directions non-invasively. Indeed, to do so, 

optical biopsy inevitably requires image acquisition through significant depths of biological 

tissues. Following the invention of the lasers in the 1960s, various techniques of extending the 

depth of optical imaging inside a scattering medium have been developed. Invented in the 

early 1990s, OCT is one of such techniques that can be used to acquire cross-sectional images 

of biological tissues [22]. Other high-resolution techniques include confocal microscopy, and 

non-linear microscopy. 

A.2 Challenges of optical imaging in attenuating media 

The development of high-resolution optical imaging techniques with significant imaging 

depth remains to be a major scientific challenge mainly due to attenuation and complex 

interaction of light with tissues.  While functional biomedical imaging makes use of this light-

tissue interaction, the strong attenuation of light due to absorption and scattering by various 

bulk tissue components has historically restricted optical imaging to thin histological tissue 

sections or to superficial tissues [94].  
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A.2.1 Absorption 

Absorption of light by biological tissues extinguishes light and limits the maximum depth at 

which optical imaging can be done. The intensity of incident light Io decays exponentially as it 

travels through the tissues. In general, the intensity of light It transmitted after it travels a 

distance l inside an absorbing medium with absorption coefficient µa is given by the Beer-

Lambert law 

 aµ l
t oI I e−= . �����

The inverse of the absorption coefficient (called absorption length) represents the mean 

distance that a photon can travel in the medium before it is absorbed. In other words it refers 

to the penetration depth. 

In biological tissues, light absorbing is mainly dominated by the presence of water, melanin 

and hemoglobin (HbO2) (see Figure A.1). 

 
0�F���� B��� Optical absorption coefficients of principal tissue components in the 0.1-12 µm spectral region 
(adapted from [43]) 

Looking at the absorption spectra shown in Figure A.1, tissue absorption is apparently low in 

the near infrared (NIR) from 650 nm to 1400 nm. Hence, to minimize light absorption by 

tissues and increase the imaging depth, most biomedical imaging techniques work in this 

optical window. The absorption coefficient µa in this window is relatively minimum and 

varies roughly between 0.1�– 1.0 mm-1 [44]. And the corresponding absorption length of a 
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photon will be of the order of few millimeters. One of the challenges of biomedical imaging 

research in the past was indeed the availability of NIR light sources that match this window. 

Today, owing to the advent of compact and convenient semiconductor and solid-state NIR 

laser technologies (see Figure A.1), biomedical optics becomes a very active research field 

and several optical techniques are moving from research laboratories to clinical applications. 

A.2.2 Scattering  

In general, diffraction-limited image resolution is achieved by the use of unscattered (or 

ballistic) light. When light travels through turbid medium, it experiences significant scattering 

and the intensity of the unscattered light decays exponentially as a function of the propagation 

distance. Scattering tends to destroy the localization of light and is the main factor that 

severely affects the quality and depth of imaging in turbid media. The problem of scattering 

while imaging an object in turbid media such as biological tissues is illustrated in Figure A.2. 

 
0�F���� B�!� (a) shows imaging in a non scattering medium and (b) illustrates how imaging performance is 
impacted when the object is located in a scattering medium such as biological tissue (taken from [94]) 

Figure A.2 (a) shows a conventional imaging configuration of an object with no scattering 

medium. Here the photons travel in straight lines and their intensity distribution is modified 

by the object and recorded by the detector such as a CCD camera. Figure A.2 shows how the 

situation is changed when the object is embedded in a scattering medium. In such condition, 

most photons undergo multiple scattering and only few photons will manage to travel straight. 

Such unscattered photons are called ballistic photons. The number of ballistic photons 

decreases exponentially with the propagation distance in the scattering medium.  

3�4� 3�4�
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In general, if Io is the intensity of the incident light, the intensity of light I t that is transmitted 

without scattering after it travels a distance l in a scattering medium with a given scattering 

coefficient µs is given by 

 
( )sµ l

t oI I e −= . ��#�

The inverse of scattering coefficient µs is called the scattering mean free path (MFP). It 

represents the mean distance a photon propagates in the medium before it is scattered. The 

MFP for typical biological tissue (e.g. breast tissue) is of the order of 100 µm. It means that 

for every additional 100 µm that the light travels in the medium, the transmitted ballistic 

component is attenuated by 1/e due to scattering. This exponential decay with propagation 

distance in the sample implies that imaging using ballistic light may be performed only 

through relatively thin samples (few millimeters). In comparison, the scattering MFP of X-ray 

photons in biological tissue is ~ 5 cm. Hence X-ray photons are only weakly scattered by 

biological tissue and can penetrate much deeper than NIR light in the body [95, 96].  

Combining the effects of absorption (equation A.1) and scattering (equation A.2), the actual 

depth that can be reached by ballistic imaging depends on the total attenuation coefficient of 

the medium, the intensity of incident light and the quality of the detector. In the case of a 

detector with perfect quantum efficiency, the limit to the ballistic imaging depth is that the 

level of ballistic signal must be detectable above the quantum shot-noise limit. Assuming a 

signal-to-noise ratio (SNR) of one, the theoretical ballistic imaging depth Lb is given by [97] 

 
1 1

ln ,
2b

t

E
L

µ hv
� �= � �
	 A

 ���' 

where µt = µs + µa is total attenuation coefficient due to scattering and absorption, E  the 

optical energy delivered to the sample per spatial resolution element and hv the photon 

energy. From equation (A.3), one can see that increasing the illuminating optical power, the 

acquisition time, and the number of averages can affect the maximum ballistic imaging depth 

in a logarithmic fashion and do not therefore change the fundamental limit appreciably. 

Moreover, the maximum intensity that can be delivered to a biological sample is limited by 

the tissue optical damage threshold. Based on the ANSI Z136 (American National Standards 

Institute, 1986) laser safety standard on human skin, Hee et al [97] used the maximum 

permissible optical intensity around 800 nm wavelength and estimated that the maximum 

ballistic imaging depth Lb below which the ballistic signal falls bellow shot noise level is 

approximately 36 MFP. For biological tissues such as breast tissue having a scattering MFP 
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of the order of 100 µm, the ballistic imaging depth is inherently limited to ~ 4 mm. If we 

work on reflection mode, considering round-trip scattering, the effective depth of ballistic 

imaging in such biological tissues will be limited to 2 mm. This shows that for many practical 

thicknesses of biological tissue that we would like to image, the ballistic signal will fall below 

the detection limit (shot noise) and all the detected photons will have been scattered. 

However, one is helped by the fact that most scattering media, including biological tissue, are 

highly forward scattering. This means that a large fraction of the scattered photons will only 

be slightly deviated from their original direction upon each scattering event and follow snake-

like path as shown in Figure A.3. As a consequence, for scattering depths at which there is 

effectively no ballistic light, there may be a significant number of photons that have been only 

slightly deviated from the ballistic direction. Hence when ballistic signal gets weaker than the 

noise level, detecting snake-like photons can extend the imaging depth at the expense of 

image resolution.   

 

0�F���� B�)� Illustration of ballistic (red), snake-like (green) and scattered (blue) photons. For practical tissue 
imaging depth, ballistic imaging alone may not be sufficient and one will have to sacrifice resolution in order to 
increase the imaging depth by detecting the weakly scattered snake-like photons (taken from [94]). 

The weakly scattered snake-like signal itself decays exponentially according to the following 

equation:  

 
'( )sµ l

t oI I e −= , ���/ 

where ' (1 )s sµ µ g= − is the transport scattering g is anisotropy of scattering and its inverse is 

the transport scattering length. For biological tissues, g ~ 0.9. This implies that the scattering 

coefficient of snake-like photons is 10 times lower than that of ballistic photons. According to 

equation A.4, this means that the signal from snake-like photons in biological tissues can be 

detected up to a depth of 360 MFP, which corresponds to a thickness of ~ 4 cm in tissue. 
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In comparison, if the medium is less scattering, ballistic imaging alone allows to significantly 

increase the imaging depth. For example, for a coastal seawater with MFP ~ 2 m [97], the 

corresponding ballistic imaging can reach 80 m. Moreover, when working with such medium, 

the constraints on maximum permissible incident intensity will greatly be relaxed compared 

to biological tissues and so the maximum ballistic imaging depth can be increased according 

to equation A.4. 

In contrast, for a significant imaging depth, the strong scattering coefficient of biological 

tissues decreases the number of ballistic photons that are available for detection. The ballistic 

photons will therefore be masked by the multiply scattered photons which will saturate the 

detector and obscure the image. In order to discriminate ballistic photons from the multiply 

scattered photons and enhance the quality and depth of optical imaging, various techniques 

are available. 

A.3 Techniques for optical imaging in scattering media  

The current drive towards the need of optical biopsy and functional imaging has led many 

researchers to develop various techniques for in vivo and in situ high-resolution imaging 

inside scattering media. In order to reject all or some of the scattered light and improve the 

quality of optical tomographic imaging in a scattering medium, a number of techniques are 

available: time-gating, spatial-gating and coherence-gating. Optical coherence tomography 

(OCT) as the name indicates hence uses the coherence property of light to reject the highly 

scattered photons coming from unwanted regions in the tissue in order to make tomographic 

images.  

A.3.1 Time-gating 

When we send a short pulse collimated light to a scattering medium, different types of photon 

trajectories are possible: ballistic, snake-like and diffuse paths (see Figure A.4). And if we 

look at the time-of-arrival of photons on a detector located on the other side of the medium 

(transmission mode), ballistic photons take the shortest path and are the ones that arrive at the 

detector first. Weakly scattered snake-like photons and multiply scattered diffuse photons will 

arrive later respectively. As a result, the incident short pulse light is modified by propagation 

through the scattering medium. If we observe the total envelope of the distribution of 

transmitted photon arrival times, it gives us the temporal point spread function (TPSF), which 

typically extends over several nanoseconds. 
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0�F���� B�%� Schematic of temporal point spread function (TPSF) observed when a light pulse is modified by 
propagation through a scattering medium (taken from [94]). 

Time-gating techniques for imaging in scattering media use the concept time-of-flight of 

photons to be able to discriminate early arriving photons from those photons which arrive 

late. Time-gating may be realized using fast electronic instrumentation, such as streak 

camera14 [98] and gated optical image intensifier (GOI)15 [99]. However, the typical depth 

resolution that can be achieved using such electronic time-gating is still very low. For 

example, a time-gating as short as 100 ps will correspond to a depth resolution of 1.5 cm in 

air. In order to use the time-gating approach to realize three dimensional imaging with 

micrometer resolution, one requires a temporal discrimination (resolution) faster than 100 fs. 

Unfortunately, such a high-resolution time discrimination is beyond the detection limit of 

electronics and direct electronic realization of time-gating imaging that requires micrometer 

resolution is impossible. However a better temporal discrimination (than possible with direct 

detection) can for example be achieved by intensity-dependent nonlinear optical time-gating 

techniques based on harmonic generation [100, 101], stimulated Raman scattering [102, 103],  

parametric amplification [104-107] and the Kerr effect [108, 109].  

A.3.2 Spatial-gating 

When a photon is scattered, it deflects from its original direction of propagation. Hence if one 

illuminates a scattering medium with a collimated light beam, most scattered photons will 

deviate to new propagation directions corresponding to higher spatial frequencies. By putting 

a collimating grid in front of a detector (see Figure A.5, a), one can discriminate collinear 

ballistic photons which travel in parallel to the direction of the incidence beam from the non-

collinear multiply scattered photons. 
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0�F����B�*�Wide-field spatial filtering by (a) collimating grid and (b) Fourier plane spatial filter, taken from [94]. 

For optical imaging, a more practical approach to this technique will be rather to put a spatial 

filter in the Fourier plane (see Figure A.5, b). This simple technique is effective to image 

shallow depths up to 5 MFP (10 MFP in the round trip) in reflection mode and even deeper in 

transmission mode [94]. However, the use of a spatial filter in a wide-field imaging system 

will increasingly limit the achievable spatial resolution of the image. Another limitation of 

spatial filtering in wide-field imaging through strongly scattering media is cross-talk. Many 

multiply scattered photos may eventually appear parallel to the incident direction causing both 

axial cross-talk and inter-pixel cross-talk. 

Confocal microscopy is the limit of wide-field imaging where inter-pixel cross-talk is 

eliminated by acquiring image pixels sequentially. A confocal microscopy therefore uses a 

spatial-gating method in order to improve the detrimental effects of scattered light. It is a 

point-by-point imaging technique (see Figure A.6) which involves two dimensional scanning 

to record an image. It can be employed either in reflection mode or transmission mode. 

Confocal microscopes offer superior resolution compared to conventional whole-field 

microscopes, particularly in the longitudinal direction [94].  

3�4��

3�4��
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0�F���� B�,� Sequential pixel acquisition trough turbid media using confocal scanning  microscope in (a) 
transmission and (b) reflection (taken from [94]). 

When used in reflection mode, confocal microscopy provides a three dimensional imaging 

facility that has become the instrument of choice for imaging objects embedded in semi-

transparent medium. It has been applied to imaging strongly scattering biological tissues 

(such as human skin and oral Mucosa) in vivo [110]. Thanks to the highly effective filter of 

confocal microscopy, images with reasonably high longitudinal resolution have been obtained 

with the imaging ranging from 300 µm to 500 µm, depending on the type of the tissue. 

Though inter-pixel cross-talk is eliminated by imaging a point at a time, confocal microscopy 

with high numerical aperture (NA) still suffers from longitudinal pixel cross-talk that 

ultimately limits its imaging depth.  

The use of nonlinear confocal microscopy (for which the signal is proportional to the square 

or cube of the incident intensity at the focal volume) can increase the imaging depth even 

further. In biomedical imaging, confocal microscopy can also be combined with fluorescence 

imaging techniques. Multi-photon microscopy, which records the fluorescence signal arising 

from the intensity dependent two [111]1 or three [112] photon absorption has been shown to 

provide increased penetration into scattering media. This increase in penetration is partly due 

to the use of longer excitation wavelength, which is less attenuated in biological tissues. The 

other reason is that nonlinear excitation provides effective point-source localization and only 

fluorescence light is collected, hence scattered excitation light does not produce cross-talk. 

However the attenuation of the excitation light itself is still a problem and this technique is 

also restricted to fluorescent samples.  

A.3.3 Coherence-gating 

As light scatters, it loses its coherence properties. Hence one can use the concept of optical 

heterodyne detection (mixing of reference beam with signal beam at a light detector) to 

� �3�4� 3�4�



����AD�*�������F��������A���A�����AE���A����D���

�1'�
�

discriminate ballistic photons from scattered photons. In coherence-gating technique, one uses 

a light source with low temporal coherence to illuminate an object in a scattering medium, 

and the optical signal coming from the sample is mixed with a reference light at the light 

detector (e.g. photodiode) – low-coherence interferometry (see Figure A.7).  Ballistic light 

remains coherence and interferes with the reference light whereas multiply scattered light 

from unwanted region of the sample can become effectively incoherent and will no more 

interfere with reference light. Hence by employing low-coherence interferometry, one can 

discriminate coherent ballistic photons from the unwanted multiply scattered incoherent 

photons using the concept of coherence-gating. 

 
0�F����B� �Low-coherence interferometry 

The selectivity of low-coherence interferometry in rejecting scattered photon from unwanted 

regions depends on the coherence length Lc of the light source that is used for imaging. 

Coherence length refers to the propagation length from a coherence source to a point where 

the light wave maintains a specified degree of coherence. The significance of coherence 

length is that interference will be strong only within the coherence length of the source. As a 

result any photon that is collected from outside coherence length will not participate in the 

interference process and will eventually be discriminated and can easily be removed later as 

background signal by simple arithmetic process such as subtraction. The coherence length of 

a light source is inversely proportional to its spectral bandwidth and is given by: 
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where �o is the centre wavelength of the source spectrum, n the refractive index of the 

medium and 	� the spectral width given by the full-width-at-half maximum (FWHM). If the 

source has a Gaussian spectrum, then a path offset of ± Lc/2 will reduce the fringe visibility to 

50%.  

If a light source with short Lc is used for imaging a sample in such a way that Lc is short 

compared to the scattering MFP of the medium, the path offset of any multiply scattered 

photon will exceed the coherence length and will not be able to interfere. Hence the shorter 

the coherence length, the more selective the discrimination of ballistic photons against 

scattered photons.  

Apart from effectively discriminating ballistic photons against scattered photons, low-

coherence interferometry also provides a high-resolution ranging capability when used in 

reflection mode. The imaging depth is given by the time-of-flight of the detected photons and 

the depth (axial) resolution is determined by half of the coherence length. OCT uses the 

principle of low-coherence interferometry combined with transverse scanning to perform 

optical imaging at micrometric resolution with few millimeters of imaging depth [22]. 

Implementing low-coherence interferometry in a confocal microscope configuration provides 

a high-resolution three-dimensional imaging capability with a very strong discrimination 

capability against scattered light. Such technique is called optical coherence microscopy 

(OCM). In OCM, 2-dimensional en face scans (in the plane normal to the beam axis) are 

performed using a pair of galvo scanning mirrors. After each en face scan, the depth is 

incremented by moving the focusing lens while the position of the reference mirror is adjusted 

to keep the equal path length position of the OCM interferometer coincident with the beam 

waist [113]. This procedure maintains the same transverse resolution throughout depth of the 

image. The complex 3-D scanning is the main drawback of OCM for fast imaging 

applications. 

�  
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The dissertation abstract - Résumé de la thèse  

Optical coherence tomography for 
monitoring the glaucoma laser surgery 

The ability of optical coherence tomography (OCT) 
to deliver tomographic images of biological tissues 
in vivo non-invasively and in real-time has been a 
growing interest in many biomedical applications, 
mainly in ophthalmology for imaging the retina and 
the anterior segment of the eye. However, 
developing high-resolution OCT for imaging 
strongly scattering biological tissues like sclera and 
edematous cornea has still been the main challenge. 
In this PhD work, an ultrahigh-resolution (< 4 µm) 
Fourier-domain OCT (FD-OCT) system optimized 
at 1.3 µm center wavelength was developed in 
Laboratoire Charles Fabry – Institut d’Optique 
Graduate School. Using this OCT system, we have, 
for the first time, properly visualized the 
Schlemm’s canal of the human eye that is located in 
the strongly scattering corneal limbus at depth of 
~ 0.8 mm. Schlemm’s canal has been our target for 
OCT imaging because it plays an important role for 
the management of the aqueous humor that is 
responsible for causing glaucoma - an eye disease 
that can potentially lead to blindness. In 
collaboration with Laboratoire d’Optique 
Appliquée at ENSTA ParisTech, we have also 
demonstrated real-time OCT imaging of the 
femtosecond laser surgery in excised human 
cornea. These studies have thus shown that the 
surgery of glaucoma by femtosecond laser, 
monitored by OCT, would be possible. 

Key words: Optical coherence tomography (OCT), 
ophthalmology, glaucoma, femtosecond laser, laser 
surgery.  

 

 

 

Tomographie par cohérence optique pour la 
chirurgie laser du Glaucome 

La capacité de la tomographie par cohérence 
optique (OCT) à délivrer des images 
tomographiques de tissus biologiques in vivo, de 
manière non invasive et en temps réel, a suscité un 
intérêt croissant pour de nombreuses applications 
biomédicales, principalement en ophtalmologie 
pour l’imagerie de la rétine et du segment antérieur 
de l’œil. Toutefois, pour l’imagerie à haute 
résolution de tissus biologiques fortement 
diffusants, comme la sclérotique et la cornée 
œdémateuse, la technique nécessitait des 
améliorations technologiques. Dans cette thèse, un 
système d’OCT « Fourier-domain » (FD-OCT) à 
très haute résolution spatiale (< 4 µm), à la 
longueur d’onde de 1,3 µm, a été développé dans la 
Laboratoire Charles Fabry – Institute d’Optique 
Graduate School. Avec ce système original, nous 
avons réussi, pour la première fois, à visualiser 
correctement le canal de Schlemm de l’œil humain 
qui se trouve à une profondeur d’environ 0,8 mm 
dans le limbe de la cornée, milieu fortement 
diffusant. L’imagerie du canal de Schlemm est 
capitale afin d’envisager la chirurgie par laser du 
glaucome, qui consiste à inciser cette partie de l’œil 
afin d’améliorer l’écoulement de l’humeur aqueuse. 
Par ailleurs, en collaboration avec le Laboratoire 
d’Optique Appliquée de l’ENSTA ParisTech, nous 
avons démontré la possibilité de contrôler en temps 
réel par OCT des découpes par laser femtoseconde 
pratiquées dans la cornée humaine in vitro. Ces 
travaux ont montré que l’opération du Glaucome 
par laser femtoseconde, contrôlée par OCT, devrait 
être possible. 

Mots clés : Tomographie par cohérence optique 
(OCT), ophtalmologie, glaucome, laser 
femtoseconde, chirurgie laser. 

 


