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Introduction

In many industrial contexts, such as aerospace applications or cars design, numerical pre-
diction techniques become more and more useful. They restrict the use of real prototypes
to a minimum and make easier the design phase. In such industries and in the specific
case of acoustic vibration, engineers are interested in computing the responses of systems
on frequency bands. This is particularly true in mid-frequency where the sensibility to
any design modification is extremely high.

A classical example of this need is automotive industries. Acoustical comfort is a
strong market request but tendency to make lighter vehicles (to reduce fuel consump-
tion) makes this task difficult to accomplish. In such a competitive business makes fast
improvement in design is an important characteristic and in this contest a reliable and
effective numerical tool is vital. Similar needs are present in aerospace industry. Light-
ness of structure is a key characteristic of aircraft and spacecrafts, every unneeded weight
means more structural components to achieve a required payload and, therefore, increas-
ing fuel consumption. On the other hand a very good control of internal noise is needed
both to passenger comfort on aircraft and to guarante safety of payload and onboard elec-
tronic systems in spacecrafts. In this case numerical simulations are even more vital than
automotive. In aeronautic industry an experimental campaign could be extremely costly
or even impossible in space industry due to the unicity of every rocket or spacecraft.

In order to predict the vibration behavior of systems over frequency bands, standard
numerical techniques usually involve many frequency-fixed computations, at many differ-
ent frequencies. Although it is a straightforward and natural mean to answer to the posed
problem when one has an efficient numerical tool at a fixed frequency, such a strategy can
easily lead to huge computations, and the amount of data to store often increases signif-
icantly. This is particularly true in the context of medium frequency bands, where these
responses have a strong sensitivity to the frequency. Indeed in such bands, a very fine fre-
quency resolution of computation must be done, which accentuate the cited drawbacks.
Then, for medium frequency vibrations, there is a clear need for improving the efficiency
of prediction techniques on frequency bands.

A system acoustical response can be classified in three frequency range. Let’s consider
the size of the acoustic component to be smaller than the size of the acoustical response.
On this case few mode resonate in the system and this range can be defined as low fre-
quency (LF) (see Figure 1). This range is characterized by a strongly local response. This
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2 Introduction

range is solved thanks to classical finite element methods (FEM) which uses a large but
finite number of small elements to discretize the problem. The dynamic field variables
are described in terms of polynomial shape functions. However, since these shape func-
tions are no exact solutions of the governing differential equations, a fine discretization
is required to suppress the associated pollution error and to obtain reasonable prediction
accuracy at higher frequencies.

If the the size of the acoustic component is significantly larger than the wave length,
many modes resonate in the system and the range can be defined of high frequency (HF)
(see Figure 1). In this frequency range the local response lose its importance and a
global energetic estimation is sufficient to represent the system, moreover the response
is strongly influenced by uncertain parameters. Statistical Energy Analysis (SEA) is the
most established tool to have such a kind of prevision. It’s based on a simple balance of
energy in sub-systems of a structure, provides a global energy information and it’s inher-
ently extendible to keep in account uncertainty. Its global nature limits this approach to
high frequency.
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Figure 1: Qualitative frequency response of a system

Between the LF and the HF lies a peculiar frequency range called Mid-Frequency
(MF) (see Figure 1). It’s characteristics are hybrid between high and low frequency. The
behavior stills modal and local so classical high frequency techniques fail in making good
previsions, on the other hand FEM methods fail due to the computational cost. An other
important characteristics is an important sensibility to uncertainty.

Various approaches, including Trefftz methods [Trefftz, 1926], have been proposed
to overcome this problem. These methods differ from the FEM in the shape functions
used for the expansion of the field variables, which are exact solutions of the governing
differential equations. In many cases, these functions lead to a considerable reduction in
model size and computational effort compared to element-based methods. These meth-
ods include, among others, a special version of the Partition of Unity Method (PUM)
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[Strouboulis and Hidajat, 2006], the ultra-weak variational method [Cessenat and De-
spres, 1998], the least-squares method [Monk and Wang, 1999a], the Discontinuous En-
richment Method (DEM) [Farhat et al., 2001], the element-free Galerkin method [Bouil-
lard and Suleau, 1998], the wave boundary element method [Perrey-Debain et al., 2004]
and the wave-based method [Desmet et al., 2002a]. The Variational Theory of Complex
Rays (VTCR), which was first introduced in [Ladevèze, 1996], belong in the same cate-
gory. The main differences among all these methods lie in the treatment of the transmis-
sion conditions. Different types of discretizations can also be used: waveband, discrete
wave direction, ...

The first characteristic of the VTCR is the use of a specific weak formulation of the
problem which enables the approximations within the substructures to be a priori inde-
pendent of one another. Thus, in each substructure, any type of shape function can be
used, provided that it satisfies the governing equation. This gives the approach great flex-
ibility and, consequently, makes it very efficient because any type of approximation func-
tion can be easily introduced. The second characteristic of the VTCR is the introduction
of two-scale approximations with a strong mechanical content: the solution is described
as the superposition of an infinite number of plane waves which satisfy the governing
equation exactly. All the wave directions are taken into account. The unknowns of the
problem are the amplitudes of the waves.

In [Ladevèze et al., 2001] and [Rouch and Ladevèze, 2003], the VTCR was used
to predict the vibrational response of a 3D plate assembly. In [Ladevèze et al., 2003a],
plates with heterogeneities were taken into account. In [Riou et al., 2004], the theory
was extended to shell structures. The use of the VTCR for transient dynamic problems
was covered in [Chevreuil et al., 2007]. The extension to linear acoustic problems was
presented in [Riou et al., 2008] for 2D acoustics and in [Kovalevsky et al., 2012a] for 3D
acoustics. It was shown through many examples that this approach is capable of finding
accurate solutions of complex vibration problems while requiring only limited numbers
of degrees of freedom (DOFs) and modest computational resources, and is nearly mature
enough to become an industrial tool for the resolution of medium-frequency problems.

Although its wide range of applicability and its efficiency on mid-frequency VTRC
present two main open issues:

• Its formulation is completely frequency dependent lowering its efficiency on a wide
frequency band.

• Being a deterministic method, its extension to consider uncertainty parameters
could be computationally inefficient if classical tools (like Monte Carlo simula-
tions) are applied.

The aim of this work is to apply an innovative model reduction technique, called
Proper Generalized Decomposition (PGD), in order to solve the two principal weak points
of the technique, opening a new era of applications and effectiveness for VTCR.
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4 Introduction

PGD was proposed many years ago by Ladevèze for the resolution of complex non-
linear thermomechanical problems (see [Ladevèze, 1999]). Under the name “radial ap-
proximation”, it became one of the main components of the powerful nonincremental
and nonlinear LArge Time INcrement (LATIN) solver. More recently, a general sepa-
rated representation was used in [Ammar et al., 2006] to find approximate solutions of
multidimensional partial differential equations. The separated representation was also
used in [Nouy, 2007] for the resolution of stochastic equations in which the determin-
istic variables and the stochastic variables were separated, very much like in [Ladevèze
et al., 2010] for the radial space-time approximation of complex multiscale problems and
in [Ladevèze and Chamoin, 2011] for finding guaranteed error bounds.

Today, the common name used for techniques involving a separated representation of
the variables is Proper Generalized Decomposition (PGD). PGD belongs to the family of
Reduced-Order Modeling (ROM) techniques, along with the ROM-POD method [Lieu
et al., 2006] and the reduced-basis element method [Maday and Rønquist, 2002], but in
the case of PGD the construction of the representation takes into account the nature of
the problem directly. The general form of a PGD separated representation of a function

u of N variables is u(x1, ...,xN) ' uM(x1, ...,xN) =
M

∑
m=1

u1
m(x1)× ...× uN

m(xN), M being

the order of the approximation. Many applications of PGD, covering several domains,
have already been presented: for example advanced nonlinear solvers using separated
space-time representations; multidimensional models; the separation of physical spaces;
parametric models; real-time simulations; the quantification of uncertainties and stochas-
tic parametric analysis... [Chinesta et al., 2010a] and [Chinesta et al., 2011] give reviews
of recent works on PGD.

In this work PGD, in a first time, is applied to found a separate functional repre-
sentation over frequency and space of the unknown amplitude of VTCR formulation on a
reduced frequency space. This allows to calculate an high quality mid-frequency response
over a wide band without a fine frequency discretization, saving computational resources.
Moreover the PGD representation of the solution allows to save a huge amount of space
in term of storage of the solution over the considered band.

PGD application to VTCR was not straightforward. Despite its effectiveness and ef-
ficiency, VTCR brings to a numerically very unpleasant formulation. Resolutive VTCR
matrices are complex, non-symmetric and possibly ill-conditioned. From those peculiar
characteristics, two consideration can be drawn: Classical Galerkin approach fails due to
a strong matrix non-symmetry. Moreover an adapted pre-conditioner is needed to reach
a fast convergency in the iterative process despite the ill-condition number. To overcome
Galerkin limitation to symmetric problems, different approaches are proposed.

The simplest one is to premultiply the formulation by the complex conjugate of the
resolutive matrix. In this way the problem is simply overcome but two major issues
(which will be detailed in the work) suggest to find more elegant solutions. The first
problem is linked to performances, premultiply a matrix for its complex conjugate its
numerically inefficient. The second, and probably even more constraining, is due to the
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fact that a premultiplication between two very ill-conditioned matrices, with a lot of very
close eigenvalue, brings to introduction of a numerical pollution which could bring to
convergency towards an incoherent solution. For those reasons this approach is limited to
very simple cases and small bands on the low side of mid-frequency range, where above
mentioned effects are limited.

A Petrov-Galerkin algorithm is proposed to overcome those problems. It consist in
choosing an adjoint space, in this case the complex conjugate space, and solve the problem
on the principal space and its adjoint. Such a kind of solution is clearly appropriate for non
symmetrical problems. Moreover Petrov-Galerkin algorithm is intrinsically more stable
facing ill-conditioned problems. A pre-conditioner could sensibly improve convergency
but it’s not a stringent need for such a kind of technique. It will be shown that this
approach brings to very good results, compared to a chosen reference, on large mid-
frequency cases for several degrees of geometrical complexity. Nevertheless its choice as
a definitive PGD algorithm is questionable. Petrov-Galerkin algorithm do not guarante
a convergency, due to presence of an adjoint problem computational time are doubled
respect a standard Galekin and an unpleasant ”step convergency” is present.

For this reason an innovative algorithm is devoted to PGD applied to VTCR for broad
band. The key point of this algorithm is to minimize a residual formulation searching for
every iteration the minimum error direction. This algorithm guarante a fast and smooth
convergency (unlike Petrov-Galerkin) with inexpensive computations over huge mid-
frequency bands. Its only week point is a strong sensibility to ill-conditioned problems.
In order to not lose the advantages of the method the choice of a good pre-conditioner
could be capital. Considering the shape and the nature of VTCR matrices an adapted
”block SVD” pre-conditioner has been chosen. A ”block SVD” pre-conditioner is a clas-
sical SVD bases pre-conditioner applied only on diagonal block of the VTCR matrices,
representing the contribution of every sub-domains to the problem. VTCR introduces few
big sub-domain so a ”block SVD” could lead to several degrees of magnitude of reduction
in terms of conditioning at a widely acceptable computational cost.

At the state of the art, an alliance between a residual minimum error direction al-
gorithm and a ”block SVD” pre-conditioner is to consider as the definitive choice for
PDG-VTCR.

In a second time, PGD technique as been applied to extend its peculiarity to mid-
frequency wide band with uncertainty. The technique is still the same, but a third function
depending from the uncertainty is added to the previous one in frequency and space. This
techniques allows to extend a deterministic method like VTCR to uncertainty over a mid-
frequency band without performing any Monte Carlo simulation. Is so possible to exploit
calculation otherwise impossible for nowadays computation resources.

The oeuvre is developed in the following way:

• In the first chapter will make a point on the vast state of art on mid-frequency
problems and methods.
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6 Introduction

• The second chapter will introduce and deeply analyze VTCR for linear 2D and 3D
acoustic.

• In the third chapter an overview of modal reduction techniques and existing meth-
ods will be provided.

• The fourth chapter will analyze deeply generic aspect and state of art of Proper
Generalized Decomposition, the innovative modal reduction technique on which
the novelties of this work are based.

• Chapter five will constitute the key point of the oeuvre. PGD will be coupled with
VTRC in order to achieve for the first time a reduced model over frequency with
such a technique. Several algorithms will be introduced. 2D academic case to show
the effectiveness of the technique.

• In the last chapter the extension to uncertainty will be proposed. Some example
will show the unique performances of the technique.

• In the end a short conclusion will summarize the theoretical and numerical results
of the work.
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Chapter 1

The Mid-Frequency problem in acoustic

Mid-Frequency problem is an open question and a vast
number of methods and relative bibliography are available.

Four different strategies have been developed over the years:

• Low-Frequency methods modified in order to improve
numerical performances and reach Mid-Frequency

• High-Frequency methods improved to keep into account
local Mid-Frequency information

• Dedicated Mid-Frequency methods

• Hybrid methods combining advantages of Low and
High-frequency methods to achieve Mid-Frequency re-
sults

In this chapter a brief synthesis of those methods will be
provided. The last part will focus on some bibliographic
references about broad band calculation. Due to a vast

activity of the scientific community in this field, the literature
survey is huge. In this chapter a literature overview will be
given at the best of the author’s knowledge. In synthesis the

aim of this chapter is to introduce the different strategies and
provide some significant references.
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Reference problem and notation 9

1 Reference problem and notation

Let us consider the general 2D interior dynamics problem of a bounded acoustic domain
Ω in Figure 1.1, filled with a fluid characterized by sound velocity c0 and density ρ0, to

be studied in the frequency interval I =]ω0−
∆ω

2
;ω0+

∆ω

2
[, where ω0 denotes the central

frequency and ∆ω the bandwidth of the frequency band being considered. The problem
is to find p(x,ω), (x,ω) ∈Ω× I such that:

∣∣∣∣∣∣∣∣

∆p+ k2 p = 0 over Ω× I
p = pd over ∂pΩ×I
Lv(p) = vd over ∂vΩ× I
p−ZLv(p) = hd over ∂ZΩ× I

(1.1)

2 Basic concepts of VTCR

Let us consider the general steady-state dynamic problem illustrated in figure 1, where Ω is a
d-dimensional region with boundary ∂Ω, partitioned into nel non-overlapping regions Ωe. The
problem to solve can be written as: find u such that

L(u) = f in Ω (2.1)

B(u) = b on ∂Ω (2.2)

where f and b are two prescribed functions associated to the prescribed sources located inside
Ω or on its edges, L is a differential operator associated to the governing equation and B is
a differential operator associated to the boundary conditions and the continuity across the
interfaces between the regions Ωe.

Figure 1: General reference problem

The first characteristic feature of the VTCR is the use of a global formulation of the boundary
conditions (2.2) in primal as well as in dual quantities. Then, it writes problem (2.1)-(2.2) in
the following way: find u ∈ Sad such that

(u, δu)B = (b, δu) ∀δu ∈ Sad,0 (2.3)

where (•, •)B and (b, •) are a bilinear and a linear form equivalent to (2.2), Sad is the space of
functions that satisfy (2.1) and Sad,0 the space of functions that satisfy the homogeneous part
of (2.1). Formulation (2.3) is developed such that a priori independent approximations within
the regions Ωe can be used.

Then, all that is necessary, in order to develop approximations from the VTCR, is to define
the subspaces Sa

ad of Sad (resp. Sa
ad,0 and Sad,0). The approximated formulation can be written:

find ua ∈ Sa
ad such that

(ua, δua)B = (b, δua) ∀δua ∈ Sa
ad,0 (2.4)

The second characteristic feature of the VTCR is the use of two-scale approximations with a
strong mechanical content to derive the space Sad: apart from the particular solution associated

3

Figure 1.1: Reference problem

where k = (1− iη)
ω

c0
is the wave number (η being the absorption coefficient), pd a

prescribed pressure, vd a prescribed velocity, Z a given impedance and hd a given function.

Operator Lv(�) is defined by: Lv(�) =
i

ρ0ω

∂�
∂n

=
i

ρ0ω
nT

∇(�), n being the outward

normal. The uniqueness of the solution of this reference problem is ensured by η.
If we introduce a partition of Ω into nel non-overlapping elements Ωe, the following

additional equations must be verified in order to ensure the continuity of the solution
along Γe,e′ = Ωe∩Ωe′ :

pe− pe′ = 0 along Γe,e′× I
Lv(pe)+Lv(pe′) = 0 along Γe,e′× I (1.2)
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10 The Mid-Frequency problem in acoustic

2 Low-Frequency approaches extended to Mid-Frequency
Low-Frequency methods are well established and very effective when the low frequency
are concerned. Unluckily, when a Mid-frequency is to tackle, its cost became prohibitive
increasing the considered frequency. Moreover, even if an unlimited computational power
is available, dispersion and pollution error still limit this approaches to low-frequencies
[Deraemaeker et al., 1999]. For this reason several methods were proposed to raise its
limitations.

2.1 The finite element method and its improvements to tackle mid-
frequency

In this section a short review of finite element method is presented. Its simple formu-
lation, joint with the inborn characteristic of the method to adapt easily to any possible
geometry, made the FEM the principal tool to analyze low frequency problem. Due to
these reasons FEM base been developed in many commercial codes, this contributed to
definitive success of the technique. Being FEM such an important methods, a natural way
to face mid-frequency is to improve FEM limitations. In this section a review of improved
FEM is provided.

2.1.1 The Finite Element Method

The Finite Element Method [Zienkiewicz, 1977] is based on a weak approximation of
equation (1.1) and an approximation of admissible fields. Let’s take into account the
reference problem in Section 1. Once discretized the domain, field’s approximation is
composed by subdomain approximated field. Given the weak formulation, the unknown
pressure field p ∈ Pa = {p ∈ H1(Ω) which verify B.C.} has to satisfy:

a(p, p∗) = l(p∗) ∀p∗ ∈ Pa = {p ∈ H1(Ω)/p = 0 on ∂pΩ} (1.3)

with:

a(p, p∗) =
∫

Ω

(
grad(p) ·grad(p∗)+ k2 pp∗

)
dΩ+ i

∫
∂Ωz

ρ0ω

Z
pp∗dS

and

l(p∗) = i
∫

∂ΩZ

ρ0ω

Z
hed p∗dS− i

∫
∂Ωv

ρ0ωved p∗dS+
∫

Ω

f p∗dΩ

The domain Ω is divided in simpler sub-domains ΩE . The pressure field (solution of
Helmotz equation) for every sub-domain is defined by a linear combination of polynomial
shape functions:

p(x)' ph(x) =
nel

∑
e=1

pE
e φ

E
e (x), x ∈ΩE (1.4)
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Once the discretization and the shape functions are introduced a matrix notation is
introduced:

(K−ω
2M+ iωC)ph = F (1.5)

with:

• ph discretized unknown vector,

• K stiffness matrix,

• M mass matrix,

• C damping matrix,

• F loading vector.

One of the advantage of the technique ( [Deraemaeker et al., 1999]) is that the error
can be majored by:

εEF ≤ α

(
kh
q

)q

+βkL
(

kh
q

)2q

(1.6)

where:

• k is the problem wave number,

• h is the element size,

• q is the polynomial interpolation degree,

• α et β are some problem dependent constants,

• L is a characteristic length of the problem.

The first terms of the equation is linked to the polynomial approximation of the prob-
lem. The second concern the pollution error. Pollution error depends from the solution
wave number. For Low-Frequency problems the first term is decisive. As a consequence
a finer discretization could easily decrease this kind of error and it does not vary if a
fixed kh is taken in account. Is to remark that even for a fixed kh, the second term of the
error continuously increases with the frequency. For this reason when a mid-frequency
is taken in account, the second term of the error increase at fixed kh. This means that
mid-frequencies are an inborn limit for FEMs. The pollution’s error independence from
the discretization makes any refinement of the mesh ineffective, putting an insurmount-
able limit to classical FEM at higher frequencies. For that reason many improvements for
FEM were proposed over the years. Main major finite elements improved versions are
described in the following sections.
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12 The Mid-Frequency problem in acoustic

2.1.2 adaptive Finite Element Methods

Pollution error rises due to the high number of degrees of freedom needed to capture the
small wave length at increasing frequency. An possible solution to this problem is to limit
the number of degrees of freedom by a non uniform mesh over the domain. In standard
FEM the size of discretization is chosen referred to the global frequency of the system.
Nevertheless it’s non uncommon that ”local frequency” varies consistently in different
component of the domain. adaptive FEMs is based on this consideration. These methods
build a non-uniform mesh with fine discretization where local frequencies are higher and
a much coarser mesh elsewhere. An interesting way to find such an optimized mesh is
proposed in [Stewart and Hughes, 1996] for acoustical problems. It’s based on an a pri-
ori uniform repartition of the error over the domain in order to chose a so adapted mesh.
Different strategy to refine meshes are proposed:

• a h strategy like in [Stewart and Hughes, 1997]. In this strategy a finer discretization
in terms of element size is proposed,

• p strategy like in [Zienkiewicz et al., 2005]. In this strategy higher order polynomi-
als are chosen.

• ph strategy which is a combination if previous strategies.

adaptive FEMs allow to push higher in frequency the limits of classical FEM. Of course,
the high computational costs are still present and the pollution error lies in the back in-
creasing the frequency. For this reasons these methods can be considered as an excellent
choice if the low part of mid-frequency is considered but are not an answer for the com-
plete mid-frequency band.

2.1.3 The stabilized Finite Element

One of the reason why FEM lose its efficacy in approaching higher frequency, derives
from the used bilinear form [Deraemaeker et al., 1999]. The quadratic form associated
to the bilinear form loses stability at high frequency. For this reason some modification
have been proposed to make bilinear form unconditionally stable. Here the most known
techniques are summarized:

Galerkin Least-Squares FEM (GLS-FEM)

This technique stabilize classical FEM by adding a term linked to the minimiza-
tion of the equilibrium residue [Harari and Hughes, 1992]. This work show the
evidence of a complete disappearance of the pollution error in 1D cases. Unlikely
other works [Thompson and Pinsky, 1995] show that for increasing dimension the
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pollution error in suppressed only in some preferential direction.

Galerkin Gradient Least-Squares FEM (G∇LS-FEM)

First time introduced in [Franca and Carmo, 1989] it is similar to the (GLS-FEM)
but it aims to improve its performances. This time the stabilizing term minimizes
the gradient of the equilibrium residue. This approach showed a high efficiency
for structural dynamic problems (where several wave types are present) but a de-
terioration of the solution in acoustic [Harari and Haham, 1998] do not suggest its
application for the problem treated in this manuscript.

Quasi Stabilized FEM

This technique [Babuška et al., 1995] offers a solution to stabilize FEM without
and preferential direction. The technique is based on some modification to the
finite element matrices in order to perform the desired stabilization. 1D error is
suppressed and in 2D, if the mesh is regular enough, is minimized. The price to pay
for its effectiveness is a quite complicate implementation.

2.1.4 Domain Decomposition Methods

Pollution error is of course one of the biggest problem in FEM but is not the only limiting
factor. Stabilized FEM can suppress or drastically reduce pollution error. Nevertheless
the principle that at higher frequency a finer discretization is required, is still inalien-
able. This could lead to huge computational time and computational resources request.
In recent years and in many branches of computational sciences, domain decomposition
methods seem to be the most effective tool for huge computational problems. The basic
concept is to divide a big domain, which is impossible to tackle due to computational
cost, in smaller sub-domain. Once the problem is divided in more affordable problems,
each problem could be solved in parallel by several computers and then reconstructed.
This operation is quite delicate and the sub-division process have to be kept under con-
trol. The communication between sub-domains should be optimal and a too high number
of sub-domains could lead to huge computational cost in order to transmit the informa-
tions between the domains. Between the others some methods are quoted for their use in
vibration problems:

Component Mode Synthesis (CMS)

In this technique [MacNeal, 1971] a preliminary calculation of eigenmodes in every
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14 The Mid-Frequency problem in acoustic

sub-domain is performed. In a second phase these modes are taken as a basis for
the global domain modes. Every sub-domain is treated independently by different
calculators in parallel.

Guyan’s decomposition

Introduced in [Sandberg et al., 2001], it’s based on hierarchic classification of de-
grees of freedom. Some DoF are classified as slave, and contribute to the calculation
of local sub-domain modes. The information is then transmitted to the global sys-
tem by some and limited in numbers nodes, called masters. Those particular DoFs
condense the information of all the slave DoFs. Once again every sub-domain is
treated independently by different calculators in parallel.

Finite Element Tearing and Interconnecting (FETI)

Is one of the most popular domain decomposition technique. FETI (Finite Element
Tearing and Interconnecting) was first introduced in [Farhat and Roux, 1991]. This
is a domain decomposition method based on the FE. The displacement formulation
of the discretized problem (decomposed into sub-structures) can be put in the form
of a functional minimization under constraints. Constraints correspond to the con-
tinuity of the displacement along the interfaces between each substructure. These
constraints are taken into account by Lagrange multipliers. After having satisfied
the stationarity of the functional, we obtain a matrix problem linking the nodal un-
knowns and the multipliers. In the FETI method, the primary unknown is composed
of inter-efforts between sub-structures, in this case the multipliers. Condensation
(substructure by substructure) of nodal unknowns over the multipliers leads to a
matrix system that allows to find statically admissible international efforts. An it-
erative algorithm is used to solve the matrix system. Application of the method in
acoustic in present in [Magoules et al., 2000,Farhat et al., 2000,Tezaur et al., 2001].
Coupled vibro-acoustic problem is tackled in [Mandel, 2002]

Domain decomposition methods are very useful to mid-frequency problems. Never-
theless in this work a different philosophical approach is preferred. Domain decomposi-
tion is a science on is own and a detailed analysis is out of the aims of this literature review.
Further details about this techniques cold be find in the excellent review paper, [Gosselet
and Rey, 2006].

2.1.5 Multiscale FE methods

Multiscale FE methods improve performances of standard FE by adding an enrichment
where needed with a non-FE refinement. Hence one or several ”scale” are added to the
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original FE problem. Here two of these methods are described:

Variational Multiscale

Introduced in [Hughes, 1995], it lies on the hypothesis that a solution field u could
be constituted as u = uP +uE . up is an approximation of the field at a coarse scale
made by FE in any desired form. On the other hand uE (where E stands for en-
richment) is an approximation of the field on a very small scale. Being the scale
too small for FE other ways have to be followed. In variational multiscale uE is
searched by the introduction of enrichment functions. This functions are boundary
zero-trace polynomial.

Residual Free Bubbles (RFB)

The basic principle is the same of Variational Multiscale. This time uE is searched
on a different approximation space. The approximation space on fine scale for RFB
is given by bubble function defined on every element [Franca et al., 1997].

2.2 The Boundary Element Method
The Boundary Element Method or BEM is a very common alternative to FEM in acoustic,
electromagnetic and unbounded domains [Banerjee, 1993,Bonnet, 1999a]. The technique
consists to solve the problem on a boundary ∂Ω in the place of domain Ω. In a first time
the problem is solved only on the boundary. Than, taking in account the solution over
the boundary, the solution in the whole domain is extrapolated. Considering p(x) the
unknown pressure field, solution of Helmotz equation:

c(x)p(x)+
∫

∂Ω

(
∂G(x,y)

∂n
p(y)−G(x,y)

∂p(y)
∂n

)
dΓy = 0 ∀x ∈Ω (1.7)

where:

• c(x)is a known function taking into account singularities. It also allows to make a
generalization of the expression to consider both the boundary and the domain.

• G(x,y) is the Green function verifing L(G(x,y)) = δ(x− y) ∀(x,y) ∈Ω2.

The key aspect of the method is the boundary discretization. In this way the domain
discretization, typical of FEM, is replaced by the discretization over the boundary. This
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allows to drastically reducer the needed DoF needed. On the other hand resulting matri-
ces, even if consequently smaller, are dense and of difficult construction. This is particu-
larly true if x and y coordinate are close each other. This characteristics limit the method
to low-frequency problems. To overcome this limitations some improved versions have
been proposed during the years:

• The Fast Multipole BEM impose a decoupling hypothesis on y and x. This allows
to decouple the integral in (2.2) [Bonnet, 1999b, Bonnet et al., 2008].

• Some so called “clustering methods” allows to treat easier the full BEM matrixes
[Hackbusch and Nowak, 1989],

• Partial approximation of martixes [Kurz et al., 2002]

2.3 The enrichment methods
In vibrational analysis the classical definition space of FE is not adapted to the problem.
The enrichment methods family try to exploit this gap by improving the definition space
of FM taking into account the nature of the problem. In particular shape function are
chosen in order to improve the space properties. The infection of new and adapted shape
function is problem dependent and needs an a priori knowledge of the solution. This en-
richment can be performed locally where in needed. The effect of enrichment methods is
to reduce DoF but on the others side introduce ill-conditioning on the problem at increas-
ing frequency. Partition Unit Method (PUM) [Melenk and Babuška, 1996, Strouboulis
and Hidajat, 2006] and the generalized finite element method [Strouboulis et al., 2000]
belong to this family of methods

2.3.1 Partition Unit Method

Partition Unit Method is based on a the following assumption [Melenk and Babuška,
1996]: Let φ j(x) be a a bases function of the compact Ω j which covers Ω such as:

∑
j

φ j(x) = 1 ∀x ∈Ω (1.8)

More over a base v j, approximation of u field is introduced such as:

||u− v j||L2(Ω j) < ε1, j

||∇(u− v j)||L2(Ω j) < ε1, j

(1.9)

This means that ∑ j φ j(x)vi have to satisfy:
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||u−∑ j φ j(x)v j||L2(Ω j) ≤C1

√
∑ j ε2

1, j

||∇(u−∑ j φ j(x)v j)||L2(Ω j) ≤C1

√
∑ j ε1, j + ε2

2, j

(1.10)

Such property means that if we construct a partition of unity, it is possible to enrich
the local approximation of u by functions v j having mechanical or topological content.
This enrichment is made in a multiplicative way, unlike the FE-multiscale which use an
additive strategy.

2.4 The meshless methods

In this methods the domain is discretized by several points and for each point an influence
domaine ΩE is assigned. The overlap between the influence domains is allowed. This
is a fundamental difference from FEM where mesh elements are not allowed to overlap.
This influence domains provide the support for the p field approximation shape function.
It’s interesting to denote that the value at point E is an average of the field included in
the influence domain. This characteristic makes this method a non-interpolation based
method. Several methods exploit this principle but a special attention is given at the
Element-Free Galerkin Method for its application in acoustic.

2.4.1 The Element-Free Galerkin Method

The Element-Free Galerkin Method was introduced in [Belytschko et al., 1994] as an im-
provement of the Diffuse Element Method [Nayroles et al., 1992]. The unknown field u
is searched as a linear combination of φE(x) shape function. The associated coefficients
are the uE values in a surrounding of E point:

u(x)' uh(x) =
nE

∑
E=1

uEφE(x) = uT (x)φ(x), ∀x ∈Ω (1.11)

φE(x) shape function are built with a Moving Least Squares as in [Lancaster and Salka-
uskas, 1981]. Dirichlet boundary condition are taken into account by the use of Lagrange
multiplier. This method has been successfully applied in linear acoustic in [Bouillard and
Suleaub, 1998, Suleau et al., 2000]. This works shows that the Element-Free Galerkin
Method suffer less from pollution error, this is particularly true when using plane wave
enrichment. The method could be improved if a multi-level solution is used as in [Lacroix
et al., 2003]. In this case a linear base is chosen in order to approximate the wave propa-
gation direction. This directions are then used in a second plane wave based analysis.

On a PGD model order reduction technique for mid-frequency acoustic



18 The Mid-Frequency problem in acoustic

3 High-Frequency approaches extended to Mid-Frequency
High frequency analysis are strongly dominated by a tool called Statistical Energy Anal-
ysis (SEA) [Lyon and Maidanik, 1962]. Its simple theoretical frame, its inexpensive
computational cost and its efficacy (when basic hypothesis are respected) make this tool a
obliged choice when high-frequency is to tackle. SEA brings, due to its statistical nature,
global previsions in term of energy over a frequency band. No spacial informations are
provided. This is not a a problem when, as in high frequency, the diffuse field hypothe-
sis is respected. Unlikely, in mid-frequency this hypothesis is not fully respected. SEA
prevision in terms of average energy are still valid but less useful due to a still strong
localization of the response. In this section SEA principles will be introduced. As a sec-
ond step some SEA-based techniques modified to keep into account mid-frequency are
presented.

3.1 The Statistical Energy Analysis
Since its introduction in [Lyon and Maidanik, 1962] SEA becomes the preferential tool
for high-frequency analysis. Nowadays it’s commonly used both as a research tool and
as an industrial tool [Troclet, 1995]. The SEA basic idea is to divide the structure in sub-
system and then study the energy transmission between the structure to find the vibrational
response. This response has to be thought as an average in terms of energy on a wave
band. To calculate the energy a power balance on substructures i is to consider:

Pi
in = Pi

diss +∑
j

Pi j
coup (1.12)

where:

• Pi
in is the input power in the main subsystem,

• Pi
diss is the dissipated power by i subsystem,

• Pi j
coup is the coupling power between i and j subsystem.

Coupling between subdomains is supposed proportional to their modal energy differ-
ence:

Pi j
coup = ωηi jni

(
Ei

ni
− E j

n j

)
(1.13)

where:

• ni is the modal density,
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• ηi j is the coupling loss factor,

• Ei is the energy of i subdomain,

• E j is the energy of j subdomain,

The average over frequency is taken into account by ω term. it’s to remark that in
equation (1.13) the energy is transmitted only to adjacent subsystem. This strong hy-
pothesis is generally true for very high frequency. An other key point to SEA success is
the possibility to calculate directly the energy variance in the subsystems [Langley and
Brown, 2004, Cotoni et al., 2005]. Basic hypothesis to this extension is the structure er-
godicity hypothesis. SEA in an excellent tool but relies on a quite vast set of very strong
hypothesis. The field should be diffused in every subsystem and the number of mode
should be high enough. An high mold density permit to validate the hypothesis of same
probability of natural frequency in a band. As anticipated earlier an other hypothesis is the
weak coupling. If the weak coupling is not respected the interaction of two non-adjacent
system is to take in account. An excellent review of SEA and its hypothesis can be found
in [Mace, 2003].

3.2 Energy Flow Analysis

One inborn limitation of SEA is considering local quantities. One way to improve its
capacity in this sense is given by the Energy Flow Analysis where energy flow is denoted
by I. The unknown of the problem is the energy density e. Energy flow I and energy
density are connected by this relation:

I =−
(

c2
g

ηω

)
∇e (1.14)

with cg the group velocity. If a power balance is applied to a subsystem the following
diffusive relation is obtained:

c2
g

ηω
∆e−ωηe =−Pinj (1.15)

This method has shown its efficacy for simple 1D problems [Lase et al., 1996, Ichchou
et al., 1997] but its application to realistic problems is hard due to continuity condition
[Langley, 1995]. More over the description of energy with a formulation like (1.15) could
be problematic. For such a formulation radiated field by a source in a 2D structure shows
a 1/
√

r decay proportion while theory demonstrate a 1/r factor [Carcaterra and Adamo,
1999].

On a PGD model order reduction technique for mid-frequency acoustic



20 The Mid-Frequency problem in acoustic

3.3 Wave Intensity Analysis

The basic philosophy is the same of SEA but the diffuse field hypothesis is removed. In
its place wave field is considered directional [Langley, 1992]. In Wave Intensity Analysis
propagative waves are associated with an amplitude. Supposing wave non-correlation,
system energy could be expressed as Fourier series:

E =
∫ 2π

0
∑
p

epNp(θ)dθ (1.16)

A power balance between subsystem provides ep amplitudes. This method showed
considerably better result than SEA on plate assembly [Langley et al., 1997], neverthe-
less it share with SEA the impossibility of finding local information and the coupling
coefficient could be hard to find.

3.4 Statistical modal Energy distribution Analysis

A very interesting extension of SEA to mid-frequency is the Statistical modal Energy
distribution Analysis also known as SmEdA [Guyader et al., 1988]. SmEdA relies on the
SEA energetic approach but adds a kinetic energy calculation in every subsystem in order
improve the information quality and so approach the mid-frequency range. For a vibro-
acoustic problem a decouping between the acoustic nature problem and the structural
dynamic problem. Evaluation of the energy transfer is based on an a priori calculation of
all coupled system eigenmodes. A FEM based snapshot technique allows then to find SEA
needed coefficient. Successful applications of this method can be found in [Maxit and
Guyader, 2001b, Maxit and Guyader, 2001a, Totaro et al., 2009]. This approach provides
satisfactory results for plate assemblies. Moreover it allows to understand the influence of
geometry and damping on the energy exchanges between each component of the system.
The principal weak point of the method is the necessity of a FEM calculation. This is in
contrast with SEA simplicity and efficacy, in some case can result very expensive.

3.5 Ray Tracing Method

Derived from linear optic the Ray Tracing Method was first introduced in [Krokstad et al.,
1968] to predict acoustic performances in rooms. It proposes to calculate the vibrational
field by a set of rays (which are plane waves propagating) whose path is followed until
fully dumped. Transmissions and reflections of these rays are computed by classical
Snell law. If frequency and damping are high enough, RTM is a inexpensive and accurate
method. If not calculation time increases making this technique a non optimal choice. An
other difficulty concerns the choice of imposed initial direction for the wave propagation.
If the geometry is complex making the optimal choice is an hard task. Exemples of
application of this method could be found in [Allen and Berkley, 1979] for acoustic and
in [Chae and Ih, 2001] for thin plate.
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3.6 Quasi-SEA method

As stated in sub-section 3.1, SEA is limited in high frequency by its strong hypothesis.
The basic idea of Quasi-SEA is to introduce a modal energy approach. In [Mace, 2003]
SEA hypothesis are analyzed in details and a technique to relax these hypothesis in order
to extend the lower limit of validity is proposed. Expressions for the energy influence
coefficients of a built-up structure are found in terms of the modes of the whole structure.
These coefficients relate frequency average energies of the subsystems to the subsystem
input powers. Rain-on-the-roof excitation over a frequency band Ω is assumed. It is then
seen that the system can be described by an SEA model only if a particular condition
involving the mode shapes of the system is satisfied. Broadly, the condition holds if
the mode shapes of the modes in the frequency band of excitation are, on average, typical
enough of all the modes of the system in terms of the distribution of energy throughout the
system. If this condition is satisfied then the system can be modeled using an quasi-SEA
approach, irrespective of the level of damping or of the strength of coupling. However, the
resulting model need not be of a proper SEA form, and in particular the indirect coupling
loss factors may not be negligible.

3.7 Asymptotical Scaled Modal Analysis

The Asymptotical Scaled Modal Analysis (ASMA) was first introduced for plates in
[De Rosa and Franco, 2008, De Rosa and Franco, 2010]. The main hypothesis of ASMA
is that the modal frequency response of a system can be approximated by the modal
frequency response of a scaled system, when approaching mid-frequency. The main sys-
tem and the scaled system are linked by an equivalence in terms of quadratic velocity.
Quadratic velocity is a global characteristic of the system that can be driven from an in-
expensive SEA analysis. If the original system is properly scaled in terms of side lengths
and damping, the square velocity is the same. This means that the scaled system keeps
energetic properties of the original unscaled system. The new scaled properties makes
the system easily solvable by a standard FEM with few modes. The techniques leads to
an important reduction of computational costs and can be directly applied to any finite
element solver. ASMA has been applied to metallic and composite plates.

4 A Trefftz methods category in order to solve Mid-Frequency
problems

Trefftz methods born from the idea to impose an a priori solution of the approxima-
tion space. These function verifies the equilibrium equation but not the boundary con-
dition. The desired solution in this space converge towards the exact solution under
the hypothesis of complete metric space [Herrera, 1984]. This property is called T-
completion. [Zienkiewicz, 1997] and [Kita and Kamiya, 1995] provides a review of Tr-
efftz methods applied in different context. Common characteristics of Trefftz methods
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are a fast convergency in terms of DOF and a ill-conditioning derived from the chosen
approximation space.

4.1 Ultra Weak Variational Formulation
Ultra Weak Variational Formulation is based on a domain discretization in elements. Ev-
ery element is connected to others by an interface and on this interface a variable is added.
This variable must satisfy a weak formulation over the boundary. Pressure is the associ-
ated primal variable and it must satisfy Helmotz equation. The vibrational field is approxi-
mated by a set of plane waves and a Galerkin routine leads to resolution of a system matrix
whose solution is the interface variables’ vector. Continuity between the elements is taken
into account in the formulation by the intermediary of a dual variable (normal speed) way
similar to the method FETI (see subsection 2.1.4). Once the interface variables are com-
puted, the field inside each element can be reconstructed by solving a problem locally.
When large problems are solved, the method typically uses a pre-conditioner. Although
UWVF allows to make little effort computations, it can present numerical instabilities
and remains, in principle, an h-method. It also suffers from poor condition number (as
the totality of Trefftz methods). In [Cessenat and Despres, 1998], it is demonstrated that
a uniform distributed propagation directions maximizes the determinant of the UWVF
matrix, and therefore the distribution is leading to the best possible condition number.
A comparison of the method with PUFEM (see section 2.3.1) is presented in [Huttunen
et al., 2006] on the problem solving Helmholtz 2D irregular meshes. The authors con-
clude that both methods provide accurate results with coarse meshes. A general trend is
that UWVF seems more efficient than the PUFEM in the high frequencies, while PUFEM
is better in low frequencies (which is not surprising being PUFEM a low-frequency de-
rived method). On the other hand, the PUFEM condition number is much better than
UWVF (even preconditioned) at higher frequencies. Note also that the work presented
in [Gittelson et al., 2009] show that UWVF is a special case of Discontinuous Galerkin
approaches (see [Farhat et al., 2003]) using plane waves.

4.2 T-elements
Some indirect approaches use a sub-domain discretization of the studied domain, and
seek the solution elements by elements by Trefftz approach. Thus constructed subdo-
mains are called T-elements. Continuity at the interfaces is ensured either by Lagrange
multipliers [Freitas, 1999], and in this case sometimes called hybrid Trefftz methods be-
cause they can be reconnected to well established finite element (see section 2.1.1). An
other method to ensure continuity is by the least square functional. These methods are
called Least-Squares T-elements (LST) [Jirousek and Wroblewski, 1996,Monk and Wang,
1999b,Stojek, 1998]. The use of these techniques have a number of advantages compared
to the FEM:

• since the only equations that are not verified are the boundary conditions, the size
of the numerical model is small.
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• complex geometries can be taken into account by using sufficiently small sub-
domains.

• solution’s singularities (acoustic point sources, punctual mechanical efforts) may
be taken into account by injecting in the approximation space an adapted function.

Some recent studies have also raised the problems related to the definition of Trefftz’s ori-
gin (origin of the shape functions) for both direct and indirect approaches. These studies
explains why the origin in T-elements is usually placed in the center of the elements or
area studied [Chang and Liu, 2004, Yeih et al., 2006].

4.3 The Discontinuous Enrichment Method
The Discontinuous Enrichment Method (DEM) was introduced in [Farhat et al., 2001]. It
is very close to multi-scale FE method. However, unlike FE multi-scale which assumes a
zero trace uE fields on the boundaries of the elements, the DEM uses uE functions defined
on a fine scale. They are exact solutions of the equilibrium equation in the interior of each
element. These functions do not meet the imposed boundary conditions, neither continu-
ity between field elements. In other to verify these condition Lagrange multipliers are in-
troduced. Enrichment proposed in this method consists of a finite number of plane waves
eik(xcosθ+ysinθ) propagating in equidistributed directions (θ1, ..., θn). Nevertheless, the def-
inition of the fine scale’s space requires particular attention. Indeed, for stability reasons,
the number of Lagrange multipliers used on each elements’ edge must be directly related
to the number of plane waves in each element defined by the inf-sup condition [Brezzi
and Fortin, 1991]. Therefore, the method should be based on the construction of special
elements. Dedicated 2D elements have been proposed in [Farhat et al., 2003,Farhat et al.,
2004b, Farhat et al., 2004a]. 3D elements are introduced in [Tezaur and Farhat, 2006].
In [Farhat et al., 2004a] It’s shown that the FE approximation, (ex. polynomial functions
on the coarse scale) do not improve the quality of the solution when many Helmholtz’s
problems are considered. This method provides accurate results with coarser meshes than
conventional FEM, and the matrices are better conditioned than the PUM [Grosu and
Harari, 2008]. Recently, problems of acoustic mobile media were treated in [Gabard,
2007], and problems interacting fluid / fluid and fluid / solid have been treated using
evanescent waves in [Massimi et al., 2008]. In conclusion, this method is robust and pro-
vides accurate results with a reasonable number of degrees of freedom compared to the
FEM, the use of plane waves drastically reduce the effect of pollution. The DEM also
allows to take into account complex geometries thanks to the use of a FE mesh. However,
this method is constrained by the use of Lagrange multipliers, which hinders flexibility.

4.4 Wave Boundary Element Method
The Wave Boundary Element Method (WBEM) is a direct extension of the BEM. It has
been proposed in [Perrey-Debain et al., 2003,Perrey-Debain et al., 2004]. The WBEM in-
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troduces a enrichment by propagating plane waves. By this approach boundary elements
can be much larger than the conventional BEM approach. The basic idea is that the poly-
nomial functions defined on the boundary are multiplied by plane waves. The number
of functions and their propagation direction can be chosen as desired. in [Perrey-Debain
et al., 2004] equidistributed distribution is used, but if an a priori idea of preferred propa-
gation’s directions is known a quite irregular distribution of directions can be introduced.
Is to remark that the use of plane waves strongly degrades operators’ condition number.
The method achieves considerably reduced models compared to a standard approach, par-
ticularly if the p approach is chosen.

4.5 Wave Based Method

The Wave Based Method (WBM) is introduced in [Desmet et al., 2002b]. The WBM is
based on an approximation of the solution through plane waves. The continuity between
interfaces is guaranteed by a weighted residuals’ variational technique. Let’s take the
reference problem defined in Section 1. Acoustical cavity Ω is divided in two sub-cavity
Ω1 and Ω2. On the two cavities (E ∈ {1,2}) the solution is expressed as:

pE =
∞

∑
m=0

aE
m cos

(
mπx
LE

x

)
e
±i

√(
k2−mπx

LEx

)2
y
+

∞

∑
n=0

aE
n cos

(
mπy
LE

y

)
e
±i

√(
k2− nπy

LEy

)2
x

(1.17)

where LE
x and LE

y are the dimensions of the smallest rectangle which can encompass
the ΩE sub-cavity. These approximations are obviously truncated to perform numerically
implementation. In order to chose an appropriate number (nE

x and nE
y ) of shape functions

the following criteria is proposed:

nE
x

LE
x
'

nE
y

LE
y
' T

k
π (1.18)

where T is a truncation parameter chosen by the user. In [Desmet, 1998] this pa-
rameter is suggested to impose at least T = 2. This ensures that the wavelength λmin
of the shape function is not oscillating larger than the half of the characteristic prob-
lem wavelength. The chosen approximation does not verify the boundary conditions and
transmission conditions at the interface. In order to verify these conditions further residue
equations have to be added:

RE
p (x) = ph

E − pde x ∈ ∂pΩE

RE
v (x) = Lv[ph

E ]− vde x ∈ ∂vΩE

RE
Z (x) = Lv[ph

E ]−Z−1
E ph

E x ∈ ∂vΩE

(1.19)
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Multiplying each of these residues by a primal test function (δpE) or by a dual asso-
ciated test function (Lv[δp]) and by integrating on all concerned boundary, the following
variational form is obtained:

∑E=1,2(
∫

∂pΩE
Lv[δp]RE

p ds+
∫

∂vΩE
δpERE

v ds+
∫

∂ZΩE
δpERE

Z ds)

+∑E=1,E 6=E ′(
∫

Γ
δpERE−E ′

Γv −Lv[δp]RE−E ′
Γv ds) = 0

(1.20)

This technique leads to the resolution of a matrix sytem KX = F whose solution is the
vector of complex wave amplitudes of expression (1.17) Is to remark that in this method,
taking into account the transmission conditions at the interface Γ is not very natural.
Indeed, in the formulation (1.20) the interface terms are a possible alternative, since a
priori weighting coefficient associated with the test function is a choice. This choice
may make unstable the numerical model, particularly when treated frequency coincides
with a natural frequency of substructure. Interface’s treatment can be done thanks to a
normal impedance condition at the interfaces. It introduces damping in the model, which
seems to improve the stability of the method. Numerical tests show that if the chosen
impedance factor corresponds to the impedance of the propagation medium (Z0 = ρ0c0)
formulation is more stable [Pluymers et al., 2007]. The WBM is typically a p-method,
and therefore prefer to use elements of large and increasing number of functions used to
obtain quality solutions with small models. As all other Trefftz methods WBM suffers of
ill-conditioning. This method as been applied in several class of problems. In [Desmet
et al., 2002b] application for 3D and 2D acoustic can be found. In [Vanmaele et al.,
2007, Vanmaele et al., 2009] it was applied for structural dynamics, and to poroelastic
materials in [Deckers et al., 2009, Deckers et al., 2011]. The technique has been as well
extended to unbounded domains [Genechten et al., 2010].

5 Hybrid methods for Mid-Frequency
Hybrid methods arise from the consideration that limitation of a single method could be
overcome by a simple combination between different methods. In this way is possible
to combine advantages of different methods and reduce limitation of both of them. The
underling hypothesis to any hybrid methods is that even if a global system’s behavior is in
mid-frequency it can be decomposed in several subsystem with different local behavior.
Let’s consider a rod-plate assembly in mid frequency. In this case it’s possible to consider
rod as low-frequency systems and plate as high-frequency systems. If this hypothesis is
confirmed it is possible to use a combined FE-SEA approach [Shorter and Langley, 2005].
On the other hand if a big acoustic cavity with few complex geometrical details is to
compute, a hybrid between Trefftz methods and FE can be proposed. The big regular part
of the cavity can be modeled with a Treffts methods while the details can be modeled with
low-frequency approaches like FE or BEM. This hybrid strategy can be very effective.
Trefftz methods are extremely powerful when few big cavities are taken into account.
On the other hand low-frequency techniques still inexpensive if low size components are
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considered. Some examples of this hybrid technique can be found in [Van Hal et al.,
2005, Van Genechten et al., 2011]

5.1 The Hybrid Finite Element/Statistical Energy Analysis method

This methods has been introduced in [Shorter and Langley, 2005, Langley and Cotoni,
2007, Langley and Cordioli, 2009] and an exhaustive literature review can be found in
Chapter 6 of [Desmet et al., 2012]. In the hybrid FE/SEA approach the structure is rep-
resented as an assembly of (i) deterministic FE components, known collectively as the
master system, and (ii) SEA subsystems with random properties. Without loss of gen-
erality it can be assumed that all subsystems are coupled exclusively through the master
system, since a set of master system degrees of freedom can always be inserted between
two otherwise directly coupled SEA subsystems. The complete set of FE degrees of
freedom associated with the master system is denoted by q , while the degrees of freedom
associated with the SEA subsystems are the vibrational energies E j . The physical proper-
ties of the master system can be represented by a set of parameters b, the SEA subsystems
can be considered to have a set of random physical parameters s (representing density,
modulus, geometry etc). The concern is therefore with an ensemble of systems in which
the properties s vary across the ensemble. One of the biggest advantage of this technique
is to provide directly the ensemble average (µ) and variance (σ2) of the response of the
system in the form:

µ j = Es[w j(s)]

σ2
j =Vars[w j(s)]

(1.21)

where w j represents a general response variable (a subsystem energy, or a cross-
spectrum of the master system response), and Es[] and Vars[] represent the mean and
variance over the ensemble. This ensemble is referred to here as the non-parametric en-
semble, due to the fact that the details of the parameters s are never considered in the
model is used to describe the statistics of the subsystem natural frequencies and mode
shapes. This approach obviates the need for any detailed knowledge of the variability
or uncertainty of the parameters s and does not require Monte Carlo simulations to be
performed to propagate the uncertainty. The only input needed to describe the SEA sub-
systems are the geometry and mechanical properties of the nominal system, as in the
conventional SEA approach. An extension to uncertainty in order to better keep into
account mid-frequency physical behavior is proposed in [Cicirello and Langley, 2012].

6 Conclusion

Despite the immense literature survey, the author has given some fundamental references
to better understand the state of the art for mid-frequency problems. This will allow to
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the reader to better place the following original work in the right contest. Mid-frequency
methods have been classified in four different categories:

• Low-Frequency approaches extended to Mid-Frequency; as shown these approaches
try to improve performances of classical low-frequency methods. In this way the
left part of mid-frequency range can easily be computed.

• Mid-Frequency approaches extended to Mid-Frequency; these methods allow to ex-
tend some of the several advantages of high-frequency approaches ti mid-frequency.
Improving this methods allows to compute the upper part of mid-frequency band.

• Trefftz methods category; these methods are dedicated to compute mid-frequency.
They are perfectly suited for this kind of problems and the solution’s quality gener-
ally outperforms other approaches. On the other hand Trefftz approaches bring to
numerically very uncommon and unpleasant numerical problems. Moreover their
complex formulations do not makes, at the state of art, these methods for wide
spread industrial purpose. For these reasons this category of methods is still a open
challenge. This manuscripts aims to make a decisive step foward in their efficacy
and efficiency.

• Hybrid methods for Mid-Frequency; they propose a combination between well es-
tablished methods in order to solve mid-frequency problems.
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Chapter 2

The Variational Theory of Complex
Rays to solve Mid-Frequency acoustical

problem

In this third chapter VTCR is presented in details. After a
theoretical overview, an exhaustive literature review is

provided. After this chapter, the reader will have a clear idea
of the state of art VTCR and understand its advantages, its
range of applicability and its performances. Moreover the
accent will be posed on known issues of the technique that

this work proposes to overcome.
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An introduction to VTCR 31

1 An introduction to VTCR

The Variational Theory of Complex Rays (VTCR), which was first introduced in [Ladevèze,
1996], (focus of this chapter and a fundamental starting base of all the work), belong to
the Trefftz category presented in chapter 1, section 4.

The first characteristic of the VTCR is the use of a specific weak formulation of the
problem which enables the approximations within the substructures to be a priori inde-
pendent of one another. Thus, in each substructure, any type of shape function can be
used, provided that it satisfies the governing equation. This gives the approach great flex-
ibility and, consequently, makes it very efficient because any type of approximation func-
tion can be easily introduced. The second characteristic of the VTCR is the introduction
of two-scale approximations with a strong mechanical content: the solution is described
as the superposition of an infinite number of plane waves which satisfy the governing
equation exactly. All the wave directions are taken into account. The unknowns of the
problem are the amplitudes of the waves.

In [Ladevèze et al., 2001] and [Rouch and Ladevèze, 2003], the VTCR was used
to predict the vibrational response of a 3D plate assembly. In [Ladevèze et al., 2003a],
plates with heterogeneities were taken into account. In [Riou et al., 2004], the theory
was extended to shell structures. The use of the VTCR for transient dynamic problems
was covered in [Chevreuil et al., 2007]. The extension to linear acoustic problems was
presented in [Riou et al., 2008] for 2D acoustics and in [Kovalevsky et al., 2012a] for 3D
acoustics. It was shown through many examples that this approach is capable of finding
accurate solutions of complex vibration problems while requiring only limited numbers
of degrees of freedom (DOFs) and modest computational resources, and is nearly mature
enough to become an industrial tool for the resolution of medium-frequency problems. In
this chapter, over fifteen years of development of the VTCR are summarized. First, the
general concepts of the method are described. Next, various examples are given in order
to illustrate its efficiency for both structural vibration and acoustic problems. In the last
paragraph the motivation that brought to life this work, are stressed. This literature review
is extensively withdrawn from [Desmet et al., 2012]. The review of VTCR can be found
in Chapter 5, one of the coauthors of this VTCR review is also the author of this PhD
dissertation.

2 The basic concepts of the VTCR

Let us consider a general steady-state dynamic problem in a d-dimensional region Ω

(d = 2 or d = 3), bounded by ∂Ω and partitioned into nel non-overlapping subregions Ωe.
The problem to be solved can be stated as follows: find the amplitude u such that, for a
given circular frequency,

L(u) = f within Ω (2.1)

B(u) = b over ∂Ω (2.2)
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where f and b are two prescribed functions associated with the prescribed sources located
within the regions Ωe or at their boundaries, L is a linear differential operator associated
with the governing equation and B is a linear differential operator associated with the
boundary conditions and the continuity across the interfaces between the regions Ωe.

The first characteristic feature of the VTCR is the use of a global formulation of the
boundary conditions (2.2), then, problem (2.1)-(2.2) becomes: find u ∈ Sad such that

B(u,δu) = r(δu) ∀δu ∈ Sad,0 (2.3)

where B(•,•) and r(•) are a bilinear form and a linear form respectively, which are equiv-
alent to (2.2); Sad is the space of the functions which satisfy (2.1); and Sad,0 is the space
of the functions which satisfy the homogeneous part of (2.1). Formulation (2.3) is written
in such a way that a priori independent approximations can be used within the regions
Ωe. Under classical assumptions, one can prove that this formulation is equivalent to the
initial reference problem and that its solution is unique.

Then, all that is necessary in order to develop approximations from the VTCR is to
define a subspace Sh

ad of Sad a subspace Sh
ad,0 of Sad,0, both with finite dimensions. The

approximate formulation becomes: find uh ∈ Sh
ad such that

B(uh,δuh) = r(δuh) ∀δuh ∈ Sh
ad,0 (2.4)

The second characteristic feature of the VTCR is the use of two-scale approximations
with a strong mechanical content to derive space Sad: aside from the particular solution
associated with source f in (2.1), which can be easily obtained, the solution of the ho-
mogeneous part of (2.1) is described as the superposition of an infinite number of plane
waves which satisfy the governing equation exactly. For some classes of steady-state
dynamic problems and under some conditions regarding Ωe, convergence can be proven
(see, e.g., [Ochs, 1989] [Colton and Kress, 2001] for 2D and 3D acoustic problems).
Then, space Sh

ad,0 is built using an approximation of the distribution of the wave ampli-
tudes, which can be carried out in different ways in order to benefit from physical and
numerical advantages. An important point is that one can prove that for any approximate
space Sh

ad,0 the solution uh is unique.
Once the discretization in each region Ωe has been chosen, the VTCR leads to a linear

system of equations in the complex domain:

K A = F (2.5)

Matrix K corresponds to the discretization of the bilinear form of the weak formulation
(2.4); A is the vector of the unknown quantities which approximate the distribution of the
wave amplitudes; and F corresponds to the discretization of the linear form of (2.4). K
itself is not symmetrical, but its symmetric part is related to the dissipation of the problem,
which guarantees its invertibility. The VTCR approximate solution of the problem (2.1)-
(2.2) is obtained by selecting in Sh

ad the functions whose amplitudes are equal to A.
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3 Properties of the VTCR

The main properties of the VTCR are:

The weak formulation The VTCR is based on a specific weak formulation of the
problem which was developed in order to enable the approximations within the subre-
gions to be a priori independent of one another and to take into account both the boundary
conditions and the continuity conditions across the interfaces, thus eliminating the need
for a specific treatment to guarantee interelement continuity. Any type of shape function
can be used within each subregion provided that it verifies the governing equation (2.1),
which gives this approach great flexibility and robustness.

Injected waves A two-scale approximation in introduced into the weak formulation
(2.3). Only the slowly-varying scale (the scale of the amplitudes of the waves) is dis-
cretized. The rapidly-varying scale (the scale of the spatial shape of the waves) is taken
into account analytically. These two characteristics give the approximation a strong phys-
ical content and several computational advantages.

Properties of Matrix K Matrix K (see (2.5)) is a block-populated, complex, nonsym-
metrical, frequency-dependent matrix. However, since the shape functions are defined
over the entire region Ωe, the matrices of the model are sparse by blocks K[i, j]. Blocks
K[i,i] associated with regions Ωi are fully populated, but off-diagonal submatrices K[i, j]
are zero if the corresponding regions Ωi and Ω j are not connected. These submatrices
may be ill-conditioned.

Accuracy of derivatives Due to the fact that in the FEM the primary response vari-
ables are usually approximated using simple polynomial shape functions, their higher-
order derivatives (e.g. structural stresses and strains, acoustic velocity, ...) are less accu-
rate. In the VTCR, there is no such loss of accuracy because the derivatives of the wave
functions are also wave functions.

The problem of complex geometries Complex geometries can be handled by the
VTCR because their effects are included in (2.3). However, a proper definition of Sad
(and, therefore, of Sh

ad) sometimes requires a specific discretization of Ω in Ωe. One
of the main advantage of VTCR is that no hypothesis of convexity of the domains is
needed [Weck, 2004].

Computational performance The calculation of the matrix coefficients involves the
integration of highly oscillatory functions. Special care must be taken in carrying out
these integrations in order to ensure good convergence. Semi-analytical methods can be
used in the case of meshes composed of straight lines (2D). Numerical integration can
be used for curved boundaries. Graphics Processing Units (GPUs) or parallel computing
among multiple servers can also be used to accelerate many of the calculations without
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resorting to low-level programming.

4 Illustration of the performance of the VTCR in acous-
tical and structural applications

Over the last fifteen years, the concepts of the VTCR described previously have been
applied to several types of problems. This section gives an general overview of the per-
formance of the method when applied to acoustical and structural vibration problems.

4.1 Two-dimensional Helmholtz problems in acoustics
Let us consider an acoustic cavity Ω divided into two subcavities Ω1 and Ω2 connected
along a line Γ, and subjected to a prescribed pressure ped and a prescribed velocity ved
(e ∈ {1,2}) as shown in Figure 2.1 1 The unknowns are the pressures p1 and p2. For this
problem, (2.1) yields

∆pe + k2 pe = 0 in Ωe,e ∈ {1,2} (2.6)

and (2.2) yields

pe = ped over ∂pΩe,e ∈ {1,2}
i

ρ0ω

∂pe

∂ne
= ved over ∂vΩe,e ∈ {1,2}

p1 = p2 along Γ

i
ρ0ω

∂p1

∂n1
+

i
ρ0ω

∂p2

∂n2
= 0 along Γ

(2.7)

where ω is the frequency, k = (1− iη)ω/c0 is the wave number (assumed to be constant
in Ωe,e ∈ {1,2}, with c0 being the velocity of sound and η the damping factor), ρ0 is the
density and ne is the outward normal to Ωe. i =

√
−1 is the imaginary unit. This type of

problem was studied in [Riou et al., 2008].
Equation (2.6) is the homogeneous Helmholtz equation. Only two types of boundary

conditions (prescribed pressure and prescribed velocity) are considered in this sample
problem, but other types, such as a normal impedance function or absorbing boundary
conditions, could be taken into account (see [Kovalevsky et al., 2012a]).

For that problem, (2.3) becomes: find (p1, p2) ∈ S1,ad,0×S2,ad,0 such that

∑
e=1,2

∫
∂pΩe

(pe− ped)δv∗eds+ ∑
e=1,2

∫
∂vΩe

δpe (ve− ved)
∗ ds

+
1
2

∫
Γ

(
(p1− p2)(δv1−δv2)

∗+(δp1 +δp2)(v1 + v2)
∗)ds = 0

∀δpe ∈ Se,ad,0

(2.8)

1This problem can be easily generalized to nel . Here, only two subcavities are considered for the sake
of simplicity.
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Fig. 1. Acoustics problem: definition of the geometry.

problem: find (p1, p2) ∈ S1,ad × S2,ad such that

∑

e=1,2

∫

∂pΩe

(pe − ped) δv∗
eds +

∑

e=1,2

∫

∂vΩe

δpe (ve − ved)
∗ ds

+
1

2

∫

Γ
((p1 − p2) (δv1 − δv2)

∗ + (δp1 + δp2) (v1 + v2)
∗) ds = 0

∀δpe ∈ Se,ad

(3)

where ve = i
ρ0ω

∂pe

∂ne
, δve = i

ρ0ω
∂δpe

∂ne
, and * denotes the conjugate part of a complex quantity.

The proof is a direct extension of what was demonstrated in 28.

One can see from (3) that the continuity of the pressure and normal velocity is taken into

account directly in the variational formulation. No Lagrange multiplier, penalty technique,...

is needed to ensure this continuity, which shows the flexibility and robustness of the VTCR.

2.3. Expansion of the field variable

Due to the flexibility of the variational formulation used (see (3) and the discussion in the

previous section), any type of function satisfying (1) can be used, even if continuity is not

achieved across subcavity boundaries. The VTCR seeks a solution of the acoustics problem

as:

pe(x) =

∫

kea∈Cea

pea(kea)e
kea.xdCea, x ∈ Ωe (4)

where Cea corresponds to the locus of all the wave vectors kea such that ekea.x satisfies (1)

(and so does Function pe(x) in (4), which is an integral over kea of functions ekea.x): kea =

ik [cos θ, sin θ], θ ∈ [0, 2π[ (Figure 2 shows one function ekea.x). In this case, Cea is a circle.

The proof of such a decomposition of the solution into a superposition of propagating waves

was given in 35. Other functions can be chosen in order to account for the physical problem

better, e.g. evanescent waves over the edges of a structure 33 or Bessel-based function for

a hole in a plate 31. Here, for a 2-D acoustics problem, plane propagation waves alone are

Figure 2.1: Acoustic problem: definition of the geometry

where ve =
i

ρ0ω

∂pe

∂n
, δve =

i
ρ0ω

∂δpe

∂n
, and * denotes the conjugate part of a complex

quantity.
The plane waves belonging to Se,ad,0 are ekea.x, with kea =−ik[cosθ,sinθ],θ ∈ [0,2π[

(see an example of such a function in Figure 2.2). The superposition of these plane waves

leads to pe(x) =
∫

kea∈Cea

pea(kea)ekea.xdCea, where x ∈ Ωe and Cea is a circle. As ex-

plained in Section 2, the finite-dimension discretized solution is obtained by discretizing
the amplitudes pea of the waves, which can take different forms. Thus, if the discretiza-

tion is performed point by point, ph
e(x) =

Le

∑
l=1

pl
eaekeax and ekeax are plane waves; if the dis-

cretization is carried out using piecewise constant functions, ph
e(x) =

Le

∑
l=1

∫
Cl

ea

pl
eaekeaxdCea

and
∫

Cl
ea

ekeaxdCea are wave bands.

Figure 2.2: An example of a function satisfying (2.6), in this case a propagative wave
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Acoustic problem: first numerical example

Let us consider the differential boundary value problem in which Ω = [0,a]× [0,a] is a
square and p1d is chosen such that the exact solution is pex = ekexx, with kex = ik[cosθex,sinθex],
with θex = 77.5o, ka = 30 and η = 10−3. We compared the VTCR solution given by a
single acoustic cavity and complex rays as wave bands to the FEM solution given by a
uniform n× n mesh of Q1 and Q2 elements. In order to assess the quality of the re-
sults from the two strategies, we measured the error according to the following modified
H1-norm:

||p− pex||=
√

∑
e∈E
||p− pex||2H1(Ωe)

+ ∑
e′<e,(e,e′)∈E2

||p− pex||2L2(Γe,e′)
(2.9)

The results shown in Figure 2.3 correspond to ka = 30. They show that the convergence
rate was higher in the VTCR than in the FEM. Indeed, for a given level of accuracy, the
VTCR required far fewer DOFs.
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Finally, the fifth example shows an interesting property of the VTCR: the use of different

discretizations within the acoustic subcavities. All the computations were performed in

double-precision arithmetic.

3.1. Comparison with the FEM

Let us consider the differential boundary value problem in which Ω = [0, a]× [0, a] is a single

square and p1d (e = 1 only, see (2)) is chosen so that the exact solution is pex = ekex.x,

kex = i[cos θex, sin θex], θex = 77.5o. This example compares the capabilities of the VTCR

(with a single acoustic cavity and complex rays as wave bands) and the FEM (with a uniform

n × n mesh of Q2 and Q4 elements). The error defined by the following modified H1-norm

was measured in order to investigate the quality of the results of the different strategies:

||p − pex|| =

√
||p − pex||2H1 + ||[[p]]||2L2

where the H1 norm is applied to subcavities (i.e. elements in the FEM case) and the L2 norm

to boundaries and interfaces between subcavities. The results shown in Figure 4 correspond

to ka = 30. This figure shows that the VTCR has a higher convergence rate than the FEM.

For a given level of accuracy, the VTCR requires far fewer DOFs.
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Fig. 4. Convergence rates for a square (size a × a and ka = 30). One acoustic cavity for the VTCR and an
n × n uniform mesh for the FEM.Figure 2.3: Convergence rates for a square acoustic cavity (size a×a, ka = 30), using a

single acoustic cavity for the VTCR and an n×n uniform mesh for the FEM

Acoustic problem: second numerical example

In order to study the convergence of the VTCR in the case of acoustic cavities divided
into subdomains, let us now consider the two-dimensional acoustic validation example
of Figure 2.4. The dynamic solicitation of the air-filled cavity consisted in a unit normal
prescribed velocity along the upper part of the boundary, the remaining boundaries being
fixed. The density of the air in the cavity was ρ0 = 1.225 kg/m3, the sound velocity
c0 = 340 m/s and the damping η = 10−3. The L-shaped cavity was divided into two
subdomains Ω1 and Ω2 as shown in Figure 5. The calculations were performed at two
frequencies: ω= 2π×400 Hz and ω= 2π×650 Hz. Figure 2.5 shows a comparison of the
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3.2. Subdomaining

In order to study the convergence of the VTCR in the case of subdomained acoustic cavities,

let us consider the two-dimensional acoustic validation example of Figure 5. The dynamic

excitation of the air-filled cavity consists in a unit normal velocity prescribed along the

upper part of the boundary. The other boundaries are assumed to be rigid. The density

of the air in the cavity is ρ0 = 1.225 kg/m3 and the sound velocity is c = 340 m/s. The

L-shaped cavity is divided into two subdomains Ω1 and Ω2, as shown in Figure 5. The

calculations were performed at two frequencies: ω = 2π × 400 Hz and ω = 2π × 650 Hz.

Fig. 5. Subdomained acoustic cavity.

Figure 6 shows the comparison of the VTCR solution (left) and the FEM solution

(right) at ω = 2π × 400 Hz and ω = 2π × 650 Hz. The VTCR solution was obtained with

30 complex rays (wave bands) per subdomain, which leads to a problem with 60 DOFs.

The FEM solution was calculated using a fairly large number of DOFs (2, 121) to ensure

good-quality results. One can see that the VTCR results and the FEM results are the same.

However, the former were obtained with far fewer DOFs, since the slowly-varying scale alone

was discretized. This example shows that the VTCR is an efficient means of predicting the

response with a small number of DOFs, even in the case of subdomained acoustic cavities.

Another indication of the convergence of the VTCR is given by the convergence curves

of Figure 7, which show the relative error in the predicted pressure at the response point

(see Figure 5) against the number of DOFs used. This error is defined as the difference

between the exact and calculated solutions divided by the exact solution. Here, since the

exact solution is unknown, the VTCR solution with a very large number of DOFs is used

instead. The convergence curves for the VTCR and for the FEM plotted at ω = 2π × 400

Hz (left) and ω = 2π × 650 Hz (right) confirm that the VTCR achieves better accuracy

Figure 2.4: An acoustic cavity divided into subdomains

VTCR solution (left) and the FEM solution (right) at ω = 2π×400 Hz and ω = 2π×650
Hz. The VTCR solution was obtained using 30 DOFs in each subdomain. The FEM
solution was calculated using a relatively large number of DOFs (2,121) to ensure good
results. One can see that the VTCR results and the FEM results are similar, even though
the former were obtained using far fewer DOFs. This example shows that the VTCR is
an efficient means of predicting the response using only a few DOFs, even in the case of
an acoustic cavity divided into subdomains. Another indication of the convergence of the
VTCR is given by the convergence curves of Figure 2.6, which show the relative error in
the predicted pressure at the response point (see Figure 2.4) as a function of the number of
DOFs. This error is defined as the difference between the exact and calculated solutions
divided by the exact solution. In this case, since the exact solution was unknown, the
VTCR solution obtained with a very large number of DOFs was used instead.

The VTCR and FEM convergence curves at ω = 2π×400 Hz (left) and ω = 2π×650
Hz (right) confirm that the VTCR leads to better accuracy with a smaller number of DOFs,
and also show that its convergence rate (i.e. the slope of the convergence curve) is higher.

Acoustic problem: third numerical example

In order to illustrate the efficiency of the VTCR in the case of complex acoustic cavity
problems, let us consider the numerical example of Figure 2.7. The dimensions are given
in Figure 2.7. The air-filled cavity was solicited by a prescribed normal velocity along
the leftmost boundary, all the other boundaries remaining fixed. The density of the air
in the cavity was ρ0 = 1.225 kg/m3, the sound velocity c0 = 340 m/s and the damping
η = 10−3. The calculations were performed at ω = 2π× 800 Hz. Figure 2.8 shows the
imaginary part of the pressure in the car cavity given by a VTCR model with 390 DOFs.
(For practical implementation reasons, the cavity was divided into 13 subdomains, each
with 30 complex rays.) The figure shows that the VTCR solution satisfies the boundary
conditions at the rigid boundaries accurately as the pressure lines are perpendicular to the
boundaries. Figure 2.9 shows the velocity at the boundary at which the velocity was pre-
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Figure 2.5: The VTCR solution with 60 DOFs (left) and the FEM solution with 2,121
DOFs (right) at ω = 2π×400 Hz (top) and ω = 2π×650 Hz

(bottom)
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Fig. 7. Convergence curves for the subdomained acoustic cavity (see Figure 5).

along that edge was represented accurately. Note that the velocity condition is satisfied in an

average sense rather than exactly, because it is enforced through the variational formulation

(3). Since the VTCR solution satisfies the governing equation (1) exactly and since all the

boundary conditions are satisfied accurately, this example shows that the VTCR converges

and yields an accurate approximation of the exact acoustic response in the cavity.

In order to assess the capabilities of the VTCR, three FEM models with different num-

bers of DOFs (750, 1, 417 and 3, 305) were constructed. In these models, the cavity was

discretized into four-node quadrilateral elements. Figure 11 shows the imaginary part of

the pressure obtained with these three models. The comparison of Figures 9 and 11 shows

again that as the number of DOFs increases the accuracy of the FEM solution increases

and this solution converges towards the VTCR solution obtained using only a small number

of DOFs.

3.4. Scattering of a plane wave by a disk

In this example, we study the scattering of a plane wave by a sound-hard disk of radius

R1 = 1. The acoustic cavity Ω considered here is the annulus shown in Figure 12. The outer

boundary of radius R2 = 2 is subjected to a Bayliss-Gunsburger-Turkel absorbing boundary

condition 36. This problem was already calculated in 20 and is a good example to test the

Figure 2.6: The convergence curves at the reference point for the acoustic cavity divided
into subdomains (see Figure 2.4)
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Fig. 8. Example of the acoustic cavity of a car.

efficiency of the variational formulation used. Thus, in order for the comparison with what

was done in 20 to be fair, we used complex rays as plane waves.

The applied frequency is such that kR1 = 80. As shown in Figure 12, the computational

domain Ω was discretized uniformly in polar coordinates. Curved edges were used for all

tangential boundaries. A series of meshes were used: nr and nθ, respectively the number

of elements in the radial direction and the number of elements in the tangential direction,

were constrained by nθ =
[

2πnrR2
R2−R1

]
, where [q] is the integer part of a real number q. This

constraint, similar to that applied in 20, ensured the regularity of the mesh in the vicinity

of the boundary at Radius R2. The scattering problem was solved by the standard FEM

using Q2 and Q4 elements for each mesh, and by the VTCR using 8, 16 and 32 complex

rays in each element.

This example has an analytical solution. Therefore, all relative errors in the numerical

solutions reported here were calculated with respect to this exact solution. In particular, the

errors calculated in this manner are unaffected by the approximation of the Sommmerfeld

equation along the artificial absorbing boundary. For convenience, all relative errors were

calculated in the L2 nodal norm.

Figures 13 show how well the VTCR performs on this example. The numbers associated

with the VTCR calculations correspond to the number of complex rays used within each

element. All the curves are functions of the number of elements used in the radial direction.

Figure 2.7: Example of the acoustic cavity of a car
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scribed (see Figure 2.7), which indicates that the boundary condition along that edge was
properly represented. Since the VTCR solution satisfied the governing equation (2.6) ex-
actly and since all the boundary conditions were satisfied accurately, this example shows
that the VTCR converged led to an accurate approximation of the acoustic response in the
cavity. In order to assess the capabilities of the VTCR compared to the FEM, three FEM
models with different numbers of DOFs (750, 1,417 and 3,305) were used. In all three
cases, the cavity was discretized into four-node quadrilateral elements. Figure 2.10 shows
the imaginary part of the pressure obtained with these three models. Again, the compari-
son of Figures 2.8 and 2.10 shows that the accuracy of the FEM solution increases when
the number of DOFs increases, and this solution converges towards the VTCR solution
obtained using only a small number of DOFs.

Figure 2.8: The imaginary part of the VTCR pressure in the car cavity (see Figure 2.7)

On a PGD model order reduction technique for mid-frequency acoustic



Illustration of the performance of the VTCR in acoustical and structural applications 41

June 28, 2007 14:23 WSPC/130-JCA ladeveze˙riou˙sourcis˙submission˙jca

A new multiscale computational approach for acoustics problems 13

Fig. 9. Imaginary part of the VTCR pressure in the car’s cavity (see Figure 8).
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Fig. 10. VTCR velocity at the boundary where the velocity is prescribed (see Figure 8).

These results show that if one seeks a relative accuracy of 0.01% the value of nr required

by the VTCR with 32 complex rays is about one-third that required by the VTCR with 16

Figure 2.9: The VTCR velocity at the boundary where the velocity was prescribed (see
Figure 2.7)
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Figure 2.10: The imaginary part of the pressure in the car cavity (see Figure 2.7) using
three FEM models: 750 DOFs (top), 1,417 DOFs (middle) and 3,305 DOFs (bottom)
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4.2 Structural vibration problems
In order to simplify the presentation of the VTCR for plates, the problem will be for-
mulated for an assembly of two plates, but this can be easily generalized, as was done
in [Ladevèze et al., 2003a] and [Rouch and Ladevèze, 2003], to an assembly of n plates.
Let us consider two plates S and S′ assembled at an angle along boundary Σ. ∂S and ∂S′

denote the boundaries of S and S′ respectively. We are studying the harmonic vibration of
this structure at a fixed circular frequency ω. The action of the environment on S is given

fixed pulsation x. All quantities can be defined in the complex domain. An amplitude QðX Þ, is associated
with QðX Þ expðixtÞ. The reference problem is presented in Fig. 1.

The action of the environment on S is given by:

• a displacement field wd and a rotation field wnd over a portion o1S of the boundary S,
• a force density Kd and a moment density Md over another portion o2S.

In order to simplify the presentation, the volume forces f#d will be neglected. Similar quantities are
defined on S0.

Remarks: The membrane energy is not taken into account as it is negligible in the case of 3D plates as-
sembly; so the membrane rigidity is very large in regard to the bending rigidity.

For a substructure S, let us define the field Sad of the pairs s ¼ ðw;MÞ such that:

w 2 W ðfinite-energy displacement set over SÞ;
M 2 M ðfinite-energy moment set over SÞ;

DDw
2ð1þ igÞE0h3

3ð1# m2Þ ¼ 2qhx2w over S;

M ¼ 2h3

3
ð1þ igÞK0PSXðW Þ over S;

ð1Þ

where E0, h, K0PS , q, g are the Young modulus, the plate thickness, the plane stress Hook tensor, the density
and the (frequency dependent) damping coefficient. The subspace associated with the homogenized con-
ditions ðf#d ¼ 0Þ is designated by Sad;0. We introduce S0

ad and S0
ad;0 in the same way.

The problem to be solved can be formulated in the following manner:
Find ðw;MÞ 2 Sad and ðw0;M0Þ 2 S0

ad such that:

• Boundary conditions (where n (resp. t) is the outward unit normal (resp. tangent)):

wjo1S ¼ wd w0
jo1S0 ¼ w0

d ;

w;njo1S ¼ wnd w0
;n0 jo1S0 ¼ w0

nd ;

nMnjo2S ¼ Md n0M0n0jo2S0 ¼ M 0
d ;

ðn & div½M( þ ðtMnÞ;tÞjo2S ¼ Kd ðn0 & div½M0( þ ðt0M0n0Þ;t0Þjo2S0 ¼ K 0
d :

ð2Þ

Fig. 1. The reference problem and action of the environment.
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Figure 2.11: The reference problem for plates

by a displacement field wd , a rotation field wnd , a force density Kd and a moment density
Md (see Figure 2.11). Similar quantities are defined for S′.

The unknowns of the problem are the displacements w over S and w′ over S′.
(2.1) leads to:

∆∆w
2(1+ iη)E0h3

3(1−ν2)
= 2ρhω

2w over S

M =
2h3

3
(1+ iη)K0PSX(W ) over S

(2.10)

(2.2) leads to the boundary conditions:

w|∂1S = wd w′|∂1S′ = w′d
wn|∂1S = wnd w′n′|∂1S′ = w′nd
nMn|∂2S = Md n′M′n′|∂2S′ = M′d
(n ·div[M]+ (tMn)t)|∂2S = Kd (n′ ·div[M′]+ (t′M′n′)t ,)|∂2S′ = K′d
[[tMn]] = 0 [[t′M′n′]] = 0

(2.11)

and the interface conditions:

w = 0 along Σ

w′ = 0 along Σ

wn +w′n′ = 0 along Σ

tMn− t′M′n′ along Σ

(2.12)
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The admissible domains for edge or corner modes can be defined with the same approach, but do not
have as simple a graphic representation as the interior modes because their wave vector is not associated
with a direction of propagation. Some interior, edge and corner modes are represented in Fig. 3.

4.4. Discretization

As mentioned before, we seek the solution as the superposition of an infinite number of local vibration
modes (Fig. 3). This solution can be written in integral form taking into account the three different ad-
missible domains: interior (Fig. 2), edge and corner.

wðX Þ ¼
Z

Cinterior

WintðX ; kintÞ $ exp½kint $ X &dsþ
Z

Cedge

WedgeðX ; kedgeÞ $ exp½kedge $ X &ds

þ
Z

Ccorner

WcornerðX ; kcornerÞ $ exp½kcorner $ X &ds: ð17Þ

In each admissible domain, we discretize the amplitude W into a finite number of values: for example, W
can be considered to be constant in the angular domains. We call these new, discretized amplitudes
‘‘generalized amplitudes’’ and allow them to take into account all the wave directions. For the sake of
simplicity, we show in Fig. 4 only the continuous amplitude (ideal solution) and the discretized amplitude
corresponding to the interior modes.

Remarks:

• All the wave vectors in all the admissible domains are taken into account.
• The user can adjust the ‘‘angular’’ mesh to match the high-gradient zone on the polar representation of

the generalized amplitudes as well as possible.

Fig. 3. Interior, edge and corner modes for a homogeneous plate.

Fig. 2. The admissible domain of the wave vectors for interior modes.
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Figure 2.12: Interior, edge and corner modes for a homogeneous plate

where E0, 2h, K0PS, ρ, η denote respectively Young’s modulus, the plate’s thickness,
Hooke’s plane stress tensor, the density and the damping coefficient (which may depend
on the frequency).

Let Sad,0 be the space of pairs (w,M) which satisfy (2.10).
(2.3) becomes: find (w,M) ∈ Sad,0 and (w′,M′) ∈ S′ad,0 such that:

Re

{
−iω

(∫
∂wnd Ω

nδMn(w,n−wnd)
∗ d∂Ω−

∫
∂wd Ω

δKn(w−wd)
∗d∂Ω

+
∫

∂Md Ω

(nMn−Md)δw∗,nd∂Ω−
∫

∂Kd Ω

(Kn−Kd)δw∗d∂Ω

+
∫

∂wnd Ω′
n′δM′n′

(
w′,n′−w′nd

)∗
d∂Ω

′−
∫

∂wd Ω′
δK′n(w

′−w′d)
∗d∂Ω

′

+
∫

∂Md Ω′

(
n′M′n′−M′d

)
δw′∗,n′d∂Ω

′−
∫

∂Kd Ω′
(K′n−K′d)δw′∗d∂Ω

′

− ∑
∂Ω corners

[[tMn]]δw∗− ∑
∂Ω′ corners

[[t′M′n′]]δw′∗

+
∫

∂Ω∩∂Ω′

1
2
[
δ
(
nMn−n′M′n′

)
(w,n−w′,n)

∗−δ(Kn−K′n′)(w−w′)∗
]

d∂Ω

+
∫

∂Ω∩∂Ω′

1
2

[(
nMn+n′M′n′

)
δ(w,n +w′,n′)

∗− (Kn +K′n′)δ(w+w′)∗
]

d∂Ω

)}

= 0
∀(δw,δM) ∈ Sad,0,∀(δw′,δM′) ∈ S′ad,0

(2.13)
where [[•]] and •∗ denote respectively the jump and the conjugate of the complex quantity
•. As usual, an ad hoc wave function is injected into the variational formulation (2.13).
In such a plate bending problem, different wave functions, such as those which are shown
in Figure 6.9, are required to represent interior, edge and corner waves. All the details
concerning the proof for plates can be found in [Ladevèze et al., 2003a].

Plates: first numerical example

In order to study the convergence of the VTCR for plate problems, let us consider the
example of Figure 2.13. A clamped steel plate is subjected to shear loading on one of its
free edges. A reference solution using the NASTRAN code was obtained with ten linear
elements per wavelength for good accuracy.
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As can be observed in Fig. 7, the edge modes are required in order for the solution to converge (except in
very specific cases such as a rectangular plate simply supported along its four edges). These modes are
essential to satisfy the boundary and/or interface conditions. In practice, one uses about 3 or 5 edge modes
per edge. Corner modes do not have the same importance: they are needed only if punctual forces are
applied in the corner of the substructure. With at least one edge mode per edge, the solution converges
towards the reference solution and it takes about 30 modes to get a 10% relative error. The polar amplitude
pattern of Fig. 8 suggests that a better convergence rate could be easily achieved using an inhomogeneous
mesh.

Using an inhomogeneous mesh for the interior and edge modes, one can get a solution which is very close
to the reference solution, even locally. Fig. 9 shows the solution obtained (displacement) with Nastran and
CORAY MF (a prototype program developed at the LMT Cachan) and the total number of degrees of
freedom involved in the calculation.

5.2. Evolution of the number of DOFs with the frequency

When the frequency increases, the use of a classical finite element approach leads to huge numbers of
DOFs. In the next diagram, we compare the number of DOFs in Nastran and in the VTCR with seven
linear elements per wavelength for a test example whose geometry is shown in Fig. 10. This example
corresponds to a typical stringer as can be found in a car chassis.

Fig. 5. Graphic representation of the discretizations of the interior, edge and corner domains of admissibility.

Mechanical properties
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ν = 0.3
η = 1/100
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Fig. 6. The reference problem and action of the environment.
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Figure 2.13: The reference problem and the action of the environment

Figure 2.14 shows the solutions obtained with NASTRAN and with the VTCR. Fur-
ther details concerning this example can be found in [Ladevèze et al., 2003a]. One can see
that the two solutions are very similar, even though the VTCR was obtained with only 88
DOFs. One can easily note the computational efficiency of the VTCR in such a structural
vibration problem.

Using the classical finite element technique, the number of DOFs increases very quickly. The VTCR
enables one to use a constant mesh size. At 1500 Hz, this decreases the number of DOFs by about two
orders of magnitude while maintaining very good accuracy. The displacement patterns of the two solutions
are very similar and the relative error between the two solutions, even locally, is less than 10%. Even though
the matrix obtained with the VTCR does not have the same property of being very sparse as a finite element
matrix (regarding the matrix, the VTCR has the same advantages and disadvantages as the Trefftz ap-
proach), the CPU time was, for this example, 10 times less. A full review of advantages and drawbacks of
Trefftz methods for medium-frequency computations is detailed in Desmet [5]. For complex structures, the
VTCR seems to be very efficient because its multiscale point of view lead to use a very low number of DOFs
even at high frequencies.

Fig. 10. Reference problem and environmental actions (the structure is free).

Fig. 9. Nastran solution with 24,000 DOFs (left) and CORAY MF solution with 88 DOFs (right).
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Figure 2.14: The NASTRAN solution with 24,000 DOFs (left) and the VTCR solution
with 88 DOFs (right)

Plates: second numerical example

The second problem concerns the structure defined in Figure 2.15, which is a typical
stringer from a car chassis. Figure 2.16 shows the solutions in terms of displacements
obtained with the VTCR (left) and with NASTRAN (right), along with the total number
of DOFs used for each of the three frequencies considered (400 Hz, 800 Hz and 1,500
Hz). The displacement patterns obtained with the two programs are very similar.

One can easily see that the number of DOFs required by the classical FEM increases
very quickly with the frequency, whereas with the VTCR the number of DOFs for the
same accuracy remains the same. At 1,500 Hz, the number of DOFs required to achieve
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very good accuracy using the VTCR is about two orders of magnitude less than for the
FEM, which again illustrates the computational efficiency of the VTCR.

Using the classical finite element technique, the number of DOFs increases very quickly. The VTCR
enables one to use a constant mesh size. At 1500 Hz, this decreases the number of DOFs by about two
orders of magnitude while maintaining very good accuracy. The displacement patterns of the two solutions
are very similar and the relative error between the two solutions, even locally, is less than 10%. Even though
the matrix obtained with the VTCR does not have the same property of being very sparse as a finite element
matrix (regarding the matrix, the VTCR has the same advantages and disadvantages as the Trefftz ap-
proach), the CPU time was, for this example, 10 times less. A full review of advantages and drawbacks of
Trefftz methods for medium-frequency computations is detailed in Desmet [5]. For complex structures, the
VTCR seems to be very efficient because its multiscale point of view lead to use a very low number of DOFs
even at high frequencies.

Fig. 10. Reference problem and environmental actions (the structure is free).

Fig. 9. Nastran solution with 24,000 DOFs (left) and CORAY MF solution with 88 DOFs (right).
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Figure 2.15: The reference problem and the action of the environment (free structure)

Plates: third numerical example

Finally, let us consider the problem of a simplified automotive chassis divided into 43
substructures (see Figure 2.17). The results obtained with the VTCR at 600 Hz and 630
Hz are shown in Figure 2.18.

A comparison of these results with a FEM calculation would be meaningless because
the vibrational regime is too oscillatory. In order to assess the accuracy of the VTCR for
this problem, the energy density map for all the substructures was compared to that ob-
tained by Statistical Energy Analysis (SEA) using the AutoSEA code (Figure 2.19). One
can observe that the two energy density maps are very similar. However, the advantage of
the VTCR is that it gives access to the local vibrational states (see Figure 2.18). Thus, one
can clearly see that solicitations at two relatively close frequencies can lead to completely
different vibration solutions (see Figure 2.18). The solutions at 600 Hz and 630 Hz are
very different, so the use of too smooth an approach could have caused some harmful
behavior to be overlooked. At 630 Hz, most of the energy is located in the front of the
car, as predicted by AutoSEA. Conversely, at 600 Hz, most of the energy is located in the
entire front stringer and in the zone under the windshield.

This is a characteristic aspect of medium-frequency behavior.
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5.3. Comparisons with the SEA

The SEA, introduced in [24], is currently the most useful method available for industrial calculations of
high-frequency vibrations. Its limits do not reside in the number of DOFs, which is very small, but in the
SEA process itself. The SEA tends to give the solution not at a fixed frequency, but at an average frequency
for a class of structures having the same geometry. The main difficulty consists of getting good estimates of
the coupling loss factors and of the injected power, even though tools exist for certain specific applications,
e.g. [30]. Despite the huge number of works devoted to the SEA in the last decade, this method is, because
of its intrinsic limitations, considered mostly as a tool to analyze experiments rather than as a predictive
approach.

Fig. 11. Evolution of the number of DOFs with the frequency.
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Figure 2.16: Evolution of the number of DOFs vs. the frequency for the problem of
Figure 2.15

In order to check whether the VTCR is able to give a good estimate of the energy density, we tried to
compare its results with those of a SEA code (AutoSEA II) on the structure defined in Fig. 12. This
structure is a simplified model of an automotive chassis using 43 substructures.

At 630 Hz, AutoSEA II and CORAY MF give very similar energy distributions (Fig. 13): the maximum
is obtained at the front of the car chassis, then decreases with the distance to the power input area.

If the frequency changes, the SEA cannot determine the variation of the solution because its results are
given in average form for a frequency band. But in the medium-frequency range, two very close frequencies
can give very distinct results and very different energy distributions. This was the case here: the solutions at
600 and 630 Hz are very different and the use of too smooth an approach can cause some harmful behavior
to be overlooked.

At 630 Hz, the energy is located in the front of the car, as predicted by AutoSEA II. However, at 600 Hz,
the energy is located in the whole front stringer and in the zone under the windshield. Using the VTCR, it is

Fig. 12. The reference problem and action of the environment (the structure is free).

Fig. 13. Comparison of results (energy density) from AutoSEA II and CORAY MF at 630 Hz.
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Figure 2.17: The reference problem and the action of the environment
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possible to take these differences into account and give the engineers a predicted energy distribution on any
desired patch size (from very global to very local behavior) (Fig. 14).

6. Conclusion

The VTCR is a general approach to medium-frequency calculations. Its main features are the use of
shape functions with a sound mechanical meaning and a dedicated variational formulation allowing the use
of independent approximations in the different substructures. In some cases, such as assemblies of beams,
the VTCR leads to the exact solution in tension as well as in bending. For complex structures, the VTCR
seems to be a very promising theory due to its ability to give predictive results at a very low numerical cost.
Its extensions to shell assemblies [28], structural heterogeneities [18], transient dynamics and frequency
bandwidth [19] are in progress.
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Fig. 14. Solution (displacement) obtained with CORAY MF at 630 Hz (left) and 600 Hz (right).
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Figure 2.18: The deformed shape for the problem of Figure 2.17 obtained with the VTCR
at 630 Hz (left) and 600 Hz (right)

In order to check whether the VTCR is able to give a good estimate of the energy density, we tried to
compare its results with those of a SEA code (AutoSEA II) on the structure defined in Fig. 12. This
structure is a simplified model of an automotive chassis using 43 substructures.

At 630 Hz, AutoSEA II and CORAY MF give very similar energy distributions (Fig. 13): the maximum
is obtained at the front of the car chassis, then decreases with the distance to the power input area.

If the frequency changes, the SEA cannot determine the variation of the solution because its results are
given in average form for a frequency band. But in the medium-frequency range, two very close frequencies
can give very distinct results and very different energy distributions. This was the case here: the solutions at
600 and 630 Hz are very different and the use of too smooth an approach can cause some harmful behavior
to be overlooked.

At 630 Hz, the energy is located in the front of the car, as predicted by AutoSEA II. However, at 600 Hz,
the energy is located in the whole front stringer and in the zone under the windshield. Using the VTCR, it is

Fig. 12. The reference problem and action of the environment (the structure is free).

Fig. 13. Comparison of results (energy density) from AutoSEA II and CORAY MF at 630 Hz.
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Figure 2.19: Comparison of the energy densities at 630 Hz given by AutoSEA (left) and
by the VTCR (right)
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4.3 Structures containing holes
One can extend plate results to the case of holed plates by taking into account the perturba-
tion due to local heterogeneity by means of dedicated admissible spaces. The theoretical
aspects are explained in details in [Ladevèze et al., 2003a].

Numerical example

Let us consider the problem of a rectangular steel plate of length L = 1 m, width l = 0.8
m and thickness h = 0.8 mm, with a circular hole of diameter 0.11 m at its center. The
material properties are E = 210 GPa, η = 0.001, ν = 0.3 and ρ = 7800 kg/m3. The
harmonic solicitation is a distributed force Fd = 1 N/m of frequency 330 Hz along one
of the sides of length l. The plate is fixed along the opposite side. The VTCR solution
(Figure 2.20) was calculated using 84 interior waves, 48 edge waves and 8 harmonics of
the dedicated hole functions (see [Ladevèze et al., 2003a] for further details). A FEM
reference solution is shown in Figure 2.21. The two solutions are very similar, which
shows the capability of the VTCR in handling such problems.

boundary of the discontinuity a priori. The weights corre-
sponding to ranges of non-dimensional parameters asso-
ciated with each type of local heterogeneity are processed
and stored in advance in sorts of ‘‘libraries’’. This approach
can be generalized to two or more zones containing local
heterogeneities.

3.3.4. Discretized expression of the modified VTCR
The expression of the solution wsol for the heterogeneous

structure is:

wsolðX Þ ¼
Z

Cad

wcðX ; P ÞdC: ð28Þ

The integral is evaluated over the admissibility domain Cad

of the field !w. Before discretizing the variational formula-
tion, all the contributions of each correction function to
the correction of all the elementary complex rays defined
over the admissibility domain are put together. Then, the
generalized amplitudes â associated with the correction
functions are defined. These generalized amplitudes, con-
sidered as the new unknowns, are linked with the a(P) by
the relation:

½â% ¼
Z

Cad

½CC0=C0C ð !WðX ; PÞÞ%½aðP Þ%dC: ð29Þ

The discretization is performed as follows: an approximate
expression of !w is obtained by discretizing Cad according to
the process described in Section 2.3.2; an approximate
expression of ~w is obtained by truncating the series of cor-
rection functions to 2 · (2M + 1) terms, M being the max-
imum order of the harmonics kept; finally, the subspace
Sch

ad of the approximations deduced from Sc
ad is defined by:

sch 2 Sch
ad ()

wchðX Þ ¼ ½ !WhðX Þ%½ah% þ ½Hh
C0C

ðr; hÞ%½âh%
MchðX Þ ¼ ½!KhðX Þ%½ah% þ ½Nh

C0C
ðr; hÞ%½âh%

½âh% ¼ ½Dh
C0=C0C

%½ah%

8
>><

>>:

ð30Þ
Dh

C0=C0C
, linking the generalized amplitudes of uncorrected

fields to the ones of correction functions, designates the
correction operator. The modified variational formulation
defined by Eq. (15) and the subspace Sch

ad defined by Eq.
(30) lead to a constrained linear system of equations of
dimension r + rc in the complex domain, where rc denotes
the number of correction fields:
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This formalism enables us to associate each heterogeneous
plate superelement with a stiffness matrix and a right-hand
side relative to uncorrected fields and to correction func-
tions which enrich the space of the basis functions. The cor-
rection functions are adjusted to the discontinuity through
the correction operator DC0=C0C which links the generalized

amplitudes of the uncorrected fields to those of the correc-
tion functions.

The constraint on the generalized amplitudes can be
taken into account during the resolution, for example by
introducing rc Lagrange multipliers which form the vector
l. The new linear system to be solved has the dimension
r + 2 · rc in the complex domain, and its expression is:
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âh

l

2

64

3

75 ¼

!Lch
d

~Lch
d

0

2

64

3
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3.4. Example

This method can be applied, for example, to the problem
of a rectangular steel plate with length L = 1 m, width
l = 0.8 m and thickness h = 0.8 mm containing a circular
hole 0.11 m in diameter at the center. The material’s
properties are E = 210 GPa, g = 0.001, m = 0.3 and q =
7800 kg/m3. The harmonic excitation is a distributed force
Fd on one side: f = 330 Hz; Fd = 1 N/m; the plate is
clamped on the opposite side. The modified VTCR solu-
tion was calculated using 84 interior modes, 48 edge modes
and eight harmonics of the correction functions (Fig. 6).
This solution and the solution obtained using finite ele-
ments (Fig. 7) are very similar.

Fig. 6. VTCR solution: jwj (lm).

Fig. 7. Finite element solution: jwj (lm).

L. Blanc et al. / Computers and Structures 85 (2007) 595–605 601

Figure 2.20: The VTCR solution for a holed plate

4.4 Structural vibrations of shells
Thanks to the flexibility of the VTCR formulation, an immediate extension to shell struc-
tures is possible. Starting from the VTCR for plates described in the previous section, one
simply has to introduce the curvature of the shell. This is explained in details in [Riou
et al., 2004]. It is possible to define waves which satisfy the governing equation. As in
the case of plates, they can be categorized as interior waves, edge waves and corner waves
depending on their shape (see Figures 2.22, 2.23 and 2.24).

Shells: first numerical example

Let us consider the shell structure of Figure 2.25. The mechanical properties are: E = 75
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boundary of the discontinuity a priori. The weights corre-
sponding to ranges of non-dimensional parameters asso-
ciated with each type of local heterogeneity are processed
and stored in advance in sorts of ‘‘libraries’’. This approach
can be generalized to two or more zones containing local
heterogeneities.

3.3.4. Discretized expression of the modified VTCR
The expression of the solution wsol for the heterogeneous

structure is:

wsolðX Þ ¼
Z

Cad

wcðX ; P ÞdC: ð28Þ

The integral is evaluated over the admissibility domain Cad

of the field !w. Before discretizing the variational formula-
tion, all the contributions of each correction function to
the correction of all the elementary complex rays defined
over the admissibility domain are put together. Then, the
generalized amplitudes â associated with the correction
functions are defined. These generalized amplitudes, con-
sidered as the new unknowns, are linked with the a(P) by
the relation:

½â% ¼
Z

Cad

½CC0=C0C ð !WðX ; PÞÞ%½aðP Þ%dC: ð29Þ

The discretization is performed as follows: an approximate
expression of !w is obtained by discretizing Cad according to
the process described in Section 2.3.2; an approximate
expression of ~w is obtained by truncating the series of cor-
rection functions to 2 · (2M + 1) terms, M being the max-
imum order of the harmonics kept; finally, the subspace
Sch

ad of the approximations deduced from Sc
ad is defined by:

sch 2 Sch
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½âh% ¼ ½Dh
C0=C0C

%½ah%

8
>><

>>:

ð30Þ
Dh
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, linking the generalized amplitudes of uncorrected

fields to the ones of correction functions, designates the
correction operator. The modified variational formulation
defined by Eq. (15) and the subspace Sch

ad defined by Eq.
(30) lead to a constrained linear system of equations of
dimension r + rc in the complex domain, where rc denotes
the number of correction fields:
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âh

! "
¼

!Lch
d

~Lch
d

" #
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This formalism enables us to associate each heterogeneous
plate superelement with a stiffness matrix and a right-hand
side relative to uncorrected fields and to correction func-
tions which enrich the space of the basis functions. The cor-
rection functions are adjusted to the discontinuity through
the correction operator DC0=C0C which links the generalized

amplitudes of the uncorrected fields to those of the correc-
tion functions.

The constraint on the generalized amplitudes can be
taken into account during the resolution, for example by
introducing rc Lagrange multipliers which form the vector
l. The new linear system to be solved has the dimension
r + 2 · rc in the complex domain, and its expression is:

!!Ach !~Ach 'DhT
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3.4. Example

This method can be applied, for example, to the problem
of a rectangular steel plate with length L = 1 m, width
l = 0.8 m and thickness h = 0.8 mm containing a circular
hole 0.11 m in diameter at the center. The material’s
properties are E = 210 GPa, g = 0.001, m = 0.3 and q =
7800 kg/m3. The harmonic excitation is a distributed force
Fd on one side: f = 330 Hz; Fd = 1 N/m; the plate is
clamped on the opposite side. The modified VTCR solu-
tion was calculated using 84 interior modes, 48 edge modes
and eight harmonics of the correction functions (Fig. 6).
This solution and the solution obtained using finite ele-
ments (Fig. 7) are very similar.

Fig. 6. VTCR solution: jwj (lm).

Fig. 7. Finite element solution: jwj (lm).

L. Blanc et al. / Computers and Structures 85 (2007) 595–605 601

Figure 2.21: The FEM solution for a holed plate

with PðjÞ verifying

P4ðjÞ ¼ P4
0

1$ iy
1þ iZ

! "

$ P4
C sin4j;

P4
0 ¼

12rð1$ n2Þ
Eo2h2

;

P4
C ¼

12ð1$ n2Þ
o4h2R2

: ð20Þ

Whenever possible, take ReðPðjÞÞcImðPðjÞÞ in order to enforce propagative behaviour. Fig. 2
shows such rays for j ¼ 0&; j ¼ 45& and j ¼ 90&:

4.3.2. Complex rays for the edge zones
The rays for the edge zones are sought such that they verify Eq. (19) and vanish far away from

the edge. Furthermore, the edge rays must not oscillate faster than the interior rays. One option is
to take ReðP?ðjÞÞt ¼ ReðP?

intðjÞÞt; ImðP?ðjÞÞt ¼ 0 and ImðP?ðjÞÞncReðP?ðjÞÞn (where PintðjÞ
is the ray for the interior zone in the direction j and t and n are respectively the tangent and
normal vectors with respect to the edge). Fig. 3 shows such rays.

4.3.3. Complex rays for the corner zones
The rays for the corner zones are sought such that they verify Eq. (19) and vanish far away from

the corner. They can be written in the same way as the rays for the edge zones, but in a local basis
associated with the corner (the bisector and a perpendicular vector). Fig. 4 shows such rays.

ARTICLE IN PRESS

Fig. 2. Complex rays for the interior zone of the cylinder.

Fig. 3. Complex rays for the edge zones of the cylinder.

H. Riou et al. / Journal of Sound and Vibration 272 (2004) 341–360 349

Figure 2.22: Sample waves for the interior zone of a cylinder

GPa, η = 0,0001, µ = 0.3, ρ = 2750 kg/m3, ω = 2π.1800 Hz and Fd = 1 N/m. The
solution obtained by NASTRAN was used as the reference solution. The mesh seed used
in NASTRAN was set to create 10 elements per wavelength. The solution was obtained
with 225,000 DOFs. The VTCR solution used 40 DOFs (20 interior waves, 5 edge waves
per edge and 0 corner wave). Figure 2.26 shows that the results given by the VTCR are
satisfactory: the two solutions in terms of displacements (distributions of the peaks as
well as amplitudes) are similar.

Shells: second numerical example

Let us now consider the 3D assembly of Figure 2.27. The solution obtained with NAS-
TRAN was used as the reference solution. The mesh seed used in NASTRAN was set to
create 10 elements per wavelength. The solution was obtained with 1,200,000 DOFs. For
the VTCR solution, the structure was divided into three parts denoted Shell 1, Shell 3 and
Plate 2 (see Figure 2.27). The solution was obtained using 132 DOFs (24 interior waves,
5 edge waves per edge and 0 corner wave for each substructure). Figure 2.28 shows that
the results given by the VTCR are good: the two solutions in terms of displacements
(distributions and amplitudes) are similar.
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with PðjÞ verifying
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Whenever possible, take ReðPðjÞÞcImðPðjÞÞ in order to enforce propagative behaviour. Fig. 2
shows such rays for j ¼ 0&; j ¼ 45& and j ¼ 90&:

4.3.2. Complex rays for the edge zones
The rays for the edge zones are sought such that they verify Eq. (19) and vanish far away from

the edge. Furthermore, the edge rays must not oscillate faster than the interior rays. One option is
to take ReðP?ðjÞÞt ¼ ReðP?

intðjÞÞt; ImðP?ðjÞÞt ¼ 0 and ImðP?ðjÞÞncReðP?ðjÞÞn (where PintðjÞ
is the ray for the interior zone in the direction j and t and n are respectively the tangent and
normal vectors with respect to the edge). Fig. 3 shows such rays.

4.3.3. Complex rays for the corner zones
The rays for the corner zones are sought such that they verify Eq. (19) and vanish far away from

the corner. They can be written in the same way as the rays for the edge zones, but in a local basis
associated with the corner (the bisector and a perpendicular vector). Fig. 4 shows such rays.

ARTICLE IN PRESS

Fig. 2. Complex rays for the interior zone of the cylinder.

Fig. 3. Complex rays for the edge zones of the cylinder.

H. Riou et al. / Journal of Sound and Vibration 272 (2004) 341–360 349

Figure 2.23: Sample waves for the edge zones of a cylinder

4.4. The discretized problem

Assuming that the solution can be properly described by a linear combination of zeroth order
complex rays, it can be written as

WðX;YÞ ¼
Z

PAPad

WðPÞ eioP
?Y dsp;

where Pad is the curve which follows P verifying Eq. (19). Pad can be discretized using finite
elements. WðPÞ is assumed to be constant within each element: WðPÞ ¼ HhðPÞ ah (see Fig. 5). ah is
the unknown generalized amplitude. Thus, the VTCR uses two functions defined on different
scales:

* the fast scale (complex exponential), which is calculated explicitly,
* the slow scale, which is discretized.

ARTICLE IN PRESS

Fig. 4. Complex rays for the corner zones of the cylinder.

Fig. 5. Discretized amplitudes.

H. Riou et al. / Journal of Sound and Vibration 272 (2004) 341–360350

Figure 2.24: Sample waves for the corner zones of a cylinder

4.5. Generalized amplitude

In order to solve the medium-frequency problem, it is necessary to extract generalized
quantities from the above solution. The spatial distribution of the solution has no physical
meaning from the mechanical point of view. The effective displacement Ueff on a domain D;
which corresponds to the average displacement on the domain D is used:

Ueff ¼
1

D

Z

D

jwða; bÞj dD:

5. Application

5.1. Preliminary remarks: convergence of the finite element and VTCR methods

It is widely accepted that the sizes of the elements in a finite-element-based calculation should
be set in relation to the wavelength. In many cases, engineering practice determines the number of
elements per wavelength for constant, linear or bilinear elements. This number varies between six
and ten. Undoubtedly, this number is closely related to a certain desired accuracy. Often, the
acceptable magnitude of the error depends on the user and on the technical requirements of the
problem (see Ref. [38]). In Ref. [13], the study of the finite element analysis confirmed the common
rule of engineering practice mentioned above. This rule, often formulated with six elements per
wavelength, is written as kho1 (k wave number, h element size), which corresponds to about 6.3
elements per wavelength. This is a reliable rule for finite element approximations at low wave
numbers, but for higher wave numbers it must be modified. In the latter case, studies based on the
dispersion and pollution of the finite element solution [5,7] show that a more reliable rule is to set
k3h2 equal to a constant.
The convergence rate of the finite element method was tested for a simple case. The half-

cylinder defined in Fig. 6 was considered, subjected to a distributed load. The structure’s material

ARTICLE IN PRESS

Fig. 6. Geometry model of the half-cylinder: the cylinder is fixed at one end and a force density Fd is applied at the
other end.

H. Riou et al. / Journal of Sound and Vibration 272 (2004) 341–360 351

Figure 2.25: The geometric model of a half-cylinder; the cylinder is fixed along one end
and a force density Fd is applied along the other
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ARTICLE IN PRESS

Fig. 9. Results for the half-cylinder problem (Fig. 6): VTCR solution (left) and NASTRAN solution (right). These two
solutions are similar in local displacement: the distribution of the peaks is the same and their magnitudes are about
1:0! 10"8 for the VTCR solution and 1:2! 10"8 for the NASTRAN solution. The maximum magnitude is found on
the edge where the force is applied: 1:4! 10"8 for the VTCR solution and 2:9! 10"8 for the NASTRAN solution. The
slight difference at the edge is due to the fact that for the VTCR the boundary conditions are verified in an average
sense.

Table 1
Results for the half-cylinder problem (Fig. 6): comparison in terms of computation time and effective displacement

VTCR NASTRAN

DOFs 80 225,000
Computation time 3 s 37 s
Effective displacement (m) 6:62! 10"9 m 6:79! 10"9 m

Fig. 10. The geometrical model with substructuring: the cylinder is fixed at one end and a force density Fd is applied at
the other end. It is partitioned into two shell substructures along a line G: orthoradial on the left and axial on the right.

H. Riou et al. / Journal of Sound and Vibration 272 (2004) 341–360354

Figure 2.26: The solutions of the half-cylinder problem of Figure 2.25 obtained with the
VTCR (left) and with NASTRAN (right)

ARTICLE IN PRESS

Fig. 16. Results for the 3-D assembly (Fig. 15): the VTCR solution (left) and the NASTRAN solution (right) are
similar.

Fig. 15. Geometry of the 3-D assembly. A force density Fd is applied on one side of Shell 1. All other boundaries are
fixed.

Table 2
Results for the 3-D assembly (Fig. 15): comparison in terms of computation time and effective displacement

VTCR NASTRAN

DOFs 264 1,200,000
Computation time 10 s 2 min 32 s
Effective displacement (m)

Shell 1 1:78! 10"8 1:62! 10"8

Plate 2 2:57! 10"8 2:52! 10"8

Shell 3 1:01! 10"8 1:09! 10"8

H. Riou et al. / Journal of Sound and Vibration 272 (2004) 341–360358

Figure 2.27: The geometry of the 3D assembly. A force density Fd is applied along one
side of Shell 1, all the other boundaries being fixed.
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Fig. 16. Results for the 3-D assembly (Fig. 15): the VTCR solution (left) and the NASTRAN solution (right) are
similar.

Fig. 15. Geometry of the 3-D assembly. A force density Fd is applied on one side of Shell 1. All other boundaries are
fixed.

Table 2
Results for the 3-D assembly (Fig. 15): comparison in terms of computation time and effective displacement

VTCR NASTRAN

DOFs 264 1,200,000
Computation time 10 s 2 min 32 s
Effective displacement (m)

Shell 1 1:78! 10"8 1:62! 10"8

Plate 2 2:57! 10"8 2:52! 10"8

Shell 3 1:01! 10"8 1:09! 10"8

H. Riou et al. / Journal of Sound and Vibration 272 (2004) 341–360358

Figure 2.28: The results for the 3D assembly of Figure 2.27 obtained with the VTCR
(left) and with NASTRAN (right)
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4.5 The Fourier Version of the VTCR
In Section 4.1, we showed that the VTCR is an efficient tool for modeling 2D acous-
tic problems. However, the representation of the amplitudes of the waves as piecewise
constant functions affects the approximation of the wave band which becomes discon-
tinuous with respect to the angular variable θ. To remedy this problem, an alternative
representation was recently developed ( [Kovalevsky et al., 2012a]) using a new type of
shape function based on a Fourier series expansion of the amplitudes of the plane waves
which propagate within an acoustic cavity. A, the unknown of the problem (defined by
pe(x) =

∫
Cea

A(kea)ekea.xdCea), is sought, in the approximation space of the functions
based on Fourier series, as:

S h
ad = span

{∫
π

−π

einθeik(x.cosθ+y.sinθ)dθ,n =−NE , ...,NE

}
(2.14)

Examples of the real parts of such Fourier-based shape functions are shown in Fig-
ure 2.29. This representation makes the angular representation of the wave amplitudes
continuous, which may result in a smoother numerical solution.

Figure 3: Examples of real parts of complex pressure fields associated with Fourier-based functions (6). ⌦E = [0m, 0.5m]⇥[0m, 0.5m], k = 120m�1,

NE = 30, n = 0 (left), n = 12 (center) and n = 23 (right)

alone shows that the VTCR discretizes only the amplitudes of the waves, not their spatial shapes. In that sense, the

VTCR belongs to the category of the multiscale numerical approaches because it discretizes only the slowly oscillating

quantities and not the rapidly oscillating quantity eik(✓).x. Finally, one can note that all the propagating waves are taken

into account since in our approximation they are represented by an integral over the space variable (and not by a

discrete sum which would select only a few propagation directions). This is important because the direction of the

propagation of the waves is not known a priori.

Studies of the space of the waveband functions (5) have already been presented in [30] and [31]. These works

showed the great interest of these functions for the resolution of medium-frequency problems. The objective of the

present paper is to analyze the e�ciency of the Fourier-based approach (6) compared to the waveband-based approach

and to the classical FEM.

2.4. Definition of an error indicator

Since the reference problem (1) is discretized, it is necessary to evaluate the accuracy of the approximate solution.

The local error can be measured by:

"E =
Ed,⌦E (ph

E � pex
E )/mes(⌦E)

P
E Ed,⌦E (pex

E )/mes(⌦)
(7)

where Ed is the dissipated energy, mes(⌦) and mes(⌦E) denote the measures of ⌦ and ⌦E respectively, and pex
E

corresponds to the exact solution of the problem in ⌦E . One can see that this error measures the relative di↵erence

between the approximate solution and the exact solution in terms of the dissipated energy. The dissipated energy is

interesting in the medium-frequency range because it is a relevant quantity at such frequencies; a more local quantity

such as the pressure at a given point would be too sensitive to small variations in the problem’s data.

Similarly, a global error indicator can be:

" = max
E
"E (8)

6

Figure 2.29: Examples of real parts of complex pressure fields associated with Fourier-
based functions from (2.14). ΩE = 0.5 m × 0.5 m; k = 120 m−1; NE = 30; n = 0 (left),

n = 12 (center) and n = 23 (right)

Fourier version: first numerical example

In order to assess the performance of the VTCR, let us consider a square domain Ω =
[0,L]× [0,L] with homogeneous Dirichlet boundary conditions. The loading force is a
Dirac function applied at (x0;y0) = (0.1875;0.1875) and the nondimensional wave num-
bers are kL = 8,24,40,56,72 and 88. An absorption coefficient η = 10−5 was used.
Figure 2.30 shows the VTCR solution along line y = 0.190625 obtained with kL = 8 and
23 shape functions. Figure 2.31 shows the convergence curves for all the nondimensional
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wave numbers considered. One should note that the VTCR gave a very good descrip-
tion of the solution both near the spike caused by the force load and away from that
region. The convergence curves of Figure 2.31 also show that for this non-homogenous
Helmholtz problem the VTCR behaved quite well in various frequency ranges. Indeed, in
all the cases considered, the convergence curves decreased sharply to zero.
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Figure 2.30: Validation using the example of a square domain with homogeneous bound-
ary conditions and a Dirac loading force: comparison of the VTCR solution (continuous

line) and the reference solution (dotted line) along the line y = 0.190625 with kL = 8
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Figure 2.31: Validation using the example of a square domain with homogeneous bound-
ary conditions and a Dirac loading force: convergence curves for nondimensional wave

numbers kL = 8,24,40,56,72 and 88

Fourier version: second numerical example

Now, let us consider an L-shaped domain with homogeneous Dirichlet boundary con-
ditions, except for a load applied along half of the lowest horizontal side, as shown in
Figure 2.32 (left). The nondimensional wave number is kL = 8, L being the width of
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the L-shaped domain. For the VTCR, the domain was divided into two symmetrical par-
allelepipeds and an absorption coefficient η = 10−5 was used. The VTCR solution is
shown in Figure 2.32 (right). Compared to the solution given by [Farhat et al., 2001],
this result shows that even though it used very few DOFs (54 DOFs for the calculation
if Figure 2.32) the VTCR reproduced the characteristic aspects of the converged solution
quite well.

Figure 2.32: Validation using an L-shaped domain with mixed boundary conditions:
problem definition (left) and the real part of the VTCR solution for kL = 8 with 54 DOFs

(right)

Fourier version: third numerical example

The third example concerns the application of the Fourier VTCR to an acoustic cavity of
a car filled with air (ρ0 = 1.25 kg.m−3, c0 = 340 m.s−1, η = 10−5) and subjected to Robin
boundary conditions as shown in Figure 2.33. Three circular frequencies were considered:
ω= 2π×2,500 rad.s−1, ω= 2π×4,000 rad.s−1 and ω= 2π×8,000 rad.s−1. The loading
was applied along the leftmost edge. The Fourier VTCR was applied inside each cavity
using all the shape functions with an energy greater than 10−3. Figure 2.34 shows the
calculated solutions. The quality of these results was good. Even though the solution at
ω = 2π× 8,000 rad.s−1 (the high-frequency case) involved several dozen wavelengths
within the entire acoustic cavity, its calculation using the VTCR presented no difficulty.

4.6 Error estimator

With the Fourier version of the VTCR presented in Section 4.5, it is possible to introduce
an a priori error estimator. The estimator proposed in [Kovalevsky et al., 2012a] for
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3005 mm

�oor

Figure 2.33: Definition of the car acoustic cavity (boundary conditions and internal mesh)

Figure 2.34: Contour plots of the real part of the pressure field in the car acoustic cavity
of Figure 2.33 at ω = 2π× 2,500 rad.s−1 (left) , ω = 2π× 4,000 rad.s−1 (center) and

ω = 2π×8,000 rad.s−1 (right)
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acoustic problems measures the quality of the pressure ph
E over ΩE approximated by the

VTCR, and is defined as:

εE =
Ed,ΩE (ph

E − pex
E )/mes(ΩE)

∑E Ed,ΩE (pex
E )/mes(Ω)

(2.15)

where Ed,ΩE (p) =
1
ω

Re
∫

∂ΩE

p.Lv(p)d∂Ω is the dissipated energy, mes(Ω) and mes(ΩE)

denote respectively the measures of Ω and ΩE , and pex
E corresponds to the exact solution

of the problem in ΩE . One can see that this error measures the relative difference between
the approximate solution and the exact solution in terms of dissipated energy. The dissi-
pated energy is interesting in the medium-frequency range because at these frequencies it
is a relevant quantity; a more local quantity, such as the pressure at a specific point, would
be too sensitive to small variations in the problem data. Similarly, a global error indicator
can be defined as:

ε = max
E

εE (2.16)

The problem with the definition of error (2.15) is that, in general, the exact solution
is unknown. Therefore, one needs to define an error estimator. This is not an easy task
because there may be some subcavities ΩE which not touch the boundary ∂Ω. For these
subcavities, it is impossible to verify the accuracy of the boundary conditions, which
are the only equations of the problem which are not satisfied automatically. (Remember
that the shape functions satisfy the Helmholtz equation.) The only way to evaluate the
accuracy of the approximate solution in such a subcavity is to verify the continuity in
terms of pressure and velocity with all the other subcavities in the vicinity of ΩE . But
this verification is difficult because the solutions in the surrounding subcavities are only
approximate solutions.

Based on the previous remarks, we propose the following local error estimator for
(2.15):

ε
h
E =

Ed,ΩE (ph
E − ppv

E )/mes(ΩE)

∑E Ed,ΩE (ppv
E )/mes(Ω)

(2.17)

where ppv
E corresponds to the solution of the problem in ΩE when the pressure and ve-

locity are prescribed at the boundaries of ΩE in such a way that they correspond to the
pressure and velocity in all the ΩE ′ adjacent to ΩE .

In order to verify the effectiveness of error estimator (2.17), let us consider the fol-
lowing example of Figure 2.35: Ω is a 2.3 m × 1 m rectangular cavity with a curved
upper right corner (diameter 1.6 m). This cavity is filled with air (ρ0 = 1,25 kg.m−3, c0
= 340 m.s−1, η = 10−5) and the boundary conditions are such that the exact solution is
pex(x) =

∫
π

θ=−π
Aex(θ).eik(θ).(x−xC)dθ, with Aex(θ) = (3+ i) ·(θ−2π) ·(θ−π) ·θ+2cosθ ·

sinθ · cos4θ, xC = [0.62;0.42], k being the wave vector . This is an interesting case be-
cause its solution cannot be easily expanded as a Fourier series. The boundary conditions
used combine all the possible types (prescribed pressure, prescribed velocity and Robin
condition). The VTCR decomposition of the cavity is shown in Figure 2.35.

On a PGD model order reduction technique for mid-frequency acoustic



Illustration of the performance of the VTCR in acoustical and structural applications 59

Ω1

Ω2

Ω3

Ω4
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Ω8 Ω9

prescribed pressure

prescribed normal impedance

prescribed normal velocity

prescribed normal velocity and pressure

interface

Figure 2.35: Top: description of the example. Bottom: the real part of the exact pressure
field for k = 30 m−1 (left) and for k = 90 m−1 (right)

With the two circular frequencies chosen (k = 30 m−1 and k = 90 m−1), the charac-
teristic length of Ω was about 10 and 30 wavelengths respectively. The true local error
(2.15), the local error estimator (2.17) and the H1 relative error in each of the subdomains
are compared in Figure 2.36. One can see that our proposed error, which is based on a
more physical interpretation of the solution (the dissipated energy), comes very close to
the classical H1 error and, therefore, is a relevant error measure for assessing the quality
of the calculated solution.
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Figure 2.36: Comparison of the true local error (2.15), the local error estimator (2.17)
and the H1 relative error for the example of Figure 2.35 in the case of a Fourier-based

approximation (2.14)
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4.7 3D acoustics
One the main advantages of the Fourier approximation introduced in Section 4.5 is that it
can be extended easily and effectively to 3D problems using spherical harmonics expan-
sion (see [Kovalevsky et al., 2012b]).

In the 3D acoustic case, the distribution of plane waves is defined in the unit sphere:

pE(x) =
∫

π

θ=−π

∫
π

ϕ=0
AE(θ,ϕ).eik(θ,ϕ).(x−xE)dθsinϕ dϕ (2.18)

where AE describes the amplitudes of plane waves propagating in the (θ,ϕ) spherical
direction. In order to avoid the quadrature of the unit sphere which would be necessary
to define the ray or wave band shape functions and to take advantage of the Fourier de-
composition, a truncated Laplace series is used to describe the amplitude profile AE(θ,ϕ).
This is a direct extension of Fourier series to three dimensions. Then, the discrete space
Sh

ad can be expressed as:

Sh
ad = span{

∫
π

θ=−π

∫
π

ϕ=0
Y m

l (θ,ϕ)eik(θ,ϕ).(x−xC)dθsinϕ dϕ,

m =−l, ..., l, l = 0, ...,NE}
= span{Φm

l (x),m =−l, ..., l, l = 0, ...,NE}
(2.19)

where

• k(θ,ϕ) is the wave vector of the plane wave propagating in the direction (θ,ϕ) in
spherical coordinates;

• Y m
l (θ,ϕ) =

√
2.(l−m)!
(l +m)!

.Pm
l (cosθ).eimϕ,

with Pm
l (X) =

(−1)m

2l.l!
(
1−X2)m/2 ∂m+l(X2−1)l

∂Xm+l being the Legendre polynomial,
is the spherical harmonics of non-negative index l and momentum m. Parameter m
varies from−l to l. The set

{
Y m

l (θ,ϕ)
}
|m|6l6∞

forms a complete orthogonal system

on the unit sphere associated with the classical L2 scalar product. The first spher-
ical harmonics are shown in Figure 2.37. One can observe that these harmonics
correspond to a regular decomposition of the possible spherical wave propagation
directions.

For a given parameter NE in (2.19), the number of shape functions to be used is (NE +1)2.

3D acoustics: first numerical example

The first example concerns a simple wave guide problem. Ω is an L×L×L cubic domain
subjected to Robin conditions so that the exact solution is a plane wave propagating in
spherical direction (θex = 0.8,ϕex = 2.3). One can note that the wave direction does not
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Figure 2.37: Representation of the functions Y m
l (θ,ϕ) used in (2.19). Line (a) corre-

sponds to l = 0 and m = 0. Line (b) corresponds to l = 1 and m = −1, ...,1. Line (c)
corresponds to l = 2 and m = −2, ...,2. Line (d) corresponds to l = 3 and m = −3, ...,3

(courtesy of Wikipedia)

characterize a specific set of spherical coordinates. Cavity Ω was not subdivided. The
convergence with respect to the number of shape functions used in Sh

ad (see (2.19)) was
evaluated for wave numbers such that kL = 5, kL = 10 and kL = 15.
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Figure 2.38: The convergence curves of the pressure field given by the 3D VTCR for a
cubic wave guide problem with Robin boundary conditions: kL = 5, kL = 10 and kL = 15

The relative error (ε(�) =
||�−�re f ||2
||�re f ||2

) of the approximate pressure field is shown

in Figure 2.38. One can observe that the convergence rate of the VTCR was very good.

3D acoustics: second numerical example

The second example is the sound-hard scattering of a plane wave by a sphere of radius
R1 = 0.5 m. In order to solve this problem, a prescribed velocity defined by Lv(p) =

− i
ρ0ω

∂pscat

∂n
, pscat being a plane wave propagating in the spherical direction (θ,ϕ) =

On a PGD model order reduction technique for mid-frequency acoustic



Illustration of the performance of the VTCR in acoustical and structural applications 63

(
π

2
,0
)

, was applied over the boundary of the sphere, and an absorbing boundary condi-

tion defined by Z = −ρ0ω

k
and hd = 0 was applied over the exterior boundary, which is

a spherical surface of radius R2 = 1.8 m. The domain was divided into 32 subcavities, as
illustrated in Figure 2.39.

Figure 2.39: Scattering by a sphere: the discretized computational domain

This problem has an exact analytical solution thanks to the following Hankel function
expansion in spherical coordinates:

pex(r,θ,ϕ) =
∞

∑
n=0

an(θ,ϕ)H
(1)
n (kr)+bn(θ,ϕ)H

(2)
n (kr) (2.20)

where H(1)
n and H(2)

n are the spherical Hankel functions of the first and second kind and
the coefficients an and bn are obtained by enforcing the boundary conditions.

We studied three circular frequencies defined by 2kR1 = 7, 2kR1 = 12 and 2kR1 = 17.
The real parts of the scattering pressure fields are shown in Figure 2.40.

Figure 2.40: The scattering pressure fields for 2kR1 = 7 (left), 2kR1 = 12 (middle) and
2kR1 = 17(right)
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Figure 2.41: Convergence curves of the sound-hard scattering by a sphere, in relative L2

norm, as a function of the number of DOFs for 2kR1 = 7, 2kR1 = 12 and 2kR1 = 17

Figure 2.42: The regularized amplitude profiles calculated at points A (left) and B (right)
of Figure 2.40 with 2kR1 = 12
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Figure 2.41 shows the evolution of the results as a function of the total number of
DOFs. One can observe that the convergence rate is very good for the three frequencies
considered. Indeed, the numbers of DOFs which are necessary in order to achieve a
relative accuracy of 10−2 are about 1,000, 3,500 and 7,500 for 2kR1 = 7, 2kR1 = 12 and
2kR1 = 17 respectively. In comparison, the corresponding classical FEM meshes with 5
elements per wavelength would represent about 10,000, 40,000 and 80,000 nodes.

The amplitude profiles AE(θ,ϕ) of the waves (see (2.18)) calculated at points A and
B of Figure 2.40 for 2kR1 = 12 are shown in Figure 2.42. One can observe that the main
wave propagation direction can be clearly identified, which helps understand the physics
of the problem. In order to obtain such a result, it is necessary to use some regularization
tools (see [Kovalevsky et al., 2012b]).

3D acoustics: third numerical example

Finally, the 3D Fourier VTCR was used to solve an acoustic problem in a simplified
car cavity. This cavity, the boundary conditions and the domain decomposition into 34
subcavities are described in Figure 2.43. The cavity, filled with air (ρ0 = 1,2 kg.m−3, c0 =
344 m.s−1 and η = 10−5), was solicited by a point source located on the front right. The
boundary conditions were normal impedance conditions with impedance Z = 845− 55i
Pa.s.m−1 at the level of the seats and Z = 615.4−1887i Pa.s.m−1 at the other boundaries,
except for the front and rear windows which were modeled as hard walls.

source

cavities of interest

Hard wall

Impedance Z=845-55i Pa.s.m-1

Impedance Z=615.4-1887i Pa.s.m-1

Cavity decomposition

Figure 2.43: Definition of the acoustic car cavity

The results at 700, 1,200 and 1,700 Hz are shown in Figures 2.44, 2.45 and 2.46
respectively. One can observe that the quality of these solutions is good.
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Figure 2.44: The real part of the pressure field obtained with the 3D Fourier VTCR for
the problem of Figure 2.43 at 700 Hz

Figure 2.45: The real part of the pressure field obtained with the 3D Fourier VTCR for
the problem of Figure 2.43 at 1,200 Hz
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Figure 2.46: The real part of the pressure field obtained with the 3D Fourier VTCR for
the problem of Figure 2.43 at 1,700 Hz
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5 VTCR, still an open question?
In this chapter potentiality and advantages of VTCR has been extensively discussed. At
the state of art the technique could seem quite a mature one. Both 3D and 2D problems
in structural dynamics and acoustic are dealt by the technique. Recent enhancements
extended the technique to vibro-acoustic coupling and unbounded problems. Moreover
Fourier approximation introduced robustness in the approach and the possibility to built
a all-user multipurpose code. Nevertheless the technique still needs some decisive im-
provements. The aim of this work is to act on principal weak points in other to make a
decisive step in the maturity of the technique. Being VTCR a Trefftz method (see Chapter
1 Section 4), it shares with those methods some know major issues. In particular we can
remark some key points:

• Matrix K has very unpleasant characteristics. It’s a non-positive full populated
by blocks matrix with complex values a bad condition number and strongly non-
symmetrical. Even if these characteristics are not decisive in terms of convergency
and efficacy of the method, the global robustness is strongly undermined by them.
Unluckily these limits are inborn in Trefftz methods nature.

• VTCR formulation is completely frequency dependent. This means that in order to
take into account frequency bands, a very fine frequency discretization is needed.
This is a very weak point compared to FEM techniques where the solving matri-
ces are frequency independent. Indeed, high performances calculation seen in this
chapter, lose effectiveness if a large band is considered. Even though in a single
frequency calculation VTCR outperforms classical FEM, on large bands this could
not be true due to frequency dependency.

• VTCR is a fully deterministic approach. That means that there is no easy way to
propagate uncertainty in the technique. This is against mid-frequency nature. In
this range of frequency there is a quite strong sensibility to uncertainty so add a
stochastic information can be vital to an industrial user. The most common way to
extend deterministic methods to uncertainty is the Montecarlo simulation [Metropo-
lis, 1987]. This is a very well established tool which allows to introduce uncertainty
over deterministic methods. Despite its easiness and effectiveness it’s a very costly
tool. For this reason its application is to avoid. This is particularly true when un-
certainty over a frequency band is to take in account. The simple alliance between
a fine VTCR frequency mesh calculation and a Montecarlo could lead to unaccept-
able computational costs.

As remarked there isn’t a lot to do to improve in matrix K characteristics. Never-
theless in the following of the work a new dedicated pre-conditioner will be introduced
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to stabilize the technique. This stabilization in terms of conditioning makes possible to
improve VTCR performances and, more important, it makes possible some iterative post-
processing which are major points of this work.

The situation is different for the other two points. Recently a new class of numerical
tool, called Reduced Order Model (ROM) techniques, is arising. These techniques allows
to solve very complex problems choosing a consistent reduced basis (generally through a
snap-shooting process) and than project the complex problem on it. This means calculate
an approximation of a complex problems with just few information. An overview of these
methods will be provided in the following chapter. The main idea of this work is to apply a
particularly effective ROM technique, called Proper Generalized Decomposition (PGD),
to VTCR. In a first step PGD is proposed to solve wide bands problem. A reduced model
over frequency is built and this allows to make accurate and inexpensive predictions over
a frequency band. This overcome the second major limitation of VTCR.

Concerning the extension to stochastic, again a combination between PGD and VTCR
is proposed. In this way is possible to take in account uncertainty over a frequency band
without passing through Montecarlo simulation. Preliminary results, shown in the last
chapter, suggest that such a technique is a very valuable research path and could be an
answer to the third VTCR major issue.
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Chapter 3

The Reduced Order Model techniques

In this chapter Reduced Order Model techniques are
introduced. In recent years these techniques raised as an
answer to very complex numerical problem. Despite them
young history the basis of these techniques were laid in the
beginning of 1900. This basic technique is called Proper

Orthogonal Decomposition and it is briefly introduced in the
chapter. From this technique ROM-POD and Reduced Basis
have been recently developed to solve complex problem on

reduced base. In the end of the chapter the Proper
Generalized Decomposition is finally introduced.
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1 Reduced Order Model techniques
Before discussing in details the model order reduction techniques of interest a remark
about the semantic is necessary. Reduced model is a very generic term used in several
domains. Concerning acoustic and structural dynamics works, reduced models are used
in [Soize, 1998]. A Padé approximation based reduction for acoustic can be found in
[Collins, 1993, Rumpler et al., 2011].

In the context of this manuscript, Reduced Order Model (ROM) is referred to an en-
semble of techniques capable to solve complex numerical problems on a reduced spaces.
The basic concept of these methods is to substitute a far too complex problem with a sur-
rogate model defined on a simpler reduced space. On this space a reduced base is built. In
the end the reduced base is used to solve the initial problem. Most of ROM technique are
based on greedy algorithms. The reduced based is enriched in an iterative process until a
desired convergency to the right solution.

2 The Proper Orthogonal Decomposition
The intuition of ROM methods rises from an old numerical technique called Proper Or-
thogonal Decomposition (POD) [Pearson, 1901]. The same technique, depending on the
way to construct the POD approximation, is also known as Karhunen-Loeve decomposi-
tion [Karhunen, 1946,Loeve, 1955] or Singular Value Decomposition [Eckart and Young,
1936]. If u is a function defined over time t and space x, POD technique search the
approximation of the function as:

u(x, t)≈ um(x, t) =
m

∑
i=1

Λi(x)λi(t) (3.1)

where Λi(x) are space dependent functions and λi(t) are time dependent functions. The
POD decomposition is so composed by a sum of time and space dependent functions. The
approximation is built in order to minimize the error between the original function and
the approximation in respect a chosen norm:

||u−um||= min
[λi]

m
i=1,[Λi]

m
i=1∈L m

2

||u−
m

∑
i=1

Λi(x)λi(t)|| (3.2)

2.1 Reduced Order Model based on POD
A POD decomposition as built in 3.3 manage to approximate complex problems with
few couples introducing an high data compression ratio. On the other hand the complete
knowledge of the initial model is required. The idea, in order to introduce a predictive
power to the technique is to reduce a complex problem in a simpler one (from which
reduced order model). POD decomposition in so chosen to build a base of the reduced
problem which act like a reduced base for the initial problem. If this reduced base is
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chosen in a proper way the approximation will be close to the problem solution. To
guarantee this property in necessary to establish a reliable error criteria and to put in
place some greedy algorithm to enrich the reduced base and reduce the error between the
approximated and the actual solution. A way to reduce the model is to search the solution
of u(x, t) on a reduced test space of m dimension:

u(x, t)≈ um(x, t) =
m

∑
i=1

Λi(x)λi(t) (3.3)

where Λi(x) are known functions and base on the test space, λi(t) are unknown of the
problem. The approximation error of the solution is much smaller if the reduced test
space is relevant. A basic example of relevant base is the modal base for vibration found
after a preliminary calculation by considering the structure without solicitation. When no
relevant basis can be withdrawn directly from the problem, it is possible to use the POD
to extract a minimum size base from a sampling process. The choice of a representative
sample is critical. Inaccurately chosen snapshot could lead to enormous mistakes. Let
us consider a space-time process. A first strategy can be to solve the complete problem
only on initial time steps than the withdrawn POD space base is used as a reduced base
on the other time steps. A second strategy can be to solve a coarse time discretization of
the problem and then project the full time problem on the reduced POD space base. The
techniques applying this kind of process are called ROM-POD techniques. They have
been used with success in dynamic problem [Krysl et al., 2001] and in transient thermal
analysis in [Białecki et al., 2005]. This method was also used to perform a fluid structure
interaction analysis of a complete aircraft [Lieu et al., 2006]. Projection on the base could
be very expensive, so an improvement is proposed in [Ryckelynck et al., 2006]. This
method called A Priori Hyper Reduction Method (APHR) proposes a strategy to chose
only few significant snapshot to improve performances. Adding an error criterion in the
resolution allows enrichment of the projection base and thus circumvent the critical points
of the choice of an appropriate sample [Kunisch and Volkwein, 2001]. An other important
family of method is the Reduced Based method [Fink and Rheinboldt, 1983, Machiels
et al., 2000, Maday and Rønquist, 2002, Patera and Rozza, 2007]. The technique defines
an error which is used to enrich the base, where the error is the largest. This definition
allows a high quality of the reduced model.

3 The Proper Generalized Decomposition
As ROM-POD and Reduced Bases the Proper Generalized Decomposition in based on a
sum of function product representation of the solution. The way to get to the solution is
slightly different. Such a representation was proposed many years ago by Ladevèze for
the resolution of complex nonlinear thermomechanical problems (see [Ladevèze, 1999]).
Under the name “radial approximation”, it became one of the main components of the
powerful non-incremental and nonlinear LArge Time INcrement (LATIN) solver. More
recently, a general separated representation was used in [Ammar et al., 2006] to find

On a PGD model order reduction technique for mid-frequency acoustic



74 The Reduced Order Model techniques

approximate solutions of multidimensional partial differential equations. The separated
representation was also used in [Nouy, 2007] for the resolution of stochastic equations
in which the deterministic variables and the stochastic variables were separated, very
much like in [Ladevèze et al., 2010] for the radial space-time approximation of complex
multiscale problems and in [Ladevèze and Chamoin, 2011] for finding guaranteed error
bounds.

Today, the common name used for techniques involving a separated representation of
the variables is Proper Generalized Decomposition (PGD). PGD belongs to the family of
Reduced-Order Modeling techniques but in the case of PGD the construction of the repre-
sentation takes into account the nature of the problem directly. The general form of a PGD
separated representation of a function u of N variables is u(x1, ...,xN)' uM(x1, ...,xN) =

M

∑
m=1

u1
m(x1)× ...×uN

m(xN), M being the order of the approximation. Many applications of

PGD, covering several domains, have already been presented: for example advanced non-
linear solvers using separated space-time representations [Boucard and Ladeveze, 1999];
multidimensional models and the separation of physical spaces [Néron and Ladevèze,
2010]; parametric models [Chinesta et al., 2010b]; real-time simulations [Monserrat et al.,
2001]; the quantification of uncertainties and stochastic parametric analysis [Nouy, 2007].
A study on error and verification of the technique is found in [Ladevèze and Chamoin,
2011]. [Chinesta et al., 2010a] and [Chinesta et al., 2011] give reviews of recent works on
PGD. An exhaustive collection of possible algorithm and an excellent theoretical frame-
work were presented in [Nouy, 2010]. Proper Generalized Decomposition is the main ob-
ject of this manuscript and details about the technique and its application to mid-frequency
problems will be provided in the following chapters.
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Chapter 4

PGD-VTCR, an alliance to tackle
mid-frequency broad band

In this chapter an overview of the interest of combing PGD
with VTCR is provided. A first simple algorithm will be

introduced. Numerical result will show the strong limitation
of this approach. After a deep numerical analysis, reason for
this fail is found. A Petrov-Galerkin approach is consequently
introduced to overcome this numerical issue. In the end of the
chapter a significant numerical example is provided in order
to show potentiality of the Petrov-Galerkin approach. Some

significant imperfections of the technique are underlined
planting the seeds for more performing algorithms proposed

in the next chapter
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1 Proper Generalized Decomposition and VTCR: a ROM
technique to perform efficient frequency band calcula-
tions

The basic idea of this thesis work is to combine the Variational Theory of Complex Rays,
fully introduced in Chapter 2, with the Proper Generalized Decomposition, discussed in
the previous chapter. VTCR is a very effective technique which lacks of an immediate
way to keep into account frequency dependence and uncertainty parameters. On the other
hand PGD showed excellent performances in reducing complex problem (see Chapter 4)
and propagating uncertainty. In this chapter only the frequency reduction is considered.
Let us take into account the VTCR solving problem on matrix form:

K(ω)X(ω) = F(ω) (4.1)

The equation (4.1) is fully drawn in Chapter 2. Here X(ω) is the unknown amplitude
vector and ω the problem’s frequency. It is useful to remind that:

pe(x,ω) ∈ Se
ad,0⇔ pe(x,ω) =

∫ 2π

θ=0
Xe(θ,ω)eik(θ,ω)·xdθ (4.2)

with Se
ad,0 =

{
pe;∆pe + k2 pe = 0 over Ωe× I

}
. So if X(ω) is known, the pressure field,

solution of reference problem (1.1) is known. In formula (4.1) the complete frequency de-
pendance is underlined. The main idea is to reconstruct amplitude X(ω) over a frequency

band I =]ω0−
∆ω

2
;ω0 +

∆ω

2
[ in PGD form:

X(ω)' XM(ω) =
M

∑
m=1

Xmλm(ω) (4.3)

where Xm are constant vectors related to the wave propagation in all possible 2D direc-
tions, λm(ω) are frequency-dependent functions and M is the order of PGD decompo-
sition. It’s to underline that making an approximation on amplitudes means switch the
problem from Helmotz equation solution space to another. This is of fundamental impor-
tance. Try to solve directly Helmotz equation by PGD brings to find frequency functions
on its definition space. In this case frequency dependence, particularly in mid frequency,
has a very irregular shape. As we stated in Chapter 4 PGD gives its best when fairly regu-
lar solution is to approximate. For this reason is strongly not recommended to do a direct
approximation on Helmotz definition space. If so, building a good approximation could
be more expensive than solve the direct problem. A switch of the problem to the VTCR
amplitude approximation brings the regularity that PGD needs to give its best and allows
the powerful reduction that will be explained in the following.

1.1 The reference problem and the choice of the approximation
In the following of the work the reference problem is the one posed in Chapter 1 Section
1. A more accurate analysis has to be done regarding the VTCR approximation choice.
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In VTCR history (see Chapter 2) three different approximations of Herglotz wave ampli-
tudes were proposed: rays, wave bands and Fourier. After some trials and errors and a
theoretical study, Fourier approximation demonstrated not only to be the most performing
one but also the more adapted to work in alliance with PGD. Let us see in details why:

• Fourier’s approximation has shown the best performances in terms of convergency
(see Chapter 2 Section 4.5).

• It’s formulation allowed for the first time an extension to 3D problems (see Chapter
2 Section 4.7).

• Fourier’s approximation has shown the best performances in terms of conditioning
number (see Chapter 2 Section 4.5). The importance of this point for a non-Petrov-
Galekin iterative PGD algorithm will be explained in the next sections.

• PGD algorithms requires a resizing of matrixes to a same size. Fourier expansion
is based on nested function. This allows to resize matrices for every frequency
without losing numerical stability. Further details on its practical implementation
will be given in the following of the chapter (see section 3.2).

• Fourier approximation give a regularization opportunity for VTCR amplitude por-
trait (see [Kovalevsky, 2011]). In general VTCR solution, as well as other Trefttz
methods, tends to explode when increasing the number of DoFs. Fourier approxi-
mation allows to control this unpleasant phenomena.

To ease the reading of the chapter, give a coherent notation and introduce frequency
dependency, here are recalled the principal equations of Fourier approximation. A Fourier
series expansion of the wave amplitudes Xe(θ,ω)) (see (4.2)) limited to the first 2Ne + 1
terms is taken into account:

Xe(θ,ω) =
Ne

∑
n=−Ne

Xn
e (ω)e

inθ (4.4)

where Ne is sufficiently large to lead to a good approximate solution. In other words, the
approximate solution consists in an expansion of pe over a finite-dimension subspace of
Ωe generated by functions Φn

e(x,ω):

pe(x,ω)'
Ne

∑
n=−Ne

Xn
e (ω)Φ

n
e(x,ω) (4.5)

where Φ
n
e(x,ω) =

∫ 2π

θ=0
einθeik(θ,ω)·xdθ. A complete overview of Fourier approximation

can be found in Chapter 2 Section 4.5 of this manuscript.
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2 A simple algorithm to introduce PGD-VTCR

Coherently with what stated until now, the approximation of the amplitude is searched
in PGD form as in (4.3). The simplest way to build this approximation is to minimize
residue norm of the scalar product with a simple Galerkin approach. The residue RM is
defined as:

RM(ω) = F(ω)−K(ω)XM(ω) = F(ω)−K(ω)

(
M

∑
i=m

Xm(θ)λm(ω)

)
(4.6)

In order to minimize equation (4.6) with a Galerkin approach some characteristic of ma-
trix K are required. The matrix should be symmetric and defined positive. Unluckily none
of these properties are verified in VTCR. The simples way to obviate to this problem is
to multiply the formulation by K∗. In this way the resulting right side matrix KK∗ will
respect required property. Is to remark that the product KK∗ could be very expensive
from a numerical point of view. The equation 4.1 is so transformed:

K∗K(ω)X(ω) = K∗F(ω) (4.7)

Consequently equation (4.6) becomes:

ω0+∆ω∫
ω0−∆ω

‖K∗RM(ω)−K∗K(XM+1(θ)λM+1(ω)) ‖2 dω=
(
‖K∗RM(ω)−K∗K(XM+1(θ)λM+1(ω)) ‖2)

ω

(4.8)
In order to perform the scalar product a convenient [K∗K]−1 matrix is chosen. From the
minimization problem (4.8) two equations are drawn:

λM+1(ω) =
ℜ(R∗MKXM+1)

X∗M+1K∗KXM+1
(4.9)

XM+1 =




ω0+
∆ω

2∫
ω0−∆ω

2

λ
∗
M+1K∗KλM+1dω




−1


ω0+∆ω∫
ω0−∆ω

λ
∗
M+1K∗RMdω


 (4.10)

Equations (4.9) and (4.10) are interdependent one to the other. For this reason an iter-
ative process is needed to find every couple.
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Algorithm 1: Galerkin approach PGD for brad band problems
Initialization of R0 = F;
for m = 1 to M do

Initialization of λ0
m;

for k = 1 to kmax do
Compute:
Xk−1

m = F (λk−1
m )→ (4.10);

Normalize Xk−1
m ;

λ
k
m = F (Xk−1

m )→ (4.9);
Stationarity check (Xk

m,λ
k
m);

Update of Rm+1 = Rm−KXmλk
m;

Convergency check;

where F () represent a generic functional operator. It’s to remark that any initialization
would leads to convergency but, an initialization choice somehow linked to the problem
could leads to a sensible faster convergency.

2.1 A numerical example

Let’s consider the simple numerical example in Figure 4.1 on a frequency band ω∈ [ω0−
∆ω

2 ,ω0 +
∆ω

2 ].

V

Z

Z

P

Figure 4.1: Square cavity under different boundary conditions

The domain in a square cavity where ρ0 = 1.25 [kg/m3], c0 = 340 [m/s], V = 1 [m/s],
P = 0 [Pa], Z = 2000(1+ i) [Pa · s/m], ω0 = 2π1900 [Hz], ∆ω = 2π200 [Hz]. The proce-
dure used to built the approximation on this example is described in Algorithm 2:
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Algorithm 2: Approximation building algorithm
for j = 1 to ”frequency test point number” do

Find K j = K(ω j);
Find F j = F(ω j);

Apply algorithm 1← ({K} j,{F} j);
↪→ PGD modes {(X(θ),λ(ω))}m

For this problem a PGD approximation with 40 modes has been constructed. A frequency
discretization every 5 Hz has been chosen. In Figure 4.2 an energy comparison between
a VTCR reference, calculated with a very fine frequency discretization, and the approx-
imation is made. Good results in term of energy are confirmed by a compared pressure
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Figure 4.2: PGD with 40 modes vs. Regular VTCR

field plot in Figure 4.3. It is evident the high quality of PGD approximation, only few
negligible errors can be identified in respecting pressure and velocity boundary condition.
Of course some deeper analysis on this example are possible. Nevertheless, as we can see
in Figure 4.2, this example concerns a very narrow frequency band and the frequency be-
havior is too simple to be considered as mid-frequency. For this reasons further analyses
are reserved to a more complex case.
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VTCR pressure field PGD-VTCR pressure field

Figure 4.3: VTCR reference real pressure field (left) compared to PGD real pressure field
(right) at resonance frequency ω = 2π1959[Hz]

2.2 A surprising numerical problem
To increase the complexity level of the problem a more challenging example is provided
in Figure 4.4.

v

v

v

vv

v

p

Z

Figure 4.4: L-shaped cavity

The cavity is filled with a fluid with air ρ0 = 1.25 [kg/m3], c0 = 340 [m/s] and with
V = 1 [m/s], P = 0 [Pa], Z = 850+50i [Pa · s/m], ω0 = 2π1900 [Hz], ∆ω = 2π200 [Hz].
This example is more challenging to VTCR. It presents a subdivision in subdomains. On
this example the Algorithm 2 is used as on the previous example. Surprisingly, the good
results obtained for the geometry in Figure 4.1 were not confirmed. This is evident in
Figure 4.5. Pressure field is completely inconsistent with the reference solution which
means that the PGD approximation is ineffective on this example. With the aim of better
understanding the phenomena, let us come back to the example in Figure 4.1. This time a
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VTCR pressure field PGD-VTCR pressure field

Figure 4.5: VTCR reference real pressure field (left) compared to PGD real pressure field
(right) at ω = 2π1900[Hz]

sub-discretization is introduced as in Figure 4.6. Sub-discretization do not bring any loss

Figure 4.6: Sub-discretized square cavity

of informations so the expected results are of the same kind of Figure 4.3. Nevertheless,
when PGD approximation is performed, pressure field appears discontinuous and wrong
in terms of pressure level (see Figure 4.7) in complete disagree with the result in Figure
4.3. The only difference between examples in Figures 4.3 and 4.7 lies in the introduc-
tion of two interfaces. This do not increases complexity of the problem (which is, from a
physical point of view, exactly equivalent) but increases numerical complexity of matrix
K. From this consideration arises the intuition of analyze numerical properties of matrix
K in order to find the problem. In Figure 4.8 is shown the comparison between the eigen-
value of K∗K for the sub-discretized problem (in blue) and the the non sub-discretized
one (in red) This astonishing result brings to one conclusion; the quality of K tends to
drop increasing its complexity and dimension. It is enough to add some interfaces to
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VTCR pressure field PGD-VTCR pressure field

Figure 4.7: VTCR reference real pressure field (left) compared to PGD real pressure field
(right) for a sub-discretized square cavity

dramatically bring into the matrix a lot of numerical pollution (of course linked to bad
condition number) which explodes when the operation of symmetrization is performed
by multiplying for K∗.

This surprising discover obliges to overcome standard Galerkin approach with some-
thing different. Two different paths were explored. As a first step a different type of
algorithm directly taking into account non-symmetry and robust to ill-conditioning was
introduced. This algorithm, based on a Petrov-Galerkin technique, is introduced in the
next section. The other way is to work on a dedicated pre-conditioner to improve quality
of matrix K and after put in place some more sophisticated algorithm to avoid performing
K∗K product. These numerical difficulties makes PGD-VTCR, not only an interesting
strategy for mid-frequency, but a hard benchmark for PGD itself. In its young history the
technique is for the first time used to solve such a complex numerical problem.
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Figure 4.8: Comparison between first eigenvalues of K∗K for the sub-discretized prob-
lem (in blue) and the the non sub-discretized one (in red), as we can see eigenvalues are

completely difference in the two cases.

3 A Petrov-Galerkin algorithm
Due to previous considerations, a natural choice to overcome Galerkin algorithm limi-
tation is a Petrov-Galerkin algorithm. This algorithm was proposed for PGD applica-
tion in [Nouy, 2010] and its application to linear acoustic in [Barbarulo et al., 2012]
(from which this section is mostly withdrawn). Petrov-Galerkin algorithm is capable to
deal with non symmetrical problems and, moreover, is constitutionally robust when ill-
conditioning is present.

The Petrov-Galerkin-based PGD algorithm requires the definition of the variational
formulation of the problem being considered. In our case, (4.1) can be expressed as: find
X(ω) such that

K (X,Y) = F (Y) ∀Y ∈CN (4.11)

where K (X,Y) =
∫

ω0+
∆ω

2

ω0−∆ω

2

Y∗(ω)K(ω)X(ω)dω and F (Y) =
∫

ω0+
∆ω

2

ω0−∆ω

2

Y∗(ω)F(ω)dω. C

is the complex conjugate adjoint space and N depends on the approximation space chosen
for the functions of the Fourier series. In order to develop the algorithm, let us assume that
the pairs {(Xm,λm)}m=1...M−1 are known from the previous iteration and that we are now
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seeking the enrichment pair (XM,λM). The method for calculating these terms consists in
using the following two orthogonality criteria:

K (XM−1 +XMλM,Yγ) = F (Yγ) ∀Y ∈CN (4.12)

K (XM−1 +XMλM,Yγ) = F (Yγ) ∀γ ∈ X (4.13)

where (Y,γ) is another pair of a constant vector and a frequency-dependent function. Of
course, additional equations must be added to (4.12) and (4.13) in order to define functions
(Y,γ). We use the following equations:

K (X′λM,Yγ) =<< X′λM,XMλM >> ∀X′ ∈CN (4.14)

K (XMλ
′,Yγ) =<< XMλ

′,XMλM >> ∀λ′ ∈ Y (4.15)

<< ., . >> denotes the inner product defined by

<< Xλ,Yγ >>=
∫

ω0+
∆ω

2

ω0−∆ω

2 a
γ
∗(ω)Y∗H(ω)Xλ(ω)dω, with H(ω) = H̃h̃(ω), H̃ being the

mean value of matrix K(ω) over the frequency band of the diagonal. h̃(ω) is the frequency-
dependent function which corresponds to the mean value of the coefficients of the diago-
nal of K(ω). With that particular choice, the following separation property holds:

<< Xλ(ω),Yγ(ω)>>=
(
X∗H̃Y

)∫ ω0+
∆ω

2

ω0−∆ω

2

λ(ω)h̃(ω)γ(ω)dω (4.16)

This accelerates the calculations because the mathematical algorithm is specific to the
initial physical problem. Then, the idea of the algorithm is to derive the pairs (XM,λM)
and (YM,γM) which verify Equations (4.12), (4.13), (4.14) and (4.15) simultaneously.
In order to do that, one must solve these equations many times until convergence, i.e.
until each function has reached a fixed value. If (X(q)

M ,λ
(q)
M ) denotes the pair (XM,λM)

calculated at the current iteration with the exponent (q-1) from the previous iteration, we
use the following stopping criterion:∫

ω0+
∆ω

2

ω0−∆ω

2

(
X(q)

M λ
(q)
M (ω)−X(q−1)

M λ
(q−1)
M (ω)

)∗(
X(q)

M λ
(q)
M (ω)−X(q−1)

M λ
(q−1)
M (ω)

)
dω < δq

(4.17)
where δq is related to the accuracy of this power-type iteration procedure.

After (XM,λM(ω)) has converged, the procedure must be repeated until the conver-

gence of the global enrichment procedure X(ω) ' XM(ω) =
M

∑
m=1

Xmλm(ω). In our nu-

merical applications, the stopping criterion was:

εM(XM) =

∫
ω0+

∆ω

2

ω0−∆ω

2

(K(ω)XM(ω)−F(ω))∗
(
K(ω)XM(ω)−F(ω)

)
dω

∫
ω0+

∆ω

2

ω0−∆ω

2

F(ω)∗F(ω)dω

< δM (4.18)
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where δM is related to the accuracy of the PGD separated representation of the solution of
Problem (4.1). Therefore, we introduce the iterative algorithm described in Algorithm 3:

Algorithm 3: Petrov-Galerkin approach PGD for brad band problems
Initialization of R0 = F;
for m = 1 to mmax do

Initialization of λ and γ;
for q = 1 to qmax do

Compute:
X(q)

m using (4.12) and Y(q)
m using (4.14);

Normalize X(q)
m and Y(q)

m ;

Compute λ
(q)
m using (4.13) and γ

(q)
m using (4.15);

if convergence (4.17) then
break

Set Xm(ω) = Xm−1(ω)+X(qmax)
M λ

(qmax)
M (ω);

if convergence (4.18) then
break

It is important to note again that several consistent initialization choices can lead to con-
vergence, but a proper choice could make the convergence faster. This is why it is rec-
ommended to choose an initialization which is somewhat related to the problem. In the
present work, we used:

λ(ω) = γ(ω) =

√
(K(ω)Xm−1(ω)−F(ω))∗ (K(ω)Xm−1(ω)−F(ω)) (4.19)

The most time-consuming part of the method is the resolution of (4.12) and (4.14),
which are matrix problems. (4.13) and (4.15) are scalar equations and can be solved
easily and inexpensively. Thus, the proposed strategy requires the resolution of only
2×M×Q matrix problems (M being the number of functional pairs and Q the total
number of internal power-type iterations required to obtain an approximate solution to
the desired accuracy levels δq and δM). In comparison, a standard incremental strategy
which calculates the solution one frequency at a time requires the resolution of NI matrix
problems (NI being the number of frequencies considered for I), which, depending on the
accuracy, can be extremely costly, especially in the medium-frequency range where the
response is very sensitive to the data and requires a very refined frequency discretization.

3.1 A numerical example
In order to test the efficiency of Algorithm (3), we studied an L-shaped acoustic cavity
(see Figure 4.9) filled with a fluid (ρ0 = 1.25 [kg/m]3, c0 = 340 [m/s], η = 0.0005) and
subjected to boundary conditions in the form of a pressure P = 0 [Pa] and a velocity V = 1
[m/s]. Three bandwidths (∆ω1 = 2π100 [Hz], ∆ω2 = 2π200 [Hz] ∆ω3 = 2π400 [Hz])
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around the same central frequency ω0 = 2π1,200 [Hz] were considered. This example is
complex enough in terms of both the shape of the domain and the boundary conditions to
be viewed as a benchmark.
















 

Figure 4.9: L-shaped acoustic cavity (with a prescribed pressure P = 0 [Pa] and a pre-
scribed velocity V = 1 [m/s]) to test the efficiency of Algorithm (3)

This problem was solved using the VTCR in its Fourier version as presented in Chap-
ter 2. In order to do that, domain Ω was divided into 3 subdomains (see Figure 4.9).
Seventy shape functions (4.5) were used in each subdomain. The reference solutions for
the three frequency bands considered were obtained with the VTCR using these param-
eters along with a very refined frequency discretization. These results were chosen as
the reference solution because the VTCR is known to be an efficient method for acoustic
problems (see [Riou et al., 2008] and [Kovalevsky et al., 2012a]). Besides, since our ob-
jective is to test the efficiency of Algorithm (3), which is based on the VTCR formulation
(4.1), the introduction of another reference solution would have led to uncontrolled errors
related to the comparison with another numerical method, a question whose discussion is
outside of the scope of this example.

The iterative search for each pair of functions (Xm, λm) in Algorithm (3) is controlled
by two parameters: δq, the stopping criterion (4.17), and qmax, the maximum number of
iterations. Figures 4.10, 4.11 and 4.12 show the error ε(XM) (4.18) as a function of the
number of pairs of the decomposition for different values of these parameters and for the
three frequency bands ∆ω1 = 2π100 [Hz], ∆ω2 = 2π200 [Hz] and ∆ω3 = 2π400 [Hz].

The figures on the left show that a proper criterion (δq = 0.0001) suffices to guarantee
a satisfactory convergence rate. The figures on the right show that choosing a proper
qmax also leads to convergence. This suggests that one should choose a relatively small
qmax and stop the iterations even if the convergence criterion (4.17) has not been entirely
satisfied. Evidence of the effectiveness of this strategy is shown in Figure 4.13.

Figure 4.13 shows a convergence comparison for the most severe case ∆ω3 = 2π400
Hz between an algorithm stopped at a chosen value of the convergence criterion (δq =
0.0001 with qmax = ∞) and the same algorithm stopped after a small specified number of
iterations (qmax = 8 with δq = 0). The convergence achieved with the two calculations
was very similar. It took the algorithm 30 iterations to reach the required convergence
criterion (δq = 0.0001). This was necessary to guarantee the convergence of the pairs, but
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Figure 4.10: The relative error ε(XM) (4.18) for different δq with qmax = ∞ (a) and for
different qmax with δq = 0 (b). ∆ω1 = 2π100 [Hz].
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Figure 4.11: The relative error ε(XM) (4.18) for different δq with qmax = ∞ (a) and for
different qmax with δq = 0 (b). ∆ω2 = 2π200 [Hz].
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Figure 4.12: The relative error ε(XM) (4.18) for different δq with qmax = ∞ (a) and for
different qmax with δq = 0 (b). ∆ω3 = 2π400 [Hz].
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Figure 4.13: The relative error ε(XM) (4.18) for δq = 0.0001 and qmax = 8. ∆ω1 = 2π400
[Hz].

had no decisive influence on the relative error ε(XM) (4.18). Conversely, setting a small
number of iterations (qmax = 8) precluded full convergence of the pairs, but still gave a
satisfactory relative error ε(XM) (4.18). Therefore, it is computationally more efficient
not to seek full convergence, but to stop the iterations after a smaller number of iterations
qmax, thus saving on the number of iterations for each pair and, consequently, on the
overall computation time.

Figure 4.14 shows, for the most computationally intensive frequency band (∆ω3 =
2π400 Hz), a comparison of the frequency response functions obtained with our different
approximations of the reference problem for various expansion orders M. The PGD so-
lution was calculated with a coarse frequency discretization (one test point every 3 Hz).
These frequency response functions represent the global energy of the structure. As one
can see, for the frequency band considered, Approximation (4.3) reproduces the reference
solution very well. Of course, the quality of the approximation is less good for M small
(although the general trend of the reference FRF is respected), but becomes better when
M increases. This confirms what could be anticipated from Figure 4.13. Only 15 PGD
pairs are needed to represent the global energy completely throughout the band.

Figure 4.15 shows the approximate solution of the problem for ω=ω0−
∆ω3

2
, ω=ω0

and ω = ω0+
∆ω3

2
in the case of frequency band ∆ω3 = 2π400. The reference solution is

also shown on the figure. All the solutions are very similar, which proves the effectiveness
of the proposed algorithm.

Figures 4.13, 4.14 and 4.15 clearly illustrate the effectiveness of Algorithm (3), which
manages to recover the reference solution over a very large frequency band with only a
few terms in Representation (4.3). These figures show that, overall, the proposed method
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Figure 4.14: The frequency response functions of the various approximations of the ref-
erence problem for different expansion orders M
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Figure 4.15: Comparison of the approximate and reference real pressure fields for ω =
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2

outperforms the previous strategies developed for broadband calculation [Ladevèze et al.,
2003b], [Ladevèze and Riou, 2005].

3.2 How to proper dimension matrices

A non trivial point has been unsaid until now. As stated before K is frequency dependent.
What is to remark is that not only its coefficients varies with the frequency but in order to
respect criteria in Chapter 2 Section 4.6 its size also increases as in Figure 4.16.
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Figure 4.16: K size increasing with frequency

This is not compatible with PGD. Indeed the algorithm needs to process all matrices
of the same size. The idea is to size every matrix on the maximum number of DoFs. If a
Fourier approximation is considered, it is extremely easy to resize smaller matrices to the
maximal size one. Due to the nested function property is enough to add some virtual DoFs
by adding some zero energy contribution functions to the approximation. The resizing is
explained in Figure 4.17. Here is shown how to resize the first subdomain for a three sub-
cavity domain (as in Figure 4.9). Of course for other subdomains the process is identical.
This expansion is very simple if Fourier series are taken into account. This property gives




[
11
] [

12
]

[
21
] [

22
] [

23
]

[
32
] [

33
]







[
φ1

]

[
φ2

]

[
φ3

]



→




[
11
]

0 · · · 0
[

12
]

0
. . . 0

... 1
...

0
. . . 0[

21
]

0 · · · 0
[

22
] [

23
]

[
32
] [

33
]







[
φ1

]

0
...
0

[
φ2

]

[
φ3

]




Figure 4.17: K resizing according to φ bases

a decide advantages to Fourier approach over other approaches. As stated before this
expansion do not change matrix properties. If this expansion is not performed we can
choose between two other strategies. The first possibility is to fix the maximal K size
for higher frequency and compute VTCR solutions at lower frequency with the maximal
number of DoFs. This approach will guarantee convergency on the upper side of the band.
On the other side matrix condition number and matrix properties will be very bad at lower
frequency. This effect could be seen for the geometry in Figure 4.18 where ρ0 = 1.25
[kg/m3], c0 = 340 [m/s], V = 1 [m/s], P = 0 [Pa], Z = 850+50i [Pa · s/m], ω0 = 2π1200
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Figure 4.18: L-shaped acoustic cavity to test sizing effect

[Hz], ∆ω = 2π200 [Hz]. The effect of this strategy is shown in Figure 4.19. As foreseen
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Figure 4.19: Energy response for non-expanded matrices

the quality of the prediction is very high for higher frequency, while bad numeric ruins
the lower frequency response prediction. Of course it is possible to choose the opposite
strategy and size everything to the lower frequency and than compute VTCR solution
with this number of DoFs. In this case bad numerical properties are not a problem but
VTCR solution will not reach convergency. An explanation to this phenomena is given
in Chapter 2 and an example of not converged solution can be found in Figure 4.20. For
these reasons a Fourier approximation is to prescribe to avoid numerical problem related
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[Pa]

Figure 4.20: Not converged real pressure field for ω = 2π1200 [Hz]

to a brute force sizing criteria.

3.3 Petrov-Galerkin algorithm’s limitations

As shown in Section 3.1 Petrov-Galerkin approach is effective and reliable. Its robust-
ness and its way to deal with non-symmetrical problems make this algorithm, as a first
glance, the perfect choice to combine PGD and VTCR. Nevertheless some consideration
on Petrov-Galerkin approach’s inborn characteristics can suggest some improvement in
algorithm’s choice. The first limitation of Petrov-Garelkin concerns the necessity of re-
search an adjoint solution on an adjoint space (see Algorithm 3). For this reason in every
PGD sub-iteration we are forced to compute an adjoint solution only to overcome the
non-symmetry problem. This means that this algorithm costs, in term of sub-iterations,
the double respect to a classic Galerkin. An other problem of the technique is evident
from Figure 4.13. An unpleasant step convergent is present. The consequence of this
convergency shape is that we are not able to catch immediately the optimal PGD modes,
this effect has also been found in [Nouy, 2010]. Once again the formulation asks us to pay
a computational cost for information of no direct utility. A last issue is about convergency
properties. Petrov-Galerkin algorithm, in opposite to Galerkin one, do not guarantee any
convergency. Of course the PGD algorithm inherits properties of the chosen approach so
we can guarantee no convergence either. For these reasons Petrov-Galerkin based PGD
is to consider as very good choice in dealing such kind of problems but the door is open
to search for better solution. Next Chapter will be dedicated to research of improved
algorithms.
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4 Conclusion
In this Chapter the path that brought to a first time excellent performing PGD approxima-
tion over a frequency band has been described. In the beginning a very limited Galerkin
approach has been proposed. Despite its significant limitations, it has conducted to an
intensive study of the problem properties. Once the problem has been identified a Petrov-
Galerkin approach has been proposed. Moreover an important numerical subtlety has
been remarked to show how make a correct resizing and give an addition proof of Fourier
approximation interest. Numerical results has been widely satisfactory but a series of
performance considerations pushed the author to continue searching for other possible
algorithms.
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Chapter 5

A new class of algorithms

In this chapter a new strategy to couple PGD and VTCR will
be proposed. In order to improve performances in terms of

convergency and computational efficiency, a non
Petrov-Galerkin strategy will be introduced. The base of this

new class of algorithm is the introduction of a dedicated
pre-conditioner. In this way the numerical problems explained

previously are mostly solved and the choice of the most
performing algorithm is easier. After the introduction of the

pre-conditioner two new algorithms are introduced.
Performances are studied on an academic test case.
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1 A dedicated pre-conditioner for VTCR
As discussed in Chapter 1 Section 4 all Trefftz methods suffer from ill-conditioning.
VTCR, belonging in this category, is not an exception. An energy based pre-conditioner
was introduced in [Kovalevsky, 2011]. This pre-conditioner is of simple implementation,
fast to compute and introduces a strong regularization in amplitude portraits. On the other
hand its effect on conditioning number is light.

When dealing with iterative solutions of ill-conditioned problems (as PGD does), the
condition number plays a fundamental role. Despite the meagre literature on the subject
an extensive analysis of the problem can be found in [Bayliss et al., 1983,Erlangga et al.,
2004,Erlangga, 2008]. These articles show clearly the importance of conditioning number
in iterative solving of Helmotz equations and propose the introduction of pre-conditioners
as the only way to get efficient iterative solutions.

Starting from these considerations is here proposed a pre-conditioner particularly ef-
fective for VTCR. The aim is to improve enough the conditioning number to allows less
robust algorithm (facing ill-conditioning) to properly work. To ease the choice of the
right pre-conditioner a preliminary analysis of K shape can be useful. As we can remark
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Figure 5.1: K matrix shape for a generic three subdomain problem

in Figure 5.1 two different kind of blocks are present in the matrix. Diagonal block ma-
trices represent the contribution of a single subdomain. Off diagonal matrices represent
subdomains coupling contribution. Is to remark that VTCR tends to privilege few big
subdomains. This characteristic, common to most of Trefftz approach, is at the base of
its strong performances. From these considerations rise the idea at the basis of a new pre-
conditioner. The proposition is to apply a strong SVD pre-conditioner only to diagonal
block of the matrix as in Figure 5.2. In this way computational costs will not explode due
to the presence of few subdomains. Taking into account the ith diagonal matrix of K, we
can write:

Kii = UiDiVi (5.1)

where :

• D is a diagonal matrix of the eigenvalue of matrix Kii,
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Figure 5.2: SVD application subdomains (in blue)

• V (resp. U) is composed by an orthonormal base of “enter” vectors (resp. “exit”).

Following matrices are so created:

U =




U1 0 0
0 U2 0
0 0 U3


 D =




D1 0 0
0 D2 0
0 0 D3


 V =




V1 0 0
0 V2 0
0 0 V3


 (5.2)

It’s so possible to rewrite the matrix system (4.1) as:

KX = F⇔ U∗ D−1/2 K D−1/2 V∗ (D−1/2 V∗)−1X = U∗ D−1/2 F
⇔KcXc = Fc

where

• Kc = U∗ D−1/2 K D−1/2 V∗

• Xc = (D−1/2 V∗)−1X

• Fc = U∗ D−1/2 F

This pre-conditioner is an expensive one but the gain in terms of stability of the
method and of PGD applicability justify the choice. In Figure 5.3 superior performance
of the new pre-conditioner are shown. Is to remark that in this example a very strict con-
vergency criteria has been chosen to test its performance under the worst condition. A
gain of over ten order of magnitude in term of conditioning number is present. Moreover,
increasing frequency and DoFs a stabilization phenomena appears.

If a more realistic convergency criteria is chosen, condition number does not get over
102. This order of magnitude is completely compatible with most of iterative algorithm
of which PGD related ones.
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Figure 5.3: Comparison between SVD based pre-conditioner and old energy based pre-
conditioner

2 An improved algorithm for PGD-VTCR

With the stability acquired from the pre-conditioner it is possible to reformulate the Algo-
rithm 1 with some improvements. As done in Chapter 4 Section 2 the solution of VTCR
problem is searched in PGD form:

X(ω)' XM(ω) =
M

∑
m=1

Xmλm(ω) (5.3)

Again the residue of the problem is written as:

RM(ω) = F(ω)−K(ω)X(ω) = F(ω)−K(ω)

(
M

∑
i=m

Xm(θ)λm(ω)

)
(5.4)
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Supposing M order of approximation known, to find the new PGD mode (XM+1(θ),λM+1(ω))
could be found minimizing:

ω0+
∆ω

2∫
ω0−∆ω

2

‖ RM(ω)−KXM+1(θ)λM+1(ω) ‖2 dω =
(
‖ RM(ω)−KXM+1(θ)λM+1(ω) ‖2)

ω

(5.5)
with ‖ • ‖= (•,•∗) where •∗ is the conjugate transpose operator. From the minimiza-

tion problem (5.5) two equation are drawn:

λM+1(ω) =
ℜ(R∗MKXM+1)

X∗M+1K∗KX̂M+1
(5.6)

XM+1 =




ω0+∆ω∫
ω0−∆ω

λ
∗
M+1K∗KλM+1dω



−1


ω0+∆ω∫
ω0−∆ω

λ
∗
M+1K∗RMdω


 (5.7)

This time in order to improve the stability and performances of the method λ(ω)
functions are calculated differently. Combining equation (5.6) and (5.7) the associated
Rayleigh quotient can be drawn:

R (λ) = (λR∗mK)(λK∗Kλ)−1(λK∗Rm) (5.8)

where R (λ) is the Rayleigh quotient associated to λ. Let us recall that for a generic
Rayleigh quotient in the form:

R (x) =
x∗Mx
x∗Nx

(5.9)

stands the following eigenvalue problem:

Mx = αNx (5.10)

where x is a eigenvector, M and N are matrices and α is an eigenvalue. For this reason
from the lowest eigenvalue of Rayleigh quotient it is possible to find the lowest eigen-
vector of the associated eigenvalue problem. In the case of a PGD approach the lowest
eigenvalue corresponds to the desired λ. This is an important theoretical result which
shows how PGD approximation is linked to an eigenvalue problem. Finally is possible to
write a PGD algorithm involving the Rayleigh quotient:
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Algorithm 4: Rayleigh quotient based PGD algorithm for brad band problems
Initialization of R0 = F;
for m = 1 to M do

Initialization of λm;
Calculation of λm+1 by Rayleigh quotient minimization:
λm+1 = R (λm)→ (5.8);
Compute:
Xm+1 = F (λm+1)→ (5.7);
Update of Rm+1 = Rm−KXmλm;
Convergency check;

This algorithm has the decisive advantage of compute directly equation (5.7) without
passing through iterations. Of course some iteration are needed to find λm+1 but only
scalar products have to be made. On the other hand, thanks to the Rayleigh quotient con-
tribution, the heavy computational matrix product has to be compute only one time for
PGD couple’s construction. This algorithm has some important advantages over Algo-
rithm 1 and Algorithm 3. Nevertheless its convergency is strongly influenced by the bad
condition number. For this reason the pre-conditioner presented in Section 1 is necessary
to guarantee fast and smooth convergency. Another problem of this algorithm is the pres-
ence of a K∗K in its formulation. As previously stated this product is heavy to compute
and can introduce numerical pollution. The effect of numerical pollution is limited by
the presence of a strong pre-conditioner but could appear again if very big matrices have
to be processed. Moreover such a product is very expensive to calculate. For these rea-
sons this algorithm should not be seen as a state of the art algorithm for PGD-VTCR. Its
role has been to establish a new path of research and a basis for a new algorithm. This
algorithm combining numerical advantages of the Rayleigh based algorithm and the nu-
merical stability given by the absence on K∗K (as in Petrov-Galerkin) is presented in the
next Section.

3 Minimal residue direction algorithm: the state of the
art for PGD-VTCR on frequency bands

From the previous section is clear that an alliance between the “Block SVD” pre-conditioner
and a Rayleigh quotient based algorithm is a very promising path to built the most per-
formant algorithm ever for PGD-VTCR on broad frequency band. The key point to solve,
is the presence of K∗K which strongly decreases robustness and performances. In this
section an innovative strategy is proposed to overcome this limitation and provide a state
of the art algorithm. Let us consider again a target PGD decomposition and the definition
of residue:

X(ω)' XM(ω) =
M

∑
m=1

Xmλm(ω) (5.11)
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RM(ω) = F(ω)−K(ω)X(ω) = F(ω)−K(ω)

(
M

∑
i=m

Xm(θ)λm(ω)

)
(5.12)

This time residue at step m+1 is searched as:

Rm+1 = Rm +∆Rm+1 = Rm +K∆Xm+1 (5.13)

where ∆R is the optimal minimization term of residue searched as K matrix multiplied
for a minimization direction ∆X. This minimization direction is searched in PGD form:

∆XM =
M

∑
m=1

Xmλm(ω) (5.14)

If Rm is known it is also possible to write the subsequent decomposition [Ladevèze, 1999]:

Rm = Bω∆Xm = Bω

M

∑
m=1

Xmλm(ω) (5.15)

where Bω is a frequency dependent function arbitrary chosen. This kind of approximation
is not yet a PGD one. Here the vector Rm is known. The equation (5.17) only approxi-
mates a known quantity in a suitable way for the following development. Bω is a complete
arbitrary choice:

Bω = b(ω)B (5.16)

where b(ω) is a frequency dependent vector and B is a constant matrix. Injecting (5.16)
in (5.17) we obtain:

Rm = b(ω)B
M

∑
m=1

Xmλm(ω) (5.17)

In order to find the approximation of Rm an error is to minimize:

ω0+
∆ω

2∫
ω0−∆ω

2

∫
Ω

(Rm(ω)−BωXm(θ)λm(ω))
2dωdθ (5.18)

Equation (5.18) is very close to PGD error minimization but, again, is to underline that
no update process is made. From the minimization two equations can be drawn:

λ(ω) =

∫
Ω

RmX(θ)dθ

X2(θ)dθ
(5.19)

X(θ) =
∫ ∆ω

2

∆ω

2

Rmλm(ω)dω (5.20)

Combining equation (5.20) and (5.19) the associated Rayleigh quotient can be drawn:

R (λ) =

∫ ω0+
∆ω

2
ω0−∆ω

2
dω(

∫
Ω

RmλmdΩ)2∫
Ω

λ2
mdΩ

(5.21)
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λm is found by minimization of Rayleigh quotient in (5.21) and Xm by simple substitution
in (5.20). Once Rm is so decomposed is possible to start searching for Rm+1:

Rm+1 = Rm +∆Rm+1 = Rm +K∆Xm+1 = Rm +KXmλm+1(ω) (5.22)

In equation (5.22) λm+1 represents the updated frequency function. The presence of this
term allows to update the residue to the step m+1 building a PDG form approximation.
λm+1 is computed minimizing the subsequent local error:

∫
ω0+

∆ω

2

ω0−∆ω

2

∫
Ω

(Rm +∆Rm+1)dωdθ (5.23)

from which is withdrawn the λ function update equation:

λm+1(ω) =

∫
Ω

RmXm(θ)dθ∫
Ω

X2
m(θ)dθ

(5.24)

Once λ is updated by equation (5.24) updated Rm+1 is solved. The process can be iterated
to built PGD approximation as follow:

Algorithm 5: Minimal residue direction PGD algorithm for brad band problems
Initialization of R0 = F;
for m = 1 to M do

Calculation of λm by Rayleigh quotient minimization:
λm = R (λm)→ (5.21);
Compute:
Xm = F (λm)→ (5.20);
Update of λm to λm+1:
λm+1 = F (Xm)→ (5.24);
Definition of ∆Rm+1;
Update of Rm+1 = Rm +∆Rm+1;
Convergency check;

This algorithm still needs a pre-conditioner but it solves the K∗K problem without passing
trough a Petrov-Galerkin approach. A numerical example will show its performances and
why this algorithm should be considered the state of art for PGD-VTCR.

3.1 A numerical example
Let us consider the L-shaped acoustic cavity presented in Figure 5.4. Ω is filled with
air (ρ0 = 1.25 [kg/m]3, c0 = 340 m/s, η = 0.01) and is partitioned in 3 sub-cavities.
Different boundary conditions are prescribed (pressure P = 0 [Pa], velocity V = 1 [m/s]
and impedance Z = 845+ i50 [Pa.s/m]). The considered frequency band is defined by
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Figure 5.4: L-shaped acoustic cavity

ω0 = 2.π.1300 [Hz] and ∆ω = 2.π.300 [Hz]. As usual, the solving Algorithm 6 consists
in compute a frequency base with few test points and then built the PGD approximation.
This time a pre-conditioner in applied.

Algorithm 6: Approximation building algorithm with pre-conditioner
for j = 1 to ”frequency test point number” do

Find K j = K(ω);
Find F j = F(ω);
Pre-condition of K j → Kc

j and Fc
j ;

Apply algorithm 5← ({K}c
j,{F}c

j);
↪→ PGD modes {(X(θ),λ(ω))}m

The PGD formulation in Section 3 allows an immediate introduction of a relative error
criteria:

Error =
∫

ω0+∆ω

ω0−∆ω

‖Rm(ω)‖2dω/
∫

ω0+∆ω

ω0−∆ω

‖F(ω)‖2dω (5.25)

In Figure 5.5 error convergency is shown if Algorithm 5 is applied without pre-conditioner.
We can observe a slow and not smooth convergency. In Figure 5.6 the error convergency
after pre-conditioning operation is plotted. The evidence shows that the pre-conditioned
algorithm improve sensibly order and speed of convergency. Moreover a very smooth
convergency is present. One can remark that pre-conditioned error plot exhibits a change
of slope around PGD couple number 6. This change of slope means that PGD base starts
to saturate and additional couples will not improve approximation in term of relative er-
ror. This is actually a very nice characteristic. Indeed we can exploit the change of slope
to put an automatic stopping criteria in building PGD approximation. These excellent
results in terms of convergency are confirmed over the frequency response functions in
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Figure 5.5: Convergence curve for an L-shaped cavity.
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Figure 5.6: Convergence curve for an L-shaped cavity, with a preconditioned matrix
system.

terms of global energy on the L-shaped cavity, which are plotted on Figure 5.7 for the
first five PGD couples, and compared to a reference VTCR computation done frequency
by frequency. It is clear from Figure 5.7 that five PGD couples are enough to give an ex-
tremely good approximation of the energy. Good results are of course confirmed in terms
of pressure field as shown in Figure 5.8.
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Figure 5.7: Global energy of the L-shaped acoustic cavity for 2, 3, 4 or 5 PGD couples.
The reference solution is computed with the VTCR, frequency by frequency.
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Figure 5.8: Compared real pressure field for ω = 2π1500[Hz]

4 Conclusion

In this Chapter some decisive improvements to PGD-VTCR technique have been pro-
vided. At the base of any possible new algorithm stands the introduction of a new pre-
conditioner. A “block SVD” has been introduced in Section 1. This pre-conditioner
seems, from a first analysis, the most adapted to VTCR. SVD pre-conditioner is known
as a very powerful but expensive tool. The key point to contain its cost and still have
most of the advantages is to apply SVD only to diagonal blocks. VTCR prefers few big
sub-domains so the cost of this preconditioned is completely affordable. The introduction
of this so called “block SVD pre-conditioner” allows an extreme effectiveness of PGD
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iterative process and give more robustness to VTCR.
The consequence of this increased robustness has been the introduction of two new

algorithms. The first one is based on a Rayleigh quotient minimization. Its introduction
allowed a big step in terms of PGD understanding and open to a new path in PGD algo-
rithms. Unluckily the presence of a K∗K term deprives this approach of any numerical
and practical interest. The second algorithm arise directly from the effort to remove K∗K
limitation from the Rayleigh quotient based PGD. The resulting technique, as shown by
numerical results, establishes a new reference in PGD-VTCR applications. Its perfor-
mances in terms of convergency, accuracy of energy approximation and pressure approx-
imation are unreached by any other tested algorithm. Moreover these results are reached
with only few PGD couples.

The minimal residue direction algorithm sets a standard for PGD-VTCR. Thanks to
this new fields of application of the technique can be explored. A possibility to increase
the potentiality of the method is to add to classical space-frequency decomposition other
parameters. In the next chapter an uncertainty parameter will be added to extend the
technique to uncertainty.
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Chapter 6

PGD applied to acoustic with
uncertainty parameters

In this Chapter uncertainties over a mid-frequency broad
band will be introduced thanks to a PGD approximation. As a

first step, a brief introduction about the necessity of
uncertainty in mid-frequency will be provided. Than a

dedicated PGD algorithm will introduce in VTCR formulation
uncertainty over a wide frequency band. A simple numerical

example will give an idea of the potentiality of the method
dealing with this kind of problems.
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112 PGD applied to acoustic with uncertainty parameters

1 Uncertainty in Mid-Frequency acoustic
Different frequency bands show a different sensibility to uncertainty parameters. This
affirmation lies on some experimental evidence. An example of this phenomena in shown
in Figure 6.1. These experiments, published in [Kompella and Bernhard, 1993], are con-
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Example systems – response variability

Figure 2 Fonction de réponse en fréquence de 98 voitures issues de la même ligne
de production [Kompella et Bernhard, 1993].

un ensemble de véhicules d’une même ligne de production.

Il y a eu des progrès récents dans l’extension de la SEA à la prévision de la variance des
énergies du sous-système [Langley et Brown, 2004, Cotoni et al., 2005]. La prédiction de la
variance est basée sur l’ergodicité des problèmes de vibrations hautes fréquences. C’est-à-
dire que la moyenne et la variance de l’énergie d’un sous-système, peuvent être retrouvées
en faisant varier soit les paramètres structuraux, soit les conditions aux limites.

La SEA constitue une approche globale dans la mesure où elle ne fournit que des esti-
mations des énergies vibratoires moyennes par sous-systèmes. La difficulté principale de la
méthode est la détermination des paramètres physiques qui interviennent dans sa formula-
tion : facteurs de perte par dissipation, facteurs de perte par couplage entre sous-systèmes,
densités modales, puissances injectées.

Le monde de la recherche est toujours très productif dans ce domaine. La question des
HF reste encore largement ouverte.

La gamme de fréquences intermédiaires est appelée la gamme moyennes fréquences (MF).
Ce domaine est caractérisé par une densification modale importante, et une hypersensibilité
du champ vibratoire par rapport aux conditions sur le bord. En effet, une petite perturbation
de la géométrie ou du chargement peut induire un changement important de la réponse locale
du système.

Dans ce domaine, la méthode des éléments finis se heurte à une détérioration de la qualité
de la solution numérique. De nombreuses recherches [Babuška et Sauter, 1997, Deraemaeker
et al., 1999] ont en effet montré que les solutions éléments finis des problèmes de propagation
d’ondes présentent un phénomène spécifique appelé pollution (numérique) : la vitesse de
propagation de l’onde dans le milieu discrétisé est différente de la vitesse dans le milieu
continu. Ce phénomène rend la FEM peu robuste quand le nombre d’onde augmente. En
effet, pour les grands nombres d’onde, la résolution du maillage nécessaire pour maintenir
l’erreur de pollution raisonnablement petite conduit à des modèles à très grand nombre de
noeuds. Ceci rend les problèmes MF trop coûteux pour la FEM standard.

Pour pallier à ce problème, les modifications de la FEM standard ont donné naissance
à de nombreuses techniques, comme par exemple la Galerkin least-square FEM [Harari et
Hugues, 1992b], la quasi-stabilized finite element method [Babuška et al., 1995], ou encore
la residual-free bubbles [Franca et al., 1997]... Comparées à la FEM standard, ces techniques
réduisent les coûts de calcul. Toutefois, la gamme de fréquences traitées reste en deçà des
moyennes fréquences.

Quant aux méthodes issues des HF, elles ne peuvent généralement pas rendre compte

La théorie variationnelle des rayons complexes version Fourier 3

Figure 6.1: Frequency response of 98 “identical” cars from the same production line
(courtesy of Toyota)

ducted on 98 nominally identical cars. The model and the production line is the same for
every of the 98 cars. Experiments shows that low frequency dependency from the pres-
ence of little variation is little. This means that if a low frequency analysis is conducted
deterministic models like FEM are effective and meaningful. The situation changes in-
creasing frequency. Effect of uncertainties are very strong in mid-frequency band and
decisive in high-frequency. From this experimental evidence borns the consideration that
a mid-frequency method should keep in account uncertainty. This is particularly true if
an extension of these methods to large-frequency is desired.

VTCR is for its nature a full deterministic method. Deterministic methods are vey
effective and accurate when a deterministic problem is to solve but when is necessary to
propagate a mid-frequency parametric uncertainty the question is not trivial. The most
common way to do it is the well known Monte Carlo simulation [Metropolis, 1987].
Given a probability density function Monte Carlo simulation prescribes to effectuate a
high number of deterministic calculations in order to get the mean value σ and the variance
µ of the response. This method is simple, effective and non-invasive in the considered
deterministic formulation. On the other hand many deterministic calculations are needed
and this can be extremely expensive. This technique is particularly not warn for frequency
dependent techniques. High computational cost due to frequency dependency combined
to Monte Carlo’s cost limits the application of such a combination.

Increasing frequency, uncertainty loses gradually dependance from a parametric dis-
tribution. In this case non-parametric approaches are more suited. In these technique
no hypothesis is made on the nature nor on shape of the distribution. To this category
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belongs the quantum chaos theory [Mortessagne et al., 1993] or the random matrix the-
ory [Weaver, 1989]. This last methods has been widely used with great success in com-
putational structural dynamics [Soize, 2000].

For mid-frequency the authors considers fundamental the introduction of parametric
uncertainty. In order to overcome Monte Carlo simulation limitation in terms of compu-
tational cost a PGD approximation, is proposed. The value of this technique in dealing
uncertainty has been proved in [Nouy, 2007] and a successful example in structural dy-
namic can be found in [Chevreuil and Nouy, 2011].

This section proposes an original application of PGD-VTCR over uncertainly param-
eter, space and frequency. In this way an effective manner to propagate uncertainty over a
wide frequency band is introduced. The main idea is to combine the high reduction power
over frequency found in previous chapters with the well know effectiveness (see [Nouy,
2007]) of PGD on stochastic.

2 A PGD technique to take account for uncertainty in
VTCR for Mid-Frequency analysis

If considering a system response over a wave band and a stochastic parameter s ∈ S the
final VTCR equation can be written as:

K(ω,s)X(ω,s) = F(ω,s) (6.1)

the objective is to find an approximation of X such as:

X(ω,s)≈ Xm(ω;s) =
m

∑
i=1

Xiλi(ω)σi(s) (6.2)

where Xi is a space dependent vector, λi is a frequency dependent function and σi(s) is
a function representing the uncertainty contribution. In order to simplify the formulation
new operators are defined:∫

I
• dω = (•)ω ;

∫
S
• dP(s) = (•)s ;

∫
S

∫
I
• dωdP(s) = (•)ω,s (6.3)

with ‖ • ‖= (• · I · •∗) where •∗ is the complex conjugate operator.
In order to find the required approximation the norm of the scalar product of the

residue, respect the m order of the approximation, is to minimize:

(
‖Rm+1‖2)

ω,s =
(
‖Rm−KXm+1λm+1(ω)σm+1(s)‖2)

ω,s (6.4)

The scalar product is made considering [K∗K]−1 matrix. Minimizing equation 6.4 over
the three variables, a triplet of equation is obtained:

σm+1 =

(
ℜ(λm+1 R∗m KXm+1)

)
ω(

λm+1X∗m+1 K∗KXm+1λm+1
)

ω

(6.5a)
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λm+1 =

(
ℜ(σm+1 R∗m KXm+1)

)
s(

σm+1X∗m+1 K∗KXm+1σm+1
)

s

(6.5b)

Xm+1 =
(
λm+1σm+1 K∗Kσm+1λm+1

)−1
ω,s

(
λm+1σm+1 K∗Rmσm+1λm+1

)
ω,s (6.5c)

In order to perform the minimization a power type algorithm is required:

Algorithm 7: PGD for stochastic broad band problems
Initialization of R0 = F;
for i = 1 to m do

Initialization of X0
i ;

Initialization of λ0
i ;

for k = 1 to kmax do
Compute:
σ

k
i = (Xk−1

i ,λk−1
i )→ (6.5a);

λ
k
i = (Xk−1

i ,σk
i )→ (6.5b);

Xk
i = (λk

i ,σ
k
i )→ (6.5c);

Stationarity check (Xk
i ,σ

k
i ,λk

i );

Update of Ri+1 = Ri−KXiσiλ
k
i ;

Convergency check;

Is to remark that any initialization would leads to convergency but, an initialization choice
somehow linked to the problem could leads to a sensible faster convergency. For the sake
of simplicity, Algorithm 7 is a simple symmetrized Galerkin. Of course, if needed, more
sophisticated Algorithms (as presented in this manuscript) can be used.

2.1 1D validation example
Being the first time VTCR is extended to uncertainty, the simple 1D problem defined in
Figure 6.2 is considered.

x
L0

p=1 p     -Zv=0

Q.I: p

L/2

mid

Figure 6.2: 1D problem to assest stochastic PGD-VTCR

The example consists in an “acoustic rod” of L = 2 [m] where on x = 0 a unitary
pressure is imposed and a variable Robin condition is applied on x = L. Considered fluid
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is air (density is ρ0 = 1,125 [kg.m−3] and sound speed is c = 320m. [s−1]). The problem
is defined on a frequency band f ∈]1000,4500[ Hz and the real part of impedance is
considered uncertain between 100 and 500 (s = ℜ(Z)) on an uniform distribution. This
example is particularly useful in this explorative phase for two main reasons: there is a
simple analytic reference to compare PGD approximation with and PDG results are of
immediate and clear interpretation. For a 1D case the ensemble of admissible solution
is found on the function family of {eikx,e−ikx} with k = ω/c. For this reason unknown
pressure is expressed in the form:

p(x) = X+eikx +X−e−ikx (6.6)

and v is:

v(x) =− k
ρ0ω

(X+eikx−X−e−ikx) (6.7)

The analytical solution is found solving:

{
p(0) = 1
p(L) −Zv(L) = hed

(6.8)

or in matrix form:

[
1 1

eikL
(

1+ Zk
ρ0ω

)
e−ikL

(
1− Zk

ρ0ω

)
](

X+

X−

)
=

(
1

hed

)
(6.9)

In order to find a PGD-VTCR approximation a number of tests matrices K and vectors
F is to find through a coarse discretization of the frequency and stochastic spaces. The
variational formulation (2.8) can be easily particularized for 1D problems as:

(X++X−−1)
k

ρ0ω
(δX+−δX−)+

(
X+eikL

(
1+

Zk
ρ0ω

)
+X−e−ikL

(
1− Zk

ρ0ω

)
−hed

)
k

ρ0ω
(−δX+e−ikL +δX−eikL) = 0

(6.10)

or in matrix form:
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


−Zk
ρ0

(
1− e−2ikL

(
1− Zk

ρ0ω

))

(
e2ikL

(
1+

Zk
ρ0ω

)
−1
) −Zk

ρ0







X+

X−


=




(
1−hede−ikL

)

(
hedeikL−1

)




(6.11)

which is exactly the synthetic formulation expressed in (6.1). Once the test matrices are
found a PGD iterative algorithm is applied to find the desired approximation:

Algorithm 8: 1D stochastic PGD algorithm
for i = 1 to ”stochastic test point number” do

for j = 1 to ”frequency test point number” do
Find Ki, j = K(ω,s);
Find Fi, j = F(ω,s);

Apply algorithm 7← ({K}i, j,{F}i, j);
↪→ PGD triplets {(X(θ),λ(ω)σ(s))}m

Post-processing

Let us take an uniform distribution on Z. A PGD approximation can be built with 30
discretization points on stochastic and 1500 on frequency band. PGD solution is built
with 150 triplets.
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(b) Zoom on 1000 to 1200 Hz frequency band

Figure 6.3: PGD-VTCR mean pressure compared to mean reference

It is to remark the very good agreement between the PGD approximation and the
reference both for the general FRF tendency and the peaks. Looking at convergency issues
in Figure 6.4 we can see that a fast regular and smooth convergency is provided with a
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modest number of algorithm sub-iterations (see Figure 6.5). As remarked in Chapter 4
Section 3.1 the suggested and most performing choice is to fix a small number of iteration
(in this case 5 are enough) and go on with PGD triplets construction.
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Figure 6.4: Residual error (5.23)

Looking in details how the approximation is is built during the minimization of the
residue is useful to make some consideration on frequency functions evolution in Figure
6.6 and stochastic functions evolution in Figure 6.7.

From the analysis of Figures 6.6 and Figure 6.7 convergency properties are confirmed
at a functional level. Moreover two other considerations can be drown:

• PGD approximation manage to find frequency periodic behavior from the first func-
tion without any a priori choice of basis.

• Stochastic functions are very regular so a very coarse discretization is possible in
other to gain on calculation time.

Another interesting analysis is drawn from a ratio between real error and PGD residue
as in Figure 6.8. A clear effect of saturation can be seen around 85th triplets. Finally an
evaluation of triplets contribution on the solution has been conducted in Figure 6.9.

All results showed are drown with the simplest choice of a uniform distribution as
probability density function (PdF). In order to include a chosen distribution a simple post-
processing is needed. In Figure 6.10 a post-process in made for a normal Gaussian with
a mean of 250 and a variance of 25. As we can see the approximation of mean value,
compared to analytic reference, is excellent (difference less than 10−6) while the variance
shows a little difference (less than 8%).
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Figure 6.5: Evolution of sub-iteration number necessary to reach a stationarity criteria

1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500
�6

�4

�2

0

2

4

6

8

Frequency Hz

�̂
(!

)

1

(a) 1st function

1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500
�2

0

2

4

6

8

10

12

14

Frequency Hz

�̂
(!

)

1

(b) 2nd function

1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500
�4

�2

0

2

4

6

8

10

12

14

Frequency Hz

�̂
(!

)

1

(c) 4th function

1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500
�1.8

�1.6

�1.4

�1.2

�1

�0.8

�0.6

�0.4

�0.2

0

0.2
·106

Frequency Hz

�̂
(!

)

1

(d) 50th function

Figure 6.6: Exemples of frequency functions on Example 6.2
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Figure 6.7: Exemples of stochastic functions on Example 6.2
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Figure 6.8: Ratio between real error and PGD residue
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Figure 6.9: Real pressure evolution (middle point) with PGD approximation
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Figure 6.10: PDF of pressure on middle point for a normal gaussian distribution
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2.2 A low cost solution towards high-frequency

A last consideration can be drawn considering the effectiveness of the technique. Pre-
vious results are calculated with a well studied discretization in terms of frequency and
stochastic distribution in other to perfectly match the analytical results. On the other
hand it is possible to built an hyper-reduced approximation in order to have fast solution
of a desired problem. In Figure 6.11 is compared the analytical mean value of pressure
with a mean pressure calculated with a very coarse PGD discretization. 5 stochastic test
points, 120 frequency test points and 75 PGD triplets are taken into account to build the
approximation. Even with such a strong approximation the quality of the solution is stills
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Figure 6.11: “Low-cost” PGD-VTCR mean pressure compared to mean reference

acceptable. This “Low-cost” approach can be used to approach high frequency where
classical VTCR fails due to computational cost. Future extensive numerical tests will try
to show the potentiality of this strategy.

2.3 2D preliminary results

The technique presented in Section 2 and previously successfully applied on a 1D exam-
ple, is here applied on the 2D problem already presented in Chapter 5 Section 3.1. The
considered frequency band is defined by ω0 = 2.π.1300 [Hz] and ∆ω = 2.π.300 [Hz].
The considered variability on impedance Z0 = 845+ i50 [Pa.s/m] is ∆Z = 400 [Pa.s/m],
where Z ∈ [Z0−∆Z,Z0+∆Z] over an uniform distribution. Some preliminary results have
been drawn using algorithm 7. In Figure 6.12 algorithm convergency is shown. The con-
vergency is fast and smooth as for previous examples. In order to assets the coherency
of the approximation two pressure field for a fixed frequency and impedance value are
compared in Figure 6.13.
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Exemples numériques Couplage PGD et TVRC en stochastique

développé par Louis Kovalesky dans [KLR11] (cf Alogrithme 4)

Algorithme 4 : Code 2D

Importer les matrices et vecteurs calculés avec CoFouRay;1

,! ({K}i,j, {F}i,j)2

3

%Début du code dédié4

Redimensionner  ({K}i,j, {F}i,j);5

,! ({Kr}i,j, {Fr}i,j)6

Pré-conditionner  ({Kr}i,j, {Fr}i,j);7

,! ({Kc}i,j, {Fc}i,j)8

Utiliser l’Algorithme (2)  ({Kc}i,j, {Fc}i,j);9

Récupérer Xm avec Xc
m ;10

%Fin du code dédié11

12

Calculer énergie avec CoFouRay;13

La courbe de convergence (cf. Figure 5.15) à la même allure que pour le cas 1D ce qui est
encouragent pour la suite.
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Figure 5.15 – Évolution de l’erreur

Le post-traitement est à venir très prochainement. Il est à noté aussi le gain de stockage
e↵ectué avec l’approche PGD. En e↵et, pour pouvoir calculer les di↵érents modes il a fallu
charger 4Go de données, la solution avec 250 modes pour tout le domaine ne prend que 35Mo
de stockage.
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Figure 6.12: Convergency for 2D case

VTRC reference real pressure field PGD-VTCR 5 modes real pressure field

[Pa]

VTCR reference real pressure field PGD-VTCR 120 modes real pressure field

Figure 6.13: VTCR real pressure field compared to PGD-VTCR pressure field (ω =
2.π.1300 and Z = 845+ i50)

These results shows potentiality of the method in 2D but can not be considered as a
proof of its effectiveness. In the very next future the technique will be compared to a
Monte Carlo based simulation and a SEA.
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3 Conclusion
In this Section an extension of PGD-VTCR to stochastic problem has been proposed.
After a brief introduction to the necessity of parametric uncertainty for mid-frequency
problems, a PGD solution has been proposed. A new algorithm to take into account
uncertainty has been proposed. Based on this algorithm a simple 1D example tested the
performances of the approach. Some 2D test cases are on going. Preliminary results show
huge potentiality of this approach and future research on VTRC will be strongly focused
on this subject.
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Conclusion

In order to predict the vibrational behavior of systems over frequency bands, standard nu-
merical techniques usually involve many frequency-fixed computations, at many different
frequencies. Although it is a straightforward and natural mean to answer to the posed
problem when one has an efficient numerical tool at a fixed frequency, such a strategy can
easily lead to huge computations, and the amount of data to store often increases signif-
icantly. This is particularly true in the context of medium frequency bands, where these
responses have a strong sensitivity to the frequency. Indeed in such bands, a very fine fre-
quency resolution of computation must be done, which accentuates the cited drawbacks.
Then, for medium frequency vibrations, there is a clear need for improving the efficiency
of prediction techniques on frequency bands.

This PhD work has been focused on the research of a numerical tool which would
allow to compute mid-frequency over a wide frequency band at a limited computational
cost. Moreover, an introduction of an uncertainty parameter was wished in order to keep
in account mid-frequency sensibility to stochastic.

After an analysis of the literature survey in Chapter 1, the Variational Theory of Com-
plex Rays was chosen as an effective mid-frequency tool. Despite its high efficiency
and range of applicability (as shown in Chapter 2) VTCR had some major points to be
improved:

• Its formulation is completely frequency dependent lowering its efficiency on a wide
frequency band.

• Being a deterministic method, its extension to consider uncertainty parameters
could be computationally inefficient if classical tools (like Monte Carlo simula-
tions) are applied.

In order to extend its limits, an innovative Model Order Reduction (ROM) technique
has been introduced. Model Order Reduction techniques are numerical tools which al-
lows to solve complex problem with a little computational effort, as explained in Chapter
3. Among all possible reduction technique Proper Generalized Decomposition appeared
as the perfect ally for VTCR. This ROM technique showed excellent performance on
reduction of complex problem without any a priori knowledge of the solution.

In Chapter 4, for the first time in the history of the technique, a model reduction over
frequency has been possible. This success lies on a deep analysis of VTCR characteristic
and an intense research of the best performing algorithm.
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In Chapter 5 a decisive improvement to the technique has been described. The intro-
duction of a performant pre-conditioner based on a “Block SVD” allowed to introduce
stability to the method. Due to these improved numerical characteristics, it was finally
possible to introduce a state of the art PGD-VTCR algorithm based on a minimal residue
direction research. Numerical evidences showed how this algorithm could be an answer
to extension of VTCR to frequency band calculation.

As a consequence of this success and of PGD ability to deal with large number of
parameters, an extension of the technique to stochastic was proposed in Chapter 6. The
basic idea was to add to PGD decomposition in space and frequency an uncertainty pa-
rameter. The reduction is so performed over frequency and stochastic without performing
any Monte Carlo simulation.

In this work a huge leap forward in VTCR application has been made. For the first
time effective calculation over frequency bands were possible. Moreover, introduction
of stochastic by PGD allows to combine deterministic model’s accuracy with numerical
efficiency.
Several are the perspective of this work:

• Application of the technique to real life 3D industrial cases

• Extension to structural dynamics

• Introduction of multi-parametric uncertainty

• On line - Off line calculation for real time simulation

• Low-cost solution to calculate high-frequency problems
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variational theory of complex rays for the calculation of medium-frequency vibrations.
Engineering Computations, (18):193–214.

On a PGD model order reduction technique for mid-frequency acoustic



134 Bibliography
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[Riou et al., 2004] Riou, H., Ladevèze, P., and Rouch, P. (2004). Extension of the vari-
ational theory of complex rays to shells for medium-frequency vibrations. Journal of
Sound and Vibration, 272(1-2):341–360.
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