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Introduction

In the early decade of this century, it is apparent that wireless communication technolo-

gies have an exponential growth. Various communication techniques have been employed

to serve various demands of high-speed wireless links such as higher data rate, increased

robustness, and greater user capacity. The next generation of wireless communications

is based on an all-IP switched network and can provide a peak data rate up to hundreds

of Mbits/s for high mobility, and to Gbits/s for low-mobility end-users. For instance,

the Wi-Fi standard (IEEE 802.11n) can provide a data rate up to 600 Mbps in physical

layer, and the Wi-Max standard (IEEE 802.16) can support a gross data rate up to 100

Mbps for mobile network.

One of the most well-known techniques for wireless communications is multiple-input

multiple-output orthogonal frequency division multiplexing (MIMO-OFDM). This tech-

nique not only offers diversity and capacity gains but also achieves higher spectral ef-

ficiency and higher link reliability in comparison with single antenna or single carrier

systems. The benefits of MIMO communication are generally ensured by both open-

loop and closed-loop MIMO techniques. The open-loop techniques, such as space time

coding (STC) and spatial multiplexing (SM), are used without the need for channel

state information (CSI) at the transmitter. In order to overcome the multipath effect

and improve the robustness of spatial multiplexing systems, linear precoding closed-loop

techniques can be used at the transmitter. The principle of the precoding techniques is

that, when the channel knowledge is available at the transmitter, the transmit signal is

pre-multiplied by a precoding matrix such that the inter-symbol interference (ISI) in the

receiver is greatly reduced.

The channel state information at the transmitter (CSIT) can be obtained through the

feedback links, but it is difficult to achieve perfect CSIT in a MIMO system with a rapidly

1
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changing channel. Therefore, the transmitters in many MIMO systems have no knowl-

edge about the current channel. This motivates the use of limited feedback precoding

methods such as channel quantization and codebook designs. The key of this method is

that the optimal precoding matrix is constrained to a number of distinct matrices, which

are referred to codebook entries, and known a priori to both the transmitter and receiver.

Many precoding codebooks can be proposed in order to optimizing different criteria of

the precoded system, and the receiver defines the optimal precoding matrix based on the

current channel conditions. Since the codebook is also known at the transmitter, the

receiver only needs to feedback a binary index of the optimal precoding matrix, rather

than the entire precoding matrix itself. The limited feedback precoding technique is

already used in Wi-Max standard (802.16e) with two codebooks: one with 8 entries and

the other with 64 entries. These codebooks correspond respectively to 3-bit and 6-bit

indices for each precoding matrix.

Considering the CSI from the receiver, antenna power allocation strategies can be per-

formed thanks to the joint optimization of linear precoder (at the transmitter) and

decoder (at the receiver) according to various criteria such as maximizing the output ca-

pacity, maximizing the received signal-to-noise ratio (SNR), minimizing the mean square

error (MSE), minimizing the bit error rate (BER), or maximizing the minimum singular

value of the channel matrix. These optimized precoding matrices are diagonal in the vir-

tual channel representation and belong to an important set of linear precoding techniques

named diagonal precoders. Another group of precoding techniques is obviously the non-

diagonal linear structure. One of the most efficient non-diagonal precoder is based on

the maximization of the minimum Euclidean distance (max-dmin) between two received

data vectors. The max-dmin precoder offers a significant improvement in terms of BER

compared to other precoding strategies. Since the minimum distance based transceiver

needs a Maximum-Likelihood (ML) detector, the complexity of max-dmin precoder is

fairly complicated. Furthermore, it is difficult to define the closed-form of the optimized

precoding matrix for large MIMO system with high-order modulations. In this thesis,

we will study the performances, and propose some extensions of the max-dmin solution.

Following this introduction, this document is organized as follows:

Chapter 1
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In this chapter, the propagation over wireless channels is firstly presented. The principles

and different types of diversity techniques are then investigated. A brief introduction of

the MIMO technologies with capacity and diversity gains are referred, and the space time

coding technique is described. Finally, the precoding system structure which consists of

an encoder, a precoder and a decoder is presented.

Chapter 2

A virtual transformation is used to diagonalize the channel matrix, and the principles of

some existing precoders are presented in the chapter. The performance of the max-dmin

precoder in terms of minimum distance and bit-error-rate is also considered in comparison

with other precoders.

Chapter 3

The max-dmin solution was only available in closed-form for two independent data-

streams with low-order modulations (BPSK and QPSK). That is due to the expression

of the distance dmin that depends on the number of data-streams, the channel character-

istics, and the modulation. Therefore, we present the optimized solution of the max-dmin

precoder for two 16-QAM symbols. This new strategy selects the best precoding matrix

among five different expressions which depend on the value of the channel angle γ. In

order to reduce the complexity of the max-dmin precoder, we propose a general expression

of minimum Euclidean distance based precoders for all rectangular QAM modulations.

For a two independent data-streams transmission, the precoding matrix is obtained by

optimizing the minimum distance on both virtual subchannels. Hence, the optimized

expressions can be reduced to two simple forms: the precoder F1 pours power only on

the strongest virtual subchannel, and the precoder F2 uses both virtual subchannels to

transmit data symbols. These precoding matrices are designed to optimize the distance

dmin whatever the dispersive characteristics of the channels are.

Chapter 4

This chapter proposes a heuristic solution which permits increasing the number of trans-

mit symbols. Firstly, a suboptimal solution, denoted as Equal-dmin(E-dmin), is obtained

by decomposing the propagation channel into 2×2 eigen-channel matrices, and applying

the new max-dmin precoder for independent pairs of data-streams. It is noted that this

sub-optimal solution can only achieve an even number of data-streams. Therefore, we
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extend, herein, the design of max-dmin precoders for a three parallel data-stream scheme.

Thanks to the three-dimensional scheme, an extension for an odd number of data-streams

is obtained by decomposing the virtual channel into (2 × 2) and (3 × 3) eigen-channel

matrices.

Chapter 5

Not only the minimum Euclidean distance but also the number of neighbors providing

it has an important role in reducing the error probability when a Maximum Likelihood

detection is considered at the receiver. Aiming at reducing the number of neighbors,

a new precoder in which the rotation parameter has no influence is proposed for two

independent datastreams transmitted. The expression of the new precoding strategy is

less complex and the space of solution is, therefore, smaller. In addition, we also propose

the general Neighbor-dmin precoder for three independent data-streams. The simulation

results confirm a significant bit-error-rate reduction for the new precoder in comparison

with other traditional precoding strategies.

Chapter 6

Still considering the maximization of the minimum Euclidean distance, we propose, in

this chapter, a new linear precoder obtained by observing the SNR-like precoding matrix.

An approximation of the minimum distance is derived, and its maximum value is obtained

by maximizing the minimum diagonal element of the SNR-like matrix. The precoding

matrix is first parameterized as the product of a diagonal power allocation matrix and

an input-shaping matrix acting on rotation and scaling of the input symbols on each

virtual subchannel. We demonstrate that the minimum diagonal entry of the SNR-like

matrix is obtained when the input-shaping matrix is a DFT-matrix. In comparison with

the traditional max-dmin solution, the new precoder provides a slight improvement in

BER performance. But the major advantage of this design is that the solution can be

available for all rectangular QAM-modulations and for any number of datastreams.

The conclusions and perspectives are given individually at the end of this thesis.



Chapter 1

Wireless communication and MIMO

technology

The propagation over wireless channels is a complicated phenomenon characterized by

various effects such as path loss, shadowing, and multipath fading. One of the most well-

known techniques to combat the fading effects and exploit the multipath propagation in

wireless communications is diversity. This technique uses different mediums like different

time slots, different frequencies, different polarizations or different antennas to transmit

multiple versions of the same signal [1].

Among different types of diversity techniques, the spatial diversity, which uses multiple

transmit and receive antennas, not only increases efficiently the channel capacity and the

transmission data rate but also provides a higher spectral efficiency and a higher link

reliability in comparison with single antenna links. This technique is named as MIMO

(multiple input multiple output) and can be divided into three main categories: spatial

multiplexing (SM), diversity coding, and precoding. The diversity coding technique is

used when there is no channel state information at the transmitter (CSIT) while the

precoding technique exploits the CSIT by operating on the signal before transmission.

For different forms of partial CSIT, the precoding technique can be considered as a

multimode beamformer which splits the transmit signal into independent eigenbeams

and assigns the powers on each beam based on the channel knowledge.

In this chapter, the propagation over wireless channels is firstly presented. The principles

and different types of diversity techniques are then investigated. After that, a brief

5
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introduction of the MIMO technologies with the capacity and diversity gain is referred.

The space time coding technique is then described, and finally, the precoding system

structure that consists of an encoder, a precoder and a decoder, is presented.

1.1 Transmission channel

1.1.1 Path loss

In wireless channel, the transmit signals are attenuated because of the propagation. It

may be due to many effects, such as free-space loss, refraction, diffraction, reflection, and

absorption [2]. The loss in signal strength of an electromagnetic wave from a line-of-sight

path (LOS) through free space, known as free-space path loss (FSPL), is given by

L = (
λ

4πd
)

2

= (
c

4πdf
)

2

, (1.1)

where λ is the signal wavelength, d is the distance from the transmitter, f is the signal

frequency, and c is the speed of light in vacuum. The path loss is, in reality, influenced

by environment (urban or rural), the propagation medium, and the location of antennas.

The loss of transmit signals is, therefore, exponentially proportional to the distance d.

L = k d−n, (1.2)

where k is a constant and the exponent n generally varies from 2 to 5. This relation is

often used in evaluating macrocellular systems. For microcells performances, the authors

in [3] present another expression of FSPL

L = d−n1 (1 +
d

db
)

−n2

, (1.3)

where n1, n2 are two separate constants and db is a measured breakpoint. Table below

shows different values for n1, n2, and db fitted to measurements in three different cities.

Table 1.1: Empirical power drop-off values

City n1 n2 db
London 1.7–2.1 2–7 200–300

Melbourne 1.5–2.5 3–5 150
Orlando 1.3 3.5 90
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1.1.2 Fading

In wireless communications, fading is used to describe the deviation of the radio signal

over different periods of time. It is a phenomenon in wireless channel which is caused by

the interference of two or more transmit signals arriving to the receiver. A fading phe-

nomenon may be due to the multipath propagation or due to shadowing from obstacles.

The distinction between slow and fast fading is related to the coherence time Tc of the

channel, which measures the period of time over which the fading process is correlated.

Slow fading occurs when the coherence time of the channel is large relative to the delay

constraint of the channel, while fast fading is opposite. In other words, the fading is said

to be slow if the symbol time duration Ts is smaller than the channel coherence time

Tc; otherwise, it is considered to be fast. In general, the coherence time is related to the

channel Doppler spread by

Tc ≈
1

Bd
, (1.4)

where Bd is the Doppler spread (or Doppler shift).

Doppler effect

When the transmitter and receiver have a relative motion, the frequency of the signal at

the received size is changed relatively. This phenomenon is called as Doppler effect and

named after Austrian physicist Christian Doppler. The Doppler spread (or frequency

spread), noted as Bd, is the difference between the observed frequency and emitted

frequency and given by

Bd = ∆f =
v

λ
, (1.5)

where v is the velocity of the source relative to the receiver, and λ is is the wavelength

of the transmitted wave.

Multipath propagation

Multipath is used to describe the phenomenon in which the radio signals reach the

received antenna by multiple paths. Causes of propagation path include the ground

wave, ionospheric refraction and refraction, reflection from water bodies and terrestrial

objects such as mountains and buildings. One should note that if frequency of signals
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exceeds to 30 MHz, the electrical wave passes through the ionospheric layer, and there

does not exist multipath from ionospheric refraction.The received signal is expressed by

r(t) =
N−1

∑
n=0

αns(t − τn) + η(t), (1.6)

where s(t) is the transmit signal, η(t) is additive noise, N is the total number of paths,

αn and τn are the attenuation and the delay of each path, in respectively. The maximum

delay spread (or multipath time) is defined as the time delay existing between the first

and the last signal

TM = max
i

(τi) −min
i

(τi). (1.7)

In addition, the coherence bandwidth Bc is related to the multipath time by

Bc ≈
1

TM
. (1.8)

Frequency selectivity is also an important characteristic of fading channels. The fading

is said to be frequency nonselective or, equivalently, frequency flat if the transmitted

signal bandwidth Bs is much smaller than the channel coherence bandwidth Bc.

The probability distribution of the attenuation α depends on the nature of the radio

propagation environment. Therefore, there are different models describing the statistical

behavior of the multipath fading. The Rayleigh distribution is frequently used to model

multipath fading with no direct line-of-sight (LOS) path. In this case the probability

density function (PDF) of the channel fading amplitude is defined by [4]

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

p(arg(α)) = 1
2π [0; 2π]

p(∣α∣) = α
Ωe

−α
2

2Ω

(1.9)

where Ω is mean-square error of α.

The Rice (Nakagami-n) Model is often used to model propagation paths consisting of one

strong direct LOS component and many random weaker components. Here the channel

fading amplitude follows the distribution [5]

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

p(arg(α)) = 1
2π [0; 2π]

p(∣α∣) =
2α(K+1)

Ω e
−(K+ (K−1)α2

Ω
)
I0 (2α

√
K(K+1)

Ω )

(1.10)
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where K is Rician factor which is related to the Nakagami-n fading parameter n by

K = n2, and I0(x) is the zero-order modified Bessel function of the first kind.

1.2 Diversity technique

Diversity refers to a technique for improving the reliability of the transmit signal by using

different mediums like different time slots, different frequencies, different polarizations

or different antennas. Multiple versions of the same signal are transmitted over different

fading channels and, then, recombined at the receiver. This technique plays an important

role in combating the fading effect, and exploiting the multipath propagation.

The diversity gain G in decibels (dB) is given by

G = lim
SNR→∞

logPe
logSNR

, (1.11)

where Pe is the error probability of the received signal and SNR is the received Signal

to Noise Ratio.

1.2.1 Temporal diversity

When two or more copies of the same signal are transmitted at different time slots, it is

called temporal diversity. It is noted that the time interval between two time slots must

be higher or equal to the coherence time Tc of the channel to assure independent fades

(see Fig. 1.1). The receiver will combine multiple versions of signal without interference

to estimate the information.

1.2.2 Frequency diversity

In this technique, multiple copies of the same signal are transmitted through different

carrier frequencies. These carrier frequencies should be separated by an interval larger

than the coherence bandwidth Bc of the channel (see Fig. 1.1). Similarly to temporal

diversity, the receiver needs to tune to different carrier frequencies for signal reception

and, therefore, has no bandwidth efficiency.
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s(t) 

s(t) 

s(t) 

Ts >Tc 

Bs 

>Bc 

Time 

Frequency 

Figure 1.1: Principle of temporal diversity and frequency diversity

1.2.3 Spatial diversity

In this technique, the signal is transmitted over several different propagation paths.

For a wireless transmission, it can be achieved by using multiple transmitter antennas

(transmit diversity) and/or multiple receiving antennas (receive diversity).

• Receive diversity uses multiple antennas at the receive side. The received signals

from the different antennas are then combined at the receiver to exploit the diver-

sity gain. Receive diversity is characterized by the number of independent fading

channels, and its diversity gain is proportional to the number of receive antennas.

• Transmit diversity uses multiple antennas at the transmit side. Information is

processed at the transmitter and then spread across the multiple antennas for the

simultaneous transmission. Transmit diversity was firstly introduced in [6] and

becomes an active research area of space time coding techniques.

1.2.4 Antenna diversity

Antenna diversity is another technique using antennas for providing the diversity. There

are two main techniques of antenna diversity:

• Angular diversity uses directional antennas to achieve diversity. Different copies of

the same signal are received from different angles of the receive antenna. Unlike

spatial diversity, angular diversity does not need a minimum separation distance

between antennas. For this reason, angular diversity is helpful for small devices.
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• Polarization diversity uses the difference of the vertical and horizontal polarized

signals to achieve the diversity gain. In this technique, multiple versions of a

signal are received via antennas with different polarizations. Like angular diversity,

polarization diversity also does not require the minimum separation distance for

the antennas and then suitable for small device.

1.3 Multiple-Input Multiple-Output techniques

In wireless communication, multiple-input multiple-output (MIMO) is the use of multiple

antennas at both transmission and reception sides of a communication system. The idea

of using multiple transceivers and receivers was first proposed by Bell Labs [7], and, then,

has been worldwide utilized to adapt to various high-speed wireless transmissions. This

technique not only offers diversity and capacity gains but also achieves higher spectral

efficiency and higher link reliability in comparison with single antenna or single carrier

systems [8]. Because of these properties, MIMO becomes one of the most important

parts of modern wireless communication standards such as IEEE 802.11n (Wifi), 4G,

3GPP Long Term Evolution, WiMAX and HSPA+.

MIMO techniques can be divided into three main categories: spatial multiplexing (SM),

diversity coding, and precoding.

• Spatial multiplexing is the technique in which a high rate signal is split into multiple

independent data-streams and each stream is transmitted from a different transmit

antenna. These signals are distinguished by different spatial signatures, and a good

separability can be, therefore, assured. Spatial multiplexing offers a significant

improvement in channel capacity at higher signal-to-noise ratios (SNR), but it is

limited by the smaller number of transmitters or receivers [9]. This technique

can be used without transmit channel knowledge, and can also be employed for

simultaneous transmission to multiple receivers.

• Diversity Coding technique is used when there is no channel state information (CSI)

at the transmitter. In this method, the signal is emitted from each of the transmit

antennas using techniques called space-time coding. Diversity coding exploits the

diversity gain to achieve a higher reliability, high spectral efficiency in comparison
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with single antenna links. Space time codes can be split into two main types:

Space–time block codes (STBCs) and Space–time trellis codes (STTCs).

• Precoding is a processing technique that exploits the channel state information at

transmitter (CSIT) by operating on the signal before transmission. For different

forms of partial CSIT, a linear precoder can be considered as a multimode beam-

former which optimally matches the input signal on one side to the channel on

the other side. It splits the transmit signal into independent eigenbeams and as-

signs the powers on each beam based on the channel knowledge. Precoding design

depends on the types of CSIT and the performance criterion [10].

1.3.1 Basic system model

Let us consider a MIMO transmission with nT transmit and nR receive antennas. When

nT = 1, the MIMO channel reduces to a single-input multiple-output (SIMO) channel.

Similarly, when nR = 1, the MIMO channel reduces to a multiple-input single-output

(MISO). When both nT = 1 and nR = 1, the MIMO channel simplifies to a simple

scalar or single-input single-output (SISO) channel. The basic MIMO system model

is illustrated in Fig 1.2. At a certain time t, the received signal at antenna j can be

expressed as

yt,j =
nT

∑
i=1

hj,ist,i + ηt,j , (1.12)

where hj,i is the channel gain of the path between the receive antenna j and the transmit

antenna i, st,i is the complex transmit signal at antenna i, and ηt,j is the noise term at

the receive antenna j. The MIMO channel can be similarly described as

y = Hs + n, (1.13)

where y = [yt,1, yt,2, ..., yt,nR]
T is the receive vector, s = [st,1, st,2, ..., st,nT ]

T is the transmit

vector, H is the channel matrix, and n is the noise vector. The channel matrix H

represents nR × nT paths between nT transmitters and nR receivers and is defined by

H =

⎛
⎜
⎜
⎜
⎜
⎜
⎝

h1,1 ⋯ h1,nT

⋮ ⋱ ⋮

hnR,1 ⋯ hnR,nT

⎞
⎟
⎟
⎟
⎟
⎟
⎠

(1.14)
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The elements of channel matrix are random and chosen based on different statistical

models like Rayleigh, Rice or Nakagami [5]. In the remainder of the study, we will

consider the Rayleigh model, e.g. the path gains are modeled by independent complex

Gaussian random variables. The noise is considered as an additive white Gaussian noise

(AWGN) and its elements ηt,j are independent from each other and have a complex

Gaussian distribution.

...
...

y
hij

rnR

r1

r2

Receiver 
s

Transmitter 

t1

t2

tnT

η

Figure 1.2: MIMO model with nT transmit antennas and nR receive antennas

1.3.2 MIMO channel capacity

It has been shown in [9] that MIMO systems provide a significant improvement in terms

of capacity compared to SISO systems. The channel capacity is the maximum error-free

data rate that a channel can transmit. It was first derived by Claude Shannon [11] for a

SISO system

C = log2 (1 + SNR) . (1.15)

In contrast to single antenna links, multiple antenna channels combat fading and cover

a spatial dimension. The capacity of a deterministic MIMO channel is given by [12]

C = E [log2 (det(InR +
SNR
nT

HH∗
))] , (1.16)

where E[x] denotes an expectation of random variable x, InR is the identity matrix of

size nR, and H∗ is conjugate transpose of matrix H. At high SNR, the capacity of a

Rayleigh fading channel can be approximated as

C ≈ min(nT , nR) log2 (
SNR
nT

) . (1.17)
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It is observed that improvement of the MIMO channel capacity is proportional to the

value min(nT , nR) in comparison with SISO systems. The figure 1.3 illustrates the

ergodic channel capacity as a function of average SNRs for Rayleigh fading channels.
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Figure 1.3: The ergodic capacity of MIMO channels.

1.4 Space Time Coding

Space Time Coding technique is used when there is no channel state information (CSI) at

the transmitter. In general, space-time coding can be divided into two categories: space-

time trellis codes (STTC) and space-time block codes (STBC). The first STBC scheme

was proposed by Alamouti [13] with a full diversity and a full data rate transmission for

two transmit antennas. This scheme was, then, generalized to an arbitrary number of

transmit antennas by applying the orthogonal space-time codes [14, 15] and was named

as space-time block codes. However, for more than two transmit antennas, there does

not exist STBC with full diversity and full data rate. Therefore, many different code

design methods were proposed for providing either full diversity or full data rate at the

cost of a higher complexity, for example QOSTBC [16].
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Alamouti 
encoder Modulation 

t1 t2
antenna 1 s1 −s∗2
antenna 2 s2 s∗1

[s1 -s∗2]

[s2 s∗1]

[s1 s2]bitstreams 

Figure 1.4: Alamouti encoding scheme.

1.4.1 Alamouti Code

Alamouti code can be considered as the first space time code which provides full diversity

and full data rate for two transmit antennas. A block diagram of the Alamouti space-

time encoder is illustrated in Fig. 1.4. We denote s1 et s2 as two transmit symbols

entering the space time encoder, the Alamouti code is defined by

C2 =
⎛
⎜
⎝

s1 −s∗2

s2 s∗1

⎞
⎟
⎠

(1.18)

In the first period, the symbols s1 and s2 are transmitted simultaneously from two

antennas. In the second period, the symbol −s∗2 and s∗1 are transmitted from antenna

one and antenna two, in respectively. One should note that the matrix C2 is orthogonal

C2C2
∗
= (∥s1∥

2
+ ∥s2∥

2) I2, (1.19)

where I2 is a 2 × 2 identity matrix. This property implies that the receiver can detect

two symbols s1 and s2 independently by a simple linear signal processing operation.The

received signals of the antenna j at two periods are denoted as r1
j et r2

j and defined by

r1
j = hj,1.s1 + hj,2.s2 + η

1
j

r2
j = −hj,1.s

∗
2 + hj,2.s

∗
1 + η

2
j

(1.20)

where n1
j and n2

j are the additive white Gaussian noise at the receiver j. A maximum

likelihood (ML) detector is consider with two simple linear combinations of the received

signals

s̃1 =

nR

∑
j=1

{h∗j,1.r
1
j + hj,2.(r

2
j )
∗} =

2

∑
i=1

nR

∑
j=1

∥hj,i∥
2.s1 +

nR

∑
j=1

{h∗j,1.η
1
j + hj,2.(η

2
j )
∗}

s̃2 =

nR

∑
j=1

{h∗j,2.r
1
j − hj,1.(r

2
j )
∗} =

2

∑
i=1

nR

∑
j=1

∥hj,i∥
2.s2 +

nR

∑
j=1

{h∗j,2.η
1
j − hj,1.(η

2
j )
∗}

(1.21)
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The ML decoder, then, finds the closest symbol ŝ1 and ŝ2 for two estimated symbols s̃1

and s̃1 in the symbol constellation

ŝ1 = argmin
s1∈S

d2(s̃1, s1)

s̃2 = argmin
s2∈S

d2(s̃2, s2)
(1.22)

1.4.2 Orthogonal Space-Time Block Codes

The space time code proposed by Alamouti is only available for MIMO systems with two

transmit antennas. The author V.Tarokh presented in [14, 17] the orthogonal designs for

an arbitrary number of transmitters. The generated code is a matrix with two dimensions

of space and time, and satisfies the orthogonal property

CC∗
=

n

∑
i=1

∥si∥
2InT . (1.23)

The ith column of C corresponds to the symbols transmitted by the ith antenna, while

the jth row of C represents the symbols transmitted simultaneously at time j. It is noted

that the columns of the transmission matrix C are orthogonal to another. In other words,

the signal sequences from any two transmit antennas are orthogonal to each other. If the

space time code can transmit ns symbols in np periods, the transmission rate of STBC

is defined by

R =
ns
np
. (1.24)

For example, the following code matrices obtain the transmission rate 1/2 and 3/4 for

the case of 3 transmit antennas. One should note that the OSTBC can not obtain a
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transmission rate equals to one for complex transmit signals.

C1/2 =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

s1 s2 s3

−s2 s1 −s4

−s3 s4 s1

−s4 −s3 s2

s∗1 s∗2 s∗3

−s∗2 s∗1 −s∗4

−s∗3 s∗4 s∗1

−s∗4 −s∗3 s∗2

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(1.25)

C3/4 =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

s1 s2
s3√

2

−s∗2 s∗1
s3√

2

s3√
2

s3√
2

−s1−s∗1+s2−s
∗

2

2

s∗3√
2

−
s∗3√

2

s2+s∗2+s1−s
∗

1

2

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(1.26)

1.4.3 Quasi-Orthogonal Space-Time Block Codes

The OSTBC design obtains a full diversity gain, but it can not provide the full transmis-

sion rate in the case of more than two transmit antennas. To design a full-rate space time

codes, the author in [16] proposed a design which decodes independent pair of symbols.

This code is called Quasi Orthogonal Space-Time Block Codes (QSTBC) and based on

the full-diversity full-rate Alamouti schemes.

Let us consider the case of ns = np = 4, the QOSTBC for four transmit antennas is then

defined by

CJafar =
⎛
⎜
⎝

C2(s1, s2) C2(s3, s4)

−C2(s3, s4)
∗ C2(s1, s2)

∗

⎞
⎟
⎠
=

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

s1 s2 s3 s4

−s∗2 s∗1 −s∗4 s∗3

−s3 −s4 s1 s2

s∗4 −s∗3 −s∗2 s∗1

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(1.27)



Chapter 1. Wireless communication and MIMO technology 18

where C2(si, sj) is the Alamouti code for two symbols si and sj . Let us denote vi as as

the ith column of the matrix CJafar, we obtain

< v1,v2 >=< v1,v3 >=< v2,v4 >=< v3,v4 >= 0 (1.28)

where < vi,vj > is the inner product of vectors vi and vj . For this reason, two pairs of

transmitted symbols (s1, s4) and (s2, s3) can be decoded independently at the receiver.

The encoding of QOSTBC is, then, similar to the encoding of orthogonal STBC.

1.4.4 Space Time Trellis Codes

The Space Time Trellis Codes (STTC) are first proposed by Tarokh et al. [16] and are

the extension of the classic trellis code presented in [18] for MIMO systems. This goal of

the STTC design is the achievement of full diversity and full transmission rate for any

number of transmit antennas. STTCs code combine the modulation and channel coding

to transmit information over multiple transmit antennas. The principle of STTCs are to

create the relationship between the transmit signals in nt antennas and in each packet

of symbols.

Let us consider, for example, the coding trellis of the full rate 2 bits/ channel uses

STTCs with two transmit antennas. Fig 1.5 illustrates the 4-states space time code

using 4-PSK modulation. STTCs code is represented by a trellis and pairs of symbols

that are transmitted from the two antennas for every paths in the trellis. The indices of

the symbols are used to present the transmitted symbols for each path (see Fig. 1.5).

0 
1 

2 

3 

1 

2 

3 

00   01   02   03 

10   11   12   13 

20   21   22   23 

30   31   32   33 

0 

Input: 0 1 2 3 2 2
Tx 1: 0 0 1 2 3 2
Tx 2: 0 1 2 3 2 2

Figure 1.5: Four state STTC with two transmit antennas, using 4-PSK modulation.
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1.5 Precoding technique

Precoding is a technique which exploits the channel state information at transmitter

(CSIT) by processing signal before transmission. A basic precoding system structure

which contains an encoder, a precoder and a decoder is shown in Fig 1.6. The encoder

intakes data bits and performs necessary coding for error correction, and then maps the

coded bits into vector symbols. The precoder processes these symbols before transmission

according to different forms of channel state information. At the receive side, a decoder

is considered to recover the bit streams.

Encoder 
Precoder 

F 
Channel 

H + Decoder 

η
Transmitter 

s ŝ

CSIT 

Figure 1.6: Precoding system structure.

1.5.1 Encoding structure

An encoder often consists of a channel coding and interleaving block and a symbol-

mapping block. The encoding structure can be classified into two categories: spatial

multiplexing and space time coding which are based on the symbol mapping block. The

spatial multiplexing structure de-multiplexes the data bits to multiple independent bit

streams. These bit streams are then mapped into vector symbols and are directly op-

erated by a precoder, as shown in Fig 1.7. Since these streams are independent with

individual signal to noise ratio (SNR), per-stream rate adaptation can be used for trans-

mission.

Channel 
coding  

& 
Interleaving D

E
M

U
X

 

Symbol 
Mapping 

Symbol 
Mapping Input 

Output 

Figure 1.7: A multiplexing encoding structure.
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For space-time coding structure, the output bits of the channel coding and interleaving

block are directly mapped into symbols, and processed by a space-time encoder block

(see Section 1.4). The vector symbols are then pre-multiplied by a precoding matrix,

detailed in Fig 1.8.

Channel 
coding  

& 
Interleaving 

Space-Time 
Code 

Symbol 
Mapping 

Input Output 

Figure 1.8: A space-time encoding structure.

1.5.2 Linear precoding structure

When the CSI is available at the transmitter, the precoder can optimize various criteria

such as, for example, maximizing the output capacity [12], maximizing the mutual infor-

mation [19], etc. However, it has also a general structure which is based on the singular

value decomposition (SVD)

F = UΣV. (1.29)

In this structure, a linear precoder is considered as a combination of an input shaper and

a multimode beamformer. The orthogonal beam directions are the left singular matrix

U, where each column represents a beam direction (pattern). One should note that the

matrix U contains all eigenvectors of the matrix FF∗, thus it is often referred to as

eigen-beamforming. The matrix Σ controls the power allocation on each beam. These

powers correspond to the squared singular values of Σ2. The right singular matrix V

concerns with the rotation and scaling of the input symbols on each beam and hence is

referred to as the input shaping matrix. The linear precoding structure is illustrated in

Figure 1.9. To conserve the total transmit power, the precoder must satisfy the condition

trace(FF∗
) = Es. (1.30)

where Es is the average transmit power. In other words, the sum of power over all beams

must be a constant. The individual beam power is different to each other according to

the design criterion, the signal to noise ratio, and the CSIT.
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σb

. 

. 

. 

×

×
V 

σ1

U 

Σ
Figure 1.9: A linear precoding structure.

1.5.3 Receiver structure

Let us denote s as the symbol vectors entering the precoder F at the transmitter, the

received signal is then defined by

y = HFs + η, (1.31)

where η is a vector of additive white Gaussian noise. The received signal is then decoded

to obtain an estimate of the transmitted codeword s. There are many detection meth-

ods, depending on the performance of the system and the complexity of the detection.

We present herein three representative methods: zero forcing (ZF), linear MMSE, and

maximum-likelihood (ML).

Zero Forcing receiver

The zero-forcing receiver uses an inverse filter of the matrix HF to remove all of the

interferences from other symbols. In the case of full rank square matrix HF (e.g. nT =

nR), the inverse matrix (HF)−1 exists and can be used to separate the received symbols.

When the number of transmit and receive antennas are not the same, the Moore–Penrose

pseudo-inverse (HF)+ is proposed to achieve a zero-forcing equalizer [20]. The estimation

of the transmit symbols is then

ŝ = (HF)
+y = s + (HF)

+η, (1.32)

where (HF)+ denotes the pseudo-inverse matrix of HF, and is defined by (HF)+ =

(F∗H∗HF)−1F∗H∗. We observe that the symbols are separated from each other, and
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the power of the effective noise (HF)+η may be enhanced by the process of eliminating

the symbol interference.

Minimum Mean-Squared Error receiver

In contrast to the ZF receiver, a linear minimum mean square error (MMSE) receiver is

proposed to minimize the total effective noise. This receiver contains a weighting matrix

W which is designed according to

min
W

E{∥ŝ − s∥2
} = min

W
E{∥(WHF − I)s +Wη∥2

}, (1.33)

where the expectation is taken over the input signal and noise distributions. For zero-

mean signals with covariance equal to one, the optimum MMSE receiver is given as

W = (F∗H∗HF +
nT
SNR

I)−1F∗H∗, (1.34)

where nT is the number of transmit antennas, and SNR is the signal to noise ratio. Using

the MMSE criterion, the linear least-mean-squares estimation of transmitted symbols is

defined by

ŝ = Wy. (1.35)

It is observed that when the ratio nT
SNR approaches to zero at high SNR, the ZF and

MMSE receivers are equivalent.

Maximum Likelihood receiver

The Maximum Likelihood (ML) detection provides a best performance in terms of bit-

error-rate (BER) compared to other receivers. The estimation of the transmitted symbol

s is defined by

ŝ = argmin
s

∥y −HFs∥2 (1.36)

The ML requires the receiver to consider all possible codewords s before making the

decision and, therefore, can be computationally expensive. The complexity of the ML

detection is exponentially proportional to the number of transmit antennas (proportion

to MnT , where M is the size of the transmitted constellation). A new algorithm which
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attains ML performances with significantly reduced complexity is presented in [21]. This

scheme excludes unreliable candidate symbols in data streams and is based on the MMSE

criterion to reduce the ML complexity. In order to decrease the computational complex-

ity, the algorithm of sphere decoder can also be used to obtain an equivalent performance

[22], [23].

Sphere Decoding Technique

The principle of sphere decoding technique is based on a bounded distance search among

all possible points falling inside a sphere centered at the received point [24]. This concept

is illustrated in Fig. 1.10, in which the received signal vector and the possible codewords

are represented by a small and large circles, respectively. It is obvious that the overall

complexity of the sphere decoding technique is lower than that of the original maximum-

likelihood detection that implements a full search in all codewords space.

Figure 1.10: Principle of sphere decoding technique.

The search region in codewords space, i.e. the number of codewords close to the received

signal, depends on the received signal-to-noise-ratio. Although worst case complexity is

exponential, the expected complexity of the sphere decoding algorithms is polynomial

[25, 26]. The fixed-complexity sphere decoder presented in [27] is one of the most promis-

ing approaches to not only enable quasi-ML decoding accuracy but also to reduce the

computational complexity. Another efficient closest point search algorithm, based on the

Schnorr–Euchner variation of the Pohst method, is also presented in [28].
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1.6 Conclusion

The primary purpose of this chapter is to review briefly the principal characteristics

of MIMO wireless communications. Firstly, we presented the propagation over wireless

channels and different types of diversity techniques. After that, a brief introduction of

some MIMO techniques is referred. These techniques can be divided into three main cat-

egories: spatial multiplexing, space-time coding, and precoding. The space-time coding

technique is available when there is no channel state information at the transmitter while

the precoding technique exploits the CSIT and processes signal before transmission. As

the channel knowledge at the transmitter offers a high improvement in MIMO perfor-

mance, the precoding technique becomes of great practical interest in wireless communi-

cations. In the rest of this thesis, we investigate the performance and some extensions of

the precoding technique based on the maximization of the minimum Euclidean distance

in the received constellation.



Chapter 2

MIMO linear precoding techniques

The previous chapter has introduced the basic MIMO system model expressed by a

random matrix which represents the channel gains of the paths between the nT transmit

and nR receive antennas. There exist many methods to estimate MIMO channel at the

receiver [29, 30], and we assume, in this thesis, that channel estimation provides a perfect

channel state information at the receiver (CSIR). Through a feedback channel, channel

state information is returned to the transmitter (CSIT), and a linear precoder can be

designed according to this channel knowledge. Precoding design depends not only on the

type of CSIT but also on the optimization criteria such as, for example, maximizing the

received signal-to-noise ratio (SNR) [31], minimizing the mean square error (MSE) [32],

or maximizing the minimum singular value of the channel matrix [33]. These solutions are

all based on the singular value decomposition (SVD), which decouples MIMO channels

into independent and parallel data-streams. Furthermore, they all perform a power

allocation strategy on the MIMO eigen-subchannels. In other words, the data-streams

at the transmitter are premultiplied by an eigen-diagonal precoding matrix. Hence, these

precoders belong to an important set of linear precoding techniques named as diagonal

precoders.

An alternative set of linear precoders is obviously the non-diagonal strategies. One of

the most well-known non-diagonal precoding structure was invented independently by

Tomlinson [34] and Harashima [35]. To optimize the Schur-convex functions of MSE

for all channel substreams, a specific precoding matrix, which also leads to the non-

diagonal structure, was proposed in [36]. Another non-diagonal precoder based on an

25
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interesting criterion: maximizing the minimum Euclidean distance (max-dmin) between

two received data vectors, was firstly presented in [37]. It will be shown, in this chapter,

that the precoder max-dmin proposes many interesting improvements compared to other

techniques. This precoder will be also investigated, in details, the performance in terms

of bit error rate. Its extensions for high-order modulations will be shown in chapter 3,

and for large MIMO systems in chapter 4.

2.1 Virtual transformation

+

Precoder 

s ŝ

CSIT Decoder CSIR 

FvFd GdGvH

η

Figure 2.1: Virtual model of MIMO systems

Let us consider a MIMO channel with nR receive, nT transmit antennas over which we

want to transmit b independent data streams. Suppose there are a precoding matrix F

at the transmitter and a decoding matrix G at the receiver, the basic system model can

be expressed as

y = GHFs +Gη, (2.1)

where H is the nR ×nT channel matrix, F is the nT × b precoding matrix, G is the b×nR

decoding matrix, s is the b × 1 transmitted vector symbol, and η is the nR × 1 additive

noise vector. We should remark that b ≤ rank(H) ≤ min(nT , nR), so nT and nR can be

larger than b. In the following sections, we assume

E[ss∗] = Ib,E[sη∗] = 0 and E[ηη∗] = Rη, (2.2)

where Ib is the identity matrix of size b × b and Rη is the noise covariance matrix. Let

us define Es as the average transmit power. Thereafter, the precoding matrix F must

satisfy the power constraint

trace{FF∗
} = Es. (2.3)
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Step Method Fi Gi Hvi Rvi

Noise
whitening Rn=QΛQ∗ F1=InT G1=Λ- 1

2 Q∗ Hv1=G1HF1 Rv1=InR

Channel
diagonalization Hv1=AΣB∗ F2=B G2=A∗ Hv2=Σ Rv2=InR

Dimensionality
reduction F3=(

Ib
0
) G3=(Ib 0) Hv=Σb Rnη=Ib

Table 2.1: Steps to obtain the diagonal MIMO system in the case of CSIT

If the channel state information (CSI) is perfectly known at both the transmitter and

receiver, a diagonalized channel matrix and a whitened noise can be obtained. This

operation is decomposed in three steps and is denoted as virtual transformation. The

key of this method is illustrated in Fig. 2.1. Firstly, the precoding and decoding matrices

are decomposed as F = FvFd and G = GdGv. Then, the new decompositions of two

matrices Fv and Gv into the product of three matrices are considered.

Fv = F1F2F3 and Gv = G1G2G3, (2.4)

where (Fi,Gi) perform the particular operations which are detailed in Tab. 2.1.

2.1.1 Noise whitening

Let us consider the eigenvalue decomposition of the noise covariance matrix

Rη = E[ηη∗] = QΛQ∗, (2.5)

where Q is a unitary matrix and Λ is a diagonal matrix. The goal of this step is to

obtain the correlation matrix Rv1 = E[G1ηη
∗G1

∗] = G1QΛQ∗G1
∗ equal to an identity

matrix. The matrix G1 is therefore defined by

G1 = Λ−1/2Q∗. (2.6)

The intermediate channel of this operation is given by

Hv1 = G1HF1, (2.7)

where F1 is considered as an identity matrix of size nT .
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2.1.2 Channel diagonalization

The singular value decomposition (SVD) of the intermediate matrix Hv1 is used to di-

agonalize the channel. Indeed, we have

Hv1 = AΣB∗, (2.8)

where A and B∗ are unitary matrices, and Σ is a diagonal matrix whose elements

represent the square roots of all eigenvalues of the matrix Hv1H
∗
v1
. One should note that

these eigenvalues are real positive numbers and sorted in decreasing order. The number

of non-null eigenvalues depends on the rank of the matrix Hv1

k = rank(Hv1) ≤ min(nT , nR). (2.9)

The diagonal matrix Σ can be then expressed by these non-null eigenvalues

Σ =
⎛
⎜
⎝

Σk 0

0 0

⎞
⎟
⎠

(2.10)

where the matrix Σk contains all of the non-null eigenvalues. To diagonalize the inter-

mediate channel matrix Hv1 , the proposed solution is

F2 = B and G2=A∗. (2.11)

The second intermediate channel matrix Hv2 is then diagonal and defined by

Hv2 = G2Hv1F2 = Σ. (2.12)

In addition, the correlation matrix Rv2 is given by

Rv2 = G2Rv1G
∗
2 = G2G

∗
2 = InR , (2.13)

it is because G2 is a unitary matrix.
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2.1.3 Dimensionality reduction

The diagonal form of the matrix Hv2 corresponds to the gains of each subchannels. It

is noted that these diagonal elements are sorted in decreasing order. The goal of this

operation is to obtain the dimension corresponding to the number of desired data-streams

b. The matrices F3 and G3 are then defined by

F3 =
⎛
⎜
⎝

Ib

0

⎞
⎟
⎠

and G3 = (Ib 0). (2.14)

These operations are only available if b ≤ k, so we consider the channel matrix such that

b ≤ k = min(nT , nR). The resulting matrix is given by

Hv = G3Hv2F3 = Σb, (2.15)

where Σb represents the b largest singular values of Hv1 . The correlation matrix of the

noise is also identity but the dimension is different

Rηv = Ib. (2.16)

2.1.4 Virtual channel representaion

The received signal in (2.1) is now re-expressed as

y = GdHvFds +Gdηv, (2.17)

where Hv = GvHFv is the b × b eigen-channel matrix, ηv = Gvη is the b × 1 virtual noise

vector. Thanks to virtual transformation, the eigen-channel matrix Hv is diagonal and

defined by

Hv = diag(σ1, ..., σb), (2.18)

where σi stands for every subchannel gain and is sorted by decreasing order. One should

note that the virtual precoding matrix Fv is orthonormal (e.g. F∗
vFv = I), and the power

constraint is then given by

trace{FF∗
} = trace{FdF

∗
d} = Es. (2.19)



Chapter 2. MIMO linear precoding techniques 30

The basic and the equivalent diagonal transmission systems are shown by the block

diagram in Fig. 2.2. In these models, the input bit streams are firstly modulated to

symbol streams are then passed through a linear precoder. The linear precoding matrix

F add redundancy to the input symbol streams to improve the system performance. The

output of the precoder is then sent to the channel H with the additive gaussian noise η.

The decoding matrix G is used to remove any redundancy that has been introduced by

the precoder. For the diagonal transmission model, the decoding matrix Gd will have

no influence on the performance and is consequently assumed to be an identity matrix

if a maximum likelihood (ML) detection is considered at the receiver.
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t1

t2

tnT

η

ηv1

ηv2

ηvb

Gd

Figure 2.2: Block diagram of a MIMO system: basic model (a), diagonal transmission
model (b).

The virtual precoding matrix Fd is used to optimize the criteria such as maximizing the

output capacity [12], maximizing the received signal-to-noise ratio (SNR) [31], minimiz-

ing the mean square error (MSE) [32], maximizing the minimum singular value of the

channel matrix [33]. These precoders belong to the diagonal group. In other words, the

precoding matrix Fd is diagonal and leads to power allocation on b parallel independent

data streams.

In the next sections, we present some of the traditional precoders and concentrate on

a non-diagonal precoder which optimizes the minimum Euclidean distance between the

received signals.
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2.2 Existing precoders

Due to the form of the precoder F, the precoding technique can be classified into two

categories: diagonal and non-diagonal schemes. A precoder is called as diagonal if and

only if the precoding and decoding matrices (Fd,Gd) in (2.17) are diagonal. When

the receiver is based on a maximum likelihood detection, the decoding matrix Gd has

no influence on the performance and only the precoding matrix Fd = diag(f1, f2, ..., fb)

is considered in the optimization. The general principle of the diagonal precoder is

illustrated in the Fig 2.3. The problem becomes finding the power distribution expressed

by the coefficients f2
i to optimize a particular criterion. We present, herein, some diagonal

precoders such as Beamforming, Water-Filling, Minimum Mean Square Error (MMSE),

Quality of Service (QoS), and Equal Error (EE).
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ŝ1

Fd ηvHv

Power 
distribution 

Channel 
gain 

Noise 

ML 
detecion 

ML 
detecion 

Gd

y1

yb

Figure 2.3: Diagonal precoding schema using maximum likelihood detection (ML) at
the receiver.

2.2.1 Beamforming or max-SNR precoder

As its name implies, this precoder maximizes the signal to noise ratio (SNR) at the

transmitter, and uses only the strongest virtual subchannel corresponding to the SNR

σ2
1 [38, 39]. It concentrates all of the transmit power on the most favorable direction

represented by the singular vector associated with the maximum eigenvalue [31]. The

expression of the received signal, in virtual representation, is then

y =
√
Esσ1s + η, (2.20)
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where s is the transmit signal, η is the additive white Gaussian noise of the channel.

We see that the structure of this precoder is rather simple. However, only one symbol is

transmitted in each time slot, and, therefore, the data rate is limited by the modulation

used at the transmitter.

2.2.2 Water-Filling precoder

The goal of this precoder is maximizing the capacity of the MIMO system. By using

(1.16), the capacity of a virtual channel can be simplified by

C =
b

∑
i=1

log2(1 + f
2
i σ

2
i ), with

b

∑
i=1

f2
i = Es. (2.21)

The optimized solution is given by

f2
i =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ΨWF −
1
σ2
i

if ΨWF > 1
σ2
i

0 others
with i = 1, ..., b (2.22)

where the threshold ΨWF depends on the virtual channel and is defined by

ΨWF =
Es + γWF

bWF
with γWF =

bWF

∑
i=1

1

σ2
i

(2.23)

where bWF is the number of the subchannels used by the water-filling precoder. The

algorithm to determine the number of virtual channels bWF is illustrated in Fig. 2.4.

2.2.3 Minimum Mean Square Error precoder

The minimum mean square error (MMSE) precoder is proposed to minimize the total

effective noise where the optimized equation is given by

min
Fd,Gd

E[∥y − s∥2
] = min

Fd,Gd

b

∑
i=1

E [∥giσifisi + giηvi − si∥
2] , (2.24)

where the decoding matrix is defined by Gd = diag(g1, g2, ..., gb). The power constraint

is expressed by
b

∑
i=1

f2
i = Es. (2.25)
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∑bWF

i=1
1
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i

bWF

ΨWF >
1

σ2
bWF

f2
i = 0, i = 1...b

f2
i = ΨWF − 1

σ2
i

i = 1, .., bWF

yes 

no 

Figure 2.4: Algorithm of Water-Filling precoder.

As for the Water-Filling case, the optimized solution of MMSE precoder is defined by

f2
i =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1
σi

(ΨMSE −
1
σi
) if ΨMSE > 1

σi

0 others
with i = 1, ..., b (2.26)

where bMSE is the number of virtual subchannels such that ΨMSE > 1/σi, for i = 1, ..., b.

The threshold ΨMSE is given by

ΨMSE =
Es + γMSE
bMSE

∑
i=1

1

σi

with γMSE =

bMSE

∑
i=1

1

σ2
i

. (2.27)

The MMSE and Water-Filling precoders have the same algorithm to determine the num-

ber of active virtual subchannels (as shown in Fig. 2.4). Both precoders remove some



Chapter 2. MIMO linear precoding techniques 34

subchannels and pour power on the others to optimize different criteria. The number

of used subchannels depends on the characteristics of the channel and the optimized

criterion.

2.2.4 Quality of Service precoder

The principle of this precoder is based on the different demands of Signal to Noise Ratio

on each subchannel [32]. For example, a data-streams represents the video while another

transfers the speech. The data-rate of the first channel is obviously higher than the

second. Consequently, the first one needs a higher SNR than the second one. Indeed,

the SNR of each subchannel is noted by

f2
i σ

2
i = ωif

2
b σ

2
b with i = 1, ..., b (2.28)

where ωi represents the SNR of the subchannel i compared to the subchannel b. The

gains of the subchannels are ordered and the first one corresponds to the most important

signal to noise ratio, e.g. ω1 ≥ ω2 ≥ ⋯ ≥ 1. The coefficients of this precoder is then given

by

f2
i = wi

Es

σ2
i

b

∑
k=1

wk
σ2
k

(2.29)

Unlike the WF and MMSE precoders, the QoS solution always uses a same number of

virtual subchannels for all of the signal to noise ratios.

2.2.5 Equal Error precoder

This precoder is a special case of the QoS scheme when the SNR coefficients ωi are all

equal. It is also the solution which maximizes a lower bound of the minimum Euclidean

distance. The diagonal entries of this precoder are defined by

f2
i =

Es

σ2
i

b

∑
k=1

1

σ2
k

(2.30)
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In the precoder, the average error rate of each subchannel is identical and the number of

used subchannels is constant. By maximizing the minimum eigenvalues λmin(SNR(F,G)),

it optimizes a lower bound of the minimum distance between two received symbols for

an ML detection [33].

2.2.6 Minimum BER diagonal precoder

The authors in [40] proposed a diagonal precoder in order to minimize the criteria: Bit

Error Rate. For a square M-QAM constellation and white Gaussian noise with variance

one, the probability of error on the subchannel i of the virtual channel Hv is defined by

[41]

Pe,i = αMerfc(
√

βMf2
i σ

2
i ) , (2.31)

where αM = 2
log2M

(1 − 1√
M

), and βM = 3
2(M−1) . Using Lagrange multiplier µ, the opti-

mization criterion is given by

L =
αM
b

b

∑
i=1

erfc(
√

βMf2
i σ

2
i ) + µ(

b

∑
i=1

f2
i −Es) . (2.32)

By canceling the partial derivative ∂L
∂fi

, we obtain

f2
i =

1

2βMσ2
i

W0 (
2σ4

i α
2
Mβ

2
M

µ2πb2
) . (2.33)

where W0 stands for Lambert’s W function of index 0 [42]. The function W0(x) is

an increasing function, and is positive for x > 0. Hence, when µ2 increases, the f2
i

decrease. Therefore, the value of µ2 can be easily determined by using the transmit

power constraint. It is noted that the function W0(x) can be approximated by W0(x) ≈

log(x) − log(log(x)), and the optimized solution is then defined by

f2
i =

ai(1 −∑kAk) +Ai∑k ak

∑k ak
, (2.34)

where ai = 1
βMσ

2
i
, bi =

2σ4
i α

2
Mβ

2
M

µ2πb2
, and Ai = ai (log(bi) − log(log(bi))).One should note that

the approximated solution is not available for the low SNRs. It is because that the value

log(bi) can be negative and the term Ai, then, can not be determined.
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2.2.7 X- and Y-codes precoder

In order to improve the low diversity order, the authors in [43] have proposed X- and

Y-Codes to pair subchannels having different diversity orders. The idea is that the

information bits are first mapped to the information symbol vector u = (u1, ..., ub)
T ∈ Cb,

and then mapped to the coded symbols z = (z1, ..., zb)
T ∈ Cb using a b × b matrix Fc,

i.e., z = Fcu + u0, where u0 ∈ Cb is a displacement vector used to reduce the average

transmitted power. By using a channel diagonalization, the signal at the receiver is

defined by [44]

y = HvFcu + n (2.35)

where Fc is fully characterized by the list of pairings and the 2 × 2 encoder matrices for

each pair. The information symbols the k-th pair uik and ujk are jointly coded using a

real 2 × 2 matrix Ak ≜ {ak,i,j}, i, j ∈ [1,2]. Each Ak is a submatrix of the code matrix

Fc ≜ {fi,j}, i.e.,
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

fik,ik = ak,1,1 fik,jk = ak,1,2

fjk,ik = ak,2,1 fjk,jk = ak,2,2
(2.36)

In the case of b = 6, for example, the X-Code structure is given by

Fc =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

a1,1,1 a1,1,2

a2,1,1 a2,1,2

a1,1,1 a1,1,2

a1,1,1 a1,1,2

a2,1,1 a2,1,2

a1,1,1 a1,1,2

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(2.37)

and the Y-Code structure is given by

Fc =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

a1,1,1 a1,1,2

a2,1,1 a2,1,2

a1,1,1 a1,1,2

a1,1,1

a2,1,1

a1,1,1

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(2.38)
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Let us define uk ≜ [uik , ujk]
T . Due to the transmit power constraint, and uniform

transmit power allocation between b/2 pairs, the encoder matrices Ak must satisfy the

condition

E [∥Akuk + u0
k∥

2] =
2Es
b
, k = 1,2, . . . , b/2. (2.39)

For X-Codes, the encoder matrices are 2 × 2 real orthogonal matrices parameterized by

a single angle, and are given by

Ak =
⎛
⎜
⎝

cos θk sin θk

− sin θk cos θk

⎞
⎟
⎠

(2.40)

For Y-Codes, the encoder matrices are considered by the form

Ak =
⎛
⎜
⎝

ak 2ak

2bk 0

⎞
⎟
⎠

(2.41)

The optimized design of X,Y-Code/Precoders are respectively detailed in [44]. It can be

demonstrated that these designs achieve high rate and high diversity at low complexity

by paring the virtual subchannels into the SVD precoding.

2.2.8 Tomlinson-Harashima precoder

In this section, we explore a different precoding technique for MIMO spatial systems.

The structure of these precoders are no longer diagonal. A MIMO transceiver using the

Tomlinson-Harashima precoder (THP) is shown in Fig. 2.5. Here, H is a nR×nT channel

matrix, and F is a linear precoder. The received signal y is then defined by

y = HFs + η, (2.42)

where s is transmitted vectors, and η is nR × 1 additive Gaussian noise vector. At the

receiver, a Decision Feedback Equalizer (DFE) is considered. The DFE equalizer consists

of a feedforward part G and a feedback part B. The feedforward matrix G whitens noise

and guarantees causality. Therefore, the decision feedback is ensured by restricting B

to be lower triangular. The feedback matrix cancels the interference caused by already

detected symbols.
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Figure 2.5: Block diagram of linear precoder and matrix DFE.

Let us denote s̃ as the signal vector after the decision device, the input ŝ to the decision

block is given by ŝ = GHFs −Bs̃ +Gη. Under the assumption of correct past decisions,

i.e. s̃ = s, we have

ŝ = (GHF −B)s +Gη. (2.43)

The feedback section of the DFE can separate the signal by the feedback matrix B =

GHF − I. This is DFE decision subject to a zero-forcing (ZF) constraint [45, 46]. An

optimal linear transceiver of this design was presented in [47]. It is shown that the

generalized triangular decomposition (GTD) offers an optimal family of solutions, and

DFE transceiver using the geometric mean decomposition (GMD) is another member of

the optimal family.

Other designs for DFE based schemes use a minimum mean square error (MMSE) cri-

terion at the receiver [48, 49]. Defining the error signal e = s − ŝ, the mean square error

matrix can be written as

E{ee∗} = CC∗
−CF∗H∗G∗

−GHFC∗
+GHFF∗H∗G∗

+GRηG
∗, (2.44)

where C = I + B is a unit diagonal lower triangular matrix, and Rη is the covariance

matrix of the Gaussian noise η. The object becomes to design G, C, and F for different

criteria, subject to the power constraint. The authors in [50] propose a broad range of

design criteria which can be expressed as Schur-convex or Schur-concave functions of the

MSE, and provide optimal transceivers designs for these two classes.
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2.3 Minimum Euclidean distance based precoder

This precoder is based on the maximization of the minimum Euclidean distance (max-dmin)

between signal points at the receiver side. The criterion provides a significant enhance-

ment in terms of bit-error rate, especially when an ML receiver is used [51]. However,

the optimization of max-dmin precoder is difficult for two reasons. Firstly, the space of

solution is large and exponentially proportional to the number of data-streams b. Sec-

ondly, the exact expression of max-dmin precoder depends on many parameters such as

the modulation used at the transmitter, and the characteristic of the virtual channel Hv.

For this reason, the optimized solution is limited for a small number of data streams

(b = 2) and for low-order QAM modulations [37].

In this section, we present the simple solution of dmin criterion for two data-streams and

QPSK modulation. After that, its performance will be shown in comparison with other

traditional precoders.

2.3.1 Minimum Euclidean distance

When a symmetric constellation is considered at the transmitter, the minimum Euclidean

distance between two symbols at the receiver is defined by

d2
min = min

sk,sl∈S,sk≠sl
∥HvFd(sk − sl)∥

2, (2.45)

where xk and xl are two transmit signals, and S is the set of all these possible transmit

vectors. Let us define x̆ a difference vector as x̆ = sk − sl, with sk ≠ sl. Because there

exist many collinear difference vectors, we introduce the reduced set X̆ of S which does

not contain the redundant difference vectors. The dmin criterion is now expressed as

d2
min = min

x̆∈X̆
∥HvFdx̆∥

2. (2.46)

This criterion is particularly well adapted for the ML receiver because the symbol error

probability depends on the Euclidean distance between received vectors [52], [53]. Then,
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the precoding matrix Fd is obtained by maximizing the minimum Euclidean distance

Fdmin = arg max
Fd

dmin, (2.47)

under the power constraint trace{FdF
∗
d} = Es.

2.3.2 Parameterized form for 2-D virtual subchannels

The optimization for 2-D virtual subchannels is obtained by the change of variables for

two eigenvalues of the channel. These two new variables are defined by

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

σ1 = ρ cosγ

σ2 = ρ sinγ
⇔

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ρ =
√
σ2

1 + σ
2
2

γ = arctan σ1

σ2

(2.48)

where ρ and γ represent the channel gain and channel angle, respectively. The virtual

channel is then given by

Hv =
⎛
⎜
⎝

σ1 0

0 σ2

⎞
⎟
⎠
= ρ

⎛
⎜
⎝

cosγ 0

0 sinγ

⎞
⎟
⎠

(2.49)

Note that σ1 ≥ σ2 > 0, so we have 0 < γ ≤ π/4. By using a singular value decomposition, it

can be demonstrated that max-dmin precoding structure can be expressed by the product

of the power allocation, the rotation and scaling matrices [37]

Fd =
√
Es

⎛
⎜
⎝

cosψ 0

0 sinψ

⎞
⎟
⎠

⎛
⎜
⎝

cos θ sin θ

− sin θ cos θ

⎞
⎟
⎠

⎛
⎜
⎝

1 0

0 eiϕ

⎞
⎟
⎠
, (2.50)

where ψ is linked to the power allocation on the eigen-subchannels, and θ and ϕ corre-

spond to scaling and rotation of the received constellation. If θ and ϕ are both equal to

zero, the matrix Fd is diagonal and leads to the power allocation case.

2.3.3 Optimal solution for QPSK modulation

For a QPSK modulation with b = 2 data-streams, the transmitted symbols belong to the

set

S = {
1

√
2
(1 + i),

1
√

2
(1 − i),

1
√

2
(−1 + i),

1
√

2
(−1 − i)} . (2.51)
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It was shown in [37] that the optimal solution is rather simple with only two precoder

expressions

• if 0 ≤ γ ≤ γ0

Fd = Fr1 =
√
Es

⎛
⎜
⎝

√
3+
√

3
6

√
3−
√

3
6 ei

π
12

0 0

⎞
⎟
⎠

(2.52)

• if γ0 ≤ γ ≤ π/4

Fd = Focta =

√
Es
2

⎛
⎜
⎝

cosψ 0

0 sinψ

⎞
⎟
⎠

⎛
⎜
⎝

1 ei
π
4

−1 ei
π
4

⎞
⎟
⎠

(2.53)

where

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

ψ = arctan
√

2−1
tanγ

γ0 = arctan

√
3
√

3−2
√

6+2
√

2−3
3
√

3−2
√

6+1
≈ 17,280

The parameter ψ is linked to the power allocation on each sub-channel, and the constant

threshold γ0 allows the precoder to use one or two sub-channels. The value of γ0 is

obtained when considering that the two precoders give the same minimum Euclidean

distance dmin. This one depends on ρ and γ and is expressed as

dmin =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

√
Esρ

√
1 − 1√

3
cosγ if 0 < γ ≤ γ0

√
Esρ

√
(4−2

√
2) cos2 γ sin2 γ

1+(2−2
√

2) cos2 γ
if γ0 < γ ≤ π/4

(2.54)

Received constellation

One should note that Fr1 pours power only on the first virtual subchannel, while Focta

transmits symbols on both subchannels. The received constellation of the precoders Fr1

is illustrated in Fig. 2.6. This constellation looks like a rotation of 16-QAM modulation.

The solution provides a slightly improvement in terms of dmin compared to the beam-

forming design that uses a 16-QAM modulation. However, the average number of nearest

neighbors provided by max-dmin precoder is higher that that by max-SNR (detailed in

the next chapter).

The received constellation found by the precoder Focta is illustrated for both virtual

subchannels in Fig. 2.7 and 2.8. It is observed that whenever two received vectors are

close on one virtual subchannels (e.g., the points 3 and 10 in the first subchannel) they

are distant on the second one.
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Figure 2.6: Received constellation on the first subchannel for the precoder Fr1 .

The complexity of ML detection

The max-dmin precoder optimizes the minimum Euclidean distance between two pairs of

symbols at the reception when considering a maximum-likelihood (ML) detection. One

should note that the decoding matrix Gd has no effect on the ML detection, and then can

be assumed to be an indentity matrix. For a MIMO system using M -QAM modulation,

the number of ML tests for max-dmin solution isM2 instead of 2M for diagonal precoders

or the Alamouti code.

2.4 Comparison of linear precoders

2.4.1 Comparison of minimum Euclidean distance

Firstly, we indicate the improvement of the new precoder in terms of minimum Euclidean

distance. Fig. 2.9 illustrates the normalized distance for each precoders in the case of

QPSK modulation. It is observed that the difference between the max-dmin precoder

remains constant for small channel angle γ. For MMSE and Waterfilling case, if the

average transmit power is not large enough, these precoders allocate power on only the
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Figure 2.7: Received constellation on the first subchannel for the precoder Focta.
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Figure 2.8: Received constellation on the second subchannel for the precoder Focta.



Chapter 2. MIMO linear precoding techniques 44

0 5 10 15 20 25 30 35 40 45
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Channel angle γ in degrees

N
o
rm

a
liz

e
d
 d

m
in

 

 

max−d
min

MMSE (5dB)

MMSE (limit)

Waterfiling (5dB)

Waterfiling (limit)
max−λ

min

Beamforming

Figure 2.9: Normalized minimum Euclidean distance for QPSK modulation.

first virtual subchannel (in other words, the minimum distance is equal to zero). The

max-λmin precoder is better than the MMSE and Waterfilling solution in terms of dmin

but is still outperformed by the max-dmin precoder.

Let us define the different ratio of dmin by

Rdmin
=
dmin(precoder)

dmin(max−dmin)
(2.55)

This ratio corresponds to the minimum distance gain of a precoder compared to the

max-dmin solution. Since the max-dmin precoder provides the optimal minimum distance,

we have Rdmin
≤ 1. Fig 2.10 shows the Rdmin

for the precoders max-SNR, MMSE,

and max-λmin. In addition, the probability density functions of the angles γ are also

illustrated for the systems (2,2), (4,2) and (6,2). A discontinuity can be observed at the

channel angle γ = γ0 ≃ 17.28o.

If the channel angle γ is less than the threshold γ0, the minimum distance of max-SNR

and max-dmin precoder are very near: Rdmin
≃ 0.97. The ratios of dmin for MMSE and

max-λmin precoders vanish for γ = 0, and increase when the channel angle raises. If

γ ≥ γ0, the max-dmin precoder augments its minimum distance in opposite to the max-

SNR design, and the ratioRdmin
(max-SNR) is, then, decreased. The others ratios of dmin
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Figure 2.10: Comparison of the minimum Euclidean distance.

for MMSE and max-λmin continue increasing and become higher than that of max-SNR

design when the channel angle grows near π/4.

It is clear that the improvement in terms of dmin comes from both precoding matrices

Fr1 and Focta. However, the distribution of these precoders depends on the channel char-

acteristics (the angle γ0) and the number of antennas used at the transmitter and the

receiver. It can be observed, in Fig. 2.10, that the less dispersive the virtual subchannels

are (more antennas are used, for example), the less we need the precoder Fr1 , and the

enhancement of dmin is therefore more significant in comparison with the max-SNR solu-

tion. Thanks to the dmin enhancement, we can expect a large performance improvement

in terms of BER compared to the diagonal precoders.

2.4.2 Bit-Error-Rate performance

We consider a MIMO system using QPSK modulation with nT = 3 transmit and nR = 2

receive antennas over which we want to transmit b = 2 independent datastreams. Fig 2.11

plots the BER performance for QPSK modulation. These results clearly demonstrate

that the max-dmin criterion is particularly suited for BER minimization when an ML

detection is considered at the transmitter. The performance of diagonal solutions, such

as max-λmin, MMSE and Waterfilling, is really outperformed by the max-dmin precoder.
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Figure 2.11: Uncoded BER performance for QPSK modulation.

Furthermore, we can observe a performance improvement of about 1dB, in comparison

with max-SNR at BER is equal to 10−3. This gain can be explained by the selection of

Focta to transmit signal when there is a small dispersion of the subchannels SNRs.

2.5 Conclusion

Through a feedback link, the channel state information is available at the transmitter

and linear precoders can be designed to optimize various criteria such as maximizing

the received signal-to-noise ratio (SNR), minimizing the mean square error (MSE), or

maximizing the minimum singular value of the channel matrix. Those solutions lead

to power allocation with diagonal solutions based on the singular value decomposition

(SVD). In the first section of this chapter, we introduced the virtual channel transfor-

mation, which decouples MIMO channels into independent and parallel data-streams.

Thanks to this transformation, we presented in the next section the diagonal precoders:

Beamforming, Water-Filling, Minimum Mean Square Error (MMSE), Quality of Service

(QoS), and Equal Error (EE). A MIMO transceiver using the Tomlinson-Harashima pre-

coder (THP) is also shown in the chapter. This precoder belongs to an alternative set

of linear precoders: the non-diagonal precoding schemes. We, then, proposed a different
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non-diagonal precoder, named as X- and Y-Codes, for MIMO systems with a pair num-

ber of subchannels. In this thesis, the non-diagonal linear precoder which maximizes the

minimum Euclidean distance between two received data vectors is studied. We presented,

herein, the simple solution of dmin criterion for two data-streams and QPSK modulation.

The simulation results show that the max-dmin precoder provides a large performance

improvement in terms of BER compared to diagonal precoders.



Chapter 3

Extension of max-dmin precoder for

high-order QAM modulations

Various criteria can be used for designing a precoding matrix. An efficient non-diagonal

precoder, which minimizes the upper bound of pairwise error probability (PEP) when

using arbitrary STBC over correlated Ricean fading channels, is illustrated in [54]. As

presented in the chapter 2, the non-diagonal max-dmin precoder obtains a large perfor-

mance improvement in terms of BER compared to diagonal precoders. Unfortunately, the

max-dmin solution is only available for two independent data-streams with a low-order

QAM modulation (BPSK and QPSK). That is due to the expression of the distance

dmin that depends on the number of data-streams, the channel characteristics, and the

modulation.

In this chapter, we firstly present the optimized solution of the max-dmin precoder for

two 16-QAM symbols. This new strategy selects the best precoding matrix among five

different expressions, depending on the value of the channel angle γ. In order to reduce

the complexity of the max-dmin precoder, we propose a general expression of minimum

Euclidean distance based precoders for all rectangular QAM modulations. For a two

independent data-streams transmission, the precoding matrix is obtained by optimizing

the minimum distance on both virtual subchannels. Hence, the optimized expressions

can be reduced into two simple forms: the precoder F1 pours power only on the strongest

virtual subchannel, and the precoder F2 uses both virtual subchannels to transmit data

symbols. These precoding matrices are designed to optimize the distance dmin whatever

48
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the dispersive characteristics of the channels are. The expression of F1 depends on the

order of the rectangular QAM modulation, while that of F2 does not change for all QAM

modulations.

Assuming that the channel state information is available at the transmitter, a MIMO

system with nT transmit, nR receive antennas and b independent data-streams over

Rayleigh fading channel can be modeled as

y = HvFds + ηv, (3.1)

where Hv = GvHFv is the b× b virtual channel matrix, ηv = Gvν is the b×1 transformed

additive Gaussian noise vector.

As presented in Chapter 2, the virtual channel matrix for two independent data-streams

can be parameterized as

Hv =
⎛
⎜
⎝

σ1 0

0 σ2

⎞
⎟
⎠
= ρ

⎛
⎜
⎝

cosγ 0

0 sinγ

⎞
⎟
⎠
, (3.2)

where ρ =
√
σ2

1 + σ
2
2 is the channel gain, and γ = arctan σ2

σ1
is the channel angle (0 ≤ γ ≤

π/4). Due to the symmetries of rectangular QAM modulation, the precoding matrix Fd

can be represented as

Fd =
√
Es

⎛
⎜
⎝

cosψ 0

0 sinψ

⎞
⎟
⎠

⎛
⎜
⎝

cos θ sin θ

- sin θ cos θ

⎞
⎟
⎠

⎛
⎜
⎝

1 0

0 eiϕ

⎞
⎟
⎠
, (3.3)

with 0 ≤ ψ,ϕ ≤ π/2 and 0 ≤ θ ≤ π/4. The parameter ψ controls the power allocation while

θ and ϕ correspond to scaling and rotation of the received constellation, respectively.

3.1 Optimized max-dmin precoder for 16-QAM modulation

In the case of a 16-QAM modulation, the symbols belong to the following set

S16−QAM = {
1

√
10

(±1 ± i),
1

√
10

(±1 ± 3i),
1

√
10

(±3 ± i),
1

√
10

(±3 ± 3i)} . (3.4)
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A numerical search on ψ, θ et ϕ to maximize the Euclidean distance for every angle γ

leads to five different expressions. If γ stays under γ0, then only the best subchannel is

used as in the max-SNR strategy and the precoder will be denoted Fr1. On the other

hand, if γi < γ ≤ γi+1, the precoder leads to a 256-points constellation on both receivers,

and it will be denoted as FTi , i = 1⋯4, respectively.

3.1.1 Expression of the max-dmin precoder

Precoder Fr1

For every γ ≤ γ0, the numerical maximization of dmin gives an angle ψ = 0, meaning that

only the best virtual subchannel is used (i.e. the first one, since σ1 ≥ σ2). A received

constellation on this subchannel is represented on Fig. 3.1 (for ψ = 0 and arbitrary

θ and ϕ). It is observed that there are 256 points corresponding to the 256 received

symbols. One should note that the distance dmin is optimized when nearest neighbors
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12

4 20 36 52

68 84 100 116

132 148 164 180

196 212 228 244

13 29 45 61

77 93 109 125

141 157 173 189

205 221 237 253

16 32 48 64

80 96 112 128

144 160 176 192

208 224 240 256

Figure 3.1: The received constellation on the first virtual subchannel for ψ = 0.

have the same distance. We observe, in Fig. 3.1, that the optimized solution is obtained

when d12,16 = d16,29 = d29,12. In other words, the different distances provided by three
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corresponding vector below are equal

x̆1 =
1

√
10

⎛
⎜
⎝

0

2

⎞
⎟
⎠

, x̆2 =
1

√
10

⎛
⎜
⎝

2

−6

⎞
⎟
⎠

and x̆3 =
1

√
10

⎛
⎜
⎝

2

−6 + 2i

⎞
⎟
⎠
. (3.5)

The corresponding distances lead to the system

⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

d2
x̆1

=
cos2 γ

10 × (4 − 4 cos2 θ)

d2
x̆2

=
cos2 γ

10 × (−32 cos2 θ − 24 cos θ. sin θ. cosϕ + 36)

d2
x̆3

=
cos2 γ

10 × (−8 cos θ. sin θ. sinϕ − 36 cos2 θ + 40 − 24 cos θ. sin θ. cosϕ)

(3.6)

whose resolution gives
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ϕ = arctan 1
6+
√

3
≈ 7.3693o

θ = arctan(2 sinϕ) ≈ 14.3877o
(3.7)

The received constellation then looks like a 256-QAM constellation rotated by 7.3693o.

This solution is close to the max-SNR strategy, but leads to a little higher dmin. It is

observed that the optimization of dmin is obtained by the difference vector 1√
10

(0 2)T .

Therefore, the minimum distance provided by the precoder Fr1 is given by

d2
Fr1

= Esρ
2 2

5(11 + 3
√

3)
cos2 γ. (3.8)

Precoder FT1

A numerical approach shows that, for every γ0 < γ ≤ γ1, the angles θ and ϕ are fixed.

Furthermore, the angle ψ that controls the power allocation over the two virtual sub-

channels, depends on the channel angle γ. The minimum Euclidean distance of FT1 is

obtained when θ = 450 and ϕ = 450. Then, the max-dmin precoder can be expressed as a

function of ψ

FT1 =

√
Es
2

⎛
⎜
⎝

cosψ 0

0 sinψ

⎞
⎟
⎠

⎛
⎜
⎝

√
2 1 + i

−
√

2 1 + i

⎞
⎟
⎠
. (3.9)

When γ is explored from 00 to 450, the value of ψ that maximizes the minimum distance

is obtained with the two difference vectors

x̆a1 =
1

√
10

⎛
⎜
⎝

2

−2 + 2i

⎞
⎟
⎠

and x̆b1 =
1

√
10

⎛
⎜
⎝

4 + 4i

−6

⎞
⎟
⎠
. (3.10)
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If we denote dă1 and db̆1 as the normalized minimum distance linked respectively to the

difference vectors x̆a1 and x̆b1 , the optimum precoder is obtained when these distances

are equal

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

d2
ă1
= 6 + 4

√
2 + 12 cos2 γ cos2ψ − 6 cos2ψ − 6 cos2 γ − 4

√
2 cos2ψ − 4

√
2 cos2 γ

d2
b̆1
= 34 + 24

√
2 − 68 cos2 γ cos2ψ − 34 cos2ψ − 34 cos2 γ − 24

√
2 cos2ψ − 24

√
2 cos2 γ

By considering dă1 = db̆1 , we get ψ as a function of γ

ψ = arctan
5
√

2 − 7

tanγ
. (3.11)

The corresponding distance provided by FT1 is

d2
T1

= Esρ
2 20 − 14

√
2

5

sin2 γ

tan2 γ + (5
√

2 − 7)2
. (3.12)

Precoder FT2

For γ such that γ1 < γ ≤ γ2, it is observed that the angles θ and ϕ are fixed, and ψ

depends on γ for the precoder maximizing the minimum distance. Furthermore, the

numerical research shows that the distance dmin is obtained when θ = 450. Then, the

precoder FT2 can be expressed as a function of ϕ and ψ

FT2 =
√
Es/

√
2
⎛
⎜
⎝

cosψ cosψ(cosϕ + i sinϕ)

- sinψ sinψ(cosϕ + i sinϕ)

⎞
⎟
⎠
. (3.13)

When the channel angle γ varies, the difference vectors that provide the minimum dis-

tance are

x̆a2 =
1

√
10

⎛
⎜
⎝

2

−2

⎞
⎟
⎠
, x̆b2 =

1
√

10

⎛
⎜
⎝

2 + 2i

−2

⎞
⎟
⎠
, and x̆c2 =

1
√

10

⎛
⎜
⎝

2 + 4i

−4 − 2i

⎞
⎟
⎠
.

Let us denote dă2 , db̆2 and dc̆2 as the Euclidean distance corresponding to x̆a2 ,x̆b2 and

x̆c2 , respectively, the optimized precoder is obtained when dă2 = db̆2 = dc̆2
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⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

d2
ă3
= 1/10 × (8 cos2 γ cos2ψ + (1 − cos2 γ − cos2ψ) × (4 + 4 cosϕ))

d2
b̆3
= 1/10 × (12 cos2 γ cos2ψ + (1 − cos2 γ − cos2ψ) × (6 + 4 cosϕ + 4 sinϕ))

d2
c̆3
= 1/10 × (40 cos2 γ cos2ψ + (1 − cos2 γ − cos2ψ) × (20 + 16 cosϕ + 12 sinϕ))

Solving the equations dă2 = db̆2 = dc̆2 , we get

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ϕ = arctan 3
5

ψ = arccos α−α. cos2 γ
α−2 cos2 γ

(3.14)

where α = 1 + 6√
34
. The distance dmin provided by FT2 is then

d2
T2

=
Esρ

2

10

8

6 +
√

34
cos2 γ

α − α cos2 γ

α − 2 cos2 γ
. (3.15)

Precoder FT3

For γ such that γ2 < γ ≤ γ3, a numerical approach shows that the minimum distance is

provided by four difference vectors

x̆a3 =
1

√
10

⎛
⎜
⎝

0

2

⎞
⎟
⎠
, x̆b3 =

1
√

10

⎛
⎜
⎝

2

−2

⎞
⎟
⎠
, x̆c3 =

1
√

10

⎛
⎜
⎝

2

−2 + 2i

⎞
⎟
⎠
, and x̆d3 =

1
√

10

⎛
⎜
⎝

2

−4

⎞
⎟
⎠
.

The corresponding Euclidean distances of these vectors are

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

d2
ă3
= 1/10 × [4NT cos2 θ + 4 cos2 γ cos2ψ]

d2
b̆3
= 1/10 × [4NT (1 + sin 2θ cosϕ) + 8 cos2 γ cos2ψ]

d2
c̆3
= 1/10 × [4NT (1 + 2 sin 2θ cosϕ + 3 cos2 θ) + 20 cos2 γ cos2ψ]

d2
d̆3
= 1/10 × [4NT (1 + sin 2θ cosϕ + cos2 θ + sin 2θ sinϕ) + 12 cos2 γ cos2ψ]

(3.16)

where NT = 1 − cos2ψ − cos2 γ. By considering dă3 = db̆3 = dc̆3 = dd̆3
, we obtain

⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

ϕ = arctan 1
3

θ = 1
2 arctan

√
10
2

ψ = arctan

√
10/
√

14−1

tanγ
√

10/
√

14+1

(3.17)
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By substituting the values of the angles ϕ, θ and ψ into the expression of max-dmin

precoder, we have

d2
T3

= Esρ
2 2NT cos2 θ + 2 cos2ψ cos2 γ

5
. (3.18)

Precoder FT4

Like the precoder FT1 , the minimum distance of this precoder is obtained when θ = 450,

ϕ = 450, and ψ depends on the channel angle γ.

FT4 =

√
Es
2

⎛
⎜
⎝

cosψ 0

0 sinψ

⎞
⎟
⎠

⎛
⎜
⎝

√
2 1 + i

−
√

2 1 + i

⎞
⎟
⎠
. (3.19)
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Figure 3.2: Euclidean distance with ϕ = 45o and θ = 45o for some difference vectors
with respect to ψ in degrees for channel angle γ = 30o.

Fig 3.2 illustrates the Euclidean distance for each difference vector with respect to ψ for

a given channel in the interval from γ3 to 450 (i.e. γ = 30o). It is observed that the value

of ψ that maximizes the distance dmin is given at the intersection of the two curves which

corresponds to

x̆a4 =
1

√
10

⎛
⎜
⎝

0

2

⎞
⎟
⎠
, x̆b4 =

1
√

10

⎛
⎜
⎝

2

−2 + 2i

⎞
⎟
⎠
.
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If we denote dă4 et db̆4 as the Euclidean distance corresponding to the vectors x̆a4 et x̆b4 ,

respectively, the optimal precoder is obtained when dă4 = db̆4

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

d2
ă4
= 1/10 × ((6 + 4

√
2)NT + 12 cos2 γ cos2ψ)

d2
b̆4
= 1/10 × (2NT + 4 cos2 γ cos2ψ)

(3.20)

where NT = 1 − cos2ψ − cos2 γ. By considering dă4 = db̆4 , we get ψ with respect to γ

ψ = arctan

√
2 − 1

tanγ
. (3.21)

The precoder FT4 is then computed by substituting ψ into (3.19), which finally gives the

optimal dmin ruled only on the channel angle

d2
T4

=
Esρ

2

10
(2 sin2 γ +

4 sin2 γ − 2 tan2 γ

tan2 γ + 3 − 2
√

2
) . (3.22)

3.1.2 Received constellation of the max-dmin precoder

Fig 3.4 illustrates the received constellation provided by the precoder Fr1. Only the

first virtual receiver is considered because the second one is not used. It is observed

that the constellation looks like a 7.37o rotation of 256-QAM modulation. The minimum

distance provided by this precoder is therefore close to the max-SNR design using 256-

QAM modulation, but it provides a slight improvement in dmin.

On the other hand, the received constellations of the precoders FTi (i = 1⋯4), are avail-

able on both subchannels. Fig 3.3 shows the constellation obtained by FT4 . It is noted

that two received vectors, which are close on one virtual subchannel, are distant on the

other subchannel.

3.1.3 Evolution of the minimum Euclidean distance

Fig 3.5 shows the distance dmin provided by the precoders Fr1 and FTi (i = 1⋯4). The

optimal distances are only governed by the channel angle γ. To choose between Fr1 and

FTi , and get the corresponding threshold we have to look values such that these distances

are equal.
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(a) first virtual subchannel
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(b) second virtual subchannel

Figure 3.3: Received constellation for the precoder FT4
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Figure 3.4: The received constellation obtained by the precoder Fr1
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Figure 3.5: Evolution of dmin with respect to γ for a 16-QAM modulation

For example, let us solve the equation dr1 = dT1 to obtain γ0. The corresponding distances

are given by
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

d2
r1 = Esρ

2 2
5(11+3

√
3)

cos2 γ

d2
T1

= Esρ
2 20−14

√
2

5
sin2 γ

tan2 γ+(5
√

2−7)2

(3.23)
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By considering dr1 = dT1 , we obtain

γ0 = arctan

√
M0

1 −M0
(5

√
2 − 7)2 ≈ 5.1280, (3.24)

where M0 = 1
(10−7

√
2)(11+3

√
3)
. The other thresholds γi are obtained by using the same

process
⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

γ1 ≈ 5.26o

γ2 ≈ 8.40o

γ3 ≈ 15.38o

(3.25)

3.1.4 Performance of the max-dmin precoder for 16-QAM modulation

Minimum Euclidean distances for minimum distance based precoder in comparison with

diagonal precoders are shown in Fig. 3.6 in the case of a 16-QAM modulation. The

black curve represents the upper bound of max-dmin precoder depending on the value of

γ. It means that its expression is selected among Fr1 and FTi (i = 1⋯4).
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Figure 3.6: Comparison in terms of the minimum Euclidean distance.

For γ ≤ γ0, the performances of max-dmin and beamforming are very close with the same

difference. The light advantage of the proposed precoder is due to the rotation of 7.360

in the 256-QAM constellation. These precoders are both different to zero when the value
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Figure 3.7: Comparison the performance in terms of BER for 16-QAM modulation.

of the channel angle γ is small. When γ increases, the max-λmin solution is better than

MMSE, WF, QoS 3dB, and WF solutions in terms of dmin, but it is really outperformed

by the max-dmin precoder.

Due to the considerable improvement of dmin, a significant increase of BER is expected
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in comparison with diagonal precoders. Fig. 3.7 represents the BER performance with

respect to the SNR for a MIMO system using a 16-QAM modulation. For MIMO(2,2)

system, we observed that the proposed precoder provides a gain of 3 dB compared to

beamforming design for a BER = 10−2. It clearly confirms the max-dmin interest when an

ML receiver is used. This gain will even be higher if the number of antennas increases. For

MIMO(4,2) system, the max-dmin precoder provides a gain of about 6 dB in comparison

with beamforming at BER = 10−3.

3.2 General expression of max-dmin precoder for high-order

QAM modulations

The max-dmin solution is only available for two independent data-streams with a low-

order QAM modulation. That is due to the expression of the distance dmin that depends

on the number of data-streams, the channel characteristics, and the modulation. The

authors in [55] presented a design of a max-dmin precoder which allows transmitting

more than two independent data-streams, and increasing the 4-QAM alphabet to 16-

QAM or 64-QAM modulations. However, this precoding technique is only suitable to

quasi-stationary MIMO channels where a suboptimal solution is proposed by considering

a block-Toeplitz form.

We present, herein, an idea not only to reduce the complexity of the max-dmin precoder

but also to provide a significant enhancement of the minimum distance with respect to

existing precoding strategies for all rectangular QAM modulations. For a two indepen-

dent data-streams transmission, the MIMO channel is diagonalized by using a virtual

transformation and the precoding matrix is obtained by optimizing the minimum dis-

tance on both virtual subchannels. Then, the optimized expressions can be reduced to

two simple forms: the precoder F1 pours power only on the strongest virtual subchan-

nel, and the precoder F2 uses both virtual subchannels to transmit data symbols. These

precoding matrices are designed to optimize the distance dmin whatever the dispersive

characteristics of the channels are.

For a rectangular 4k-QAM modulation, the transmitted symbols belong to the set

S =
1

√
M

{a + b i ; a − b i ; −a + b i ; −a − b i} (3.26)
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where M = 2
3(4

k − 1) and a, b ∈ (1,3, . . . ,2k − 1).

3.2.1 Precoder F1

When the max-dmin precoder pours power only on the first virtual subchannel, it means

that the angles ψ = 0. The precoding matrix in (3.3) is, then, simplified as

F1 =
√
Es

⎛
⎜
⎝

cos θ sin θ eiϕ

0 0

⎞
⎟
⎠
. (3.27)

Fig 3.8 illustrates the received constellation on the first virtual subchannel provided by

a form of the precoder F1. We observe that it can be divided into four regions with

four corner points named as A,B,C, and D. When the angles θ and ϕ in (3.27) vary,

these four regions are scaled and rotated, respectively. The distance dmin is optimized

such that the nearest neighbors have the same distance. In other words, the triangle

(C,D,E) which is created by three transmitted vectors ( 1−i√
M
, −N+Ni√

M
)T , (−1−i√

M
, N+Ni√

M
)T ,

and (−1−i√
M
,
N+(N−2)i√

M
)T , where N = 2k − 1, is equilateral. The corresponding difference

vectors are defined by

x̆1 =
2

√
M

⎛
⎜
⎝

0

i

⎞
⎟
⎠
, x̆2 =

2
√
M

⎛
⎜
⎝

1

−N

⎞
⎟
⎠
, x̆3 =

2
√
M

⎛
⎜
⎝

1

−N + i

⎞
⎟
⎠
.

The corresponding normalized distances (d2/(Esρ
2 4
M )), are then given by

⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

d̄2
x̆1

= cos2 γ sin2 θ

d̄2
x̆2

= cos2 γ[cos2 θ − 2 cos θ. sin θ.N cosϕ +N2 sin2 θ]

d̄2
x̆3

= cos2 γ[cos2 θ − 2 cos θ. sin θ.(N cosϕ + sinϕ) + (N2 + 1) sin2 θ]

By considering d̄2
x̆1

= d̄2
x̆2

= d̄2
x̆3
, we get

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ϕF1 = arctan 1
2N+

√
3

θF1 = arctan(2 sinϕF1).
(3.28)
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The minimum Euclidean distance obtained by the precoder F1 is then

d2
F1

= Esρ
2 4

M

cos2 γ

N2 +
√

3N + 2
. (3.29)

For the beamforming precoder which has the same bit rate, i.e. M ′ = 2
3(4

2k − 1), the

distance dmin is given by

d2
Fbeam

= Esρ
2 4

M ′ cos2 γ = Esρ
2 4

M

cos2 γ

N2 + 2N + 2
. (3.30)

It is observed that the precoder F1 provides a slight improvement in terms of dmin in

comparison with the beamforming design. The normalized distance of the new precoder

is plotted in the Fig. 3.10 and its performance will be discussed in Section 3.3.
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Figure 3.8: Received constellation of the precoder F1.

3.2.2 Precoder F2

We presented, in the previous section, the optimized max-dmin solution for a 16-QAM

modulation. It has many expressions, and each expression corresponds to different in-

terval of the channel angle γ. Let us consider the last expression, i.e., the precoder FT4 .

The optimized expression is obtained with θ = π/4, ϕ = π/4, and ψ depending on γ. This
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precoder is denoted as F2, and is expressed as

F2 =

√
Es
2

⎛
⎜
⎝

cosψ 0

0 sinψ

⎞
⎟
⎠

⎛
⎜
⎝

√
2 1 + i

-
√

2 1 + i

⎞
⎟
⎠
. (3.31)

The optimized dmin of the precoder F2 is always provided by the two difference vectors

x̆4 =
2

√
M

⎛
⎜
⎝

1

0

⎞
⎟
⎠
, x̆5 =

2
√
M

⎛
⎜
⎝

1

−1 + i

⎞
⎟
⎠
.

The corresponding normalized distances are defined by

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

d̄2
x̆4

= 1
2 cos2 γ cos2ψ + 1

2 sin2 γ sin2ψ

d̄2
x̆5

= 2−
√

2
2 cos2 γ cos2ψ + 2+

√
2

2 sin2 γ sin2ψ

By solving equation d̄2
x̆4

= d̄2
x̆4
, we obtain

ψF2 = arctan

√
2 − 1

tanγ
. (3.32)

It can be realized that the form of F2 is rather simple. Therefore, for small dispersive

channels, only precoding matrix F2 in (3.31) is used to transmit signals on both virtual

subchannels. The minimum distance obtained by F2 is

d2
F2

= Esρ
2 4

M

(2 −
√

2) cos2 γ sin2 γ

1 + (2 − 2
√

2) cos2 γ
. (3.33)

Firstly, we demonstrate that the precoder F2 optimizes the distance dmin when there is no

dispersion between both virtual subchannels. Indeed, the minimum Euclidean distance

of F2 at the channel angle γ = π/4 is given by

d2
π/4 = Esρ

2 4

M

1

4
= Esρ

2
/M. (3.34)

Proposition 3.1. When the channel angle γ = π/4, the maximum value of dmin is given

by
√
Esρ2/M , and obtained if and only if ψ = π/4 or θ = π/4.
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Proof : see Appendix A.
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Figure 3.9: Received constellation of the precoder F2.

The normalized distance dmin/
√

4Esρ2/M of precoder F2 is shown on the Fig. 3.10. It

is observed that the maximum value of dF2 occurs when γ = γmax ≃ 32.7o. The exact
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value of γmax can be determined by using the calculus below

∂

∂γ
d2
F2

= 0, and
∂2

∂γ 2
d2
F2

< 0. (3.35)

By solving the equation of the first derivative and verifying the second derivative test,

we obtain

cos2 γmax =
1

√
2
,or γmax = arccos

1
4
√

2
. (3.36)

The minimum Euclidean distance at γmax is then

d2
F2∣γ=γmax

= Esρ
2 4

M
sin2 γmax = Esρ

2 4

M

√
2 − 1
√

2
. (3.37)

Proposition 3.2. For every channel angle γ ≥ γmax, the distance dmin obtained by a

precoding matrix Fd cannot exceed the distance dF2 in (3.33).

Proof : see Appendix B.

In other words, the optimized minimum distance, for every channel angle γ ≥ γmax, is

only provided by the precoder F2. Furthermore, the distance defined in (3.37) is the

maximum value that a linear precoder can obtain (see Appendix C). These properties

reaffirm that the proposed precoding matrix F2 is suitable to optimize the distance dmin

on both virtual subchannels, especially when the channels SNRs are small dispersive.

The received constellation of the precoder F2 is shown in the Fig. 3.9. It is observed

that the received symbols on both virtual subchannels are arranged on concentric circles.

The arrangement of received vectors on both subchannels are quite similar. One should

note that any two received vectors, which are close on one subchannel, are distant on

the other subchannel.

3.2.3 Channel threshold γ0

Fig. 3.10 illustrates the normalized distance dmin obtained by two new precoding matrix

F1 and F2. It is observed that the optimal distance is only governed by the channel

angle γ. The precoder F1 is just available for small γ, while precoder F2 is valid for high

value of the channel angle.
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Figure 3.10: Normalized minimum Euclidean distance.

For a given modulation, by considering d2
F1

= d2
F2

in (3.29) and (3.33), we obtain the

value of channel optimal threshold γo such that

tan2 γ0 =

√
2 − 1

√
2N2 +

√
6N +

√
2 − 1

(3.38)

When γ < γ0, the precoder F1 is used and the signal is transmitted over the strongest

virtual subchannel. On the contrary, when γ ≥ γ0, the precoder F2 is chosen and both

virtual subchannels are used to transmit signal. It is obvious that the higher order of the

modulation (N increases), the less we use the precoder F1, in other words, the smaller

γ0 is (eg: γ0 ≃ 17.28o for QPSK, γ0 ≃ 8.09o for 16-QAM, and γ0 ≃ 3.95o for 64-QAM

modulation).

3.3 Performance for high-order QAM modulations

3.3.1 Comparison of minimum Euclidean distance

Firstly, we indicate the improvement of our new precoder in terms of minimum Euclidean

distance. For diagonal precoders, the minimum Euclidean distance between two transmit
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vectors s and r can be simplified as

d2
min = min

s,r∈S,s≠r
∥HvFd(s − r)∥2

= min
s,r∈S,s≠r

Es
b

∑
i

λif
2
i ∣si − ri∣

2 (3.39)

where s = [s1, s2, .., sb]
T , r = [r1, r2, .., rb]

T , Fd = diag(f1, .., fb), and λ1 ≥ λ2 ≥ .. λb are

the ordered eigenvalues of HH∗. It is obvious that the minimum Euclidean distance is

obtained when the vectors s and r are different from only one symbol. The minimum

Euclidean distance of diagonal precoders is then defined by

d2
min = Es min

s,r∈S,s≠r
min
i=1..b

λif
2
i ∣si − ri∣

2

= Es min
i=1..b

λif
2
i min
s,r∈S,s≠r

∣si − ri∣
2

= 4βMEs min
i=1..b

λif
2
i (3.40)

where 4βM = 4/M = 6/(4k − 1) is the minimum Euclidean distance squared of the con-

stellation for a rectangular 4k-QAM modulation.

Precoder Minimum squared distance d2
min

Beamforming Esρ
2 4

M

cos2 γ

N2 + 2N + 2
(see Eq. (3.30))

max-λmin Esρ
2 4

M
cos2 γ sin2 γ

MMSE Esρ
2 4

M

sin2 γ

1 + tanγ

Water-filling Esρ
2 2

M
sin2 γ

max-dmin

⎧⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎩

Esρ
2 4

M

cos2 γ

N2 +
√

3N + 2
if γ ≤ γ0

Esρ
2 4

M

(2 −
√

2) cos2 γ sin2 γ

1 + (2 − 2
√

2) cos2 γ
other

Table 3.1: Comparison of the minimum Euclidean distances.

Thanks to the equation (3.40), the minimum distance corresponding to each precoder

can now be determined. Tab. 3.1 shows the distance dmin obtained by diagonal precoders

in comparison with our max-dmin precoder. The normalized distances dmin/
√

4Esρ2/M

for each precoder in the case of 64-QAM modulation are illustrated in Fig. 3.11. We

note that, for diagonal precoders (eg. WaterFiling [12], MMSE [32], max-λmin [33]), the

average transmit power is chosen large enough such that the power is allocated on both

virtual subchannels. It is observed that when γ ≤ γ0, the max-dmin precoder performs
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a slight enhancement compared to beamforming designs. This improvement remains in

constant for every channel angle γ and and reduces for higher-order modulations. The

performance of the max-λmin solution is better than the Water-filling and MMSE ones,

but it is really outperformed by the proposed precoder.
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Figure 3.11: Normalized minimum Euclidean distance for 64-QAM.

3.3.2 Diversity order of max-dmin precoder

This section demonstrates that our new precoder obtains the diversity order nT × nR

with the rectangular 4k-QAM modulation. For a Rayleigh fading channel, we consider

the approximation of error probability associated with constellations at the minimum

distance dmin multiplied by the number of neighbors at this distance [56]

Pe ≈
Ndmin

2
erfc

⎛
⎜
⎝

¿
Á
ÁÀd2

min

4N0

⎞
⎟
⎠
, (3.41)

where Ndmin
is the average number of all nearest neighbors by each vector symbol, and

N0 is the variance of the white gaussian noise ν.

The expressions of dmin obtained by F1 and F2 allow us to regulate the minimum distance

with two bounds depending only on λ1. Firstly, we recognized that the minimum distance

of max-dmin precoder is bounded below by that of F1. By considering the following
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inequality, we can find the upper bound of the minimum distance

(2 −
√

2) cos2 γ sin2 γ

1 + (2 − 2
√

2) cos2 γ
≤

cos2 γ

2
. (3.42)

Therefore, the minimum distance obtained by the max-dmin precoder satisfies the condi-

tion below

Esρ
2 4

M

cos2 γ

N2 +
√

3N + 2
≤ d2

min ≤ Esρ
2 2

M
cos2 γ, (3.43)

and for λ1 = ρ
2 cos2 γ

Esξ1λ1 ≤ d
2
min(max -dmin) ≤ Esξ2λ1, (3.44)

where ξ1 = 4
M(N2+

√
3N+2)

, and ξ2 = 2
M . By using, then, the condition of the largest

eigenvalue [57] in function of ∥H∥2

∥H∥2

m
≤ λ1 ≤ ∥H∥

2 (3.45)

where m = min(nT , nR), we have

Esξ1∥H∥2

m
≤ d2

min(max -dmin) ≤ Esξ2∥H∥
2 (3.46)

The error probability in (3.41) is now bounded by

Ndmin

2
erfc(

Esξ2∥H∥2

4N0
) ≤ Pe ≤

Ndmin

2
erfc(

Esξ1∥H∥2

4mN0
)

One should note that erfc(x) ≃ e−x
2
for x≫ 1, so the inequality above can be rewritten

as
Ndmin

2
e
−Esξ2∥H∥

2

4N0 ≤ Pe ≤
Ndmin

2
e
−Esξ1∥H∥

2

4mN0

The average error probability can now be determined by using the Rayleigh characteristic

of the transmit channel H, i.e: E[e−x∥H∥
2
] = (1+x)−nT nR . The upper and lower bounds

are then
Ndmin

2
(
SNR.ξ2

4
)

−nT nR
≤ P̄e ≤

Ndmin

2
(
SNR.ξ1

4mN0
)

−nT nR
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It is obvious that the error probability is bounded by two terms which vary as the

exponential function of SNR−nT nR . Consequently, the proposed precoder obtains a full

diversity order, i.e., nT nR.

3.3.3 Distribution of the channel angle and max-dmin precoder

When the channel varies, the max-dmin precoder uses F1 or F2 to optimize the minimum

Euclidean distance. Hence, the dmin enhancement depends on the channel angle γ. The

authors in [58] provided the joint probability distribution of two nonzero eigenvalues of

the matrix W = HH∗

f
(2)
λ1,λ2

(λ1, λ2) =
1

ns!(ns + 1)!
(λ1λ2)

nse−(λ1+λ2)(λ1 − λ2)
2

where ns = ∣nT −nR∣. By applying the change of variables λ1 = ρ
2 cos2 γ and λ2 = ρ

2 sin2 γ,

the joint probability distribution of the channel gain ρ and channel angle γ are given by

f (2)ρ,γ (ρ, γ) = f
(2)
λ1,λ2

(ρ2 cos2 γ, ρ2 sin2 γ)∣J∣ (3.47)

with the Jacobian of the transformation is defined by

∣J∣ = 4ρ3 sinγ cosγ(cos2 γ + sin2 γ) = 2ρ3 sin 2γ

The joint distribution in (3.47) can be now simplified as

f (2)ρ,γ (ρ, γ) =
2−2ns+1

ns!(ns + 1)!
cos2 2γ(sin 2γ)2ns+1ρ7+4nse−ρ

2

One should note that

Γ(k) = ∫
∞

0
ρ2k+1e−ρ

2

dρ =
1

2
∫

∞

0
tke−t dt = Γ(k + 1) =

k!

2

The probability distribution of the channel angle γ is then obtained by

f (2)ρ (ρ) = ∫
∞

0
f (2)ρ,γ (ρ, γ)dρ

=
2−2ns(2ns + 3)!

ns!(ns + 1)!
cos2 2γ(sin 2γ)2ns+1 (3.48)
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Figure 3.12 illustrates the distribution of the channel angle γ with different values of ns.

It is observed that the curve moves to the right when the number of antennas increases.

In other words, the more antennas we use, the less we need the precoder F1. The

distribution of the expression F1 for QPSK, 16-QAM and 64-QAM are illustrated in the

Tab. 4.2. It can be seen that the precoder F1 is also used less for higher orders of the

rectangular modulation. This property can be explained by the change of the channel

threshold γ0 in (3.38).
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Figure 3.12: Probability density functions of the angles γ.

Expressions MIMO (2,2) MIMO (3,2) MIMO (4,2)
QPSK 44.166 % 17.202 % 6.352 %
16-QAM 11.424 % 1.102 % 0.099 %
64-QAM 2.821 % 0.066 % ≃ 0%

Table 3.2: Percentage of use F1 for uncorrelated Rayleigh fading channels.

3.3.4 Bit-Error-Rate performance

This section illustrates the BER improvement of the new max-dmin precoder in com-

parison with other traditional precoding strategies. Let us consider a MIMO system

with nT = 3 transmit and nR = 2 receive antennas. In this system, the symbols are

separated into 2 independent data-streams. The channel matrix H is i.i.d zero-mean

complex Gaussian, while ν is zero-mean additive white Gaussian noise.
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Figure 3.13: Comparison the performance in terms of BER for 64-QAM modulation.

Given the enhancement of the minimum Euclidean distance, we can expect a gain of

our max-dmin precoder in terms of BER compared to diagonal precoding strategies. Fig.

3.13 illustrates the BER performance with respect to SNR for a 64-QAM modulation.

It is obvious that the max-dmin precoder obtains a large BER improvement compared to
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diagonal precoders. This result clearly demonstrates that our new precoder is particular

suited for reducing BER when an ML detection rule is considered at the receiver. When

the virtual channels are less dispersive (more antennas are used, for example), the BER

enhancement is more significant. A gain of about 8 dB can be observed at BER = 10−3

for MIMO(3,2) in comparison with 6 dB gain of SNR for MIMO(2,2).

3.4 Conclusion

We firstly introduced, in this chapter, the optimized solution of the max-dmin precoder for

two 16-QAM symbols. This optimal precoder selects the best precoding matrix among

five different expressions. In order to reduce the complexity of the max-dmin precoder

for high-order QAM modulations, a general expression of the minimum Euclidean dis-

tance based precoder is also presented. For two independent data-streams, the proposed

max-dmin precoder has two expressions: F1 pours power only on the first virtual sub-

channel, and F2 uses both virtual subchannels. It is demonstrated that our general form

obtains the optimized minimum distance for small and large dispersive channels.

As presented in the simulation results, the new precoder offers a significant improvement

on BER performance in comparison with traditional precoding strategies such as beam-

forming, water-filling, minimizing the mean square error, and max-λmin. Furthermore,

the distribution of both precoding matrices depends on the channel characteristics and

the number of antennas used at the transmitter and receiver. The more dispersive the

virtual subchannels are (more antennas are used, for example), the less we need the

precoder F1.



Appendices of chapter 3

A Proof of Proposition 3.1

Let us consider two difference vectors below

x̆a =
2

√
M

⎛
⎜
⎝

1

0

⎞
⎟
⎠
, x̆b =

2
√
M

⎛
⎜
⎝

0

1

⎞
⎟
⎠

We assume that there exist a precoding matrix Fd such that the minimum Euclidean

distance is larger or equal to
√
Esρ2/M . At that time, two corresponding normalized

distances must satisfy the condition

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

d̄2
a =

1
2 cos2ψ cos2 θ + 1

2 sin2ψ sin2 θ ≥ 1
4

d̄2
b =

1
2 cos2ψ sin2 θ + 1

2 sin2ψ cos2 θ ≥ 1
4

One should note that d̄2
a + d̄

2
b =

1
2 cos2ψ + 1

2 sin2ψ = 1
2 , so the distance d̄2

a and d̄2
b can not

both greater than 1
4 . The minimum Euclidean distance dmin, therefore, can not be larger

than
√
Esρ2/M . By considering d̄2

a = d̄
2
b =

1
4 , it can be concluded that the optimized dmin

can be obtained with θ = 45o or ψ = 45o.

B Proof of Proposition 3.2

Let us consider two more difference vectors

x̆c =
2

√
M

⎛
⎜
⎝

1

−1

⎞
⎟
⎠
, x̆d =

2
√
M

⎛
⎜
⎝

1

i

⎞
⎟
⎠
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where corresponding normalized distances are given by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

d̄2
a = cos2 γ cos2ψ cos2 θ + sin2 γ sin2ψ sin2 θ

d̄2
b = cos2 γ cos2ψ sin2 θ + sin2 γ sin2ψ cos2 θ

d̄2
c = cos2 γ cos2ψ(1 − 2 sin θ cos θ cosϕ) + sin2 γ sin2ψ(1 + 2 sin θ cos θ cosϕ)

d̄2
d = cos2 γ cos2ψ(1 − 2 sin θ cos θ sinϕ) + sin2 γ sin2ψ(1 + 2 sin θ cos θ sinϕ)

(3.49)

We assume that there exist a precoding matrix Fd at a channel angle γ ≥ γm such

that the minimum Euclidean distance is greater or equal to dF2 . In other words, four

corresponding distances d̄2
a, d̄2

b , d̄
2
c and d̄2

d are all greater or equal to the normalized

distance d̄2
F2
. We have

d̄2
a + d̄

2
b = cos2 γ cos2ψ + sin2 γ sin2ψ (3.50)

Firstly, we demonstrate that

cos2 γ cos2ψ ≥ sin2 γ sin2ψ (3.51)

Indeed, it is obvious that d̄2
a+ d̄

2
b ≥ 2.d̄2

F2
≥ 1/2, for γ ≥ γm. Therefore, if tan2ψ > 1/ tan2 γ

and γ ≤ π/4 (i.e. cos2 γ ≥ sin2 γ), we can obtain the contradiction below

d̄2
a + d̄

2
b < cos2 γ sin2 γ + sin2 γ cos2 γ ≤ 1/2

Furthermore, d̄2
b can be rewritten as

d̄2
b = (cos2 γ cos2ψ − sin2 γ sin2ψ) sin2 θ + sin2 γ sin2ψ

Since d̄2
b ≥ d̄

2
F2
, we get

(cos2 γ cos2ψ − sin2 γ sin2ψ) sin2 θ ≥ d̄2
F2
− sin2 γ sin2ψ
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Please note that cos2 γ cos2ψ − sin2 γ sin2ψ ≥ 0 (3.51) and sin θ cos θ ≥ sin2 θ, so we have

(cos2 γ cos2ψ − sin2 γ sin2ψ) sin θ cos θ ≥ d̄2
F2
− sin2 γ sin2ψ (3.52)

In addition, the difference vectors which are provided by x̆c and x̆d depend on the rotation

angle ϕ:

• For ϕ ≤ π/4, or cosϕ ≥ 1/
√

2

The normalized distance d2
c can be now represented as

d2
c = [cos2 γ cos2ψ + sin2 γ sin2ψ]

− [cos2 γ cos2ψ − sin2 γ sin2ψ]2 sin θ cos θ cosϕ

From (3.52), we have

d2
c ≤ [cos2 γ cos2ψ + sin2 γ sin2ψ] −

√
2(d̄2

F2
− sin2 γ sin2ψ)

≤ cos2 γ cos2ψ + (
√

2 + 1) sin2 γ sin2ψ −
√

2.d̄2
F2

(3.53)

One should note that

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

cos2 γ cos2ψ2 + sin2 γ sin2ψ2 = 2.d̄2
F2

cos2 γ cos2ψ2 + (
√

2 + 1) sin2 γ sin2ψ2 = (
√

2 + 1).d̄2
F2

where ψ2 = arctan
√

2−1
tanγ is the power allocation parameter of the precoding matrix F2.

Moreover, it is obvious that

(
√

2 + 1) sin2 γ ≥ cos2 γ ≥ sin2 γ

for all value of γ in the range of π/4 ≥ γ ≥ γm. For this reason, we obtain

i) if ψ > ψ2

cos2 γ cos2ψ + sin2 γ sin2ψ < 2.d̄2
F2
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ii) if ψ < ψ2

cos2 γ cos2ψ + (
√

2 + 1) sin2 γ sin2ψ < (
√

2 + 1).d̄2
F2

From (3.50), (3.53), and the above property, it can be concluded that the distances d̄2
a,

d̄2
b , and d̄

2
c can not be all greater than the normalized distance d̄2

F2
.

• For π/2 ≥ ϕ ≥ π/4, or sinϕ ≥ 1/
√

2

Hence, the normalized distance d2
d which is defined by

d2
d = [cos2 γ cos2ψ + sin2 γ sin2ψ]

− [cos2 γ cos2ψ − sin2 γ sin2ψ]2 sin θ cos θ sinϕ

can be superior limited by

d2
d ≤ cos2 γ cos2ψ + (

√
2 + 1) sin2 γ sin2ψ −

√
2.d̄2

F2
(3.54)

By using the same method as the case ϕ ≤ π/4, we can concluded that d̄2
a, d̄2

b , and d̄2
d

can not be all greater than d̄2
F2
.

C Maximum value of the distance dmin

We consider two more difference vectors

x̆e =
2

√
M

⎛
⎜
⎝

1

−1 + i

⎞
⎟
⎠
, x̆f =

2
√
M

⎛
⎜
⎝

1 + i

−1

⎞
⎟
⎠

The corresponding normalized distances are given by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

d̄2
e = cos2 γ cos2ψ(cos2 θ + 2 sin2 θ − 2Φ sin θ cos θ)

+ sin2 γ sin2ψ(sin2 θ + 2 cos2 θ + 2Φ sin θ cos θ)

d̄2
f = cos2 γ cos2ψ(2 cos2 θ + sin2 θ − 2Φ sin θ cos θ)

+ sin2 γ sin2ψ(2 sin2 θ + cos2 θ + 2Φ sin θ cos θ)
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where Φ = sinϕ + cosϕ. If we assume that there exist a precoding matrix Fd such that

the minimum Euclidean distance is greater or equal to dγm , it means that d̄2
a, d̄2

b , d̄
2
c , d̄2

d,

d̄2
e, and d̄2

f are all greater or equal to (
√

2 − 1)/
√

2.

Like Appendix 3.2, we can demonstrate that ψ satisfies the inequality (3.51) and the

optimized minimum Euclidean distance in d̄2
a, d̄2

b ,..., d̄
2
f is obtained by sin θ cos θ = sin2 θ

(θ = π/4). The normalized distances above can be now simplified as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

d̄2
c = cos2 γ cos2ψ(1 − cosϕ) + sin2 γ sin2ψ(1 + cosϕ)

d̄2
d = cos2 γ cos2ψ(1 − sinϕ) + sin2 γ sin2ψ(1 + sinϕ)

d̄2
e = d̄

2
f = cos2 γ cos2ψ(3/2 − cosϕ − sinϕ)

+ sin2 γ sin2ψ(3/2 + cosϕ + sinϕ)

In the end of this appendix, we show that d̄2
c , d̄2

d and d̄2
e can not be all greater than

(
√

2 − 1)/
√

2.

• For ϕ ≤ π/4, we have d̄2
c ≤ d̄

2
d

By using the same method as the Appendix 3.2, we find that the optimized dmin of two

distances d̄2
c and d̄2

e is obtained when d̄2
c = d̄

2
e or

tan2ψopt =
2 sinϕ − 1

2 sinϕ + 1

1

tan2 γ
(3.55)

By substituting ψopt into the d̄2
c , we get

d̄2
c =Ψ(2 sinϕ + 1)(1 − cosϕ) +Ψ(2 sinϕ − 1)(1 + cosϕ)

= 2Ψ(2 sinϕ − cosϕ) ≤ 2Ψ(2
1

√
2
−

1
√

2
)

where Ψ =
sin2 γ sin2 ψ

2 sinϕ−1 =
cos2 γ cos2 ψ

2 sinϕ+1 . The optimized dmin is, therefore, provided by ϕ = π/4

and ψopt = ψ2. In other words, the maximum value of the distance dmin is dγm .

• For ϕ ≥ π/4, we can implement a similar way by considering the optimal parameter

tan2ψopt =
2 cosϕ − 1

2 cosϕ + 1

1

tan2 γ
(3.56)
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Extension of max-dmin precoder for

large MIMO systems

In the previous chapter, we presented a non-diagonal linear precoder which maximizes

the minimum Euclidean distance (max-dmin) for rectangular QAM modulations. This

max-dmin precoder obtains a large performance improvement in terms of BER compared

to diagonal precoders. However, the max-dmin solution is only available for two indepen-

dent data-streams. That is due to the expression of the distance dmin that depends on

the number of data-streams, the channel characteristics, and the modulation.

This chapter proposes a heuristic solution which permits increasing the number of trans-

mit symbols. Firstly, by decomposing the propagation channel into 2 × 2 eigen-channel

matrices, and applying the new max-dmin precoder (presented in Chapter 3) for inde-

pendent pairs of data-streams, a suboptimal solution for large MIMO systems can be

obtained [59]. The precoder is denoted as Equal-dmin(E-dmin), and is presented in section

4.1. One should note that this sub-optimal solution can only achieve an even number of

data-streams. Therefore, we extend, in section 4.2, the design of max-dmin precoders for

a three parallel data-stream schemes. Thanks to the three-dimensional (3-D) scheme,

an extension for an odd number of data-streams is obtained by decomposing the virtual

channel into (2 × 2) and (3 × 3) eigen-channel matrices. The simulation results with

perfect and imperfect CSI estimation confirm a significant improvement in terms of BER

for the proposed solution.

79
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4.1 Cross-form precoding matrix for large MIMO systems

4.1.1 Principle of E-dmin precoder

Let us consider a large MIMO system over which an even number of datastreams (b ≥

4) are transmitted. As known, by using the virtual transformation, the input-output

relation can be expressed as

y = HvFds + ηv, (4.1)

where Hv = GvHFv is the b× b virtual channel matrix, ηv = Gvν is the b×1 transformed

additive Gaussian noise vector. The eigen-channel matrix is diagonal and denoted as

Hv = diag{σ1, σ2,⋯, σb}.

As presented in chapter 3, for a M-QAM (M = 4k) modulation with b = 2 data-streams,

the optimal precoding matrix has two expressions

• if 0 ≤ γ ≤ γ0

Fd = F1 =
√
Es

⎛
⎜
⎝

cos θ1 sin θ1 e
iϕ1

0 0

⎞
⎟
⎠

(4.2)

where
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ϕ1 = arctan 1
2(2k−1)+

√
3

θ1 = arctan(2 sinϕ1).

• if γ0 ≤ γ ≤ π/4

Fd = F2 =

√
Es
2

⎛
⎜
⎝

cosψ2 0

0 sinψ2

⎞
⎟
⎠

⎛
⎜
⎝

√
2 1 + i

-
√

2 1 + i

⎞
⎟
⎠

(4.3)

where ψ2 = arctan
√

2−1
tanγ .

The value of the optimal channel threshold γ0 is defined by

tan2 γ0 =

√
2 − 1

√
2N2 +

√
6N +

√
2 − 1

, (4.4)

where N = 2k − 1.

In the case of large MIMO channels (b > 2), we can extend this solution by decomposing

the (b×b) eigen-channel matrix into 2×2 eigen-channel matrices and optimize the distance
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dmin for each pair of data-streams. The extension is denoted as E-dmin, and consists of

four main steps [59]:

1. Obtain the virtual diagonal matrix Hv by using a virtual transformation.

2. Associate b/2 couples of singular values following the combination (σ1, σb), (σ2, σb−1),

..., (σb/2, σb/2+1) to obtain b/2 2-D virtual sub-systems.

3. Apply the optimal 2D max-dmin solution on each subsystem with the power con-

straint equals to 1.

4. Allocate the power of each subsystem by the coefficient Υi such that

Υ2
i = Es

⎛

⎝
δ2
i

b/2
∑
k=1

1

δ2
k

⎞

⎠

−1

for i = 1, ..., b/2 (4.5)

where δi is the minimum Euclidean distance of the subsystem #i given in the step 3.
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Figure 4.1: System model E-dmin solution.
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On this scheme, the precoding matrix Fd in (4.1) is expressed as

Fd =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

Υ1f
(1)
1 Υ1f

(1)
2

Υ2f
(2)
1 Υ2f

(2)
2

⋱ ⋰

Υb/2f
(b/2)
1 Υb/2f

(b/2)
2

Υb/2f
(b/2)
3 Υb/2f

(b/2)
4

⋰ ⋱

Υ2f
(2)
3 Υ2f

(2)
4

Υ1f
(1)
3 Υ1f

(1)
4

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(4.6)

where the sub-precoder Fd =
⎛
⎜
⎝

f
(i)
1 f

(i)
2

f
(i)
3 f

(i)
4

⎞
⎟
⎠
is the 2-D max-dmin solution (presented in 4.2)

for the eigen-channel matrix Hvi = diag{σi, σb−i+1}, with i = 1,⋯, b/2. The precoder Fd

can also be expressed as

Fd = diag {Υ1f
(1)
1 ,⋯,Υb/2f

(b/2)
1 ,Υb/2f

(b/2)
4 ,⋯,Υ1f

(1)
4 }

+antidiag{Υ1f
(1)
2 ,⋯,Υb/2f

(b/2)
2 ,Υb/2f

(b/2)
3 ,⋯,Υ1f

(1)
3 } (4.7)

This expression is the association of a diagonal precoder and a new anti-diagonal form

in order to enhance the performance of the system (i.e. improve the dmin criterion).

Fig. 4.1 illustrates the synoptic of E-dmin solution with b/2 subsystem. At the receiver,

several ML detections are used to optimize the minimum distance for b/2 pairs of datas-

treams. The number of distances to be compared is therefore equal to b/2 ×M2 for a

M-QAM modulation. In comparison with diagonal precoders, where the complexity of

this quantizer is bM , the complexity of the proposed precoder is higher, but it is really

less than the general non-diagonal solution (i.e. M b for full ML detections).

4.1.2 Performance for large MIMO systems

In this section, we compare the performance of the proposed precoder with other sophis-

ticated transceivers such as the linear precoder using Decision Feedback Equalization
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(DFE) transceiver [60], the linear transceiver with bit allocation [61], the vector pertur-

bation precoding scheme [62], and the minimum BER block design for ZF equalization

[63].
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Figure 4.2: BER performance for large MIMO systems.

Since the extension for large MIMO channel is obtained by decomposing the channel

into 2 × 2 eigen-channel matrices and optimize the distance dmin for each pair of data-

streams, b2M
2 ML tests are implemented to optimize the minimum distances of b/2 sub-

systems. In comparison with the sophisticated transceivers above, the ML complexity

of our proposed precoder is higher (i.e. b
2M

2 compared to bM). However, the extension

of the 2D-max-dmin precoder exhibits a higher diversity order than the other precoding

strategies. Fig. 4.2 illustrates the BER performance for MIMO (4,4) systems using 16-

QAM modulation. The comparison of our proposed precoder and other schemes shows

that the BER performance is significantly enhanced at high SNR. A gain of about 4 dB

is observed at high SNR in comparison with other precoding schemes.

Then, we consider the impact of imperfect CSI estimation on the BER improvement of

max-dmin precoder. Fig. 4.3 illustrates the BER performance with respect to SNR in

the case of perfect CSI and imperfect CSI estimation. The estimated channel matrix of

imperfect CSI system can be modeled as Hest = H + Herr, where Herr represents the

channel estimation error. The optimal training signals for the MIMO-OFDM channel

estimation can be found in [64]. In this simulation, we assume that the entries of Herr
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Figure 4.3: BER performance for perfect CSI and imperfect CSI estimations.

are complex Gaussian i.i.d random with mean zero and variance σerr = 0.5σ, σerr = 0.4σ,

and σerr = 0.3σ, where σ2 is the variance of the complex Gaussian entries of H. It is

observed that the BER performance of the max-dmin precoder decreases at high SNR,

but the BER improvement of our new precoder remains significant in comparison with

other precoders.

4.2 Three-Dimensional max-dmin precoder

We propose, in this section, a new design of max-dmin precoders for a three parallel

data-stream scheme. This precoder is the optimal solution of the three-dimensional dmin

scheme presented in [65]. The proposed precoder not only allocates power on the three

subchannels but also optimizes the minimum Euclidean distance between symbol points

at the receiver. Therefore, when a maximum likelihood (ML) detection is considered at

the receiver [51], the performance of the MIMO system in terms of BER is significantly

enhanced. For large MIMO systems with odd number of data-streams, we can extend

the new 3-D max-dmin solution by decomposing the (b×b) eigen-channel matrix into 2×2

and 3×3 eigen-channel matrices, and optimize the minimum Euclidean distance for each

sub-systems.
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4.2.1 Parameterized form of the three-dimensional max-dmin precoder

In the case of three independent datastreams, the virtual channel matrix can be param-

eterized as

Hv = ρ

⎛
⎜
⎜
⎜
⎜
⎜
⎝

cosγ1 0 0

0 sinγ1 cosγ2 0

0 0 sinγ1 sinγ2

⎞
⎟
⎟
⎟
⎟
⎟
⎠

, (4.8)

where ρ, γ1 and γ2 represent respectively the channel gain and the channel angles. As

the diagonal elements of Hv are sorted in decreasing order, we have 0 ≤ γ2 ≤ π/4 and

cosγ2 ≤ cotanγ1.

Our objective is to find the precoding matrix Fd in 4.1 satisfying the power constraint

trace{FdF
∗
d} = Es. By using a singular value decomposition (SVD), we can reduce the

complexity of the precoding matrix Fd. This matrix is then represented as

Fd = AΣB∗, (4.9)

where A and B∗ are 3 × 3 unitary matrices, and Σ is a 3 × 3 diagonal matrix with real

positive values in decreasing order. It is noted that

trace{FdF
∗
d} = trace{ΣΣ∗

} = Es. (4.10)

Hence, the power constraint across all transmit antennas can be replaced by the following

decomposition of the diagonal matrix Σ

Σ =
√
Es

⎛
⎜
⎜
⎜
⎜
⎜
⎝

cosψ1 0 0

0 sinψ1 cosψ2 0

0 0 sinψ1 sinψ2

⎞
⎟
⎟
⎟
⎟
⎟
⎠

. (4.11)

In order to simplify the constrained optimization problem, we consider a lower bound on

the minimum Euclidean distance presented in [33]

d2
min ≥ λmin(SNR(Fd)) min

xk,xl∈S,xk≠xl
∥(xk − xl)∥

2 (4.12)

where λmin(SNR(Fd)) is the minimum eigenvalue of the SNR-like matrix given by

SNR(Fd) = HvFdF
∗
dHv.
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It is obvious that the higher the minimum eigenvalue of SNR(Fd), the greater the min-

imum Euclidean distance. Therefore, we can reduce the complexity of the optimization

problem by maximizing the smallest eigenvalue of SNR(Fd).

The unitary matrix B has no effect on the eigenvalue of SNR(Fd). In other words, the

singular values of the global channel HvFd are not dependent on matrix B.

Proposition 4.1. The optimized singular values of the matrix HvFd are given by A = I3.

Proof : see Appendix A.

By proposing only a diagonal matrix Σ to maximize the minimum singular value of HvFd,

we could find the max−λmin solution presented in [33]. In this paper, the criterion that

optimizes the minimum Euclidean distance is concerned. Therefore, not only the matrix

Σ but also the matrix B∗ are considered to maximize dmin.

The 3 × 3 unitary matrix B∗ can be parameterized as [66]

B∗
= BβBθBϕ (4.13)

with Bβ =

⎛
⎜
⎜
⎜
⎜
⎜
⎝

eiβ1 0 0

0 eiβ2 0

0 0 eiβ3

⎞
⎟
⎟
⎟
⎟
⎟
⎠

, Bϕ =

⎛
⎜
⎜
⎜
⎜
⎜
⎝

1 0 0

0 eiϕ2 0

0 0 eiϕ3

⎞
⎟
⎟
⎟
⎟
⎟
⎠

and Bθ =

⎛
⎜
⎜
⎜
⎜
⎜
⎝

c1 s1c2 s1s2

s1c3 −c1c2c3 − e
iϕ1s2s3 −c1s2c3 + e

iϕ1c2s3

s1s3 −c1c2s3 + e
iϕ1s2c3 −c1s2s3 − e

iϕ1c2c3

⎞
⎟
⎟
⎟
⎟
⎟
⎠

where ci = cos θi and si = sin θi for i = 1, ..,3 with 0 ≤ θi ≤ π/2, 0 ≤ βi and ϕi ≤ 2π.

Proposition 4.2. The matrix Bβ has no influence on dmin and the range of the angles

in Bθ and Bϕ can be bounded by 0 ≤ θ1, θ3 ≤ π/2, 0 ≤ θ2 ≤ π/4 and 0 ≤ ϕ1, ϕ2, ϕ3 ≤ π.

Proof : see Appendix B.

Consequently, the parameterized form of the three-dimensional max-dmin precoder can

be simplified as

Fd = ΣBθBϕ. (4.14)

Our objective becomes searching for the different angles ψi, θi and ϕi to maximize the

minimum Euclidean distance. As in the two-dimensional case, the angles ψi control the
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power allocation on virtual subchannels, while θi and ϕi correspond to the scaling and

the rotation of the received constellation, respectively.

The main difference between our precoder and diagonal precoders is the dependence of

the optimized solution on the constellation of transmitted signals. It is observed that the

more symbols the constellation has, the more complex the expression of the precoder is.

In fact, the max-dmin precoder transforms a M-QAM transmitted signal into M3 symbols

on each subchannel. Therefore, it is difficult to determine which distances are minimum

and how to optimize these distances. In the next sections, we point out the max-dmin

solutions for three dimensional MIMO spatial multiplexing systems.

4.2.2 Optimal max-dmin precoder for a BPSK modulation

If a BPSK modulation is considered at the transmitter, the symbols on each data stream

belong to the set {1,−1}. Let us define x̆ as the difference between the possible transmit-

ted vectors, i.e., x̆ = xk−xl with xk ≠ xl. Then, the difference vectors are combinations of

three elements in the set {0,2,−2}. In the case of b = 3 data streams, the set of difference

vectors denoted as X̆BPSK has 3b−1 = 80 elements. By eliminating the collinear vectors,

we can reduce X̆BPSK to only 13 elements.

A numerical search on precoder angles which maximize the minimum Euclidean distance

for all channel angles γ1 and γ2, shows that the max-dmin precoder has two main different

expressions. The first one uses only the strongest virtual subchannel, and it will be

denoted as Fbc1 . The other precoder allows power allocation on all subchannels, and it

will be denoted as Fbc2 . Appendix 4.3 demonstrates that the third virtual subchannel is

not used for BPSK modulation, but all antennas are used physically at both the transmit

and receive sides.

Precoder Fbc1

Only the first virtual subchannel is used for this precoder, meaning that the matrix

Σ = diag(1,0,0). Then, the angles θ3 and ϕ1 have no influence on the matrix precoder

Fbc1 and can be assumed to be 0. A numerical maximization of the Euclidean distance

shows that θ2 = π/4. The exact values of the other angles θ2, ϕ2 and ϕ3 are shown in
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our works [65]. By replacing the values into the expression (4.14), the precoder Fbc1 is

then simplified as

Fbc1 =

√
Es

√
5

⎛
⎜
⎜
⎜
⎜
⎜
⎝

√
3 eiπ/2 eiπ/6

0 0 0

0 0 0

⎞
⎟
⎟
⎟
⎟
⎟
⎠

(4.15)

−1.5 −1 −0.5 0 0.5 1 1.5
−1

−0.5

0

0.5

1

1

2

3

4

5

6

7

8

real part

im
a

g
in

a
ry

 p
a

rt

Figure 4.4: Received constellation for the precoder Fbc1 .

A received constellation obtained by the optimal precoder Fbc1 is represented on Fig.

4.4. In the figure, the points denoted from 1 to 8 correspond to the 8 possible received

symbols. We observe that the optimized dmin is obtained when point 7 is the center of

the rectangular created by the points (2,4,6,8). The minimum distance is defined by

d2
bc1 =

4

5
Esρ

2 cos2 γ1 (4.16)

Precoder Fbc2

If the difference between the first and second virtual subchannels is small, the precoder

Fbc2 is considered at the transmitter. In Appendix C, we demonstrate that the optimized

dmin is obtained for the angle ψ2 = 0. In other words, only two virtual subchannels are

used for the precoder. Fig. 4.5 illustrates the received constellations on the two subchan-

nels with the points numbered from 1 to 8 like the case of precoder Fbc1 . One should

note that the received vectors on the second virtual subchannel stay on the horizontal

axes. This remark can be explained by the symmetric properties of difference vectors,

the form of Fbc2 , and the rotation angles such that ϕ2 = π − ϕ3.
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Figure 4.5: Received constellation for the precoder Fbc2 .

We can also find, in Appendix C, the analytical angles for precoder Fbc2 . The angle ψ1

depends on the channel angles, while the others are constants:

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ψ1 = arctan
√

cotan2 γ1/ cos2 γ2

Rmax

θ1 ≃ 55.838o, θ2 = 45o, θ3 ≃ 31.306o, ϕ1 = 90o, ϕ3 ≃ 47.266o
(4.17)

where Rmax is the maximum value of R12 = Ψ1/Ψ2 and defined in Appendix C. The

optimal dmin for the precoder Fbc2 is therefore expressed as a function of the channel

parameters

d2
bc2 =

4

3
Esρ

2 cos2 γ1
Rmax + 1

Rmax + σ2
1/σ

2
2

(4.18)

where σ1/σ2 = cotanγ1/ cosγ2 corresponds to a ratio between the first and the second

virtual subchannels.

Range of definition for precoders Fbc1 and Fbc2

Range of definition for Fbc1 and Fbc2 is obtained by comparing two quantities d2
bc1

and

d2
bc2

, defined respectively in (4.16) and (4.18). It is noted that both distances are only

governed by the channel angles γ1 and γ2. Fig. 4.6 illustrates the normalized Euclidean

distances dmin with respect to channel parameters (in degrees) for Fbc1 and Fbc2 pre-

coders. We see that the distance dbc1 depends on γ1 only, while dbc2 depends on both

channel angles γ1 and γ2. By considering d2
bc1

= d2
bc2

, the threshold for the precoder can

be defined by

σ2
1/σ

2
2 =

2Rmax + 5

3
(4.19)

Consequently, the ratio between the first and the second virtual subchannels determines

the optimal precoder: Fbc1 for σ1/σ2 ≥
√

(2Rmax + 5)/3 ≃ 2.79 and Fbc2 for σ1/σ2 ≤ 2.79.
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Figure 4.6: Range of definition for precoders Fbc1 and Fbc2 .

4.2.3 Optimal max-dmin precoder for a QPSK modulation

The transmitted symbols belong to S = 1√
2
{1 + i,1 − i,−1 + i,−1 − i} for a QPSK mod-

ulation. By eliminating the collinear vectors, the set of difference vectors, denoted as

X̆QPSK , has up to 151 elements. Therefore, the expression of max-dmin precoder for a

QPSK modulation is more complex than for the case of BPSK. The expressions of this

precoder can be classified into three categories which enable power on one, two and three

virtual subchannels, in respectively.

Precoder Fqc1

The received constellation on the first virtual subchannel of Fqc1 is shown in Fig. 4.7.

It is observed that the constellation looks like a rotation of the 64-QAM modulation.

Because the second and the third virtual subchannels are not available, the angles ϕ1

and θ3 have no influence on the performance of dmin and are consequently assumed to

be zero. It was shown in [65] that the other angles of Fqc1 are constant and defined by

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

θ1 = arctan
√

5(
√

3+1)√
2

, θ2 = arctan 1
2

ϕ2 = ϕ3 = π/12
(4.20)
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The minimum distance obtained by Fqc1 is then

d2
qc1 = 2Esρ

2 cos2 γ1
1

11 + 5
√

3
(4.21)
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Figure 4.7: Received constellation for the precoder Fqc1 .

Precoder Fqc2 and precoder Fqc3

These precoders enable power on two and three virtual subchannels, respectively. The

complexity of the dmin optimization problem is exponentially proportional to the order

of the modulation and to the number of the virtual subchannels used for transmitting

signal.

Proposition 4.3. When channel varies from (γ1,γ2) to (γ′1,γ
′
2), the Euclidean distances

provided by any two difference vectors can be kept equal by changing only the angles ψ1,

ψ2 but retaining values of the angles θi and ϕi (i = 1..3).

Proof : see Appendix D.

One should note that the optimized dmin is always provided by a limited number of

difference vectors. By equalizing the Euclidean distances created by these vectors, we

can obtain the exact expressions of the max-dmin precoder. Thanks to the Proposition

4.3, it can be concluded that the precoders Fqc2 and Fqc3 are provided by different sets

of the constant angles θi and ϕi (i.e. the matrix B∗ is not changed).
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(a) First virtual subchannel
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(b) Second virtual subchannel

Figure 4.8: Received constellation for the fourth expression of the precoder Fqc2 .

a) Expressions of Fqc2 : A numerical search, which maximizes the minimum Euclidean

distance, shows that the precoder Fqc2 can have four different expressions. The received

constellation of the fourth form is illustrated on the Fig. 4.8. We observe that whenever

two received vectors are close on one virtual subchannel, they are distant on the other.

The optimized solution is obtained when the minimum Euclidean distance is provided

by several difference vectors. By solving the system of trigonometric equations, the
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analytical values of all angles in the max-dmin precoder are determined (see Appendix

D). These optimized angles are described in the Tab. 4.1. It is noted that θi and ϕi

are constant while ψi varies and is defined by using standard sets (γsi ,ψ
s
i ). Because the

precoder Fqc2 uses only two first virtual subchannels, the angle ψ2 then has no impact

on the performance and can be assumed to be 0. The optimized angle ψ1 for a channel

(γ1, γ2) is given by

ψ1 = atan

¿
Á
ÁÀtan2 γs1 cos2 γs2

tan2 γ1 cos2 γ2
tan2ψs1 (4.22)

where ψs1 is the optimized angle for the standard channel (γs1,γ
s
2).

b) Expressions of Fqc3 : The analytical values of all angles in Fqc3 are solved by using the

process presented in Appendix D. There are three exact expressions of the precoder Fqc3

(see in Tab. 4.1). Like the case of Fqc2 , the optimized angles θi and ϕi (i = 1..3) are

constant, while the optimized angles ψ1 and ψ2 for a channel (γ1, γ2) are defined by

ψ2 = atan
√

C2

tan2 γ2
, ψ1 = atan

√
C1

tan2 γ1 cos2 γ2 cos2ψ2
(4.23)

where C1 = tan2 γs1 cos2 γs2 cos2ψs2 tan2ψs1, and C2 = tan2 γs2 tan2ψs2 with (ψs1,ψ
s
2) are the

optimized angles for the standard channel (γs1,γ
s
2).

Fqc2 θ1 θ2 θ3 ϕ1 ϕ2 ϕ3 (γs1 ,γ
s
2) → ψs1

(a) 44.49197 30.59366 39.65316 0 161.56505 0 (15,15) → 38.52143
(b) 32.34322 37.85164 56.71270 180 0 45 (20,20) → 39.79551
(c) 62.52239 22.59606 66.97236 85.31834 21.52669 118.15496 (30,15) → 35.82249
(d) 37.42924 22.5 38.45324 180 90 135 (40,10) → 39.90584
Fqc3 θ1 θ2 θ3 ϕ1 ϕ2 ϕ3 (γs1 ,γ

s
2) → (ψs1,ψ

s
2)

(a) 42.33339 45 50.63553 90 155.25922 24.74077 (25,40) → (50.50301, 42.03657)
(b) 52.86439 40.77576 53.32112 115.27892 145.43734 72.71867 (40,30) → (46.29106, 39.24208)
(c) 52.01812 45 90 0 45 135 (45,45) → (38.45504, 33.51067)

Table 4.1: Optimized angles in degree for the precoders Fqc2 and Fqc3

4.2.4 Range of definition for precoders Fqc1, Fqc2 and Fqc3

Our objective is to select among the eight expressions of Fqc1 , Fqc2 and Fqc3 the precoder

which provides the highest minimum Euclidean distance. By substituting the angles in

Tab. 4.1 into (4.14), the dmin distances obtained by these precoders are determined.
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Please note that the minimum distances for the precoder Fqc2 and Fqc3 are always pro-

vided by the difference vector [0,0,
√

2]T , and, therefore, defined by

d2
min = ∥HvΣBθBϕ × [0,0,

√
2]T )∥2. (4.24)

Fig. 4.9 plots the range of definition for the eight expressions of our max-dmin precoder

as a function of the channel angles γ1 and γ2 in degrees. It is observed that the precoder

Fqc1 is available for a small channel angle γ1 (e.g., less than π/18) and the distance d2
qc1

depends only on γ1. For Fqc2 , the first expression is available for all values of the channel

angle γ2. The others expressions of Fqc2 are presented for small values of γ2, while three

expressions of the precoder Fqc3 are available for higher γ2. However, the minimum

Euclidean distances obtained by Fqc2 and Fqc3 both depend on the two channel angles.

0 5 10 15 20 25 30 35 40 45 50
0

5

10

15

20

25

30

35

40

45

!
1
 in degrees

! 2
 i
n
 d

e
g
re

e
s

Fqc1

F
q
c 2

(a
)

F
q
c 2

(b
)

F
q
c 2

(c
)

F
q
c 2

(d
)

Fqc3
(a)

Fqc3
(b)

Fqc3
(c)

Figure 4.9: Range of definition for QPSK modulation.

4.2.5 Simulation results

Comparison of the minimum Euclidean distance

The normalized minimum Euclidean distance for max-dmin and diagonal precoders in

the case of BPSK and QPSK modulations are plotted in Fig. 4.10 and Fig. 4.11,

respectively. For diagonal precoders, the average transmit power Es is chosen large
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enough such that the precoders always allocate power on all eigen-subchannels (i.e. the

minimum Euclidean distance is greater than 0).

In the case of BPSK modulation, three diagonal precoders are compared with our pre-

coder: max-λmin [33], MMSE [32] and WaterFilling [12]. It is observed that the Fbc1

solution is better than the diagonal precoders in terms of dmin for most of different chan-

nel angles. When the three eigen-subchannels are close (σ1 ≃ σ2 ≃ σ3), the diagonal

precoders are better than Fbc1 but are really outperformed by the max-dmin precoder.
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Figure 4.10: Normalized Euclidean distance dmin for BPSK.

To examine the performance of the minimum Euclidean distance for QPSK modulation,

we consider, for example, a specific channel in which the SNRs of the second and third

virtual subchannels are equal (i.e. ρ2 = ρ3 or γ2 = π/4). The normalized minimum

Euclidean distances (i.e. d2
min/Es/ρ

2) for the proposed precoder and several diagonal

precoders are plotted in Fig. 4.11. The optimized distance of our max-dmin precoder is

then provided by Fqc1 , Fqc2(a), Fqc3(a) and Fqc3(c). It is observed that the precoder

Fqc1 has a small improvement in terms of dmin compared with the beamforming 64-QAM

precoder. This gain remains constant for every channel and comes from the rotation of

the 64-QAM constellation. One should note that both precoders are much larger than

zero for small channel angles γ1. When γ1 increases, the minimum Euclidean distance of

max-λmin, MMSE and WF are better than that of beamforming but can not be compared
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Figure 4.11: Normalized Euclidean distance dmin for QPSK modulation with γ2 = 45o.

to our max-dmin precoder. Due to the raise of the minimum Euclidean distance, the

proposed precoder, therefore, is expected to provide a large improvement in terms of

BER compared to diagonal precoders.

BER performance of the precoder max-dmin

A MIMO-OFDM system with nT = 3 transmit antennas and nR = 3 receive antennas is

considered in this section, meaning that we can send b = 3 independent data streams. The

transmission channel is a Rayleigh fading channel and the noise vector elements are zero-

mean complex Gaussian. For each SNR, 60 000 random complex Gaussian matrices H

are generated and the precoder is optimized for each of them. Four diagonal precoders

are selected to compare with our max-dmin precoder: WaterFilling [12], Beamforming

[31], MMSE [32] and max-λmin [33].

Fig. 4.12 and Fig. 4.13 illustrate the BER performance with respect to the SNR for

BPSK and QPSK modulations, respectively. In the case of a BPSK modulation, the

precoder max-dmin obtains a large performance improvement in terms of BER in com-

parison with diagonal precoders. A gain of about 2.5 dB can be observed in comparison

with the precoder Fbc1 (see Fig. 4.12).
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For QPSK modulation, the BER enhancement is more significant when using the pre-

coder max-dmin in comparison with diagonal precoders. We observe that the precoder

max-λmin is better than MMSE and WaterFilling in terms of BER. Because the max-SNR

precoder uses only the strongest virtual-subchannel, it has to transmit 43 = 64 informa-

tion bits on the eigenmode. Furthermore, the max-SNR solution is the diagonal precoder

that has the best performance of BER. However, the precoder is really outperformed by

our new precoder max-dmin.
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Figure 4.12: Comparison of precoders in terms of BER for BPSK modulation with a
MIMO (3,3) uncorrelated Rayleigh fading channel.

Distribution of the channel angles and precoders

When the channel varies, the max-dmin precoder uses different expressions to optimize

the minimum Euclidean distance. For this reason, the dmin improvement depends on

the channel characteristics. In other words, the BER enhancement depends on the

channel angles γ1 and γ2. Fig. 4.14 plots the probability density function (pdf) of γ1

and γ2 for MIMO (3,3) and MIMO (4,3) systems with uncorrelated Rayleigh fading

channels. We observe that the pdf of small γ1, e.g., less than π/18, is very small (Pr[γ1 <

π/18]MIMO(3,3) ≃ 0.03%). As a consequence, the precoders which direct power only

to the most favored virtual-subchannel is not often used to optimize the channel (e.g.,
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Figure 4.13: Comparison of precoders in terms of BER for QPSK modulation with a
MIMO (3,3) uncorrelated Rayleigh fading channel.

Pr[Fd = Fqc1]QPSK(3,3) ≃ 0.03%). The distributions of all max-dmin expressions for

QPSK modulations are illustrated in the Tab. 4.2.
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Figure 4.14: Probability density functions of the angles γ1 and γ2 for a MIMO system
with uncorrelated Rayleigh fading channel (estimation with 106 random matrices).

The distributions of the max-dmin expressions for BPSK and QPSK modulations are

illustrated in the Tab. 4.2. For BPSK modulation, it can be seen that the expression
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Fbc2 is used more often than Fbc1 (Pr[Fd = Fbc1]BPSK(3,3) ≃ 6%). Furthermore, the

probability depends on the number of antennas in use. The more antennas we use, the

less we need Fbc1 . In the case of QPSK modulation, we observe that the expressions

Fqc1 , Fqc2(a) and Fqc3(a) are available in a very small probability, especially Fqc1 . The

precoder Fqc1 uses only the strongest virtual subchannel to transform the signals, like the

beamforming precoder. Therefore, we can see, in the Fig. 4.13, a large improvement in

terms of BER for the precoder max-dmin in comparison with 64-QAM beamforming.

Moreover, the improvement is more significant if the number of transmit or receive

antennas increases.

Expressions No MIMO (3,3) MIMO (4,3)
Fbc1 6.23 % 1.41 %
Fbc2 93.77 % 98.59 %
Fqc1 0.03 % ≃ 0%
Fqc2 (a) 0.44 % 0.03 %

(b) 17.03 % 5.85 %
(c) 31.99 % 19.39 %
(d) 28.44 % 23.71 %

Fqc3 (a) 0.35 % 0.27 %
(b) 11.39 % 27.39 %
(c) 10.33 % 23.36 %

Table 4.2: Percentage of use for precoder max-dmin with uncorrelated Rayleigh
fadding channels.
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Figure 4.15: BER simulation of the precoder max-dmin compared to the max-λmin
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To demonstrate the influence of the channel characteristics, in general, and the number

of antennas, in particular, on the BER performance, the MIMO (3,3) and MIMO (4,3)

systems are considered in simulation. Fig. 4.15 illustrates the BER performances of

three precoders: max-dmin, max-λmin and beamforming. It clearly shows a large BER

enhancement of the max-dmin precoder compared to the beamforming strategy - a gain

about 7 dB at BER equal to 10−5. This gain is more significant if the number of transmit

or receive antennas increases - about 8 dB at BER equal to 10−6 for MIMO (4,3) system.

BER performance for imperfect CSI estimation
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Figure 4.16: Comparison of precoders in terms of BER for perfect CSI and imperfect
CSI estimation.

Let us consider the impact of imperfect CSI estimation at the transmitter on the BER

enhancement of max-dmin precoder. Fig. 4.16 illustrates the BER performance with

respect to SNR in the case of perfect CSI and imperfect CSI estimation. The estimated

channel matrix of imperfect CSI system can be modeled as Hest = H+Herr, where Herr

represents the channel estimation error. The training signals for the MIMO-OFDM

channel estimation can be found in [64]. In this simulation, we assume that the entries

of Hest are complex Gaussian i.i.d random with mean zero and variance σ2
err = 0.25σ2,

where σ2 is the variance of the complex Gaussian entries of H. It is observed that

the BER performance of the max-dmin precoder decreases at high SNR, but the BER
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improvement of our new precoder remains significant (gain about 6 dB at 10−5 BER in

comparison with 64-QAM beamforming precoder).

4.3 Extension of max-dmin precoder for large MIMO system

with an odd number of datastreams

4.3.1 General form of 3-D max-dmin precoder for QAM modulations

In the case of the rectangular 4k-QAM modulation, the transmitted symbols belong to

the set

S =
1

√
βk

{a + b i ; a − b i ; −a + b i ; −a − b i} (4.25)

where βk = 2
3(4

k − 1) and a, b ∈ (1,3, . . . ,2k − 1).

We first note that if 1√
βk

x̆ is a difference vector of 4k-QAM modulation, then 1√
βk′

x̆ is

also a difference vector of 4k
′

-QAM (with k′ ≥ k). Furthermore, the minimum distance

is always provided by a limited number of different vectors. Therefore, the max-dmin

precoder, which enables power on all three virtual subchannels, can provide the minimum

Euclidean distance for not only QPSK but also all rectangular QAM modulations.

The number of optimal expressions for 3-D max-dmin precoder will increase when a high-

order QAM modulation is considered at the transmitter. In Fig. 4.11, we observe that

the less dispersive the channel is, the more we use the precoder Fqc3(c). For this reason,

we can simplify the form of the max-dmin precoder by choosing Fqc3(c) to optimize the

distance dmin for all rectangular QAM-modulations, especially when the channel is small

dispersive. This precoder is, then, re-named as Frec and defined by

Frec =
√
Es

⎛
⎜
⎜
⎜
⎜
⎜
⎝

cosψ1 0 0

0 sinψ1 cosψ2 0

0 0 sinψ1 sinψ2

⎞
⎟
⎟
⎟
⎟
⎟
⎠

⎛
⎜
⎜
⎜
⎜
⎜
⎝

cos θ1
sin θ1√

2

sin θ1√
2

0 -1√
2

1√
2

sin θ1
- cos θ1√

2

- cos θ1√
2

⎞
⎟
⎟
⎟
⎟
⎟
⎠

⎛
⎜
⎜
⎜
⎜
⎜
⎝

1 0 0

0 i+1√
2

0

0 0 i−1√
2

⎞
⎟
⎟
⎟
⎟
⎟
⎠

(4.26)

where θ1 =
1
2 arctan(−4), ψ2 = arctan

√
5−
√

17√
2 tanγ2

, and ψ1 = arctan
√

2√
5+
√

17 tanγ1 cosγ2 cosψ2

.

The minimum Euclidean distance obtained by Frec is then

d2
Frec =

4

βk
Esρ

2 4 sin2 γ1 sin2 γ2

2 tan2 γ2 + (5 +
√

17) tan2 γ1 sin2 γ2 + 5 −
√

17
. (4.27)
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Proposition 4.4. When there is no dispersion of the subchannel SNRs, i.e. Hv =
ρ√
3
I3,

the distance dmin provided by Frec is optimized for every rectangular QAM modulation.

Proof : see Appendix F.

It is observed that if the power is enabled almost only on the strongest virtual subchannel

(γ1 → 0), the minimum Euclidean distance provided by Frec approaches to zero (see Fig.

4.11). We propose, herein, another precoder which optimizes the minimum distance for

dispersive channels. Let us denote the precoder as Fsnr. When the channel is large dis-

persive, a numerical research shows that the optimized dmin is provided by five difference

vectors:

x̆1 =
2

√
βk

⎛
⎜
⎜
⎜
⎜
⎜
⎝

1

0

0

⎞
⎟
⎟
⎟
⎟
⎟
⎠

, x̆2 =
2

√
βk

⎛
⎜
⎜
⎜
⎜
⎜
⎝

N

-1

N

⎞
⎟
⎟
⎟
⎟
⎟
⎠

, x̆3 =
2

√
βk

⎛
⎜
⎜
⎜
⎜
⎜
⎝

N

0

-1

⎞
⎟
⎟
⎟
⎟
⎟
⎠

, x̆4 =
2

√
βk

⎛
⎜
⎜
⎜
⎜
⎜
⎝

N + i

0

-1

⎞
⎟
⎟
⎟
⎟
⎟
⎠

, x̆5 =
2

√
βk

⎛
⎜
⎜
⎜
⎜
⎜
⎝

N + i

-1

N

⎞
⎟
⎟
⎟
⎟
⎟
⎠

where N = 2k−1. This precoder pours power only on the first virtual subchannel, in other

words, the angle ψ1 = 0. The rotation angle ϕ1 and the scaling angles θ3, then, have no

influence on the performance and are consequently assumed to be zero. By considering

the corresponding distances of these vector, i.e. d2
ă1
= d2

ă2
= d2

ă3
= d2

ă4
= d2

ă5
, we obtain

Fsnr =
√
Es

⎛
⎜
⎜
⎜
⎜
⎜
⎝

cos θ1 sin θ1 cos θ2 e
iϕ sin θ1 sin θ2 e

iϕ

0 0 0

0 0 0

⎞
⎟
⎟
⎟
⎟
⎟
⎠

(4.28)

where θ1 = atan
√

(N2 + 2N + 2)(N2 +N
√

3 + 1), θ2 = atan 1
N+1 , and ϕ = atan 1

2N+
√

3
.

The minimum Euclidean distance obtained by Fsnr is defined by

d2
Fsnr =

4

βk
Esρ

2 cos2 γ1

1 + (N2 + 2N + 2)(N2 +N
√

3 + 1)
. (4.29)

It can be observed that this distance is different from zero when there is a large dispersion

of the subchannel SNRs. Consequently, we can use two simple precoders Frec and Fsnr

to optimize the minimum Euclidean distance for all rectangular QAM modulations.
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4.3.2 Extension of 3-D max-dmin precoder for large MIMO systems

The authors in [59] presented an extension of max-dmin precoder for large MIMO sys-

tems, over which an even number of data-streams is transmitted. The main idea of this

extension is to decompose the virtual channel matrix into (2× 2) eigen-channel matrices

and apply the 2-D max-dmin precoder for each pair of data-streams. We propose, herein,

an extension for the odd number of data-streams (b ≥ 5) by decomposing the virtual

channel into (2× 2) and (3× 3) eigen-channel matrices. On each subsystem #i, an opti-

mal 2-D or 3-D max-dmin precoder F̃di is applied. The power is, then, allocated to each

subsystem under the power constraint

nb

∑
i=1

Υ2
i = Es. (4.30)

where nb represents the number of virtual subsystems.

Let us define δi as the minimum distance provided by F̃di , i.e. δi = dmin(F̃di) with

∥F̃di∥
2
F = 1. The optimized solution for power allocation consists in equalizing the mini-

mum distance, i.e. dmin = Υiδi for all subsystem #i. The power allocation is then defined

by

Υ2
i = Es

⎛

⎝
δ2
i

nb

∑
j=1

1

δ2
j

⎞

⎠

−1

for ∀i = 1, .., nb (4.31)

The minimum distance depends on the inverse of the minimum squared distance of each

subsystem and defined by

d2
min = Υ2

i δ
2
i = Es

⎛

⎝

nb

∑
j=1

1

δ2
j

⎞

⎠

−1

(4.32)

Our objective becomes to find the combination of the subchannel SNRs to maximize the

global minimum distance in (4.32). The optimization for b ≥ 5 is rather complex, because

it depends on the channel characteristics and the modulation used at the transmitter.

One should note that when the virtual subchannels are small dispersive (more antennas

are used for example), the minimum distance provided by 2-D max-dmin precoder is

higher than that by 3-D max-dmin. Therefore, we present herein a sub-optimal solution

for an odd number of data-streams, in which a 3-D max-dmin subsystem is having priority.

This solution is split into four steps
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1. Obtain the virtual diagonal matrix Hv by using a virtual transformation.

2. Associate the 2b + 1 singular values by the following combination (ρ1, ρb+1, ρ2b+1),

(ρ2, ρ2b), (ρ3, ρ2b−1), ⋯, (ρb, ρb+2) to obtain a 3-D virtual subsystem and (b − 1)

2-D virtual subsystems.

3. Apply the optimal 3-D max-dmin and 2-D max-dmin precoder on each subsystem

under a unity power-constraint.

4. Allocate the power to each subsystem #i by computing the coefficient Υi such that

Υ2
i = Es

⎛

⎝
δ2
i

b

∑
j=1

1

δ2
j

⎞

⎠

−1

∀i = 1..b

It is observed that, at the receiver side, b ML detectors are considered to optimize the

minimum distances for (b − 1) pairs of datastreams and a group of three datastreams.

Therefore, we need (b−1)M2+M3 ML tests for aM -QAM rectangular modulation. The

complexity of our proposed precoder is, then, given by (M+b−1)M2. In comparison with

diagonal precoders, where the complexity of this quantizer is (2b + 1)M , the complexity

of our proposed precoder is higher, but its performance is significantly improved.

4.3.3 BER performance for large MIMO systems

A numerical survey with 60000 uncorrelated Rayleigh fading channels using QPSK and

16-QAM modulations, confirms the BER enhancement of the sub-optimal solution for

large MIMO systems. For MIMO(5,5) system using QPSK, more than 65% of optimal

combinations corresponds to our solution. In the case of MIMO(6,5) with 16-QAM

modulation, this proportion is even higher with about 78% of optimal combinations.

The BER performance of the proposed precoder in comparison with those of another

combination and diagonal precoders is shown in Fig. 4.17. It is clear that our new

precoder obtains a significant improvement in terms of BER compared to other precoders.

4.4 Conclusion

We presented, in this chapter, a general parameterized form of the linear precoder that

maximizes the minimum Euclidean distance between two received symbols. According to
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Figure 4.17: Comparison of precoders in terms of BER for MIMO(5,5) system.

this form, the optimal solution of the three-dimensional max-dmin criterion is proposed

for all rectangular QAM modulations. The 3-D max-dmin precoder shows a significant

improvement in BER performance compared to other precoding strategies such as beam-

forming, water-filling and minimizing the mean square error. The BER improvement of

the proposed precoder depends on the channel characteristics. When the virtual sub-

channels are small dispersive (more antennas are used, for example), the improvement is

more significant.

By using the new precoder, a suboptimal solution for large MIMO systems, which trans-

mit not only an even but also an odd number of data-streams, is proposed. It can be

demonstrated that, for a given number of data-streams, this extension exhibits a higher

diversity order compared to diagonal solutions. Furthermore, the robustness of our pro-

posed precoder is also confirmed when an imperfect CSI estimation is considered at the

transmitter.



Appendices of chapter 4

A Proof of Proposition 4.1

The SNR-like matrix of the precoder Fd can be simplified as

SNR(Fd) = HvFdF
∗
dHv = HvAΣ(B∗B)Σ∗A∗Hv = HvAΣΣ∗A∗Hv.

It is obvious that the unitary matrix B has no effect on the eigenvalue of SNR(Fd).

In other words, the singular values of the global channel HvFd are not dependent on

matrix B. Let us denote the singular values (SVs) of HvAΣ as λk. One should note

that the SVs are real, positive and sorted in decreasing order. Therefore, our objective

is to find the matrix A that maximizes the singular value λ3. The unitary matrix A has

the general form like (4.13) and can be defined by

A = A1AαA2 (4.33)

with A1 =

⎛
⎜
⎜
⎜
⎜
⎜
⎝

eiη1 0 0

0 eiη2 0

0 0 eiη3

⎞
⎟
⎟
⎟
⎟
⎟
⎠

, A2 =

⎛
⎜
⎜
⎜
⎜
⎜
⎝

1 0 0

0 eiκ2 0

0 0 eiκ3

⎞
⎟
⎟
⎟
⎟
⎟
⎠

and Aα =

⎛
⎜
⎜
⎜
⎜
⎜
⎝

c1 s1c2 s1s2

s1c3 −c1c2c3 − e
iκ1s2s3 −c1s2c3 + e

iκ1c2s3

s1s3 −c1c2s3 + e
iκ1s2c3 −c1s2s3 − e

iκ1c2c3

⎞
⎟
⎟
⎟
⎟
⎟
⎠

where ci = cosαi and si = sinαi for i = 1..3 with 0 ≤ αi ≤ π/2 and 0 ≤ ηi, κi ≤ 2π.

106
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One should be reminded that the sum of the SVs square does not depend on A1 and A2.

Indeed, we can write1:

λ2
1 + λ

2
2 + λ

2
3 = ∥HvA1AαA2Σ∥

2
F = ∥A1HvAαΣA2∥

2
F = ∥HvAαΣ∥

2
F. (4.34)

Let us denote T as the sum of the SVs square. By substituting the angles ψi, θi, and ϕi

into Hv, Aα and Σ, we obtain:

T = σ1c
2
1 cos2ψ1 + σ1s

2
1 sin2ψ1.M (4.35)

+ σ2s
2
1c

2
3 cos2ψ1 + σ2c

2
1c

2
3 sin2ψ1.M + σ2s

2
3 sin2ψ1.N

+ σ3s
2
1s

2
3 cos2ψ1 + σ3c

2
1s

2
3 sin2ψ1.M + σ3c

2
3 sin2ψ1.N

+
σ2 − σ3

2
cosκ1.c1 sin2ψ1. sin(2α2). sin(2α3). cos(2ψ2)

For every λ1 and λ2, the maximum value of λ3 is obtained if the sum of SVs square is

maximum. We first demonstrate that the maximum value of T is found when c1 = 1.

Indeed, we can rewrite the sum of SVs square as

T = (σ2s
2
3 + σ3c

2
3) sin2ψ1N + c2

1(σ1 − σ2c
2
3 − σ3s

2
3)(cos2ψ1 −M sin2ψ1)

+
σ2 − σ3

2
cosκ1 c1 sin2ψ1 sin(2α2) sin(2α3) cos(2ψ2).

One should be noted that

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

cos2ψ1 ≥ sin2ψ1. cos2ψ2 = sin2ψ1. cos2ψ2.(c
2
2 + s

2
2)

≥ sin2ψ1.(cos2ψ2.c
2
2 + sin2ψ2.s

2
2) = sin2ψ1.M

σ1 ≥ σ2 = σ2(c
2
3 + s

2
3) ≥ σ2.c

2
3 + σ3.s

2
3

sin(2α2), sin(2α3), cos(2ψ2) ≥ 0

Therefore, the upper bound of T can be defined by

T ≤ (σ2s
2
3 + σ3c

2
3) sin2ψ1N + (σ1 − σ2 c

2
3 − σ3 s

2
3)(cos2ψ1 −M sin2ψ1)

+
σ2 − σ3

2
sin2ψ1 sin(2α2) sin(2α3) cos(2ψ2).

1The squared Frobenius norm of a matrix M is given by ∥M∥2F = trace(MM∗
).
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The equality sign happens if and only if cosκ1 = 1 and c1=1. By replacing cosκ1 and c1

into (4.35), we can rewrite the expression of T as

Tmax = σ1 cos2ψ1 +
σ2 − σ3

2
sin2ψ1. sin(2α3).P

+ σ2c
2
3 sin2ψ1.M + σ2s

2
3 sin2ψ1.N

+ σ3s
2
3 sin2ψ1.M + σ3c

2
3 sin2ψ1.N

= σ1 cos2ψ1 +
M +N

2
(σ2 + σ3). sin

2ψ1

+
σ2 − σ3

2
sin2ψ1 [(M −N) cos(2α3) + P sin(2α3)]

with P = sin(2α2) cos(2ψ2). We should note that M − N = cos(2α2) cos(2ψ2) and

M +N = 1. Hence, the sum of the SVs square can be rewritten as

Tmax = σ1 cos2ψ1 +
σ2 + σ3

2
sin2ψ1 +

σ2 − σ3

2
sin2ψ1 cos(2ψ2) cos(2α2 − 2α3)

it is obvious that the maximum value of T is obtained if cos(2α2 − 2α3) = 1 or α2 = α3.

By substituting values of αi and κ1 into (4.33), we get Aα = diag(1,−1,−1).

Finally, if we choose A1 = I3 and A2 = diag(1,−1,−1), we can conclude that the highest

singular values of HvFd are obtained when A is an identity matrix.

B Proof of Proposition 4.2

Let us define a difference vector as x̆ = xk − xl with xk ≠ xl. In this Appendix, we

first demonstrate that the matrix Bβ has no influence on the the minimum Euclidean

distance, after that we reduce the range of the angles θi and ϕi. Indeed, the the Euclidean

distance provided by a difference vector x̆ is given by

dx̆ = ∥HvΣB∗x̆∥ = ∥HvΣBβBθBϕx̆∥ = ∥BβHvΣBθBϕx̆∥ = ∥HvΣBθBϕx̆∥.

the equality is verified thanks to the diagonality and the unitarity of the matrix Bβ .

Therefore, it can be concluded that Bβ has no influence on the minimum Euclidean

distance.
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For symmetric constellations (e.g., centered square constellations), if x̆ = [x1, x2, x3]
T is

a difference vector, we have the following properties:

i) x̆c = [x∗1 , x
∗
2 , x

∗
3]
T is a difference vector

ii) x̆d2 = [x1, x2,−x3]
T is a difference vector

iii) x̆d3 = [x1,−x2, x3]
T is a difference vector

iv) x̆e = [x1, x3, x2]
T is a difference vector

(4.36)

Basing on the property i), we can reduce the search range by 0 ≤ ϕ1 ≤ π. Indeed, if we

replace ϕ1 with −ϕ1, the difference vector distance becomes2

dx̆ = ∥HvΣBθ(θi,−ϕ1)Bϕ(ϕ2, ϕ3) x̆∥ = ∥(HvΣBθ(θi,−ϕ1)Bϕ(ϕ2, ϕ3) x̆)c∥

= ∥HvΣBθ(θi, ϕ1)Bϕ(−ϕ2,−ϕ3) x̆c∥

it is obvious that it is useless to test −ϕ1 if ϕ1 was already tested.

For the angles ϕ2 and ϕ3, we can also limit the search to 0 ≤ ϕ2, ϕ3 ≤ π by applying the

remark below

dx̆ = ∥HvΣBθ Bϕ(ϕ2, ϕ3) x̆∥ = ∥HvΣBθ Bϕ(ϕ2 + π,ϕ3) x̆d2∥ = ∥HvΣBθ Bϕ(ϕ2, ϕ3 + π) x̆d3∥.

From properties ii) and iii), it is clear that it is useless to test ϕk +π when ϕk (with k =

2,3) was already tested. Finally, the search domain of θ2 can be limited to 0 ≤ θ2 ≤ π/4.

Indeed, if θ2 is replaced with π/2 − θ2, we have

∥Bθ(θ1, π/2 − θ2, θ3, ϕ1)Bϕ(ϕ2, ϕ3) x̆∥ = ∥Bθ(θ1, θ2, θ3, ϕ1 + π)Bϕ(ϕ3, ϕ2) x̆e∥ (4.37)

By replacing (4.37) into the difference vector distance in (4.36) and applying the property

iv), we can conclude that the influence of the angles can be studied only 0 ≤ θ2 ≤ π/4.
2The conjugate and non-transposed matrix of M is denoted by (M)c
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C Exact values of the Fbc2 angles

A numerical search which maximizes dmin for precoder Fbc2 shows that θ2 = π/4. By

analyzing the local maximum of dmin, we realize that the optimal solution is always

obtained from the three difference vectors ă1 = [0,0,2]T , ă2 = [0,2,0]T and ă3 = [2,0,0]T .

The angle ϕ1 is therefore equal to π/2 to satisfy the condition d2
ă1

= d2
ă2
. Then, the

normalized distances of the difference vectors ă1, ă2 and ă3 are defined by

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

d2
ă3

= 2(Ψ1 cos2 θ1 +Ψ2 cos2 θ3 sin2 θ1 +Ψ3 sin2 θ3 sin2 θ1)

d2
ă1

= d2
ă2
= Ψ1 sin2 θ1 +Ψ2(sin

2 θ3 + cos2 θ3 cos2 θ1) +Ψ3(cos2 θ3 + sin2 θ3 cos2 θ1)

where
⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Ψ1 = 2 cos2 γ1 cos2ψ1

Ψ2 = 2 sin2 γ1 cos2 γ2 sin2ψ1 cos2ψ2

Ψ3 = 2 sin2 γ1 sin2 γ2 sin2ψ1 sin2ψ2

(4.38)

One should note that d2
ă1
+
d2
ă3

2 = Ψ1 +Ψ2 +Ψ3, so the normalized distance dmin can be

expressed as a function of the channel angles, ψ1 and ψ2

d2
min = d

2
ă1
= d2

ă3
=

2

3
(Ψ1 +Ψ2 +Ψ3) (4.39)

Beside the three difference vectors ă1 ă2 and ă3, the minimum distance dmin is optimized

such that three more vectors below have the same distances: ă4 = [2,2,0]T , ă5 = [2,0, -2]T

and ă6 = [2,2, -2]T . We remark that the degree of freedom is greater than the number of

the equations (7 compared with 5). Furthermore, the channel angles in (4.38) are ruled

by cos2 γ1 ≥ sin2 γ1 cos2 γ2 ≥ sin2 γ1 sin2 γ2, so the optimal dmin in (4.39) is obtained if

ψ2 = 0 and ψ1 minimum such that the system of equations d2
ă1
= d2

ă2
= d2

ă3
= d2

ă4
= d2

ă5
= d2

ă6

has a root.

The normalized distance dmin for the precoder Fbc2 can be now rewritten as

d2
min =

2

3
(Ψ1 +Ψ2) (4.40)

where Ψ1 and Ψ2 are simplified as
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

Ψ1 = 2 cos2 γ1 cos2ψ1

Ψ2 = 2 sin2 γ1 cos2 γ2 sin2ψ1
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By solving d2
ă4
= d2

ă5
and comparing with the numerical search, we obtain ϕ2 = π−ϕ3. In

order to simplify the optimization problem, we substitute ϕ2 into the equation d2
ă3
= d2

ă6

to get the expression of ϕ3

tan(2ϕ3) = −
R12 + 1 − 3 sin2 θ3

3 cos θ1 cos θ3 sin θ3
(4.41)

where R12 = Ψ1/Ψ2 = σ
2
1/σ

2
2. cotan2ψ1.

A similar way is proposed for the equation d2
ă1
= d2

ă3
= d2

ă4
and we get

3R12 cos2 θ1 + 3 sin2 θ1. cos2 θ3 = R12 + 1 (4.42)

cosϕ3. tan θ1 +
1

cosϕ3. tan(2θ1)
=

R12 + 1
√

2(2R12 − 1)
(4.43)

Therefore, the problem becomes finding the minimum value of ψ1 such that there is

existence of root for the system of nonlinear equations created by (4.41), (4.42) and

(4.43). Please note that the smaller ψ1, the bigger the value of R12. Furthermore, a

numerical experiment confirms that the maximum value of R12 is determined at

Rmax = 9.2426 (4.44)

By substituting (4.44) into the system of equations (4.41), (4.42) and (4.43), we obtain

θ1 ≃ 55.8380o, θ3 ≃ 31.3064o and ϕ3 ≃ 47.2667o.

D Proof of Proposition 4.3

Let us denote ă1, ă2, as two difference vectors which have the same Euclidean distances.

The two corresponding Euclidean distances are defined by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

d2
ă1
= cos2 γ1 cos2ψ1 f1(θi, ϕi) + sin2 γ1 cos2 γ2 sin2ψ1 cos2ψ2 g1(θi, ϕi)

+ sin2 γ1 sin2 γ2 sin2ψ1 sin2ψ2 h1(θi, ϕi)

d2
ă2
= cos2 γ1 cos2ψ1 f2(θi, ϕi) + sin2 γ1 cos2 γ2 sin2ψ1 cos2ψ2 g2(θi, ϕi)

+ sin2 γ1 sin2 γ2 sin2ψ1 sin2ψ2 h2(θi, ϕi)
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where f(θi, ϕi), g(θi, ϕi) and h(θi, ϕi) are functions of six variables, θi and ϕi. It is

observed that d2
ă1

and d2
ă2

have the same factors of γi and ψi. For this reason, when

channels angles vary from (γ1,γ2) to (γ′1,γ
′
2), we can keep two distances equal by changing

only the angles ψ1 and ψ2. Indeed, we define ψ′1 and ψ′2 satisfying

cos2 γ′1 cos2ψ′1
cos2 γ1 cos2ψ1

=
sin2 γ′1 cos2 γ′2 sin2ψ′1 cos2ψ′2
sin2 γ1 cos2 γ2 sin2ψ1 cos2ψ2

=
sin2 γ′1 sin2 γ′2 sin2ψ′1 sin2ψ′2
sin2 γ1 sin2 γ2 sin2ψ1 sin2ψ2

= k

where k is a constant. The Euclidean distances of the two vectors then become

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

d2
ă′1
= k × d2

ă1

d2
ă′2
= k × d2

ă2

Because d2
ă1

= d2
ă2
, we can conclude that d2

ă′1
= d2

ă′2
and the angles ψ′1 and ψ′2 can be

rewritten as

ψ′2 = atan

¿
Á
ÁÀtan2 γ2

tan2 γ′2
× tan2ψ2, and ψ′1 = atan

¿
Á
ÁÀtan2 γ1 cos2 γ2

tan2 γ′1 cos2 γ′2
×

cos2ψ2

cos2ψ′2
× tan2ψ1

(4.45)

E Expressions of the precoder Fqc2 & Fqc3

In the case of QPSK modulation, it is observed that there are more than eleven difference

vectors which reach the minimum Euclidean distance. One should note that the degrees

of freedom for all expression do not exceed the number of equations created by the

difference vectors. Consequently, it is possible to define the analytical values of all angles

by solving the system of trigonometric equations.

When the eigen-channels are close (σ1 ≃ σ2 ≃ σ3), for example, a numerical search shows

that the optimized solution for the precoder is obtained with θ2 = π/4, θ3 = π/2, ϕ1 = 0,

ϕ2 = π/4 and ϕ3 = 3π/4. This is the third expression of Fqc3 which is illustrated in

the table below. To define the analytical values of other angles, we consider the four

difference vectors following ă1 = [0,0,
√

2]T , ă2 = [
√

2,0,0]T , ă3 = [0,
√

2, i
√

2]T and

ă4 = [
√

2,0,
√

2 + i
√

2]T . Figure below plots the normalized Euclidean distance of the

four difference vectors with respect to the angle θ1 for a given channel (γ1,γ2)=(π/4,π/4).

The values of other angles that maximize the minimum Euclidean distance such that
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the four curves, respectively, converge at one point. By substituting the angles of the

precoder into the expression of the precoding matrix Fd, the normalized distances can

be simplified as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

d2
ă1

= Φ1. sin
2 θ1 +Φ2 +Φ3. cos2 θ1

d2
ă2

= 2Φ1. cos2 θ1 + 2Φ3. sin
2 θ1

d2
ă3

= 4Φ2

d2
ă4

= 2 [Φ1(cos θ1 − sin θ1)
2 +Φ2 +Φ3(sin θ1 − cos θ1)

2]

= 2 [d2
ă1
+ d2

ă2
/2 − 2 sin θ1. cos θ1(Φ1 −Φ3)]

where

⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Φ1 = cos2 γ1. cos2ψ1

Φ2 = sin2 γ1. cos2 γ2. sin
2ψ1. cos2ψ2

Φ3 = sin2 γ1. sin
2 γ2. sin

2ψ1. sin
2ψ2

By solving d2
ă1

= d2
ă2

= d2
ă3

= d2
ă4
, it is possible to obtain the angles

⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

θ1 =
1
2 arctan(−4) ≃ 52.01812o

ψ2 = arctan
√

5−
√

17√
2 tanγ2

ψ1 = arctan
√

2√
5+
√

17 tanγ1 cosγ2 cosψ2

for (γ1, γ2) = (π/4, π/4), the optimized angles (ψ1, ψ2) ≃ (38.45504o,33.51067o).
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respect to θ1 at the channel angles (γ1, γ2) = (45o,45o).
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The other expression can be determined by using a same process: solve the systems of

trigonometric equations created by numbers of non-colinear difference vectors.

Expressions No Number of vectors

Fqc2 (a) 11

(b) 11

(c) 13

(d) 13

Fqc3 (a) 15

(b) 15

(c) 15

Table: Number of non-colinear difference vectors used to solve

the expressions of precoder max-dmin.

F Proof of Proposition 4.4

When there is no dispersion of the subchannel SNRs, the minimum Euclidean distance

obtained by Frec equals 4
9Esρ

2/βk. We assume that there exists a precoder Fd such that

the minimum Euclidean distance is larger than dmin obtained by Frec. Let us consider

three difference vectors x̆a = 2√
βk

(1,0,0)T , x̆b = 2√
βk

(0,1,0)T , and x̆c =
2√
βk

(0,0,1)T .

Then, the corresponding normalized distances have to satisfy the conditions below

⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

d2
x̆a

= 4
3(σ

2
1b

2
11 + σ

2
2b

2
21 + σ

2
3b

2
31) >

4
9

d2
x̆b

= 4
3(σ

2
1b

2
12 + σ

2
2b

2
22 + σ

2
3b

2
32) >

4
9

d2
x̆c

= 4
3(σ

2
1b

2
13 + σ

2
2b

2
23 + σ

2
3b

2
33) >

4
9

(4.46)

where Σ = diag{σ1, σ2, σ3}, and B∗ = (bij). It is noted that B∗ is a unitary matrix:

B∗B = I3, or ∑3
j=1 b

2
ij = 1, for all i = 1⋯3. Then, we have

d2
x̆a + d

2
x̆b
+ d2

x̆c =
4

3
(σ2

1 + σ
2
2 + σ

2
3) =

4

3
(4.47)

From (4.46) and (4.47), it can be concluded that three normalized distances can not be

all greater than 4/9. In other words, the distance dmin provided by Frec is optimized.



Chapter 5

Reducing the number of neighbors

for max-dmin precoder

As presented in the previous chapters, a non-diagonal precoder, which is based on the

maximization of the minimum Euclidean distance between two received symbols, achieves

a significant bit-error-rate (BER) improvement in comparison with diagonal precoders,

especially when an ML detection is considered at the receiver. In the chapter, we propose

a new version of maximum dmin based precoder. This precoding strategy considers

not only the minimum Euclidean distance but also the number of neighbors providing

it. The number of neighbors is statistically more important due to the maximization

of the minimum distance. Aiming at reducing this number of neighbors, the rotation

parameters of the new precoder are assumed to be zero. The expression of this precoding

strategy is then less complex and the space of solution is smaller.

This chapter is organized as follows. Section 5.1 introduces the impact of the minimum

Euclidean distance on the BER performance, and the principle of the new precoding

strategy. The parameterization of the Neighbor-dmin precoder is described in Section

5.2. In Section 5.3, the optimization of the dmin criterion which reduces the number of

neighbors for two datastreams is detailed. We propose, in Section 5.4, the Neighbor-

dmin precoding matrices for three-dimensional virtual systems using rectangular QAM-

modulations. Finally, the conclusions are given in Section 5.6.

115
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5.1 Error probability of the linear precoding strategy

Let us define a vector x = HvFds, and denote by Aij the event that ∥y − xj∥ < ∥y − xi∥

when the symbol si was sent at the transmitter. If the event Aij happens, there will be

error detections. The received constellation is decoded correctly if ∥y − xi∥ < ∥y − xj∥

with ∀j ≠ i when si was sent. Then the average error probability can be defined by

Pe =
1

Ms

Ms

∑
i=1

Pei{si sent} =
1

Ms

Ms

∑
i=1

Prob{
Ms

⋃
j=1
j≠i

Aij} (5.1)

where Ms is the number of all possible transmitted vectors s. The average error proba-

bility can be approximated by

Pe ≃
1

Ms

Ms

∑
i=1

Ms

∑
j=1
j≠i

Prob{Aij} (5.2)

where

Prob{Aij} = Prob{∥y − xj∥ < ∥y − xi∥ ∣ si sent}

= Prob{∥xi + νv − xj∥ < ∥xi + νv − xi∥}

= Prob{∥νv − (xj − xi)∥ < ∥νv∥}

Let us define dij = ∥xj −xi∥ and nv the projection of vector νv onto the vector (xj −xi),

we have

Prob{∥νv − (xj − xi)∥ < ∥νv∥} = Prob{nv >
dij

2
}

= Q(
dij

2
√
N0

) = Q(
d̄ij

2
√
N0

×
√
Es)

whereN0 is the variance of the white Gaussian noise νv, and d̄ij is the normalized distance

of vector (xj − xi).

Therefore, the error probability can be simplified as

Pe ≃
1

Ms

Ms

∑
i=1

Ms

∑
j=1
j≠i

Q(
d̄ij

2
√
N0

×
√
Es) (5.3)
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According to (5.3), we can appreciate the impact of the Euclidean distances on the BER

performance of a MIMO system. Let us first consider the simplest case: there are only

two Euclidean distances.

Lemma 5.1. For every dα < dβ < dχ < dδ, we can find the value of R high enough

satisfying the condition

Q(dα.R) +Q(dδ.R) > Q(dβ.R) +Q(dχ.R) (5.4)

Proof : see Appendix A.

It is obvious that we can improve the BER performance by increasing the minimum Eu-

clidean distance of the received constellation. One should note that Q(dβ.R) > Q(dχ.R),

so ∀dχ such that dα < dχ < dδ, we can obtain

Q(dα.R) +Q(dδ.R) > 2.Q(dχ.R) (5.5)

This is an actual evidence that the optimized detection, in reality, is obtained when the

minimum distance is reached by many Euclidean distances.

Lemma 5.2. With two arrays dαi and dβi which are sorted by increasing order, if dα1 <

dβ1 and k ≥ 2, we can find the value of R high enough such that

k

∑
i=1

Q(dαi .R) >
k

∑
i=1

Q(dβi .R) (5.6)

Proof : see Appendix B.

From the form of error probability in (5.3) and the remark in the Lemma 5.2, it can

be concluded that the minimum Euclidean distance has a very important role in the

BER improvement of the precoding strategies system. We can predict that the opti-

mized precoder can be obtained when the minimum Euclidean distance on the received

constellation is provided by many difference vectors.

Let us note Ni is the number of distances d̄ij such that d̄ij = dmin where the minimum

Euclidean distance dmin is defined by

d2
min = min

sk,sl∈S,sk≠sl
∥HvFd(sk − sl)∥

2 (5.7)
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A numerical search over Fd, which maximizes the minimum Euclidean distance obtained

by many difference vectors, shows that the values of other Euclidean distances are much

higher than the minimum distance when dmin is optimized. In that case, the other

distances have no much impact on the bit-error-rate performance. The error probability

in (5.3) can be then simplified as

Pe ≈
1

Ms

Ms

∑
i=1

Ni.Q(
d̄min

2
√
N0

×
√
Es)

≈ Ndmin
.Q(

d̄min

2
√
N0

×
√
Es) (5.8)

where Ndmin
= 1
Ms
∑
Ms
i=1 Ni. It is observed that to improve the BER performance of the

precoding strategies system, we have to not only maximize the minimum Euclidean

distance but also minimize the number of neighbors providing it. The new precoding

strategy is, therefore, called as Neighbor-dmin precoder.

5.2 Parameterization of the Neighbor-dmin precoding matrix

Our objective is to parameterize the precoding matrix Fd which satisfies the power con-

straint. By using a singular value decomposition (SVD), the matrix Fd can be factorized

as

Fd = AΣB∗, (5.9)

where A and B∗ are b × b unitary matrices, and Σ is a b × b diagonal matrix with

nonnegative real numbers on the diagonal. Σ can be regarded as a scaling matrix,

whereas A and B∗ can be viewed as rotation matrices.

It is noted that the form of the precoding matrix Fd depends on the channel character-

istics. The authors in [67] showed that we can find a precoder Fd which do not contain

the rotation matrix A such that performance function is not changed.

Proposition 5.3. If A is assumed to be an identity matrix, the Euclidean distances

provided by two any difference vectors are kept equal by changing only the scaling matrix

Σ and retaining the rotation matrix B∗.

Proof : see Appendix C.
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The numerical approach shows that the optimized constellation at the receiver is always

obtained when some difference vectors provide the minimum Euclidean distances. Ac-

cording to the proposition above, we can conclude that not only the complexity of the

optimization but also the number of precoding expressions is reduced if the matrix A

has no influence on the precoding matrix. The parameterized form of the Neighbor-dmin

precoder is then

Fd = ΣB∗. (5.10)

The power constraint can be rewritten as

trace{FdF
∗
d} = trace{ΣΣ∗

} = Es. (5.11)

This power constraint is then replaced by the following decomposition

Σ =
√
Es diag{cosψ1, sinψ1 cosψ2, .., sinψ1 sinψ2 sinψb−1}. (5.12)

Theorem: Any matrix B∗, which belongs to the b-dimensional unitary matrix group

U(b), can be factorized into an ordered product of 2b − 1 matrices of the following form

[68]

B∗
= D

b−1
1 O

b−2
2 D

b−2
2 . . . O1

b−1D
1
b−1ObDb, (5.13)

where Db is a diagonal matrix of the form Db = diag{eiϕ1 , . . . , eiϕb} with ϕi ∈ [0,2π], i =

1, . . . , b arbitrary phases, Dkb−k is the same diagonal matrix with first b − k entries equal

to unity, i.e. Dkb−k = diag{1b−k, e
iϕ′1 , . . . , eiϕ

′

k}.

The orthogonal matrices Ob (Okb−k) is a product of b − 1 (b − k − 1) matrices of the form

Ob = J1,2 J2,3 . . .Jb−2,b−1 Jb−1,b (5.14)

where Ji,i+1 are b × b rotation matrices given by

Ji,i+1 =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

Ii−1 0 0 0

0 cos θi sin θi 0

0 − sin θi cos θi 0

0 0 0 Ib−i−1

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (5.15)
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where Ii is an identity matrix of size i.

Remark 5.4. The angles that parameterize Ob are denoted as θ1, . . . , θb−1, then the angles

ofO1
b−1 are θb, . . . , θ2b−3, etc. and the last angle enteringOb−1

2 will be θb(b−1)/2. The matrix

Okb−k has the same structure as Ob

O
k
b−k =

⎛
⎜
⎝

Ik 0

0 Ob−k

⎞
⎟
⎠
. (5.16)

It is realized that if all the phases entering B∗ are zero, i.e. ϕi = 0, i = 1, . . . , b(b +

1)/2, the received constellation will have less distances providing the minimum distance.

The property is explained by the non-rotated received constellation when a rectangular

Quadrature Amplitude Modulation is used at the transmitter. Therefore, the unitary

matrix B∗ can be parameterized as

B∗
= O

b−2
2 O

b−3
3 . . . O1

b−1Ob. (5.17)

Thanks to this representation, we are now able to find (b − 1) angles ψi and b(b − 1)/2

angles θi which give the optimal precoder according to the minimum distance criterion.

5.3 Expression of Neighbor-dmin precoder for 2 sub-streams

To illustrate the method of optimization, let us consider a simple case: b = 2. By using a

singular value decomposition, the authors in [37] and [69] simplified the virtual channel

and precoding matrices as

Hv =
⎛
⎜
⎝

σ1 0

0 σ2

⎞
⎟
⎠
= ρ

⎛
⎜
⎝

cosγ 0

0 sinγ

⎞
⎟
⎠

(5.18)

where ρ =
√
σ2

1 + σ
2
2 and γ = arctan σ2

σ1
are the channel gain and channel angle, respec-

tively.

Fd =
√
Es

⎛
⎜
⎝

cosψ 0

0 sinψ

⎞
⎟
⎠

⎛
⎜
⎝

cos θ sin θ

− sin θ cos θ

⎞
⎟
⎠

⎛
⎜
⎝

1 0

0 eiϕ

⎞
⎟
⎠

(5.19)

with 0 ≤ θ ≤ π/4 and 0 ≤ ψ,ϕ ≤ π/2. The parameter ψ controls the power allocation

on the virtual subchannels, θ and ϕ correspond to scaling and rotation of the received
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constellation, respectively. When θ and ϕ are equal to 0, the precoding matrix is diagonal

and equivalent to the power allocation strategies.

We present, herein, an original idea not only considering dmin and Ndmin
, simultaneously,

but also reducing the complexity of the solution. It is realized that if the coefficients of

the precoding matrix FD do not depend on the rotation parameter (ϕ = 0 or ϕ = π/2), the

received constellation will have less distances which can reach the minimum Euclidean

distance. The property could be explained by the non-rotated received constellation (or

perpendicular rotated constellation) when a Quadrature Amplitude Modulation (QAM)

is used at the transmitter.

For this reason, we propose a new precoding strategy in which we assume that the

rotation parameter has no employ (ϕ = 0 or ϕ = π/2). By using the parameterized form

of the precoder in (5.19), we are now looking for the angles ψ and θ which optimize

the dmin criterion for each channel angle γ. A numerical approach for MIMO system

using BPSK and QPSK modulation, which is considered in the following of this section,

confirms a bit-error-rate improvement of our new precoder.

5.3.1 For BPSK modulation

It is observed that the difference vector as given by the difference between the two

transmitted vectors (s̆ = sk − sl with sk ≠ sl) is a vector created by the elements of the

set {0,2,−2}. A numerical search over ψ and θ which optimize the minimum Euclidean

distance for two independent datastreams shows that the Neighbor-dmin precoder has

the same form as the max-dmin precoder presented in [37]

Fd =

√
Es
2

⎛
⎜
⎝

1 i

0 0

⎞
⎟
⎠

(5.20)

One should note that the Neighbor-dmin solution pours power only on the strongest

virtual sub-channels. The minimum Euclidean distance is then defined by

d2
BPSK = 4Esρ

2 cos2 γ (5.21)
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5.3.2 For QPSK modulation

The transmitted symbols belong to the following set S = 1√
2
{1 + i,1 − i,−1 + i,−1 − i}.

For QPSK modulation with two datastreams, the set of all difference vectors denoted

as S̆QPSK contains 16 × 15 = 240 elements. By eliminating the collinear vectors, we can

reduce the size of S̆QPSK to 14 elements.

A numerical search over ψ and θ which optimize the minimum Euclidean distance for

each channel angle, shows that our precoder has two different expressions. The first

one, denoted as Fsnr pours power only on the strongest virtual subchannel. The other,

obviously, uses all two virtual subchannels to transmit symbols, and is denoted as Frec.

The first expression

The power is concentrated only on the first virtual subchannel and the rotation parameter

ϕ is not considered at the precoder. The form of the precoder Fsnr can be expressed as

Fsnr =

√
Es
5

⎛
⎜
⎝

2 1

0 0

⎞
⎟
⎠

(5.22)

The optimized dmin is provided by the difference vector 1√
2
[0 2]T , and defined by

d2
snr =

2

5
Esρ

2 cos2 γ (5.23)

The received constellation obtained by Fsnr looks like the 16-QAM constellation. Hence,

the average number of neighbors providing dmin is given by Ndmin
= 1

16(4×2+8×3+4×4) = 3.

This value is less than the number of the minimum Euclidean distances obtained by the

precoder Fr1 presented in [37] (Ndmin
= 1

16(4×2+4×3+4×4+4×5) = 3.5). However, the

distances dmin provided by two precoders remain very close. This explains why the new

precoder has a slight improvement of BER in comparison with the max-dmin precoder

(see section 5.4.4).
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The second expression

The difference between two virtual subchannels is smaller than the case of Fsnr. A

numerical search shows that the optimized solution is found when the angle θ = 45o is

fixed and ψ depends on the channel angle γ. Indeed, the optimization is obtained by

three difference vectors s̆1 = 1√
2
[0 2]T , s̆2 = 1√

2
[2 0]T and s̆3 = 1√

2
[2 -2]T . The three

corresponding normalized distances can be expressed as

⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

d̄2
x̆1

= A. sin2 θ +B. cos2 θ

d̄2
x̆2

= A. cos2 θ +B. sin2 θ

d̄2
x̆3

= A.(cos θ − sin θ)2 +B.(cos θ + sin θ)2

where A = 4 cos2 γ cos2ψ and B = 4 sin2 γ sin2ψ. By considering d̄2
x̆1

= d̄2
x̆2

= d̄2
x̆3

in the

interval value of θ and ψ, we obtain

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

θ = π/4

ψ = arctan 1√
3. tanγ

(5.24)

By substituting (5.31) into (5.19), the precoder Frec is given by

Frec =

√
Es
2

⎛
⎜
⎝

cosψ 0

0 sinψ

⎞
⎟
⎠

⎛
⎜
⎝

1 1

-1 1

⎞
⎟
⎠

(5.25)

The minimum Euclidean distance provided by Frec is then

d2
rec = Esρ

2 4 sin2 γ

3 tan2 γ + 1
(5.26)

Fig. 5.1 illustrates the received constellation of the precoder for QPSK modulation. It is

observed that the average number of dmin is defined by Ndmin
= 1

16(4×4+8×5+4×6) = 5.

In comparison with the precoder in [37] where Ndmin
= 1

16(8 × 5 + 8 × 9) = 7, our new

precoder has a good improvement.
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(b) Second virtual subchannel

Figure 5.1: Received constellation of the precoder Frec for QPSK.

The threshold γ0

To choose between Fsnr and Frec, we have to compare the error probabilities in (5.3)

which are obtained by both precoders. It is observed that when the channel angle γ varies

from 0 to π/2, the ratios of other distances to the distance dmin are fixed. Furthermore, we

realize that the minimum Euclidean distance dsnr and drec in (5.23, 5.26) is proportional

to Es. For this reason, the threshold γ0 is not constant and depends on the signal-to-noise

ratio
√
Es/N0. The angle γ0 increases to γc if the average transmit power Es augments.

The critical angle γc is given by

d2
snr = d

2
rec

⇔
2

5
cos2 γc = 4

sin2 γc
3 tan2 γc + 1

⇔ γc = arctan
√

1/7 ≃ 20.7048o (5.27)

5.3.3 General expression for high-order QAM modulations

In the case of a 4k-QAM modulation, the transmit symbols belong to the set

S =
√
βM {a + b i ; a − b i ; −a + b i ; −a − b i} (5.28)

where βM = 3
2(4k−1) , and a, b ∈ (1,3, . . . ,2k − 1).
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The expressions of the Neighbor-dmin precoder for two data streams can be classified

into two types: the first one allocates power only on the highest virtual channel, and the

other uses two virtual subchannels to transmit signals. These precoders are denoted as

F1 and F2, in respectively.

Expression of the precoder F1

The first general expression is defined by

F1 =

√
Es

4k + 1

⎛
⎜
⎝

2k 1

0 0

⎞
⎟
⎠
. (5.29)

A numerical research shows that the distance dmin provided by F1 is obtained by two

difference vectors
√
βM [0 2]T , and given by

d2
F1

=
4

4k + 1
Esρ

2βM cos2 γ. (5.30)

The constellation at the reception obtained by F1 is similar to that of a M2-QAM mod-

ulation. As shown in the previous section, the proposed precoder gets fewer neighbor

points, which have the same minimum distance, than those of the optimal max-dmin

precoder [37].

Expression of the precoder F2

For every rectangular QAM modulation, a numerical approach shows that the optimal

solution is obtained by the three difference vectors: s̆1 = 1√
2
[0 2]T , s̆2 = 1√

2
[2 0]T , and

s̆3 =
1√
2
[2 -2]T . Three corresponding distances are defined by

⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

d̄2
x̆1

= A sin2 θ +B cos2 θ

d̄2
x̆2

= A cos2 θ +B sin2 θ

d̄2
x̆3

= A (cos θ − sin θ)2 +B (cos θ + sin θ)2
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where A = 4 cos2 γ cos2ψ and B = 4 sin2 γ sin2ψ. By considering d̄2
x̆1

= d̄2
x̆2

= d̄2
x̆3
, we

obtain
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

θ = π/4

ψ = atan 1√
3. tanγ

(5.31)

The second general expression F2 is given by

F2 =

√
Es
2

⎛
⎜
⎝

cosψ 0

0 sinψ

⎞
⎟
⎠

⎛
⎜
⎝

1 1

-1 1

⎞
⎟
⎠

(5.32)

where ψ = atan 1√
3. tanγ

. The minimum distance provided by F2 is then

d2
F2

= 4Esρ
2βM

2 sin2 γ

3 tan2 γ + 1
. (5.33)

The constellation obtained at the receiver by precoding matrix F2 is shown in Fig. 5.9.

It should be noted that two received vectors, which are close on one subchannel , can be

distant on the second one (for example: points A and B).
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Figure 5.2: Received constellation provided by the precoder F2.

The threshold γ0

Fig 5.3 illustrates the evolution of the normalized minimum distance with respect to the

channel angle γ for two general expressions of the Neighbor-dminprecoder. The precoder

F1 provides the optimized distance dmin for small values of γ, while the precoder F2

is valid for large values of γ. In order to choose between F1 and F2, and obtain the
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corresponding threshold, we have to find γ such that d2
F1

= d2
F2

in (5.30) and (5.33). The

threshold γ0 is then defined by

cos2 γ0

4k + 1
=

2 sin2 γ0

3 tan2 γ0 + 1

⇔ γ0 = atan

√
1

2.4k − 1
. (5.34)
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Figure 5.3: Normalized minimum distance for the precoder Neighbor-dmin.

5.3.4 Performance of Neighbor-dmin precoder

For QPSK modulation

Fig. 5.4 shows the normalized minimum Euclidean distance dmin of the new precoder

Neighbor-dmin and other precoders in the case of QPSK modulation. The average trans-

mit power Es for diagonal precoders is choosen large enough such that the power is

always allocated on both virtual subchannels. It is observed that the Neighbor-dmin so-

lution is better than WaterFiling [12], max-λmin [33] and MMSE [32] precoders in terms

of dmin. The new precoder has a small difference of dmin in comparison with max-dmin

precoder [37]. Furthermore, the difference remains constant for a small channel angle

(γ < 17.28o).
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Figure 5.4: Normalized minimum Euclidean distance for QPSK.

According to the improvement of not only the minimum Euclidean distance (except for

max-dmin, of course) but also the average number of dmin, an increase of BER performance

for Neighbor-dmin precoder is expected for QPSK modulation. We consider herein a

MIMO-OFDM system with nT = 3 transmit and nR = 2 receive antennas. The channel

matrix H is complex Gaussian and the noise element are additive white Gaussian.

Firstly, we compare the BER performances obtained by the new precoder Neighbor-dmin

and the max-dmin solution. Fig. 5.5 shows a BER improvement of the precoder Fsnr and

Frec in comparison with Fr1 and Focta for small and large channel angle γ, respectively.

We observe a large BER improvement of the precoder Frec compared to Focta, and

a slight superiority of Fsnr in comparison with Fr1, although both new precoders are

inferior in terms of dmin. This result clearly demonstrates that the number of minimum

Euclidean distances has an important role in reducing the error probability when an ML

detection is considered at the receiver.

The BER performance in comparison with other precoders for QPSK modulation is

illustrated in Fig. 5.6. As expected, the Neighbor-dmin precoder provides a significant

improvement in term of BER compared to diagonal precoders. Furthermore, it has a

slight improvement in comparison with max-dmin precoder. This can be explained by

the distribution of the channel angles γ: the MIMO system (3,2) uses more often the

precoder Fsnr than Frec.
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Figure 5.6: Uncoded BER performance for QPSK modulation.

For high-order QAM modulations

Fig. 5.7 shows the normalized minimum distance of the new precoder Neighbor-dmin

precoder and others precoder in the case of 16-QAM modulation. The average power

transmission Es for diagonal precoder is chosen large enough such that the power is

poured on all virtual subchannels. We observe that the minimum Euclidean distance

provided by the Neighbor-dmin is greater than that of other literature precoders, for

example Waterfilling, MMSE, and max-λmin.
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Figure 5.7: Comparaison dmin pour MAQ-16.

In addition, a large performance improvement in terms of BER is confirmed by the Fig

5.8, which represents the BER as a function of SNR for a MIMO system using 16-QAM

modulation, nT = 3 transmitter, nR = 2 receiver through a channel Rayleigh fading. The

precoder Neighbor-dmin provides a gain of about 6 dB for a BER = 10−5 in comparison

with diagonal precoders.

0 2 4 6 8 10 12 14
10

−6

10
−5

10
−4

10
−3

10
−2

SNR in dB

B
E

R

 

 
Neighbor−d

min

EQMM

Waterfilling
max−λ

min

Figure 5.8: Comparaison des précodeurs pour MIMO(3,2).
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5.4 Neighbor-dmin precoder for three parallel datastreams

Thanks to the representation of B∗ in (5.17), we can find (b−1) angles ψi and b(b−1)/2

angles θi which optimize the minimum distance criterion. When b increases, not only the

number of parameters but also the received constellation size augments dramatically. In

the previous section, we present the optimal solution for only small b virtual channels (b =

2). We point out herein the Neighbor-dmin precoder for three-dimensional virtual systems

using rectangular QAM-modulations. As presented in section 5.2, a three-dimensional

virtual channel can be parameterized as

Hv = ρ

⎛
⎜
⎜
⎜
⎜
⎜
⎝

cosγ1 0 0

0 sinγ1 cosγ2 0

0 0 sinγ1 sinγ2

⎞
⎟
⎟
⎟
⎟
⎟
⎠

, (5.35)

where ρ, γ1 and γ2 stand respectively for the channel gain and channel angles. It is

noted that the diagonal elements of Hv are sorted in decreasing order, so 0 ≤ γ2 ≤ π/4

and cosγ2 ≤ cotanγ1.

The unitary matrix B∗ in (5.17) can be now simplified as

B∗
=

⎛
⎜
⎜
⎜
⎜
⎜
⎝

c1 s1c2 s1s2

−s1c3 c1c2c3 − s2s3 c1s2c3 + c2s3

s1s3 −c1c2s3 − s2c3 −c1s2s3 + c2c3

⎞
⎟
⎟
⎟
⎟
⎟
⎠

, (5.36)

where ci = cos θi and si = sin θi for i = 1, ..,3. The angle θi corresponds to the scaling of

the received constellation while the parameter ψi of Σ controls the power allocation on

each virtual subchannel.

For a rectangular 4k-QAM modulation, the transmitted symbols belong to the complex

set

S =
1

√
M

{a + b i ; a − b i ; −a + b i ; −a − b i} , (5.37)

where M = 2
3(4

k − 1) and a, b ∈ (1,3, . . . ,2k − 1).

The expression of the precoding matrix which optimizes dmin for three independent data-

streams can be classified into three types which enable power on one, two, or three virtual

subchannels.
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5.4.1 Precoder F1

The precoder is available for high dispersive channels, and can be seen as a max-SNR

design that pours power only on the strongest virtual subchannel. In fact, this pre-

coder transforms the rectangular 4k-QAM signals on three virtual subchannels into a

rectangular 43k-QAM on the first subchannel. The optimized precoding matrix is given

by

F1 =

√
Es
M1

⎛
⎜
⎜
⎜
⎜
⎜
⎝

4k 2k 1

0 0 0

0 0 0

⎞
⎟
⎟
⎟
⎟
⎟
⎠

, (5.38)

where M1 = 16k + 4k + 1. The optimized dmin is provided by the difference vector
1√
M

[0 0 2]T , and defined by

d2
F1

=
4

MM1
Esρ

2 cos2 γ1. (5.39)

Although the distance is inferior to the minimum distance obtained by SNR-like max-dmin

precoder [65], it has less neighbors providing the distance dmin.

5.4.2 Precoder F2

The optimized precoder which enables power on first and second virtual subchannels

(ψ2 = 0) may have many expressions. To simplify the form of F2, we present, herein, the

most important expression of F2. The expression is available when there is a large disper-

sion between the two first subchannels and the third subchannel. For rectangular QAM

modulations, a numerical approach shows that the minimum distance is provided by

five difference vectors: x̆1 =
1√
M

[0,2,0]T , x̆2 =
1√
M

[0,2(k-1), -2]T , x̆3 =
1√
M

[0,2k, -2]T ,

x̆4 =
1√
M

[2, -2(M2-k+1),2(k-1)]T , and x̆5 =
1√
M

[2, -2M2,2k]
T , where M2 = 2k − 1.

Let us note d2
x̆i

as the corresponding distance of x̆i with i = 1, ..,5. By solving the system

of equations d2
x̆1

= d2
x̆2

= d2
x̆3

= d2
x̆4

= d2
x̆5
, we obtain all constant angles of the matrix B∗

(confirmed by Proposition 1). The optimized angles (in radians) of B∗ are described in

Tab. 5.1, while the angle ψ1 which depends on the channel angles γ1 and γ2 is defined

by

ψ1∣(γ1,γ2) = atan
tan(ψ1∣(π/4,0))

tanγ1 cosγ2
. (5.40)
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Modulation θ1 θ2 θ3 ψ1∣(π/4,0)
4-QAM 0.5083 0.1753 0.9951 0.5066
16-QAM 0.6155 0.7854 0.3876 0.7227
64-QAM 0.5538 1.0216 0.2229 0.8433
256-QAM 0.6690 1.2490 0.0977 0.6331

Table 5.1: Optimized angles for the precoder F2

The minimum distance is provided by the difference vector 1√
M

[0 2 0]T , and given by

d2
F2

= κ
2Esρ

2

M(2M2 + 4 − k)
, (5.41)

where κ depends on γ1 and γ2 and is defined in (5.55).

5.4.3 Precoder F3

The Neighbor-dmin precoder which pours power on all subchannels also has many ex-

pressions. Each expression is available for different variations of the transmit channel.

We present, herein, a general precoding matrix for all rectangular QAM-modulations.

For every precoder has the form like (5.10), this precoder provides the highest minimum

distance when the channel is small dispersive. The matrix B∗ is then defined by

B∗
=

1
√

3

⎛
⎜
⎜
⎜
⎜
⎜
⎝

1 1 1

-1 1−
√

3
2

1+
√

3
2

1 −1−
√

3
2

−1+
√

3
2

⎞
⎟
⎟
⎟
⎟
⎟
⎠

. (5.42)

By equalizing three difference distances provided by x̆1 =
1√
M

[0,2,0]T , x̆2 =
1√
M

[0,0,2]T ,

and x̆3 =
1√
M

[0,2, -2]T , we obtain

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ψ2 = atan 1
tanγ2

ψ1 = atan 1
2 tanγ1 cosγ2 cosψ2

(5.43)

The distance dmin obtained by F3 is then

d2
F3

=
8Esρ

2 cos2 γ1 sin2 γ1 cos2 γ2 sin2 γ2

4 sin2 γ1 cos2 γ2 sin2 γ2 + cos2 γ1 sin2 γ2 + cos2 γ1 cos2 γ2

. (5.44)
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Fig. 5.9 plots the received constellation provided by the precoder F3 in the case of

4-QAM. One should note that whenever two received vectors are close on one virtual

subchannel, they are distant on the others (e.g. A and B).
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Figure 5.9: Received constellations provided by precoder F3 for QPSK modulation.

5.4.4 Simulation results

Range of definition

To improve the BER performance of a MIMO system, we can choose from the three

precoding matrices above the precoder which provides the highest minimum Euclidean

distance. For a given modulation order, by comparing the three minimum distances in

(5.39), (5.41), and (5.44), we obtain the range of definition for each precoder.

The range of definition for QPSK is shown in Fig. 5.10. It is observed that when

the modulation order increases, the normalized minimum distances (dmin/
√

4Esρ2/M)

provided by F1 and F2 are decreased. In other words, two precoder F1 and F2 are less
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used for higher order modulations (the range of definition changes following the arrows

in Fig. 5.10).
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Figure 5.10: Range of definition for the three precoders F1, F2, and F3 using a QPSK
modulation. The arrows represent the evolution of the borders when the modulation

order increases.

Performance of Neighbor-dmin precoder

Thanks to the rectangular constellation (see Fig. 5.9), our new precoder not only op-

timizes the minimum Euclidean distance but also has less neighbors which provide the

distance dmin. The normalized minimum distance of the Neighbor-dmin and other pre-

coders are illustrated in Fig. 5.11. For diagonal precoders, the transmit power is large

enough to be allocated on all virtual subchannels. It is observed that the minimum

distance provided by the Neighbor-dmin precoder is better than those of WaterFilling,

max-λmin [33] and MMSE [32]. Furthermore, unlike diagonal precoders, the minimum

distance of Neighbor-dmin precoder is much superior to zero if the virtual channels are

large dispersive. When the channels are small dispersive, the minimum distance provided

by max-λmin is better than MMSE and Waterfilling but is really outperformed by our

new precoder.

Let us consider a MIMO-OFDM system with nT = 4 transmit antennas and nR = 3

receive antennas. The transmit channel is Rayleigh fading and the noise is additive
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Figure 5.11: Normalized minimum distance for QPSK.

white Gaussian. Due to the improvement of the minimum distance and the number of

neighbors providing dmin, a large enhancement of BER performance is expected. Fig.

5.12 illustrates the BER performance with respect to SNR for QPSK modulation. It is

obvious that the Neighbor-dmin precoder has a significant BER enhancement compared

to diagonal precoders. A gain of about 5 dB is observed (at high SNR) in comparison

with the beamforming design. Furthermore, we also observe a slight BER improvement

of the Neighbor-dmin precoder compared to the optimal max-dmin precoder. This can

be explained in the way that the number of neighbors is really important due to the

maximization the error probability.

5.5 Neighbor-dmin precoder for large MIMO systems

5.5.1 Principles

As presented in Chapter 4, we can extend a sub-optimal solution of Neighbor-dmin pre-

coder for large MIMO systems with an odd or even number of data-streams. This solution

is split into four steps

1. Obtain the virtual diagonal matrix Hv by using a virtual transformation.
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Figure 5.12: Uncoded BER for MIMO(4,3) system using QPSK modulation.

2. Associate the 2b singular values by the following combination (σ1, σ2b), (σ2, σ2b−1),

..., (σb, σb+1), or 2b+1 singular values by the following combination (ρ1, ρb+1, ρ2b+1),

(ρ2, ρ2b), (ρ3, ρ2b−1), ⋯, (ρb, ρb+2) to obtain b virtual subsystems.

3. Apply the 3-D Neighbor-dmin or 2-D Neighbor-dmin precoders on each subsystem

under a unity power-constraint.

4. Allocate the power to each subsystem #i by computing the coefficient Υi such that

Υ2
i = p0

⎛

⎝
δ2
i

b

∑
j=1

1

δ2
j

⎞

⎠

−1

∀i = 1..b

where δi is the minimum Euclidean distance of the subsystem #i given in the step 3.

5.5.2 Simulation results

In the section, we compare the BER performance of the Neighbor-dmin precoder with

other sophisticated transceivers such as beamforming (max-SNR), waterfilling (WF),

minimum mean square error (MMSE), or maximization of the minimum eigenvalue

(max-λmin). For each SNR, a numerical survey with 30000 uncorrelated Rayleigh fading

channels H is implemented. We consider a MIMO system with nT = 6 transmit and

nR = 5 receive antennas over which we send b = 5 independent QPSK datastreams. The
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BER performance with respect to SNR of the proposed precoder in comparison with

other precoders is shown in Fig. 5.13. It is clear that our new precoder obtains a signifi-

cant improvement in terms of BER compared to other precoders. In comparison with the

max-dmin design, although the Neighbor-dmin precoder has a simpler form, it provides a

same BER performance due to the reduction of the neighbors providing the minimum

distance.
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Figure 5.13: Uncoded BER for large MIMO system using QPSK modulation.

5.6 Conclusion

In the first part of this section, we investigated the impact of the minimum Euclidean

distance on the performance of bit-error-rate when an ML detection is considered at

receive side. It is realized that the number neighbors providing dmin has an important

role in reducing the error probability. Therefore, a new precoder for MIMO transmission,

which is based on the maximization of dmin associated with the minimization of the

neighbors providing it, has been introduced.

In the new precoding strategy, the rotation parameter ϕ is not considered. Hence, the

degree of freedom in precoding matrix Fd is decreased and the space of the solution is

smaller. Not only reducing the complexity, the Neighbor-dmin precoder presents also a
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significant improvement of BER compared to diagonal precoders such as MMSE, Water-

filing and max-λmin. In comparison with max-dmin precoder, the new precoder provides

a slight improvement. The BER enhancement depends on channel characteristics and is

more significant if the virtual subchannels are far from dispersive.



Appendices of chapter 5

A Proof of Lemma 5.1

For all dβ < dχ, it is obvious that we can find a high value of R > 0 such that

d2
χ − d

2
β +

2

R2
log

dβ − dα

dδ − dχ
> 0 (5.45)

with dβ > dα and dδ > dχ. The inequality (5.45) can be rewritten as

log
dβ − dα

dδ − dχ
> −(d2

χ − d
2
β).R

2
/2

⇔
dβ − dα

dδ − dχ
> e−(d

2
χ−d2

β).R
2/2

⇔ R(dβ − dα).e
−d2
β .R

2/2
> R(dδ − dχ).e

−d2
χ.R

2/2 (5.46)

Using the monotonic decreasing property of the function e−x
2/2, we obtain

∫

dβ .R

dα.R
e−x

2/2 dx > (dβ.R − dα.R).e−(dβ .R)
2/2 (5.47)

(dδ.R − dχ.R).e−(dχ.R)
2/2

> ∫

dδ.R

dχ.R
e−x

2/2 dx (5.48)

From (5.46), (5.47), and (5.48) we have

∫

dβ .R

dα.R
e−x

2/2 dx > ∫
dδ.R

dχ.R
e−x

2/2 dx

⇔ Q(dα.R) −Q(dβ.R) > Q(dχ.R) −Q(dδ.R)

⇔ Q(dα.R) +Q(dδ.R) > Q(dβ.R) +Q(dχ.R)

140
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B Proof of Lemma 5.2

The mathematical induction can be used to prove this lemma. One should note that

Q(x) is a monotonic decreasing function. First we show that our statement holds for

k = 2. Indeed, there are two cases:

1. dα2 ≤ dβ2 : it is obvious that Q(dα1 .R) > Q(dβ1 .R) and Q(dα2 .R) ≥ Q(dβ2 .R) with

∀R > 0, so we have

Q(dα1 .R) +Q(dα2 .R) > Q(dβ1 .R) +Q(dβ2 .R)

2. dα2 > dβ2 : obviously, this is the case of the Lemma 5.1.

Thus it has been shown that the lemma holds for k = 2. We assume that our statement

is true for k. It must then be shown that our statement is true for k + 1. Let us define

dγ1 =
1
3(dα1 + dβ1), and dγ2 =

2
3(dα1 + dβ1). It is clear that dα1 < dγ1 < dγ2 , so we can find

value R1 such that ∀R ≥ R1

Q(dα1 .R) +Q(dα2 .R) > Q(dγ1 .R) +Q(dγ2 .R) (5.49)

Since dγ2 < dβ1 ≤ dβ2 , so we get

Q(dγ2 .R) > Q(dβ2 .R) (5.50)

Furthermore, we have dγ1 < dβ1 . According to the statement in the case of k, there exist

values R2 which satisfy ∀R ≥ R2

Q(dγ1 .R) +
k+1

∑
i=3

Q(dαi .R) > Q(dβ1 .R) +
k+1

∑
i=3

Q(dβi .R) (5.51)

From (5.49), (5.50) and (5.51), it can be concluded that ∀R ≥ max(R1,R2), we have

k+1

∑
i=1

Q(dαi .R) >
k+1

∑
i=1

Q(dβi .R)
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C Proof of Proposition 5.3

Let us denote ă1, ă2, as two difference vectors which have the same Euclidean distances.

These Euclidean distances are given by

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

d2
ă1∣Hv

= ∥HvΣBă1∥
2

d2
ă2∣Hv

= ∥HvΣBă2∥
2

(5.52)

One should note that Σ is a diagonal matrix with real nonnegative elements, i.e. Σ =

diag(φ1, ..., φb). When the channel varies from Hv = diag(σ1, ..., σb) to Ĥv = diag(σ̂1, ..., σ̂b),

the two distances above can be kept equal by changing only the values of φi, i = 1, .., b.

Indeed, we define the diagonal matrix Σ̂ with real nonnegative elements such that

φ̂iσ̂i = κφiσi, (5.53)

where κ is a constant. By substituting φi into the power constraint in (5.12), we get

n

∑
i=1

φ̂2
i = κ

2
n

∑
i=1

φ2
i (
σi
σ̂i

)
2

= Es (5.54)

or

κ =

¿
Á
ÁÀ Es

∑
n
i=1 φ

2
iσ

2
i /σ̂

2
i

. (5.55)

The Euclidean distance provided by ă1 is then

d2
ă1∣Ĥv

= ∥ĤvΣ̂Bă1∥
2

= ∥κHvΣBă1∥
2

= κ2 d2
ă1∣Hv

.

Similarly, we get

d2
ă2∣Ĥv

= κ2 d2
ă2∣Hv

.

Since d2
ă1∣Hv

= d2
ă2∣Hv

, we have d2
ă1∣Ĥv

= d2
ă2∣Ĥv

. Consequently, two any difference distances

can be kept equal by changing only the matrix Σ.



Chapter 6

Generalized precoding designs using

Discrete Fourier Transform matrix

The optimal solution of max-dmin precoder is proposed in [37, 69] for two transmit datas-

treams and for 4-QAM and 16-QAM modulations. By decomposing the channel into 2×2

eigen-channel matrices and optimizing the distance dmin for each sub-system, the authors

in [59] proposed a sub-optimal precoder for large MIMO channels. However this solution

is only available for low-order QAM modulations. It is because the optimized solution

depends on many parameters such as the symbol alphabet, the detection rule, or the

characteristics of the virtual channel. Another sub-optimal design of the max-dmin pre-

coder, which allows transmitting more than two independent datastreams and increasing

the order of the modulations, is presented in [55]. But the precoding scheme considers

only a block-Toeplitz form of the channel matrix and, therefore, is only suitable for

quasi-stationary MIMO channels.

The problem of high-order QAM modulations and the number of datastreams is settled

in this chapter. We present herein a simple form of the minimum Euclidean distance

based precoder. The precoding matrix is then factorized as the product of a diagonal

power allocation matrix and an input-shaping matrix. In order to minimize the minimum

distance, the input-shaping matrix is chosen to be a Discrete Fourier Transform (DFT)

matrix, and only the power allocation matrix depends on the channel characteristics.

The expression of the precoding matrix is therefore less complex with only b variables

corresponding to the b diagonal entries of the power allocation matrix. A numerical

143



Chapter 6. Generalized precoding designs using DFT matrix 144

approach shows which difference vectors provide the minimum distances, and then we

can obtain the optimized precoding matrix by equalizing these distances. For any number

of available datastreams, we will present a general form of the precoding matrix.

The chapter is organized as follows. A new parameterized form of the precoding matrix

is described in section 6.1. Section 6.2 is devoted to the description of the new precoder

which is based on the observation of the SNR-like matrix. In section 6.3, we propose

general extensions of the precoder for large MIMO channels and rectangular QAM mod-

ulations. Finally, the simulation results in comparison with other traditional precoders

are presented in section 6.4. The conclusion is given in section 6.5.

6.1 Parameterization of the precoding matrix

We now intend to design a precoder to minimize the probability of error subject to the

constraint of transmission powers. This design is difficult because it is rarely solvable in

closed form: the solution depends on the symbol alphabet and the detection rule. The

average error probability can be approximated by [70]

Pe ≃
1

Ms

Ms

∑
i=1

Ms

∑
j=1
j≠i

Q(
d̄ij

2
√
N0

×
√
Es) , (6.1)

where N0 is the variance of the white Gaussian noise ηv, and d̄ij is the normalized

Euclidean distance between two vector si and sj . Let us note Ni the number of distances

d̄ij such that d̄ij = dmin, where dmin denotes the minimum Euclidean distance and is

defined by

d2
min = min

sk,sl∈S,sk≠sl
∥HvFd(sk − sl)∥

2.

The probability of error in (6.1) can be now simplified as

Pe ≈
1

Ms

Ms

∑
i=1

NiQ(
d̄min

2
√
N0

×
√
Es)

≈ Ndmin
Q(

d̄min

2
√
N0

×
√
Es) , (6.2)

where Ms is the number of all possible transmitted vectors s, and Ndmin
= 1
Ms
∑
Ms
i=1 Ni.

It is observed that when an ML detection is considered at the receiver, a key to reduce
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the probability of error is maximizing the minimum Euclidean distance between received

symbols. We can now formulate the design problem as follows

arg max
Fd

d2
min

subject to: trace{FdF
∗
d} = Es. (6.3)

In general, by using a singular value decomposition (SVD), a linear precoder can be

considered as a combination of an input shaper and a multimode beamformer with per-

beam power allocation [10]

Fd = AΣB∗, (6.4)

where A and B∗ are b× b unitary matrices, and Σ is a diagonal matrix. The orthogonal

beam directions are the left singular matrix A, of which each column represents a beam

direction (pattern). It is noted that the matrix A contains all eigenvectors of the matrix

FdF
∗
d, thus it is often referred to as eigen-beamforming. The matrix Σ controls the

power allocation on each beam. These powers correspond to the squared singular values

of Σ2. The right singular matrix B∗ concerns with the rotation and scaling of the input

symbols on each beam and hence is referred to as the input-shaping matrix.

Let us define x̆ a difference vector as x̆ = sk − sl, with sk ≠ sl, and the set which contains

all possible difference vectors as X̆. The optimized criterion is then

d2
min = min

x̆∈X̆
∥HvFdx̆∥

2

= min
x̆∈X̆

x̆∗F∗
dH

∗
vHvFdx̆

= min
x̆∈X̆

x̆∗BΣ∗A∗RHAΣB∗x̆, (6.5)

where RH denotes the channel covariance matrix, i.e. RH = H∗
vHv = diag(ρ1, ..., ρb).

One should note that RH is a diagonal matrix because the virtual channel Hv is already

diagonalized.

Lemma 6.1. Without loss of optimality, the left singular matrix A of the optimal pre-

coder Fd can always be chosen to coincide with an identity matrix.

Proof: We first consider the eigen-decomposition of the matrix

Σ∗A∗RHAΣ = QΛQ∗, (6.6)



Chapter 6. Generalized precoding designs using DFT matrix 146

where Q is an orthonormal matrix and Λ is a diagonal matrix. The minimum distance

in (6.5) can be now rewritten as

d2
min = min

x̆∈X̆
x̆∗BQΛQ∗B∗x̆. (6.7)

Let us denote λk as the diagonal elements of the matrix Λ. Note that the number of

non-null diagonal elements of Λ is less than the number of datastreams b. Therefore,

it is always possible to find a diagonal matrix of the form Σ̃ = diag(
√
σ̃1, ...,

√
σ̃k) that

satisfies

Σ̃∗RHΣ̃ = Λ, (6.8)

where the diagonal elements of Σ̃ are defined by σ̃k = λk/ρk. The distance dmin in (6.7)

can be now simplified to

d2
min = min

x̆∈X̆
x̆∗BQΣ̃∗RHΣ̃Q∗B∗x̆

= min
x̆∈X̆

x̆∗B̃Σ̃∗RHΣ̃B̃∗x̆, (6.9)

with B̃ is defined by B̃ = BQ. By comparing (6.5) and (6.9), we can conclude that there

exists a precoding matrix F̃d = Σ̃B̃∗ such that its minimum Euclidean distance is the

same with the one provided by Fd.

∎

From the result in Lemma 1, it follows that the max-dmin precoder can be parameterized

as

Fd = ΣB∗, (6.10)

where B∗ is a b × b unitary matrix, and Σ = diag(
√
σ1, ...,

√
σb) is a b × b diagonal

matrix with nonnegative real numbers on the diagonal. The power constraint can be

then rewritten as

trace{FdF
∗
d} = trace{ΣΣ∗

} = Es. (6.11)
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6.2 Design of the precoding matrix

6.2.1 Principle of the approach

Design optimizing the minimum Euclidean distance is difficult to deal with because of

two reasons. Firstly, the space of solution is large and exponentially proportional to the

number of datastreams b. Secondly, the exact expression of max-dmin precoder depends

on many parameters such as the symbol alphabet or the characteristic of the virtual

channel. Here, we propose a design that can come close to the desired goal. Based on

(6.3), the formulation of the problem can be rewritten as

max
Fd

min
x̆∈X̆

d2
x̆ = x̆∗F∗

dH
∗
vHvFdx̆. (6.12)

Let us define a SNR-like matrix of Fd as SNR(Fd) = F∗
dH

∗
vHvFd. Instead of optimizing

(6.12), we can obtain a suboptimal but more general solution by realizing some properties

of SNR(Fd). The authors in [33] proposed a suboptimal precoder which is based on the

observation of the minimum eigenvalue of SNR(Fd). We present, herein, another sub-

optimal solution that considers the minimum diagonal element of the SNR-like matrix.

Let us denote the diagonal elements of SNR(Fd) as δk, we have

d2
x̆ = x̆∗SNR(Fd)x̆ =

b

∑
i=1

δix
2
i +O(xixj)xi≠xj , (6.13)

with x̆ = [x1, .., xb]
T . For a random difference vector x̆, we can assume that the function

O(xixj) has little influence on the minimum distance in comparison with the sum of

δix
2
i . The design problem can be, therefore, simplified by

max
Fd

min
x̆∈X̆

b

∑
i=1

δix
2
i . (6.14)

The criterion on the right-hand side of (6.14) has a lower bound

min
x̆∈X̆

b

∑
i=1

δix
2
i ≥ δmin min

x̆∈X̆

b

∑
i=1

x2
i = δmin min

x̆∈X̆
∥x̆∥2, (6.15)

where δmin denotes the minimum diagonal element of SNR(Fd). It is observed that max-

imizing the minimum diagonal element δmin(SNR(Fd)) will possibly force the minimum
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distance to higher value. Therefore, we can solve the problem in (6.12) by first dealing

with δmin(SNR(Fd)) and then maximizing its value. By substituting (6.10) into the form

of SNR(Fd), we obtain

SNR(Fd) = BΣ∗H∗
vHvΣB∗

= BΥB∗, (6.16)

where Υ = diag(ρ1σ1, ..., ρbσb) = diag(λ1, ..., λb) is a diagonal matrix with non-negative

real numbers on the diagonal. For any given Υ, an optimal choice for B is one that

maximizes the minimum diagonal element of SNR(Fd). Such B is provided by the

following lemma.

Lemma 6.2. Given a b×b diagonal matrix Υ whose diagonal elements are non-negative

and a unitary matrix B of size b, then we have the following properties

i)

max
BB∗=Ib

min
i

[BΥB∗
]i,i =

trace(Υ)

b
. (6.17)

ii) The optimized value in (6.17) is provided by a normalized DFT-matrix

B∗
= Db =

1
√
b

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 1 1 ⋯ 1

1 ω ω2 ⋯ ωb−1

1 ω2 ω4 ⋯ ω2(b−1)

⋮ ⋮ ⋮ ⋮

1 ωb−1 ω2(b−1) ⋯ ω(b−1)(b−1)

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (6.18)

where ω is a primitive bth root of unity, i.e. ω = e−
2πi
b .

Proof: Firstly, we prove that the right-hand side of (6.17) is the upper-bound for the

left-hand side. Then, we show that the DFT-matrix Db provides this upper bound.

i) Since B is a unitary matrix and Υ is a diagonal matrix, we have

b

∑
i=1

δi = trace(BΥB∗
) = trace(Υ). (6.19)

Furthermore, since diagonal elements of Υ are non-negative, the diagonal elements

of BΥB∗ are non-negative, too. Given the set of b non-negative numbers {αi}
b
i=1
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that sum to M, the minimum number is obviously less than M/b. The left-hand

side of (6.17) is, therefore, upper-bounded by

min
i

[BΥB∗
]i,i ≤

∑
b
i=1 δi
b

=
trace(Υ)

b
. (6.20)

ii) Let us define βi,j is the (i, j) element of the matrix B∗, we have

[BΥB∗
]i,i =

b

∑
j=1

λj∥βi,j∥
2. (6.21)

If B∗ is chosen to be a DFT-matrix, i.e. the magnitude of each element of the

DFT-matrix Db is equal to ∣βi,j ∣
2 = 1/b, we obtain that

[BΥB∗
]i,i =

b

∑
j=1

λj
1

b
=

trace(Υ)

b
, (6.22)

for all 1 ≤ i ≤ b.

∎

Now, from the parameterized form of the precoder, we have to search the matrix Σ in

order to optimize the minimum distance. A numerical approach shows that the minimum

Euclidean distances on the received constellation are always provided by some difference

vectors.

Proposition 6.3. With the precoding matrix given by (6.10), two any Euclidean dis-

tances can be kept equal by changing only the power allocation matrix Σ but retaining the

input-shaping matrix B∗.

Proof: We assume that, for Ĥv = diag(
√
ρ̂1, ...,

√
ρ̂b) and Σ̂ = diag(

√
σ̂1, ...,

√
σ̂b), two

difference vectors x̆1, x̆2 have the same Euclidean distances

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

d2
x̆1∣Ĥv

= ∥ĤvΣ̂Bx̆1∥
2

d2
x̆2∣Ĥv

= ∥ĤvΣ̂Bx̆2∥
2

(6.23)

When the channel varies from Ĥv to Hv = diag(√ρ1, ...,
√
ρb), let us define a diagonal

matrix Σ with real nonnegative elements such that

σiρi = κ σ̂iρ̂i, (6.24)
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where κ is a constant. By substituting σ̂i into the power constraint in (6.11), we obtain

trace{ΣΣ∗
} =

b

∑
i=1

σi = κ
b

∑
i=1

σ̂i (
ρ̂i
ρi

) = Es (6.25)

or

κ =
Es

∑
b
i=1 σ̂iρ̂i/ρi

. (6.26)

The Euclidean distance provided by x̆1 is then

d2
x̆1∣Hv

= ∥HvΣBx̆1∥
2

= ∥
√
κ ĤvΣ̂Bx̆1∥

2

= κd2
x̆1∣Ĥv

.

Similarly, we get

d2
x̆2∣Hv

= κd2
x̆2∣Ĥv

.

Since d2
x̆1∣Ĥv

= d2
x̆2∣Ĥv

, we obtain d2
x̆1∣Hv

= d2
x̆2∣Hv

. Consequently, two any difference

distances can be kept equal by changing only the power allocation matrix Σ.

∎

6.2.2 Design model

Lemma 2 provides an interesting key to design a new linear precoder. The precoding

matrix Fd is then factorized as the product of the power allocation matrix Σ and the

scaling matrix B∗. As its name implies, the matrix Σ determines how many virtual

channels are used to transmit signal and controls the power allocation on each beam. The

maximum number of activated virtual channels is upper-bounded by the rank of matrix

H. We assume that the signal is transmitted on k subchannels, with k ≤ b = rank(H).

The matrix B∗ is then chosen to be a normalized DFT-matrix of size k. According to

the proposition 1, the diagonal matrix Σ depends on the channel characteristics, and

has k positive real elements on the diagonal (1 ≤ k ≤ b). Therefore, we have b different

expressions of Fd corresponding to b precoders which pour powers on 1, 2,.., and b virtual

subchannels, respectively.
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The precoding system structure, which contains an input-shaping matrix and a power

allocation matrix, is shown in the Fig. 6.1. Due to different forms of CSIT, the precoder

first decides the number of virtual subchannels used for transmission, and then maps the

data-bits into k symbols. The method used for selecting the modulation will be discussed

in section 6.3.2. After that these symbols are pre-processed by a DFT block of size k. At

the end of the precoder, the transmit signal is directly operated by a power distribution

block, i.e. multiplied to a diagonal matrix Σ.
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Figure 6.1: Design model of the precoding matrix

The determination of the power allocation matrix Σ depends on the symbol alphabet

or the modulation used at the transmitter. Our objective is to determine the matrix Σ

that maximizes the minimum distance for all possible transmit vectors. In next section,

we propose the optimized solution for one of the most common schemes: rectangular

Quadrature Amplitude Modulation (QAM).

6.3 Optimized precoder for rectangular QAM modulations

For a rectangular 4m-QAM modulation, the transmit symbols belong to the set

S =
1

√
M

{a + b i ; a − b i ; −a + b i ; −a − b i} , (6.27)

where M = 2
3(4

m − 1) and a, b ∈ {1,3, . . . ,2m − 1}.
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Our main purpose is to derive a matrix Σ subject to the power constraint (6.11) in order

to optimize the minimum distance. The number of non-null diagonal elements in (6.11)

presents the number of virtual-subchannels used for transmission. Let us denote the

precoder which enables powers on k subchannels as Fk with k = 1,⋯, b. These precoders

are presented as follows.

6.3.1 Expressions of the precoder

According to (6.24) and (6.26), the diagonal entries of the optimization matrix Σ are

given by

σi =
Es

∑
k
j=1 φjρ

−1
j

φiρ
−1
i , (6.28)

where φj denotes the power coefficient of the jth virtual subchannel. It is obvious that

the diagonal elements of Σ are linearly proportional with φj . A numerical approach is

implemented in order to find which difference vectors provide the minimum distance. By

equalizing the difference distances obtained by these vectors, we can derive the power

coefficient φj of the optimization problem. The normalized coefficients φj are described

in Tab. 6.1.

Expression φ1 φ2 φ3 φ4 φk
Σ1 1
Σ2 3 1
Σ3 6 + 2

√
3 2 +

√
3 1

Σ4 9 5 1 1
Σk ⋯ ⋯ ⋯ ⋯ ⋯

Table 6.1: Optimized coefficients of the power allocation matrix Σ.

Precoder F1

This precoder is actually the max-SNR design which pours power on only the strongest

virtual subchannel, i.e. Σ = diag{
√
Es,0,⋯,0}. In order to retain the data-rate, the

precoder F1 can use a higher-order QAM modulation. In other words, it can transforms

4m-QAM signals on b virtual subchannels into a rectangular 4b.m-QAM signal on the

first subchannel (detailed in section 6.3.2). The minimum distance provided by F1 is

defined by

d2
F1

=
4

M
Esρ1. (6.29)
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Precoder F2

This precoder is the second expression of the N-dmin precoder which is presented in our

previous work [70]. A numerical search shows that the optimized solution is obtained by

two difference vectors x̆1 =
1√
M

[0 2]T , and x̆2 =
1√
M

[2 -2]T . By equalizing two normalized

distances d̄2
x̆1

= d̄2
x̆2
, we obtain

F2 =

√
Es
2

⎛
⎜
⎝

cosψ 0

0 sinψ

⎞
⎟
⎠

⎛
⎜
⎝

1 1

-1 1

⎞
⎟
⎠
, (6.30)

where ψ = atan(
√
ρ1/3ρ2). The distance dmin provided by F2 is

d2
F2

=
4

M
Es

2ρ1ρ2

ρ1 + 3ρ2
. (6.31)

The received constellation provided by the precoder F2 is shown in Fig. 6.2. One should

note that whenever two received vectors are close on one virtual subchannel, they are

distant on the other (e.g. points A and B). Furthermore, it is observed that the average

number of neighbors providing dmin of F2 is less than that of the max-dmin precoder

presented in [37]. The property confirms an improvement of BER performance for our

proposed precoder.
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Figure 6.2: Received constellation for the precoder F2.
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Precoder F3

This precoder pours power on three virtual subchannels, and has the input-shaping

matrix B∗ which is defined by

B∗
=

1
√

3

⎛
⎜
⎜
⎜
⎜
⎜
⎝

1 1 1

1 -1-
√

3 i
2

-1+
√

3 i
2

1 -1+
√

3 i
2

-1-
√

3 i
2

⎞
⎟
⎟
⎟
⎟
⎟
⎠

. (6.32)

A numerical approach shows that the optimized solution is obtained by three difference

vectors
⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

x̆1 =
1√
M

[0,0,2]T

x̆2 =
1√
M

[0,2, -2]T

x̆3 =
1√
M

[2, -2-2i,2i]T

By equalizing three difference distances provided by these vectors, we obtain

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

σ2/σ3 =
2+
√

3
ρ2/ρ3

σ1/σ3 =
6+2
√

3
ρ1/ρ3

(6.33)

The distance dmin obtained by F3 is then

d2
F3

=
4

M
Es

(3 +
√

3)ρ1ρ2ρ3

ρ1ρ2 + (2 +
√

3)ρ1ρ3 + (6 + 2
√

3)ρ2ρ3

. (6.34)

Fig. 6.3 plots the received constellation provided by the precoder F3 in the case of 4-

QAM. Like the case of the precoder F2, two received vectors processed by F3 are close

on one virtual subchannel but can be distant on the others (for example points B and

C).
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Figure 6.3: Received constellations provided by precoder F3.

Precoder F4

The input-shaping matrix B∗ of the precoder F4 is defined by

B∗
=

1

2

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 1 1 1

1 -i -1 i

1 -1 1 -1

1 i -1 -i

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (6.35)

A numerical search shows that the minimum distance is provided by four difference

vectors
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x̆1 =
1√
M

[0,0,0,2]T

x̆2 =
1√
M

[0,0,2, -2]T

x̆3 =
1√
M

[0,2, -2-2i,2i]T

x̆4 =
1√
M

[2, -2,2, -2]T
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By equalizing their difference distances, we obtain

⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

σ3/σ4 =
1

ρ3/ρ4

σ2/σ4 =
5

ρ2/ρ4

σ1/σ4 =
9

ρ1/ρ4

(6.36)

The distance dmin obtained by F4 is given by

d2
F4

=
4

M
Es

4

9/ρ1 + 5/ρ2 + 1/ρ3 + 1/ρ4
. (6.37)

The general case Fk

Let us denote x̆1, x̆2, ⋯, x̆k as k difference vectors providing the minimum distance. The

distance dx̆i is given by

d2
x̆i
= x̆∗i BΥB∗x̆i

=
k

∑
j=1

λj ∣ui(j)∣
2 (6.38)

where Υ = Σ∗H∗
vHvΣ = diag(λ1, ..., λk), and vector ui is given by

ui = B∗x̆i = [ui(1), ui(2),⋯, ui(k)]
T . (6.39)

By equalizing k difference distances, we have (k − 1) equations below

k

∑
j=1

λj (∣u1(j)∣
2
− ∣ui(j)∣

2) =
k

∑
j=1

λjvi,j = 0, (6.40)

where vi,j = ∣u1(j)∣
2 − ∣ui(j)∣

2 with i = 2,⋯, k. For a 4m-QAM modulation, it is noted

that the difference vector x̆1 is often defined by x̆1 = [0,⋯,0,2]T , i.e. ∣u1(j)∣
2 = 4 with

j = 1⋯k. The power constrain in (6.11) can be now rewritten as

k

∑
j=1

λj/ρj =
k

∑
j=1

σj = Es. (6.41)
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Let us define λ = [λ1,⋯, λk]
T , and v1,j = 1/ρj with j = 1,⋯, k, we have

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

v1,1 v1,2 ⋯ v1,k

v2,1 v2,2 ⋯ v2,k

⋮ ⋮ ⋮

vk,1 vk,2 ⋯ vk,k

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

λ1

λ2

⋮

λk

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

=

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

Es

0

⋮

0

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(6.42)

or

Vλ = ε. (6.43)

In conclusion, the power coefficients φi are proportional to the entries of the vector λ

which can be defined by λ = V−1ε. The condition of the existence of the vector λ is

that the matrix V is invertible. When x̆1 = [0,⋯,0,2]T is one of the difference vectors

providing the minimum distance, the distance dmin is then defined by

d2
Fk

= 4
k

∑
j=1

λj . (6.44)

6.3.2 Range of definition

To improve the BER performance of a MIMO system, we choose from these precoding

matrices above the precoder that provides the highest minimum Euclidean distance. One

should note that the data-rate of a precoder Fi is different to each other’s. For example,

if we both use 4-QAM modulation for the precoders F1 and F2, the bit-rate of F2 is

twice as that of F1. Therefore, we have to consider the data-rate of the b precoders when

comparing their distances dmin. The error probability in (6.2) can be re-expressed as

Pe ≈ Ndmin
Q(

d̄min

2
×

√

SNR
B

fs

1

log2M
) , (6.45)

where M is the number of alternative modulation symbols, B is the bandwidth, and

fs is the symbol rate. For a given modulation order, by comparing the right-hand side

of (6.45) corresponding to b precoders, we can obtain the range of definition for each

precoding scheme.

Another simple method to retain the data-rate is using different modulation for each

precoder. Lets us come back to the example of the precoders F1 and F2. If the 4-

QAM modulation is used for the precoder F2, it means that two 2-bits symbols are
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transferred on two subchannels. Instead of transmitting like this, we can transfer one

4-bits symbols (16-QAM) on the first virtual subchannels. Then, two minimum distances

that correspond to F1 using 16-QAM and F2 using 4-QAM are compared in order to

determine the range of definition for two precoders F1 and F2.

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

d2
F1

= 2
5Esρ1

d2
F2

= 2Es
2ρ1ρ2

ρ1+3ρ2

(6.46)

In other words, if d2
F1

> d2
F2

or ρ1/ρ2 > 7: the precoder F1 is chosen, and for ρ1/ρ2 < 7:

the precoder F2 is selected. Other precoders can be implemented in a similar way.

6.4 Simulation results

6.4.1 Comparison of minimum Euclidean distance

In this section, we indicate the improvement of the proposed precoder in terms of the

minimum Euclidean distance compared to diagonal precoders. Indeed, the minimum

Euclidean distance provided by a diagonal precoder is

d2
min = min

s,r∈S,s≠r
∥HvFd(s − r)∥2

= min
s,r∈S,s≠r

b

∑
i

ρif
2
i ∣si − ri∣

2 (6.47)

where s = [s1, s2, .., sb]
T , r = [r1, r2, .., rb]

T , and Fd = diag(f1, .., fb). One should note

that the minimum Euclidean distance is obtained when the two vectors s and r are

different from only a symbol. The minimum Euclidean distance of Fd is then given by

d2
min = min

s,r∈S,s≠r
min
i=1..b

ρif
2
i ∣si − ri∣

2

= min
i=1..b

ρif
2
i min
s,r∈S,s≠r

∣si − ri∣
2

=
4

M
min
i=1..b

ρif
2
i . (6.48)
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It is noted that the diagonal entries of Hv = diag(√ρ1, ...,
√
ρb) are sorted in decreasing

order, i.e. ρ1 ≥ ρ2 ≥ ⋯ ≥ ρb. By comparing the right-hand side of (6.48), the mini-

mum distances corresponding to some traditional precoders, for example: beamforming,

max-λmin [33], WaterFiling [12], and MMSE [32], are determined. Tab. 6.2 illutrates

the distance dmin obtained by these diagonal precoders in comparison with our proposed

precoder, where (x)+
def
= max(x,0).

The normalized minimum distances for b = 2 virtual subchannels and 4-QAM modulation

are illustrated in Fig. 6.4. It is observed that our precoder provides a large improvement

in terms of dmin compared to the diagonal precoders. In comparison with the max-dmin

precoder presented in [37], the proposed precoder has a small difference in the minimum

distance. However, its average number of neighbors providing dmin is less than that of

the max-dmin precoder [70]. According to the improvement of the minimum distance and

the number of neighbors Ndmin
, an improvement of BER performance is expected for the

new precoder.

Precoder Minimum Euclidean distance d2
min

Beamforming
4

M
Esρ1

Water-filling
4

M

⎛

⎝
ρb
Es +∑

b
j=1 1/ρj

b
− 1

⎞

⎠

+

MMSE
4

M

⎛

⎝

√
ρb
Es +∑

b
j=1 1/ρj

∑
b
j=1 1/

√
ρj

− 1
⎞

⎠

+

max-λmin
4

M

Es

∑
b
j=1 1/ρj

Our proposed
scheme

⎧⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎩

4

M
Esρ1 for F1

4

M
Es

2ρ1ρ2

ρ1 + 3ρ2
for F2

⋯⋯⋯

Table 6.2: Comparison of the minimum Euclidean distances.

6.4.2 Bit-Error-Rate performance

In this section, the BER performance of the proposed precoder is illustrated in com-

parison with other traditional precoding strategies. The proposed precoder obtains a

significant improvement of BER performance in comparison with the diagonal precoders:

WaterFiling, MMSE, and max-λmin. A gain about 6 dB can be observed at high SNR.

Furthermore, as discussed above, our precoder has the number of neighbors providing
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Figure 6.4: Normalized minimum Euclidean distance for two datastreams and 4-QAM
modulation, with the channel angle γ = atan

√
ρ2/ρ1.

dmin less than that of the optimal solution max-dmin in [37], although it has a small

difference in terms of dmin. Therefore, the new precoder provides a slight BER improve-

ment compared to the max-dmin solution. The BER performance with respect to SNR

for two transmit datastreams and 4-QAM modulation is plotted in Fig. 6.5.
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Figure 6.5: Uncoded BER performance for b = 2 datastreams.

The optimal solution for max-dmin precoder is presented in [37, 69], but it is only available
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for two transmit datastreams with 4-QAM and 16-QAM modulations. By decomposing

the channel into 2×2 eigen-channel matrices and optimize the distance dmin for each pair

of datastreams, the authors in [59] proposed a sub-optimal precoder for large MIMO

channels. This extension is split into four steps: virtual diagonalization of the channel,

combination in pairs of sub-channels, application of the optimal 2D max-dmin solution,

and power allocation on each sub-system. However, this solution is also suitable for low-

order QAM modulations. A main advantage of our new precoder is that the solution is

available for all rectangular QAM-modulations and for any number of datastreams.

For large MIMO simulations, we consider a system with nT = 5 transmit and nR = 4

receive antennas. The bit-streams are separated into b = 4 independent virtual subchan-

nels, and the channel matrix H is i.i.d zero-mean complex Gaussian. For each SNR, the

precoders are optimized for about 30,000 random matrices H. It is observed in Fig. 6.6

that the BER performance of the max-λmin solution is better than those of MMSE and

WaterFiling. Therefore, the max-λmin precoder is chosen to compare with our proposed

precoder. Beside that some sophisticated transceivers such as: the Schur-convex ARITH-

BER design [71], the linear precoder using Decision Feedback Equalization (DFE) [50],

and the linear transceiver with bit allocation [72] are also mentioned in the comparison

with our precoder. The comparison of the proposed precoder and other schemes for b = 4

transmit datastreams shows that the performance is significantly enhanced in terms of

BER. We observe that the new precoder also presents a significant improvement of BER

compared to the DFE, the Schur-convex ARITH-BER, and the maximum bit-rate solu-

tions, especially when the SNR is high. The new precoder was found to be better than

E-dmin schemes and this is due to the fact that not only the minimum distance but also

the number of neighbors providing dmin is taken into consideration.

We also consider, in this section, the impact of imperfect CSI estimation on the BER

performance of the proposed precoder. Fig. 6.7 illustrates the BER performance with

respect to SNR in the case of perfect CSI and imperfect CSI estimation. The estimated

channel matrix of imperfect CSI system can be modeled as Hest = H +Herr, where Herr

represents the channel estimation error. The optimal training signals for the MIMO-

OFDM channel estimation can be found in [64]. In this simulation, we assume that

the entries of Herr are complex Gaussian i.i.d random with mean zero and variance

σerr = 0.3σ, where σ is the variance of the complex Gaussian entries of H. It is observed

that the BER performance of our precoder decreases at high SNR, but it still remains
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Figure 6.6: Comparison of BER performance for large MIMO(5,4) systems.

better than the other precoding strategies. Furthermore, the BER reduction obtained

by the proposed precoder is much better than for the case of full CSI in comparison with

the E-dmin solution: a gain of 2 dB can be observed at SNR = 10−5.

−2 0 2 4 6 8 10 12 14

10
−4

10
−3

10
−2

10
−1

SNR in dB

U
n
c
o
d
e
d
 B

E
R

MIMO system (5,4) using 4−QAM modulation, imperfect CSI

 

 

ARITH−BER
max−λ

min
: perfect CSI

E−dmin: perfect CSI

E−dmin: imperfect CSI

proposed: perfect CSI

proposed: imperfect CSI

Figure 6.7: BER performance for perfect CSI and imperfect CSI estimations.



Chapter 6. Generalized precoding designs using DFT matrix 163

6.5 Conclusion

The optimized design of this new linear precoder was obtained by observing the SNR-like

matrix of the precoding matrix. An approximation of the minimum distance was derived,

and its maximum value was obtained by maximizing the minimum diagonal element of

the SNR-like matrix. We then showed that the maximum value of minimum diagonal

elements can be attained by a specific set of precoders. The precoding matrix is then

parameterized as the product of a diagonal power allocation matrix and an input-shaping

matrix. The input-shaping matrix concerns with the rotation and scaling of the input

symbols on each virtual subchannel. One should note that it is a unitary matrix, and

the minimum diagonal entry of the SNR-like matrix is obtained from a special choice

of this unitary matrix. The input-shaping matrix is chosen to be a DFT-matrix, and

the optimization becomes determining the power allocation matrix Σ. As its name

implies, the matrix Σ decides how many subchannels are used by the precoder for data

transmission. For each number of available datastreams, we propose a general expression

of the precoder.

We have also provided performance comparisons to demonstrate that the proposed pre-

coder obtains a significant improvement in terms of BER compared to other designs.

The improvement may be more than several dB at reasonable BER levels. In compar-

ison with the optimal max-dmin solution, our proposed precoder also provides a slight

improvement in BER performance. Another advantage of our design is that the solution

can be available for all rectangular QAM-modulations and for any number of datas-

treams. It is because the precoder has a simpler analytic form, and the space of the

solutions is smaller than the full design of minimum distance based precoders.



Conclusion and perspectives

The use of multiple transmit and receive antennas, popularly known as multiple-input

multiple-output (MIMO) system, is an emerging cost-effective technique that offers

higher data rate, increases the robustness and user capacity for wireless communications.

Through a feedback link, the channel state information is available at the transmitter,

and a linear precoding technique can be used to improve the performance of MIMO

systems. In this thesis the precoder which maximizes the minimum Euclidean distance

(dmin) between two received symbols is derived. We have studied the performance in

terms of dmin and bit-error-rate for different channel configurations and proposed some

non-optimal extensions for the max-dmin based precoder.

After a brief introduction about MIMO systems, the principles and different techniques

which permit to exploit the spatial diversity at the transmitter and the receiver are pre-

sented. These techniques can be divided into two categories depending on the possibility

for the transmitter to know the propagation channel. Diversity Coding technique is used

when there is no channel state information (CSI) at the transmitter. In this method, the

signal is emitted from each of the transmit antennas using techniques called space-time

coding. The inconvenient of space time codes is the appearance of the transmission rate

1/2 ≤ R ≤ 1 (only the Alamouti code for two transmit antennas provides R = 1).

On the other hand, precoding is a processing technique that exploits CSI at transmitter

by operating on the signal before transmission. This design depends not only on the type

of CSIT but also on the optimization criteria. By using a singular value decomposition

to decouple a MIMO channel into independent and parallel data-streams, an important

family of precoding, denoted as diagonal precoders, performs a power allocation strategy

on these MIMO eigen-subchannels. There exist lots of diagonal precoding structures

such as Beamforming, Water-Filling, Minimum Mean Square Error , Quality of Service,

164
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and Equal Error. The alternative set of linear precoders is obviously the non-diagonal

schemes. It is shown that the precoder which maximizes the minimum Euclidean distance

provides a significant BER reduction in comparison with diagonal precoders. Unfortu-

nately, this solution is only available for two independent data-streams with a low-order

QAM modulation. That is due to the expression of the minimum distance that depends

on the number of data-streams, the channel characteristics, and the modulation used at

the transmitter.

We firstly presented an extension of the max-dmin precoder for high order QAM modula-

tions. The optimal solution for 16-QAM modulation has five different expressions, which

vary depending on the channel angle γ. In order to reduce the complexity of this pre-

coder, we proposed a general expression of minimum Euclidean distance based precoders

for all rectangular QAM modulations. For a two independent data-streams transmission,

the precoding matrix is obtained by optimizing the minimum distance on both virtual

subchannels. Hence, the optimized expressions can be simplified by two forms: the pre-

coder F1 pours power only on the first virtual subchannel, and the precoder F2 uses both

virtual subchannels to transmit data symbols. These precoding matrices are designed

to optimize the distance dmin whatever the dispersive characteristics of the channels are.

The expression of F1 depends on the order of the rectangular QAM modulation, while

that of F2 does not change for all of the modulations. The two general forms obtain the

optimized minimum distance for small and large dispersive channels.

By decomposing the propagation channel into 2×2 eigen-channel matrices, and applying

the new max-dmin precoder for independent pairs of data-streams, a suboptimal solution,

denoted as Equal-dmin(E-dmin), was proposed for large MIMO systems. This sub-optimal

solution can only achieve an even number of data-streams. Therefore, we extended a new

design of max-dmin precoders for a three parallel data-stream scheme. Thanks to this

3-D max-dmin precoder, an extension for an odd number of data-streams is obtained

by decomposing the virtual channel into (2 × 2) and (3 × 3) eigen-channel matrices.

For a given number of data-streams, this extension exhibits a higher diversity order in

comparison with diagonal precoder. In addition, the robustness of the proposed precoder

is also better when an imperfect CSI estimation is considered at the transmitter.

One should note that not only the minimum Euclidean distance but also the number

of neighbors providing it has an important role in reducing the error probability when
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a ML detection is used at the receiver. In order to reduce the number of neighbors,

a new precoder in which the rotation parameter has no influence was proposed. The

expression of the new precoding strategy is, therefore, less complex and the space of

solution is smaller. The simulation results for two and three independent data-streams

confirm a slight bit-error-rate improvement of the new precoder in comparison with the

optimal max-dmin solution. Furthermore, an extension for large MIMO systems can also

be obtained by decomposing the virtual channel into (2 × 2) or (3 × 3) eigen-channel

matrices.

Still observing the SNR-like precoding matrix, an approximation of the minimum dis-

tance was derived by maximizing the minimum diagonal element of the SNR-like matrix.

The precoding matrix is then parameterized as the product of a power allocation matrix

and an input-shaping matrix acting on rotation and scaling of the input symbols. It was

demonstrated that the minimum diagonal entry of the SNR-like matrix is obtained when

the input-shaping matrix is a Discrete Fourier Transform matrix. The power allocation

matrix is diagonal and depends on the channel characteristics. In comparison with the

traditional max-dmin solution, the new precoder provides a slight improvement in BER

performance. But the major advantage of this design is that the solution can be available

for all rectangular QAM-modulations and for any number of datastreams.

Several future works can be considered to enhance our proposed precoders. They can be

divided into three parts.

We proposed a precoding strategy for the MIMO transmission that increases the mini-

mum Euclidean distance between the received signals, and compared the uncoded BER

performances of proposed precoder with several solutions. We can expect that the pro-

posed precoding will outperform other solutions in terms of capacity (due to larger dmin)

but it is depends also on the mapping. Such an observation is presented in [73], and called

as symbol mapping diversity. The mapping design depends on the targeted spectral ef-

ficiency, and the de-mapping can be used to improve our coded modulations capacities

[74]. Therefore, we can think on the association of the minimum distance based precoder

and the mapping diversity design. Some simulation results confirm that this idea is really

promising.

Although the performance in terms of BER of our proposed precoder is better than other

sophisticated transceivers, its ML complexity is really outperformed by the diagonal
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precoders. In order to reduce the complexity of the ML detection, we can use a sphere

decoder (SD) at the receiver. For the sphere-decoding algorithm, the authors in [25, 75]

presented a closed form expression for the expected complexity. They demonstrated that,

for a wide range of SNRs, this expected complexity is polynomial, and often roughly

cubic. One of the most promising approaches of SD algorithm is the fixed-complexity

sphere-decoding scheme (FSD). The new scheme of FSD can be found in the paper

[27]. It is shown that the new scheme, named as real-valued fixed-complexity sphere

decoder (RFSD), not only maintains quasi-ML decoding accuracy but also is less complex

than FSD. We can also consider another algorithm, which excludes unreliable candidate

symbols in data streams and is based on the MMSE criterion to reduce significantly the

ML complexity [21].

The third part deals with the channel state information at the transmitter, in particular

with the feedback of the knowledge of the channel. It would be interesting to combine

our proposed precoder with several methods of estimation. One should note that we can

not obtain the perfect CSI at the transmitter due to the estimation error of the channel.

In addition, the data rate of feedback link to the transmitter is limited, and, therefore,

it is difficult to recreate the form of CSI. Our objective becomes to take the rotation

and permutation invariance properties into the definition of distortion function, quantify

the information returned, and design a new codebook associated with the minimum

Euclidean distance criterion. Several designs of limited feedback communication can be

found in [76, 77]. Our proposed solutions can work properly with the precoding codebook,

and can obtain excellent performance under spatial multiplexing environments.
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