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R É S U M É

Soient k un corps algébriquement clos de caractéristique p > 0 et C/k une courbe pro-
jective, lisse, intègre de genre g > 1 munie d’un p-groupe d’automorphismes G tel que
|G| > 2p

p−1g. Le couple (C,G) est appelé grosse action. Si (C,G) est une grosse action, alors

|G| 6 4p
(p−1)2

g2 (*). Dans cette thèse, nous étudions les répercussions arithmétiques des
propriétés géométriques de grosses actions. Nous étudions d’abord l’arithmétique de
l’extension de monodromie sauvage maximale de courbes sur un corps local K d’inégale
caractéristique p à corps résiduel algébriquement clos, de genre arbitrairement grand
ayant pour potentielle bonne réduction une grosse action satisfaisant le cas d’égalité de
(*). On étudie en particulier les conducteurs de Swan attachés à ces courbes. Nous
donnons ensuite les premiers exemples, à notre connaissance, de grosses actions (C,G)

telles que le groupe dérivé D(G) soit non abélien. Ces courbes sont obtenues comme
revêtements de S-corps de classes de rayons de P1

Fq
pour S 6= ∅ un sous-ensemble fini

de P1
Fq

(Fq). Enfin, on donne une méthode de calcul des S-corps de classes de Hilbert
de revêtements abéliens de la droite projective d’exposant p et supersinguliers que l’on
illustre pour des courbes de Deligne-Lusztig.

Mots-clés : Réduction semi-stable, exposant du conducteur, corps de classes de rayons,
automorphismes.

A B S T R A C T

Let k be an algebraically closed field of characteristic p > 0 and C/k be a projective,
smooth, integral curve of genus g > 1 endowed with a p-group of automorphisms G

such that |G| > 2p
p−1g. The pair (C,G) is called big action. If (C,G) is a big action, then

|G| 6 4p
(p−1)2

g2 (*). In this thesis, one studies arithmetical repercussions of geometric
properties of big actions. One studies the arithmetic of the maximal wild monodromy
extension of curves over a local field K of mixed characteristic p with algebraically closed
residue field, with arbitrarily high genus having for potential good reduction a big action
achieving equality in (*). One studies the associated Swan conductors. Then, one gives
the first examples, to our knowledge, of big actions (C,G) with non abelian derived
group D(G). These curves are obtained as coverings of S-ray class fields of P1

Fq
where

S 6= ∅ is a finite subset of P1
Fq

(Fq). Finally, one describes a method to compute S-Hilbert
class fields of supersingular abelian covers of the projective line having exponent p and
one illustrates it for some Deligne-Lusztig curves.

Keywords : Semi-stable reduction, conductor exponent, ray class fields, automorphisms.
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P L A N D E L A T H È S E

Les chapitres de cette thèse sont présentés dans l’ordre logique et chronologique où les
différents centres d’intérêt sont apparus. On y aborde différents thèmes de géométrie
arithmétique, avec des colorations plus ou moins arithmétiques ou géométriques, tous
étant liés à l’étude de p-groupes d’automorphismes de courbes en caractéristique p > 0.
Soient k un corps algébriquement clos de caractéristique p > 0 et C/k une courbe
projective, lisse, intègre de genre g > 1 munie d’un p-groupe d’automorphismes G tel
que |G| > 2p

p−1g. Le couple (C,G) est appelé grosse action. En particulier, nous étudions
les répercussions arithmétiques des propriétés géométriques de grosses actions.

Dans les paragraphes suivants, on présente le contenu des différents chapitres de cette
thèse.

Prérequis.

Ce chapitre est une compilation de résultats nécessaires à la lecture de la thèse mais
n’est en aucun cas une introduction aux différents domaines mis en jeu. On a préféré
donner systématiquement des références bibliographiques.

Monodromie maximale sauvage en inégale caractéristique.

Ce chapitre reprend le contenu de [CM13], paru au Journal of Number Theory.

Le théorème de réduction semi-stable des courbes dit que pour une courbe C projective,
lisse, intègre de genre > 2 sur un corps local K d’inégale caractéristique p et à corps
résiduel k algébriquement clos, il existe une unique extension finie M/K minimale pour
l’inclusion sur laquelle C acquiert réduction semi-stable. L’extension M/K est appelée
extension de monodromie de C/K et Gal(M/K) agit fidèlement sur la réduction stable de
CM := C×K M. En particulier, on voit Gal(M/K) comme groupe d’automorphismes
d’une courbe semi-stable en caractéristique p. Il existe des bornes en fonction du
genre sur la taille d’un p-groupe d’automorphismes d’une courbe projective, lisse, in-
tègre en caractéristique p > 0. Quand on considère la partie sauvage de l’extension
de monodromie, ces bornes induisent des majorations sur le degré de l’extension de
monodromie sauvage d’une courbe projective, lisse, intègre C/K ayant potentiellement
bonne réduction.

Dans ce chapitre on s’intéresse à la réalisation de courbes projectives, lisses, intè-
gres C/K, pour un corps local K d’inégale caractéristique p bien choisi, de genre arbi-
trairement grand, telles que la réduction stable de CM soit lisse, munie d’un p-groupe
d’automorphismes aussi gros que possible pour son genre et telles que le groupe de Ga-
lois de l’extension de monodromie sauvage soit égal à ce p-groupe d’automorphismes.
Autrement dit, dans le cas de potentielle bonne réduction, on réalise les plus grosses
monodromies sauvages possibles pour les genres considérés.

Plus précisément, soit k un corps algébriquement clos de caractéristique p > 0 et W(k)

son anneau des vecteurs de Witt. On étudie le cas où K est une extension finie modérée
de Frac(W(k)) et la courbe projective, lisse, intègre C/K est un revêtement p-cyclique
φ : C→ P1

K de P1
K dont le lieu de branchement est K-rationnel avec géométrie équidistante.

Dans le cas p-cyclique, cette condition de géométrie équidistante est l’hypothèse sur le
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diviseur de branchement du Théorème 1’ de [Ray90] qui assure que le graphe dual de la
réduction stable de CM est un arbre. La géométrie équidistante du branchement a aussi
des conséquences sur l’action du groupe de Galois de l’extension de monodromie M/K

de C/K sur la réduction stable de CM. Soient C le modèle stable de CM/M et Autk(Ck)
#

le sous-groupe de Autk(Ck) des automorphismes agissant trivialement sur la réduction
dans Ck du lieu de branchement de φM = φ× IdM : CM → P1

M. On montre qu’on a
une injection

Gal(M/K) →֒ Autk(Ck)
#.

Soit vp la valuation p-adique sur Z. Quand vp(|Gal(M/K)|) = vp(|Autk(Ck)
#|), on

dit que C/K a monodromie sauvage maximale. Quand CM a bonne réduction, le lieu de
branchement de φM se spécialise en un unique point de Ck noté ∞ et Autk(Ck)

# est
le sous-groupe de Autk(Ck) des automorphismes fixant ∞. La courbe Ck est alors un
revêtement p-cyclique de P1

k de genre g(C) = g(Ck), ramifié en un point ∞ et étale en
dehors de ∞.

Soit X/k un revêtement p-cyclique de P1
k de genre g(X), ramifié en un point ∞ et

étale en dehors de ∞. D’après [Sti73], le p-sous-groupe de Sylow G∞,1(X) du sous-
groupe des k-automorphismes de X fixant ∞ vérifie |G∞,1(X)| 6

4p
(p−1)2

g(X)2. La courbe

projective, lisse X/k d’équation wp −w = t1+q avec q = pn, n > 1, munie du p-groupe
d’automorphismes G∞,1(X) est telle que |G∞,1(X)| =

4p
(p−1)2

g(X)2.
Nous étudions donc des courbes projectives, lisses, intègres C/K avec K extension finie

modérée de Frac(W(k)), ayant monodromie sauvage maximale, telles que C → P1
K soit

un revêtement p-cyclique dont le lieu de branchement est K-rationnel avec géométrie
équidistante qui ont potentielle bonne réduction Ck donnée par wp −w = t1+q pour un
certain q = pn, n > 1. Ainsi, dans le cas de potentielle bonne réduction, on réalise les
plus grosses monodromies sauvages possibles pour les genres g arbitrairement grands
considérés, i.e. g ∈ p−1

2 pN.
Comme corollaire de ces résultats, on construit des familles d’extensions galoisiennes

de corps locaux d’inégale caractéristique p de groupe un p-groupe extra-spécial. En effet,
le p-sous-groupe de Sylow G∞,1(Ck) de Autk(Ck)

# où Ck est donnée par wp −w = t1+q

pour un certain q = pn, n > 1, est un p-groupe extra-spécial d’ordre pq2.

Un autre point développé dans ce chapitre est l’étude de l’arithmétique de l’extension de
monodromie M/K des exemples considérés. Soit G := Gal(M/K) le groupe de monodromie
de C/K, il existe une suite décroissante de sous-groupes Gi de G, i > 0 appelée filtration
de ramification inférieure de G. Dans les situations que nous considérons, la jacobienne
J := Jac(C) de C/K a potentielle bonne réduction et dans ce cas M = K(J[ℓ]) pour ℓ > 3

premier et distinct de p. On définit le conducteur de Swan de J/K par

sw(J/K) =
∑

i>1

|Gi|

|G0|
dimFℓ

J[ℓ]/J[ℓ]Gi ,

et l’exposant du conducteur de J/K défini, pour ℓ suffisament grand, par

f(J/K) = sw(J/K) + dimFℓ
J[ℓ]/J[ℓ]G.

On détermine la filtration de ramification des extensions de monodromie rencontrées
ainsi que les exposants du conducteur et les conducteurs de Swan correspondants.
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Dans la seconde partie de ce chapitre, on s’intéresse à la réduction stable des courbes
hyperelliptiques C/K de genre 2 en inégale caractéristique 2, toujours sous la condition
de géométrie équidistante K-rationnelle, mais non nécessairement avec potentielle bonne
réduction. Dans ce cadre, il y a trois types de géométrie pour le modèle semi-stable de
CM déployant le lieu de branchement de φM. Pour chacun de ces types, on donne
un exemple de courbe hyperelliptique ayant ce type de réduction avec monodromie
sauvage maximale et, quand cela est possible, on étudie l’arithmétique de son extension
de monodromie.

Comme corollaires, on obtient des familles d’extensions galoisiennes de corps locaux
d’inégale caractéristique 2 de groupe un 2-groupe. On construit des solutions au prob-
lème inverse de Galois pour le 2-groupe extra-spécial D8 ∗Q8, pour Q8 ×Q8 et pour
(Q8×Q8)⋊Z/2Z où Q8 est le groupe des quaternions, D8 est le groupe dihédral et où
Z/2Z agit sur Q8 ×Q8 par permutation des facteurs.

Relèvements de revêtements p-cycliques avec monodromie sauvage maximale.

Ce chapitre reprend le contenu de [Chr13], à paraître à Manuscripta Mathematica.

Les résultats du chapitre précédent peuvent être vus comme solutions d’un raffinement
du problème de relèvement d’une courbe projective, lisse en caractéristique p > 0. Plus
précisément, soient k un corps algébriquement clos de caractéristique p > 0 et C/k

une courbe projective, lisse, intègre munie d’un p-groupe d’automorphismes G, peut-
on trouver une extension finie K de Frac(W(k)) et une courbe projective, lisse, intègre
C/K ayant potentielle bonne réduction isomorphe à C/k avec un groupe de monodromie
sauvage isomorphe à G ? Avec ce point de vue, le chapitre précédent donne une réponse
positive quand C/k est la courbe projective, lisse d’équation wp −w = t1+q où q = pn,
n > 1 et G est le p-sous-groupe de Sylow du sous-groupe de Autk(C) des automor-
phismes laissant fixe le point au-dessus de t = ∞.

D’après [Sti73], pour C/k une courbe projective, lisse, intègre et pour tout point x

de C, l’ordre du p-sous-groupe de Sylow G1(x) du groupe d’inertie G(x) en x sat-
isfait |G1(x)| 6

4p
(p−1)2

g(C)2. D’après [LM05], les grosses actions (C,G) telles que

|G| = 4p
(p−1)2

g(C)2 sont données par wp −w = tR(t) avec R(t) ∈ k[t] additif et G est
le p-sous-groupe de Sylow G∞,1(C) du sous-groupe des k-automorphismes de C fix-
ant le point au-dessus de t = ∞. La réduction stable obtenue au chapitre précédent
correspond donc à une courbe particulière de cette famille et il est alors naturel de se
demander si on peut étendre les résultats qu’on a montré dans le premier chapitre à
toutes les courbes de cette famille.

On montre dans ce chapitre que pour toute courbe projective, lisse C/k définie par
wp −w = tR(t) où R(t) est un polynôme additif, en notant G le p-sous-groupe de Sy-
low du sous-groupe de Autk(C) des automorphismes laissant fixe le point au-dessus de
t = ∞, il existe une extension finie modérée K de Frac(W(k)) et une courbe C/K ayant
potentielle bonne réduction isomorphe à C/k avec un groupe de monodromie sauvage
isomorphe à G. De plus, on détermine la filtration de ramification de l’extension de mon-
odromie sauvage de C/K et on calcule les exposants du conducteur et les conducteurs
de Swan qui lui sont attachés.

Grosses actions ayant un groupe dérivé non abélien.

Le contenu de ce chapitre a donné lieu a un article soumis.
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Les grosses actions ont été étudiées par C. Lehr et M. Matignon puis par M. Matignon
et M. Rocher, voir [LM05], [MR08] et [Roc09]. Les exemples de grosses actions (C,G)

qui sont présentés dans ces articles sont tous tels que le groupe dérivé de G est abélien.
Une des méthodes utilisées pour produire de telles grosses actions est de les construire
comme p-groupes d’automorphismes associés à des corps de classes de rayons.

Dans ce chapitre on construit les premiers exemples, à notre connaissance, de grosses
actions avec un groupe dérivé non abélien. Ces exemples sont obtenus comme revête-
ments explicites de corps de classes de rayons de P1

Fq
qui sont des généralisations des

équations de la courbe de Ree.

S-Corps de classes de rayons des courbes de Deligne-Lusztig.

Le contenu de ce chapitre est une présentation de travaux en cours.

Les courbes hermitiennes, de Suzuki et de Ree sont les trois familles de courbes de
Deligne-Lusztig. Ce sont toutes des S-corps de classes de rayons de P1

Fq
pour q conven-

able avec S 6= ∅, un sous-ensemble de P1
Fq

(Fq). En particulier la courbe de Ree est un
S-corps de classes de rayons de P1

Fq
d’équations

XR/Fq :

{
y
q
1 − y1 = xq0(xq − x)

y
q
2 − y2 = x2q0(xq − x),

avec q0 := 3s, q := 3q2
0 et S = {(x− a),a ∈ Fq}. De plus Fq(x,y1) est un S-corps de

classes de rayons de P1
Fq

.
On aimerait savoir si Fq(x,y1,y2) est un S-corps de classes de rayons de Fq(x,y1).

Cela soulève donc la question de calculer des S-corps de classes de Hilbert de courbes de
genre élevé. D’une part, il existe des méthodes pour produire des S-corps de classes de
rayons de genre arbitrairement grand de P1

Fq
et d’autre part on a des algorithmes pour

calculer des S-corps de classes de rayons de courbes C/Fq qui restent valides quand le
genre g(C) de C est non nul. Néanmoins, les seuls résultats pour g(C) > 0 sont, à notre
connaissance, tels que g(C) 6 5 pour q = ps avec s 6 4 et p 6 3 ou bien pour q = 2

auquel cas on peut produire des exemples avec g(C) 6 50. En particulier, les méthodes
existantes étaient inadaptées au calcul de S-corps de classes de Hilbert des courbes de
Deligne-Lusztig.

Dans ce chapitre on décrit une méthode de calcul des S-corps de classes de Hilbert
de courbes de genre non nul et on l’applique à différentes courbes de Deligne-Lusztig
pour lesquelles on calcule des S-corps de classes de Hilbert et des S-corps de classes de
rayons. Cette méthode couvre en fait les revêtements supersinguliers de P1

Fq
de groupe

un p-groupe abélien élémentaire.
De nombreux points de ce chapitre recouvrent des travaux en cours. En particulier,

les aspects algorithmiques et les problèmes de comptage de points sont en cours de
développement.
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0 B A C KG R O U N D M AT E R I A L .

"La géométrie est une harmonie."
V. Hugo in Notre-Dame de Paris

Table of Contents
0.1 Stable reduction of varieties. 1

0.1.1 Stable reduction of curves. 1

0.1.2 Stable reduction of abelian varieties. 3

0.2 Extra-special p-groups. 4

0.3 Galois extensions of complete discrete valuation fields. 5

0.4 Some representation theory of finite groups. 6

0.5 Torsion points of abelian varieties. 8

0.6 Automorphisms of curves of characteristic p. 11

0.6.1 Big actions. 11

0.6.2 Automorphisms of Artin-Schreier covers. 11

0.7 Ray class fields. 13

0.8 Deligne-Lusztig curves. 14

0.9 Supersingular varieties. 15

Notations : Let p be a prime number and q = pn for some n ∈ N − {0}. Let (K, vK)
be a local field of mixed characteristic (0,p) with uniformizing parameter πK such that
vK(πK) = 1. Let R be the ring of integers of K. Let L/K be an algebraic extension with
separable residual extension, we will denote by πL(resp. vL, resp. L◦) a uniformizing
parameter for L (resp. the prolongation of v to L such that vL(πL) = 1, resp. the ring of
integers of L). If there is no possible confusion we note v for the prolongation of vK to
an algebraic closure Kalg of K.

0.1 STABLE REDUCT ION OF VARIETIES.

Denote by k the residue field of K and assume that k is algebraically closed.

0.1.1 Stable reduction of curves.

The first result is due to Deligne and Mumford (see for example [Liu02] for a presenta-
tion following Artin and Winters).

Theorem 0.1.1 (Stable reduction theorem). Let C/K be a smooth, projective, geometrically
connected curve over K of genus g(C) > 2. There exists a unique finite Galois extension M/K
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2 BACKGROUND MATERIAL.

minimal for the inclusion relation such that CM := C×K M has a stable model over M◦. The
stable model C/M◦ of CM/M is unique up to isomorphism. One has a canonical injective
morphism

Gal(M/K)
i→֒ Autk(Ck). (0.1)

Remarks :

1. Let’s explain the action of Gal(Kalg/K) on Ck/k. The group Gal(Kalg/K) acts on
CM = C×M on the right. By unicity of the stable model, this action extends to C

C C
σ

M◦ M◦σ

Since k = kalg one gets σ × k = Idk, whence the announced action. The last
assertion of the theorem characterizes the elements of Gal(Kalg/M) as the elements
of Gal(Kalg/K) that trivially act on Ck/k.

2. If p > 2g(C) + 1, then C/K has stable reduction over a tamely ramified extension
of K. We will study examples of covers with p 6 2g(C) + 1.

3. Our results will cover the elliptic case. Let E/K be an elliptic curve with additive
reduction. If its modular invariant is integral, then there exists a smallest exten-
sion M of K over which E/K has good reduction. Otherwise E/K obtains split
multiplicative reduction over a unique quadratic extension of K ( see [Kra90]).

Definition 0.1.1. The extension M/K is the monodromy extension of C/K. We call Gal(M/K)

the monodromy group of C/K. It has a unique p-Sylow subgroup Gal(M/K)1 called the wild
monodromy group. The extension M/MGal(M/K)1 is the wild monodromy extension.

From now on we consider smooth, projective, geometrically integral curves C/K of
genus g(C) > 2 birationally given by

Yp = f(X) :=

t∏

i=0

(X− xi)
ni , ∀ 0 6 i 6 t, xi ∈ R×,

with (p,
∑t

i=0 ni) = 1 and (p,ni) = 1. Moreover, we assume that ∀i 6= j, v(xi − xj) = 0,
that is to say, the branch locus B = {x0, . . . , xt,∞} of the cover has equidistant geometry.
We denote by Ram the ramification locus of the cover.

Remark : We only ask p-cyclic covers to satisfy Raynaud’s theorem 1’ [Ray90] condition,
that is the branch locus is K-rational with equidistant geometry. This has consequences
on the image of (0.1), see Proposition 0.1.1.

Proposition 0.1.1. Let T = Proj(M◦[X0,X1]) with X = X0/X1. The normalization Y of T in
K(CM) admits a blowing-up Ỹ which is a semi-stable model of CM/M. The dual graph of Ỹk/k
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is a tree and the points in Ram specialize in a unique irreducible component D0 ≃ P1
k of Ỹk/k.

There exists a contraction morphism h : Ỹ→ C, where C is the stable model of CM/M and

Gal(M/K) →֒ Autk(Ck)
#, (0.2)

where Autk(Ck)
# is the subgroup of Autk(Ck) of elements inducing the identity on h(D0).

Proof. Let f(X) = (X− x0)
n0S(X) and an0+bp = 1. Using [Liu02] 4.1.18, one shows that

above T\B = SpecA, the equation of Y is

A[Y]/(Yp − f(X)),

and above T\{B\x0} = SpecA0, the equation of Y is

A0[Y]/(Y
p − (X− x0)S(X)

a).

From the equation of Y above T\{B\x0} and since v(S(x0)) = 0, one sees that Yk is
smooth at the reduction of x0, thus the ramification locus Ram specialize in a unique
component D0 of Ỹk. Using [Ray90] theorem 2, one sees that the dual graph of Ỹk is a
tree. It implies that there exists a contraction morphism h : Ỹ → X of the components
of Ỹk isomorphic to P1

k meeting Ỹk in at most 2 points ([Liu02] 7.5.4 and 8.3.36). The
scheme X is seen to be stable ([Liu02] 10.3.31), so X ≃ C.

The irreducible component D0 is a smooth curve of genus 0, since it is birational to a
curve with function field a purely inseparable extension of k(P1

k), so D0 ≃ P1
k. Then, B

having K-rational equidistant geometry with |B| > 3, any element of Gal(M/K) induces
the identity on D0, giving (0.2).

Remark : The component D0 is the so-called original component.

Definition 0.1.2. If the morphism (0.2) is surjective, one says that the curve C/K has maximal
monodromy. Denote by vp the p-adic valuation on Z. If vp(|Gal(M/K)|) = vp(|Autk(Ck)

#|),
we say that the curve C/K has maximal wild monodromy.

Definition 0.1.3. The valuation on K(X) corresponding to the discrete valuation ring R[X](πK)

is called the Gauss valuation vX with respect to X. We then have

vX

(

m∑

i=0

aiX
i

)

= min{v(ai), 0 6 i 6 m}.

Remark : Note that a change of variables T = X−y
ρ for y, ρ ∈ R induces a Gauss valuation

vT . These valuations are exactly those that come from the local rings at generic points
of components in the semi-stable models of P1

K.

0.1.2 Stable reduction of abelian varieties.

See [Gro72], [DK73] or [BLR90] for a complete account on stable reduction of abelian
varieties and how it is related to semi-stable reduction of curves. The case of good
reduction of abelian varieties is detailled in [ST68].

Definition 0.1.4. 1. Let G/R be a smooth, connected group scheme of finite type. We say
that G has abelian reduction (resp. semi-abelian reduction) if the connected component G0

k

of Gk is an abelian variety (resp. an extension of an abelian variety by an affine torus).



4 BACKGROUND MATERIAL.

2. Let AK/K be an abelian variety, then AK has potential abelian reduction (resp. potential
semi-abelian reduction) if there exists a finite Galois extension L/K such that the Néron
model of AL over the normalization of R in L has abelian reduction (resp. semi-abelian
reduction).

Theorem 0.1.2 (Semi-abelian reduction theorem). Every abelian variety AK/K has potential
semi-abelian reduction.

Theorem 0.1.3. Let C/K be a smooth, projective curve such that C(K) 6= ∅ with regular model
C/R and let A be the Néron model of Jac(C). Then, A0

k(k) ≃ Pic0(Ck).

Theorem 0.1.4. Let C/K be a smooth, projective, geometrically connected curve of genus g > 2

such that C(K) 6= ∅, then C has stable reduction if and only if Jac(C) has semi-abelian reduction.

Remarks :

1. One also talks about good reduction of abelian varieties instead of abelian reduction
of abelian varieties.

2. Let C/K be a stable curve, from the above and the description of Pic0(X) where
X/k is a connected, projective curve, one shows that the dual graph of the stable
reduction of C is a tree if and only if Jac(C) has good reduction.

3. Theorem 0.1.4 remains true without the hypothesis C(K) 6= ∅ but the proof is then
more difficult, see [DM69] Theorem 2.4.

0.2 EXTRA-SPECIAL p-GROUPS.

Some of the Galois groups and automorphism groups that we will have to consider are
p-groups with peculiar group theoretic properties (see for example [Hup67], [Gor80]
or [Suz86] for an account on extra-special p-groups). Let G be a finite group, we will
denote by Z(G) (resp. D(G), resp. Φ(G)) the center (resp. the derived subgroup, resp.
the Frattini subgroup) of G. If G is a p-group, one has Φ(G) = D(G)Gp.

Definition 0.2.1. An extra-special p-group is a non-abelian p-group G such that

D(G) = Z(G) = Φ(G),

has order p.

Proposition 0.2.1. Let G be an extra-special p-group.

1. Then |G| = p2n+1 for some n ∈N − {0}.

2. One has the exact sequence

0→ Z(G)→ G→ (Z/pZ)2n → 0.

3. The group G has an abelian subgroup J such that Z(G) ⊆ J and |J/Z(G)| = pn.

Proof. 1. See [Gor80] Theorem 5.5.2.
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2. Since D(G) = Z(G) = D(G)Gp, the quotient G/Z(G) is an abelian p-group of
exponent p, thus G/Z(G) ≃ (Z/pZ)2n.

3. One proves this in the case p = 2 because it will only be used in this setting,
nonetheless the result remains true for any prime p. Actually the case p = 2

needs a little more attention since symmetric forms have a special behavior in
characteristic 2.

Let x̄, ȳ ∈ G/Z(G) and < ρ >= Z(G) ≃ Z/2Z, then the commutator [x,y] does
not depend on the choice of the liftings x and y, moreover [x,y] ∈ D(G) = Z(G),
whence [x,y] = ρǫ with ǫ ∈ {0, 1}. One defines

G/Z(G)×G/Z(G) → F2

(x̄, ȳ) 7→ < x̄, ȳ >:= ǫ.

One easily checks that < ., . > is a non-degenerate alternating bilinear form. Let
x̄ ∈ G/Z(G) − {0} and ȳ ∈ G/Z(G) such that < x̄, ȳ >= 1, then P := F2x̄⊕ F2ȳ is
the hyperbolic plane. Since < ., . > is a symmetric bilinear form and < ., . > |P×P is
non-degenerate, one has the decomposition G/Z(G) = P ⊕ P⊥. By induction one
may write G/Z(G) = ⊕n

i=1Pi where the Pi’s are hyperbolic planes and the direct
sum is an orthogonal sum. Then, there exists an F2-subspace J/Z(G) of dimension
n of G/Z(G) such that

∀x̄, ȳ ∈ J/Z(G), < x̄, ȳ >= 0,

that is, the group J is abelian.

0.3 GALO IS EXTENSIONS OF COMPLETE DISCRETE VALUATION

FIELDS.

See [Ser79] for a complete presentation. Let L/K be a finite Galois extension with sep-
arable residual extension and group G. Then G is endowed with a lower ramification
filtration (Gi)i>−1 where Gi is the i-th lower ramification group defined by

Gi := {σ ∈ G | vL(σ(πL) − πL) > i+ 1}.

The integers i such that Gi 6= Gi+1 are called lower breaks. For σ ∈ G− {1}, let

iG(σ) := vL(σ(πL) − πL).

The group G is also endowed with a higher ramification filtration (Gi)i>−1 which can be
computed from the Gi’s by means of the Herbrand’s function ϕL/K. The real numbers t

such that ∀ǫ > 0, Gt+ǫ = Gt are called higher breaks. The least integer m > 0 such that
Gm = {1} is called the conductor of L/K.

Lemma 0.3.1 (see [Hyo87]). Let L/K be defined by Xp = 1+wπs
K with 0 < s < p

p−1vK(p),
(s,p) = 1 and w ∈ R×. The different ideal DL/K satisfies

vK(DL/K) = vK(p) +
p− 1

p
(1− s).
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Lemma 0.3.2. Let M/K be a Galois extension such that G := Gal(M/K) is an extra-special
p-group of order p2n+1. Assume that Gal(MZ(G)/K)2 = {1}, then the break t of M/MZ(G) is
such that t ∈ 1+ pnN.

Proof. According to Proposition 0.2.1 3, there exists an abelian subgroup J of G such that
Z(G) ⊆ J and |J/Z(G)| = pn. Thus, one has the following diagram

K

[M : L] = p

[L : K] = p2n

[F : K] = pn

L := MZ(G)

M

F := MJ

Let t be the lower break of M/L, then t is a lower break of M/F and

ϕM/F(t) = ϕL/F(ϕM/L(t)),

is a higher break of M/F. Since ϕM/L(t) = t, one has ϕM/F(t) = ϕL/F(t). Since
Gal(L/K)2 = {1}, one has Gal(L/F)2 = {1} and ϕL/F(t) = 1 + t−1

pn . The Hasse-Arf
Theorem applied to the abelian extension M/F implies that 1 + t−1

pn ∈ N − {0}, thus
t ∈ 1+ pnN.

Proposition 0.3.1 (see [GS91]). Let K be a perfect field of characreristic p > 0. Let F/K be an
algebraic function field of one variable with full constant field K and genus g(F). Consider an
elementary abelian extension E/F of degree pn such that K is the constant field of E. Denote by
E1, . . . ,Et, where t = (pn − 1)/(p− 1), the intermediate fields F ⊆ Ei ⊆ E with [Ei : F] = p

and by g(E) (resp. g(Ei)), the genus of E/K (resp. Ei/K). Then

g(E) =

t∑

i=1

g(Ei) −
p

p− 1
(pn−1 − 1)g(F).

0.4 SOME REPRESENTAT ION THEORY OF FINITE GROUPS.

Let G be a finite group and k be a field of characteristic 0 or p > 0 such that p ∤ |G|. For
a representation ρ, one denotes by χρ the corresponding character. In the following, we
restrict to finite-dimensional representations. One starts by recalling usual constructions
of k[G]-modules and their properties that will be used in the course of the proof of
Proposition 0.5.1.

Definition 0.4.1. Let V , W be k[G]-modules, one denotes HomG(V ,W) := Homk[G](V ,W).

1. The k-module Homk(V ,W) acquires an action of G by

∀f ∈ Homk(V ,W), ∀g ∈ G, ∀v ∈ V , g.f(v) = g.f(g−1v).

One has Homk(V ,W)G = HomG(V ,W).



0.4 SOME REPRESENTAT ION THEORY OF FINITE GROUPS. 7

2. Denote by V∗ the k[G]-module Homk(V , k) where k is the k[G]-module with action

∀g ∈ G, ∀λ ∈ k, g.λ = λ.

Then χV∗(g) = χV(g
−1).

3. One defines the k[G]-module V ⊗k W as the k-vector space V ⊗k W with the action of G
given by

∀g ∈ G, ∀(v,w) ∈ V ×W, g.(v⊗w) = (g.v)⊗ (g.w),

thus χV⊗kW = χV .χW . Moreover, one has an isomorphism of k[G]-modules

Homk(V ,W) ≃ V∗ ⊗k W.

Proposition 0.4.1. Let ρ, τ be finite-dimensional representations of G over k and V , W be the
k[G]-modules afforded by ρ and τ, then

< χρ,χτ >:=
1

|G|

∑

g∈G

χρ(g
−1)χτ(g) = dimk HomG(V ,W) =:< V ,W > .

Proof. Let V be a finite k-vector space and π : G→ Gl(V) be a representation, then

eV :
1

|G|

∑

g∈G

π(g) : V → V ,

is such that

Tr(eV) =
1

|G|

∑

g∈G

χπ(g) = dimk V
G. (0.3)

Indeed, there exists a G-stable k-vector space W such that V = VG
⊕

W, moreover
Im eV ⊆ VG and eV |VG = Id |VG . From eV(W) ⊆ W, one gets eV(W) ⊆ W ∩ VG = {0},
whence Tr(eV) = dimk V

G. From this one may compute

dimk HomG(V ,W) = dimk Homk(V ,W)G

=
1

|G|

∑

g∈G

χHomk(V ,W)(g), according to equation 0.3

=
1

|G|

∑

g∈G

χV∗⊗kW(g)

=
1

|G|

∑

g∈G

χV∗(g)χW(g)

=
1

|G|

∑

g∈G

χV(g
−1)χW(g).
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0.5 TORS ION POINTS OF ABELIAN VARIETIES.

Denote by k the residue field of K and assume that k is algebraically closed. Let A/K

be an abelian variety over K of dimension d with potential good reduction and ℓ 6= p

be a prime number. One denotes by A[ℓ] the ℓ-torsion subgroup of A(Kalg) and by
Tℓ(A) = lim←−A[ℓn] (resp. Vℓ(A) = Tℓ(A)⊗Qℓ) the Tate module (resp. ℓ-adic Tate module)
of A. The following result may be found in [Gur03] paragraph 3. We recall it for the
convenience of the reader.

Lemma 0.5.1. Let k be an algebraically closed field. Let C/k be a smooth, projective, inte-
gral curve, ℓ ∈ N such that gcd(ℓ,p) = 1 and H be a finite subgroup of Autk(C) such that
gcd(|H|, ℓ) = 1. Let π : C→ C/H, then π induces a group isomorphism

Jac(C/H)[ℓ] ≃ Jac(C)[ℓ]H.

In particular, if ℓ 6= p is prime, one has

2g(C/H) = dimFℓ
Jac(C/H)[ℓ] = dimFℓ

Jac(C)[ℓ]H.

Proof. Put d := |H|, the morphism π : C→ C/H is finite, dominant of degree d. Moreover,
C/H is a smooth integral curve, thus one may consider the Weil divisors groups Z1(C)

and Z1(C/H) and one defines

Z1(C)H := {D ∈ Z1(C)/ σ(D) = D, ∀σ ∈ H}.

Using [Liu02] 7.2.17 and [Liu02] Exercice 7.2.3, one has

π∗π
∗D = dD, D ∈ Z1(C/H),

π∗π∗D = dD, D ∈ Z1(C)H.

Then, since gcd(d, ℓ) = 1, the multiplication by d on Jac(C)[ℓ] and Jac(C/H)[ℓ] are iso-
morphisms, thus

π∗ : Jac(C)[ℓ]H → Jac(C/H)[ℓ],

π∗ : Jac(C/H)[ℓ]→ Jac(C)[ℓ]H,

are isomorphisms.

If ℓ > 3, then L = K(A[ℓ]) is the minimal extension over which A/K has good reduction, it
is a Galois extension with group G (see [ST68]). We denote by rG (resp. 1G) the character
of the regular (resp. unit) representation of G. We denote by I the inertia group of Kalg/K.
For further explanations about conductor exponents see [Ser67], [Ogg67] and [ST68].

Definition 0.5.1. 1. Let

aG(σ) := −iG(σ), σ 6= 1,

aG(1) :=
∑

σ 6=1

iG(σ),

and swG := aG − rG + 1G. Then, aG is the character of a Qℓ[G]-module and there exists
a projective Zℓ[G]-module SwG such that SwG⊗Zℓ

Qℓ has character swG.
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2. We still denote by Tℓ(A) (resp. A[ℓ]) the Zℓ[G]-module (resp. Fℓ[G]-module) afforded by
G→ Aut(Tℓ(A)) (resp. G→ Aut(A[ℓ])). Let

sw(A/K) := dimFℓ
HomZℓ[G](SwG,A[ℓ]),

ǫ(A/K) := dimQℓ
Vℓ(A)/Vℓ(A)I.

The integer f(A/K) := ǫ(A/K) + sw(A/K) is the so-called conductor exponent of A/K

and sw(A/K) is the Swan conductor of A/K.

Proposition 0.5.1. Let ℓ 6= p be a prime number such that ℓ > 3.

1. The integers sw(A/K) and ǫ(A/K) are independent of ℓ.

2. One has

sw(A/K) =
∑

i>1

|Gi|

|G0|
dimFℓ

A[ℓ]/A[ℓ]Gi .

Moreover, for ℓ large enough, ǫ(A/K) = dimFℓ
A[ℓ]/A[ℓ]G0 .

Proof. Let A/R be the Néron model of A/K, denote by a (resp. u, resp. t) the abelian
rank (resp. unipotent rank, resp. toric rank) of A0

k.

1. According to [ST68] Theorem 4, sw(A/K) is independent of ℓ and from [ST68] §3

Remark (1), one has

ǫ(A/K) = 2u,

thus it is independent of ℓ.

2. One recalls the construction of SwG from [Ser67] and one gives some more details
in order to prove the statement about sw(A/K). Put g := |G| and gi := |Gi|, note that
g = g0. Let uG be the character of the augmentation representation of G over Qℓ, then
uG = rG − 1G. Recall that for P a projective Zℓ[G]-module, the module

P := P/lP,

is a projective Fℓ[G]-module. Since A[ℓ] is of ℓ-torsion, one has a group isomophism

HomZℓ[G](SwG,A[ℓ]) ≃ HomFℓ[G](SwG,A[ℓ]),

thus

sw(A/K) = dimFℓ
HomFℓ[G](SwG,A[ℓ]) =< SwG,A[ℓ] > .

For i > 1, denote by ui the character of the augmentation representation of Gi over Qℓ

and u∗
i its induced character to G. One defines the Zℓ[Gi]-module Ui as the kernel of

the surjective morphism of Zℓ[Gi]-modules

Zℓ[Gi] → Zℓ
∑

i

λigi 7→
∑

i

λi.
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Thus Ui ⊗Zℓ
Qℓ has character ui and Ui is a free Zℓ-module. Since gcd(ℓ, |Gi|) = 1

for i > 1, then Ui is a pojective Zℓ[Gi]-module (see [Ser67] III.2.5). In particular one
may realize u∗

i as a projective Zℓ[G]-module, more precisely U∗
i ⊗Zℓ

Qℓ has character u∗
i

where U∗
i = Ui ⊗Zℓ[Gi] Zℓ[G]. In our setting, one has u∗

0 = u0 = uG, then according
to [Ser79] VI §2 Proposition 2 (the proof is done when viewing aG and the ui’s as
characters of C[G]-modules but still holds when viewing them as characters of Qℓ[G]-
modules), one has

gaG =
∑

i>0

giu
∗
i = guG +

∑

i>1

giu
∗
i ,

and gaG =g(rG − 1G + swG) = guG + g swG .

Thus g swG =
∑

i>1 giu
∗
i and taking the direct sum of gi times each U∗

i , one obtains the
projective Zℓ[G]-module SwG, whence

gSwG =
∑

i>1

giU
∗
i .

Moreover, U∗
i = Ui

∗
and Ui is the augmentation representation of Gi over Fℓ. Finally, for

any Fℓ[G]-module V one denotes by V |Gi
its restriction to Gi and if χV is the character

of a Fℓ[G]-module V , one sets

χV(Gi) :=
1

gi

∑

g∈Gi

χV(g),

then

< χV |Gi
,Ui > = χV(1) − χV(Gi)

= dimFℓ
V − dimFℓ

VGi , see equation (0.3).

It implies that

g < SwG,V > =
∑

i>1

gi < Ui
∗
,V >

=
∑

i>1

gi < Ui,V |Gi
>

=
∑

i>1

gi dimFℓ
V/VGi .

Applying this last relation with V = A[ℓ] yields the result.

Then one proves the statement about ǫ(A/K). Since G = G0 and L = K(A[ℓ]), one has
A(K)[l] = A[l]G0 = A[l]I. Recall that d = t+ u+ a and that in our setting t = 0 and
ǫ(A/K) = 2u. Thus one wants to prove the following equality

2u = dimFℓ
A[l] − dimFℓ

A[l]I (0.4)

= 2d− dimFℓ
A[l]I

= 2u+ 2a− dimFℓ
A[l]I.
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According to [ST68] §1 Lemma 1 and Lemma 2 one knows that dimFℓ
A0

k[l] = 2a and
A[l]I ≃ Ak[ℓ], thus equality (0.4) will hold if and only if Ak[ℓ] = A0

k[ℓ]. Denote by Φ(Ak)

the group of components of Ak. Since Ak[ℓ]/A
0
k[ℓ] is a finite dimensional Fℓ-vector space

of order dividing |Φ(Ak)|, if one choses ℓ prime to |Φ(Ak)| then Ak[ℓ]/A
0
k[ℓ] = {0}.

Remarks :

1. It follows from the definition that sw(A/K) = 0 if and only if G1 = {1}. The Swan
conductor is a measure of the wild ramification.

2. In [LRS93] equation (13) of §1, the authors claim that one may compute ǫ(A/K)

by means of the formula of Proposition 0.5.1 2 when ℓ 6= 2 without giving proof.
Here is an example in the elliptic case showing that it is not correct.

Let k be an algebraically closed field of characteristic 2 and K = Frac(W(k)). The
elliptic curve E/K with equation y2 = x3 − 1296x− 15552 has potential good re-
duction and has additive reduction, whence ǫ(E/K) = 2. Moreover, the curve
E/K has Kodaira type IV, thus the group of components of the special fiber of its
Néron model is Z/3Z. In particular, one may compute ǫ(E/K) using the formula
of Proposition 0.5.1 for ℓ > 5 prime.

0.6 AUTOMORPH ISMS OF CURVES OF CHARACTERISTIC p .

Let k be an algebraically closed field of characteristic p > 0. See [LM05], [MR08] and
[Roc09] for a complete account on big actions.

0.6.1 Big actions.

Definition 0.6.1. A big action is a pair (X,G) where X/k is a smooth, projective, geometrically
connected curve of genus g(X) > 2 and G is a finite p-group, G ⊆ Autk(X), such that

|G| >
2p

p− 1
g(X).

The following result may be found in [MR08] Proposition 2.2 and Lemma 2.4.

Proposition 0.6.1. Let (X,G) be a big action and H ⊆ G be a subgroup.

1. There exists a point of X, say ∞, such that G is the wild inertia group G1 of G at ∞ and
D(G) is the second ramification subgroup G2.

2. One has g(X/H) = 0 if and only if D(G) ⊆ H.

0.6.2 Automorphisms of Artin-Schreier covers.

Let R(t) ∈ k[t] be a monic additive polynomial and AR/k be the smooth, projective,
geometrically irreducible curve birationally given by wp−w = tR(t). Denote by G1,∞(R)

the p-Sylow subgroup of the subgroup of Autk(AR) of automorphisms fixing ∞. There
is a so-called Artin-Schreier morphism π : AR → P1

k. The automorphism ta of P1
k given

by t 7→ t+ a with a ∈ k has a prolongation t̃a to AR if there is a commutative diagram
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AR AR

t̃a

π π

P1
k P1

k

ta

Proposition 0.6.2. Let n > 1, q = pn, R(t) =
∑n−1

k=0 ūkt
pk

+ tq ∈ k[t] and a ∈ k. Let

Q(a) := aq2

+ (2ū0a)
q +

n−1∑

k=1

(ū
q
ka

qpk

+ (ūka)
q/pk

) + a,

Then, the automorphism of P1
k given by t 7→ t+ a has a prolongation to AR/k as an element of

G1,∞(R) if and only if Q(a) = 0.

Proof. Let σ ∈ Aut(P1
k) defined by t 7→ t+ a and

Frobp : k(t) −→ k(t)

x 7−→ xp.

From the equation of AR/k, one has

σ(w)p − σ(w) = (t+ a)(R(t) + R(a)),

and an easy computation shows that

(σ(w) −w)p − (σ(w) −w) = tR(a) +aR(t) +aR(a) = tqQ(a)mod (Frobp− Id)(k[t]).

Thus, if Q(a) = 0, then σ(w) = w+ P(t) ∈ k(w, t) for some P(t) ∈ k[t], then according
to [LM05] Corollary 3.4 one has σ ∈ G1,∞(R). Conversely, if σ has a prolongation as an
element of G1,∞(R), then σ(w) = w+ P(t) for some P(t) ∈ k[t]. Thus

tqQ(a) = 0mod (Frobp− Id)(k[t]),

implying that Q(a) = 0.

The following result may be found in [LM05] Proposition 8.1.

Proposition 0.6.3. Let R(t) ∈ k[t] be an additive polynomial of degree pn, then G1,∞(R) is an
extra-special p-group and one has the exact sequence

0→ Z(G1,∞(R)) ≃ Z/pZ → G1,∞(R)→ (Z/pZ)2n → 0,

where (Z/pZ)2n is identified with the group of translations t 7→ t+ a of P1
Fq

extending to
elements of G1,∞(R).

The elliptic curve over F
alg
2 birationally given by w2 − w = t3 will be of particular

interest in Chapter 1. The following group theoretical result may be found in [Ser72], II
Proposition 15.
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Proposition 0.6.4. Let G be a subgroup of Gl2(F3) such that 3 divides |G|. Then |G| 6 12 or
Sl2(F3) ⊆ G.

Proposition 0.6.5. Let k = F
alg
2 , E/k be an elliptic curve and m > 3, then the natural map

Autk(E)→ Aut(E(k)[m]),

is injective.

Proof. Let σ ∈ Autk(E) − {Id} and P ∈ E(k) such that σ(P) 6= P. According to the
Riemann-Roch theorem l(2P) > 2. Since l(0) = 1 and L(0) ⊆ L(2P), there exist 1 6 r 6 2

and f ∈ k(E) such that (f)∞ = r(P).
Then, h := f− f ◦ σ ∈ k(E) is such that (h)∞ = r(P) + r(σ−1(P)), thus h has at most

2r zeroes. On the one hand, fixed points of σ being zeroes of h, there are at most 4 of
them, one the other hand |E(k)[m]| = m2 > 9 > 4. Thus if σ ∈ Autk(E) acts trivially on
E(k)[m], then σ = Id.

Proposition 0.6.6. Let k = F
alg
2 and E/k be the elliptic curve given by w2 −w = t3. Then,

Autk(E) ≃ Sl2(F3).

Proof. According to [Sil09] III.3 Proposition 3.1, |Autk(E)| = 24. The previous Propo-
sition implies that Autk(E) is isomorphic to a subgroup of Aut(E(k)[m]) ≃ Gl2(F3) of
order 24, whence Autk(E) ≃ Sl2(F3).

0.7 RAY CLASS F IELDS.

See [Aue99] for a detailed account. Let K/Fq be a function field of one variable with
full constant field Fq and fix an algebraic closure Kalg in which all extensions of K are
assumed to lie. Thus K is a finite extension of Fq(x). In this Section, we consider only
Galois extensions of function fields of one variable with full constant field Fq that are
totally ramified over the place (1x) of Fq(x), denoted ∞, and unramified outside ∞. In
this setting, the definition of the conductor given in Section 0.3 coincides with that given
in [Aue99] I.3.

Definition 0.7.1. Let S be a non-empty set of finite Fq-rational places of K and m ∈ N. One
defines the S-ray class field mod m∞ of K, denoted by Km∞

S , as the largest abelian extension L/K

with conductor 6 m∞ such that every place in S splits completely in L.

Definition 0.7.2. For a place p of K, let Op be the corresponding discrete valuation ring of K.
Let OS := ∩p/∈SOp be the group of S-regular functions. Let Cl(OS) be the class group of the
Dedekind ring OS and hS := |Cl(OS)|.

The field extension Km∞
S /K is finite Galois and the field K0

S is the so-called S-Hilbert
Class field of K, then K0

S/K is finite Galois and

Gal(K0
S/K) ≃ Cl(OS).

Proposition 0.7.1 (see [Aue99] II.5.3.). If S ⊇ T and m 6 n, then Km∞
S ⊆ Kn∞

T .
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In particular, for m > 0 one has the following inclusions

K ⊆ K0
S ⊆ K∞

S ⊆ Km∞
S .

Let C/Fq be the smooth, projective and irreducible curve with function field K/Fq. One
defines the map

θ : C(Fq)→ Jac(C)(Fq)

P 7→ [P−∞].

Let JS be the subgroup of Jac(C)(Fq) generated by θ(S). One has the following well
known result, see [Aue99] I.2.1.

Proposition 0.7.2. There is an exact sequence

0→ JS → Jac(C)(Fq)→ Cl(OS)→ 0.

Remark : According to Proposition 0.7.2, if < θ(S) >= JS = Jac(C)(Fq), then K0
S = K.

0.8 DEL IGNE-LUSZTIG CURVES.

There are three types of irreducible curves arising as the Deligne-Lusztig variety asso-
ciated to a connected, reductive, algebraic group, these are the Hermitian curves, the
Suzuki curves and the Ree curves (see [Han92], [Ped92], [Lau99b] and [HP93] ).

Let C/Fq be a smooth, projective, irreducible curve, one denotes by L(C, Fq, t) its
L-polynomial, i.e. the numerator of its zeta function Z(C, Fq, t). One has the relation

Z(C, Fq, t) =
L(C, Fq, t)

(1− t)(1− qt)
.

Proposition 0.8.1. Let s ∈ N − {0} and q := ps. The Hermitian curve XH/Fq2 is the smooth,
projective, irreducible curve birationally given by

XH : yq + y = x1+q.

Let K := Fq2(x) and S := {(x− a),a ∈ Fq2}, then Fq2(XH) = K
(q+2)∞
S . One has

L(XH, Fq2 , t) = (1+ qt)q(q−1).

Proposition 0.8.2. Let s ∈N, q0 := 2s and q := 2q2
0. The Suzuki curve XS/Fq is the smooth,

projective, irreducible curve birationally given by

XS : yq − y = xq0(xq − x).

Let K := Fq(x) and S := {(x− a),a ∈ Fq}, then Fq(XS) = K
(2q0+2)∞
S . One has

L(XS, Fq, t) = (1+ 2q0t+ qt2)q0(q−1).
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Proposition 0.8.3. Let s ∈ N, q0 := 3s and q := 3q2
0. The Ree curve XR/Fq is the smooth,

projective, irreducible curve birationally given by

XR :

{
y
q
1 − y1 = xq0(xq − x)

y
q
2 − y2 = x2q0(xq − x).

Let K := Fq(x) and S := {(x − a),a ∈ Fq}, then Fq(XR) = K
(3q0+3)∞
S and Fq(x,y1) =

K
(3q0+2)∞
S . One has

L(XR, Fq, t) = (1+ 3q0t+ qt2)a(1+ qt2)b,

where a = q0(q
2 − 1) and b = 1

2(q0 − 1)(q+ 3q0 + 1).

R. Auer proved the following generalization about ray class fields.

Proposition 0.8.4 ([Aue99] III. Prop. 8.9 b) and Lemma 8.7 c)). Let K := Fq(x) and
S := {(x − a),a ∈ Fq}, assume that r :=

√
pq ∈ N and let y1, . . . ,yp−1 ∈ Kalg satisfy

y
q
i − yi = xir/p(xq − x). Then Ki∞

S = K for 1 6 i 6 p and

K
(r+i+1)∞
S = K(y1, . . . ,yi) for i ∈ {1, . . . ,p− 1}.

Moreover, [K(r+i+1)∞
S : K] = qi for 1 6 i 6 p− 1.

0.9 SUPERS INGULAR VARIETIES.

We recall some well-known facts about supersingularity, see [LO03] for a complete ac-
count.

Definition 0.9.1. 1. Let E/Fq be an elliptic curve. If for one r > 1, E[pr] = {0}, then the
elliptic curve E/Fq is said to be supersingular.

2. Let A/Fq be an abelian variety of dimension d, then A is supersingular if there exists a
supersingular elliptic curve E/F

alg
q and an isogeny A⊗F

alg
q ∼ Ed.

3. Let C/Fq be a curve such that C(Fq) 6= ∅, then C is supersingular if its jacobian is a
supersingular abelian variety.

Definition 0.9.2. A curve C/Fq such that C(Fq) 6= ∅ is superspecial if there exists a supersin-
gular elliptic curve E/F

alg
q such that one has an isomorphism Jac(C)⊗F

alg
q ≃ Eg(C).

Proposition 0.9.1. A curve C/Fq given by wp −w = xR(x), where R(x) =
∑n

k=0 akx
pk

, is
supersingular. In particular, the Deligne-Lusztig curves are supersingular.

Proof. According to [Bla12] Corollary 3.7 (ii), a curve C/Fq given by wp −w = xR(x),
where R(x) =

∑n
k=0 akx

pk
, is supersingular. We show that the jacobian of a Deligne-

Lusztig curve is isogenous to a product of jacobians of curves given by wp −w = xR(x),
for various R(x) =

∑n
k=0 akx

pk
.

In order to prove that the Suzuki curve is supersingular, we use the notations of
Proposition 0.8.2 and Proposition 0.3.1. We apply Proposition 0.3.1 with E = Fq(XS),
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F = Fq(x) and t = q − 1. In particular, there are t intermediate fields Ei such that
F ⊆ Ei ⊆ E with [Ei : F] = p. It yields condition (10) of [KR89], i.e.

g(E) =

t∑

i=1

g(Ei),

whence, relation (11) of [KR89] reads (one denotes by Jac(Ei) the jacobian of the curve
with function field Ei)

Jac(XS) ∼ Jac(E1)× · · · × Jac(Et).

According to [GS91], the Ei’s are the function fields of curves given by

wp −w = γix
q0(xq − x),γi ∈ Fq,

thus, the Jac(Ei)’s are supersingular and XS is a supersingular curve.
A straightforward transposition of this proof yields the analogous result for the Her-

mitian curve since it is a Fq-cover of P1
F2
q

and for the Ree curve since it is F2
q-cover of

P1
Fq

.
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1.1 INTRODUCTION.

Let (R, v) be a complete discrete valuation ring of mixed characteristic (0,p) with fraction
field K containing a primitive p-th root of unity ζp and algebraically closed residue field
k. The stable reduction theorem states that given a smooth, projective, geometrically
connected curve C/K of genus g(C) > 2, there exists a unique minimal Galois extension
M/K called the monodromy extension of C/K such that CM := C×M has stable reduction
over M. The group G = Gal(M/K) is the monodromy group of C/K. In one of their papers,
C. Lehr and M. Matignon [LM06] gave an algorithm to determine the stable reduction
of p-cyclic covers of P1

K under the extra assumption of equidistant geometry of the branch
locus and obtain information about the monodromy extension M/K of C/K. This makes
effective a theorem of Raynaud [Ray90] in the case of p-cyclic covers of P1

K. In this
chapter, one studies examples of such p-cyclic covers but is independent of their work
and develops specific methods to treat our special covers.

Let C → P1
K be a p-cyclic cover with K-rational equidistant geometry. Let C be the

stable model of CM/M and Autk(Ck)
# the subgroup of Autk(Ck) of elements acting

trivially on the reduction in Ck of the ramification locus of CM → P1
M (see [Liu02] 10.1.3

for the definition of the reduction map of CM). One derives from the stable reduction
theorem the following injection

Gal(M/K) →֒ Autk(Ck)
#. (1.1)

When the p-Sylow subgroups of these groups are isomorphic, one says that the wild
monodromy is maximal. We are interested in realization of covers such that the p-adic val-
uation of |Autk(Ck)

#| is large compared to g(Ck) and having maximal wild monodromy.
We will study ramification filtrations and Swan conductors of their monodromy exten-
sions.

In Section 1.2, we consider examples of covers of arbitrarily high genus having poten-
tial good reduction. Let k be an algebraically closed field of characteristic p > 0 and

17
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Kp := Frac(W(k)). Let n ∈ N×, q = pn, ζp be a primitive p-th root of unity, λ = ζp − 1

and K = Kp(λ
1/(1+q)). We study covers Cc/K of P1

K defined by Yp = 1+ cXq + X1+q

with c ∈ K◦, v(λp/(1+q)) > v(c) and v(cp − c) > v(p).

Theorem 1.1.1. The stable reduction Ck/k is canonically a p-cyclic cover of P1
k. It is smooth,

ramified at one point ∞ and étale outside ∞. The ramification locus of CM → P1
M reduces in

∞ and the group Autk(Ck)
# has a unique p-Sylow subgroup Autk(Ck)

#
1. Moreover, the curve

Cc/K has maximal wild monodromy M/K. The extension M/K is the decomposition field of an
explicitly given polynomial and Gal(M/K) ≃ Autk(Ck)

#
1 is an extra-special p-group of order

pq2.

Let X/k be a p-cyclic cover of P1
k of genus g(X), ramified at one point ∞ and étale

outside ∞. According to [LM05], the p-Sylow subgroup G∞,1(X) of the subgroup of
Autk(X) of automorphisms leaving ∞ fixed satisfies |G∞,1(X)| 6

4p
(p−1)2

g(X)2. The sta-

ble reduction Ck/k of Theorem 1.1.1 is such that G∞,1(Ck) = Autk(Ck)
#
1 and satisfies

|G∞,1(Ck)| =
4p

(p−1)2
g(Ck)

2. So we obtain the largest possible maximal wild monodromy

for curves over some finite extension of Kp with genus in p−1
2 pN in the good reduction

case.
The group G∞,1(Ck) = Autk(Ck)

#
1 is endowed with the natural ramification filtration

(G∞,i(Ck))i>0. Let Z := Z(G∞,1(Ck)) be the center of G∞,1(Ck), it is a cyclic group of
order p generated by the Artin-Schreier morphism, see [LM05]. Applying the Riemann-
Hurwitz formula and the Different formula (see [Ser79] IV §2 Proposition 4) to the
Galois covers

Ck → Ck/Z ≃ P1
k and Ck/Z ≃ P1

k → Ck/G∞,1(Ck) ≃ P1
k,

one shows that

G∞,0(Ck) = G∞,1(Ck) ) Z(G∞,0(Ck)) = G∞,2(Ck) = · · · = G∞,1+q(Ck) ) {1}.

Moreover, the group G := Gal(M/K) being the Galois group of a finite extension of
Kp, it is endowed with the ramification filtration (Gi)i>0 of an arithmetic nature. Since
G ≃ G∞,1(Ck) it is natural to ask for the behavior of (Gi)i>0 under (1.1), that is to
compare (Gi)i>0 and (G∞,i(Ck))i>0. One shows that they actually coincide and we
compute the conductor exponent f(Jac(Cc)/K) of Jac(Cc)/K and its Swan conductor
sw(Jac(Cc)/K).

Theorem 1.1.2. Under the hypotheses of Theorem 1.1.1, the lower ramification filtration of G is

G = G0 = G1 ) Z(G) = G2 = · · · = G1+q ) {1}.

Then, f(Jac(Cc)/K) = (2q+ 1)(p− 1) and, in the case where c ∈ K◦
p, sw(Jac(Cc)/Kp) = 1.

The value sw(Jac(Cc)/Kp) = 1 is the smallest one among abelian varieties over Kp

with non-tame monodromy extension. That is, in some sense, a counterpart of [BK05]
and [LRS93] where an upper bound for the conductor exponent is given and it is shown
that this bound is actually achieved.

In Section 1.3, one considers the case p = 2 and genus 2. In this situation there are
three possible types of geometry for the stable reduction. In each case, one gives a
family of curves with the prescribed degeneration type such that the wild monodromy
is maximal. This has applications to the Inverse Galois Problem. For example, we have
the following
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Proposition 1.1.1. Let K = K2(2
1/15) and C0/K the smooth, projective, geometrically integral

curve given by Y2 = 1+ 23/5X2 +X3 + 22/5X4 +X5. The irreducible components of its stable
reduction Ck/k are elliptic curves. The monodromy extension M/K of C0/K is the decomposition
field of an explicitly given polynomial. The curve C0/K has maximal wild monodromy and
G := Gal(M/K) ≃ Q8 ×Q8. Moreover, we have

Gi ≃






Q8 ×Q8, −1 6 i 6 1,
Z(Q8)×Q8, 2 6 i 6 3,
{1}×Q8 4 6 i 6 31,
{1}×Z(Q8), 32 6 i 6 543,
{1}× {1}, 544 6 i.

and sw(Jac(C0)/K) = 45.

Remark : Throughout this chapter, one describes monodromy extensions as decomposi-
tion fields of explicitly given polynomials being p-adic approximations of the so-called
monodromy polynomial of [LM06]. The point is that the roots of the monodromy polyno-
mial are the centers of the blowing-ups giving the stable reduction of a p-cyclic cover
of P1

K with equidistant geometry. For a given genus, the expression of the monodromy
polynomial is somehow generic meaning that it is a polynomial in the coefficients of
the polynomial f(X) where Yp = f(X) is the equation of the p-cyclic covering that we
consider. That is why dealing directly with the monodromy polynomial is far too com-
plicated. Since p-adically close polynomials with same degrees define the same exten-
sions, it was natural to drop terms having a small p-adic contribution in our examples to
obtain modified monodromy polynomials easier to handle than the actual monodromy
polynomial.

1.2 COVERS WITH POTENTIAL GOOD REDUCTION.

We start by fixing notations that will be used throughout this Section.

Notations : Let n ∈ N×, q = pn and an = (−1)q(−p)p+p2+···+q. Let k be an alge-
braically closed field of characteristic p > 0, Kp = Frac(W(k)) and K = Kp(λ

1/(1+q)).
We denote by m the maximal ideal of (Kalg)◦. Let R = K◦, for c ∈ R let

fq,c(X) = 1+ cXq +X1+q.

One defines the modified monodromy polynomial by

Lc(X) = Xq2

− an(c+X)fq,c(X)
q−1.

Let Cc/K and Aq/k be the smooth projective integral curves birationally given respec-
tively by Yp = fq,c(X) and wp −w = t1+q.

First of all, one gives an easy technical lemma that will be used in the proof of the main
theorem of Section 1.2.

Lemma 1.2.1. For s ∈N − {0}, A ∈ Kalg with v(A) > 0 and B ∈ (Kalg)◦[T ]

(A+B)p
s ≡ (Aps−1

+Bps−1

)pmod p2m[T ], (1.2)
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Proof. The proof goes by induction on s. For s = 1, the equation 1.2 is an equality, let’s
do the case s = 2.

(A+B)p
2

= ((A+B)p)p = (Ap +Bp + R)p = (Ap +Bp)p + Rp + Σ̃,

where

R :=

p−1∑

k=1

(

p

k

)

AkBp−k ∈ pm[T ],

Σ̃ :=

p−1∑

k=1

(

p

k

)

(Ap +Bp)kRp−k.

So Rp ∈ ppm[T ] and Σ̃ ∈ p2m[T ]. Let s > 3 and assume that equation 1.2 is true for s− 1,
then one writes

(A+B)p
s

= ((A+B)p
s−1

)p ≡ (Aps−2

+Bps−2

)p
2

mod p2m[T ],

and one concludes as in the case s = 2.

Theorem 1.2.1. The curve Cc/K has potential good reduction isomorphic to Aq/k.

1. If v(c) > v(λp/(1+q)), then the monodromy extension of Cc/K is trivial.

2. If v(c) < v(λp/(1+q)), let y be a root of Lc(X) in Kalg. Then Cc has good reduction over
K(y, fq,c(y)

1/p). If Lc(X) is irreducible over K, then Cc/K has maximal wild monodromy.
The monodromy extension of Cc/K is M = K(y, fq,c(y)

1/p) and G = Gal(M/K) is an
extra-special p-group of order pq2.

3. If c ∈ R with v(c) = 0 and v(cp − c) > v(p), then Lc(X) is irreducible over K, the lower
ramification filtration of G is

G = G0 = G1 ) G2 = · · · = G1+q = Z(G) ) {1},

and f(Jac(Cc)/K) = (2q+ 1)(p− 1). If, moreover, c ∈ Kp then sw(Jac(Cc)/Kp) = 1.

Proof. 1. Assume that v(c) > v(λp/(1+q)). Set λp/(1+q)T = X and λW + 1 = Y. Then, the
equation defining Cc/K becomes

(λW + 1)p =

p∑

i=0

(

p

i

)

λiWi = 1+ cλpq/(1+q)Tq + λpT1+q.

After simplification by λp and reduction modulo πK this equation gives

wp −w = atq + t1+q, a ∈ k. (1.3)

By Riemann-Hurwitz formula the genus of the curve defined by (1.3) is seen to be
that of Cc/K . Applying [Liu02] 10.3.44, there is a component in the stable reduction
birationally given by (1.3). The stable reduction being a tree, the curve Cc/K has good
reduction over K.
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2. The proof of the first part is divided into six steps. Step I is a technical prerequisite,
in Step II and Step III one writes a stable model of Cc/K over a finite extension of K

and under the extra assumption that Lc(X) is irreducible over K, we will prove in Step
VI that this is the wild monodromy extension. Let y be a root of Lc(X).

Step I : One has v(y) = v(anc)/q
2.

Since y is a root of Lc(X), one has

yq2

= an(c+ y)fq,c(y)
q−1,

so v(y) > 0. Assume that v(c+ y) > v(y). Then, q2v(y) > v(an) + v(y) and

v(c) > v(y) >
v(an)

q2 − 1
=

p

q+ 1
v(λ),

which is a contradiction. So v(c+ y) < v(y) thus v(c+ y) = v(c).

Step II : Define S and T by λp/(1+q)T = (X− y) = S. Then,

fq,c(S+ y) ≡ fq,c(y) + yqS+ (c+ y)Sq + S1+qmod λpm[T ].

Using the following formula for A ∈ Kalg with v(A) > 0 and B ∈ (Kalg)◦[T ]

(A+B)q ≡ (Aq/p +Bq/p)pmod p2m[T ],

one computes mod λpm[T ]

fq,c(y+ S) = 1+ c(y+ S)q + (y+ S)1+q

≡ 1+ c(yq/p + Sq/p)p + (y+ S)(yq/p + Sq/p)p

≡ fq,c(y) + (yq + Σ)S+ (c+ y)Sq + S1+q + (c+ y)Σ,

where Σ =
∑p−1

k=1

(

p
k

)

ykq/pS(p−k)q/p. Using Step I, one checks that Σ ∈ λpm[T ].

Step III : Let R1 := K[y]◦. For all 0 6 i 6 n, there exist Bi ∈ R1 and Ai(S) ∈ R1[S] such that
mod λpm[T ] one has

fq,c(S+ y) ≡ fq,c(y)(1+ SAi(S))
p + yqS+BiS

q/pi

+ S1+q. (1.4)

One defines the Ai(S)’s and the Bi’s by induction. For all 0 6 i 6 n− 1, let

Bn := − yq and Bi := fq,c(y)
B
p
i+1

(−pfq,c(y))p
,

A0(S) :=0 and SAi+1(S) := SAi(S) − p−1fq,c(y)
−1Bi+1S

q/pi+1

.

One checks that for all 0 6 i 6 n

Bi/fq,c(y) = (−p)(−p)−1−p−···−pn−i

(−yq/fq,c(y))
pn−i

,

and

v(Bi) > (1+
1

p
+ · · ·+ 1

pi−1
)v(p), ∀1 6 i 6 n. (1.5)
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It follows that ∀ 1 6 i 6 n, p−1Bi ∈ R1, ∀ 0 6 i 6 n Ai(S) ∈ R1[S] and B0 = c+ y since
Lc(y) = 0.

One proves this step by induction on i. According to Step II, the equation (1.4) holds
for i = 0. Assume that equation (1.4) is satisfied for i. From the definition of SAi(S),
one has

SAi(S) = SAi+1(S) + p−1fq,c(y)
−1Bi+1S

q/pi+1

,

one has that fq,c(S+ y) is congruent mod λpm[T ] to

fq,c(y)
[

1+ SAi(S)
]p

+BiS
q/pi

+ yqS+ S1+q

≡fq,c(y)
[

1+ SAi+1(S)
]p

+ fq,c(y)Σ+ fq,c(y)
B
p
i+1S

q/pi

ppfq,c(y)p
+BiS

q/pi

+ yqS+ S1+q,

where

Σ :=

p−1∑

k=1

(

p

k

)

(
Bi+1

pfq,c(y)
Sq/p

i+1

)k(1+ SAi+1(S))
p−k.

We will use the fact that

fq,c(y)(1+ (−1)p)
B
p
i+1

ppfq,c(y)p
Sq/p

i

,

p−1∑

k=2

(

p

k

)

(
Bi+1

pfq,c(y)
Sq/p

i+1

)k(1+ SAi+1(S))
p−k,

Bi+1S
q/pi+1

p−1∑

k=1

(

p− 1

k

)

SkAi+1(S)
k,

are in λpm[T ]. Recall that

Bi := fq,c(y)
B
p
i+1

(−pfq,c(y))p
,

thus

fq,c(y)
B
p
i+1S

q/pi

ppf(y)p
+BiS

q/pi

=fq,c(y)(1+ (−1)p)
B
p
i+1

ppfq,c(y)p
Sq/p

i

≡0 mod λpm[T ].

Then one computes

fq,c(y)Σ =fq,c(y)

p−1∑

k=1

(

p

k

)

(
Bi+1

pfq,c(y)
Sq/p

i+1

)k(1+ SAi+1(S))
p−k

≡pfq,c(y)(1+ SAi+1(S))
p−1 Bi+1

pfq,c(y)
Sq/p

i+1

≡(1+ SAi+1(S))
p−1Bi+1S

q/pi+1

≡Bi+1S
q/pi+1

mod λpm[T ],
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giving the equation (1.4) for i+ 1.

Step IV : The curve Cc/K has good reduction over K(y, fq,c(y)
1/p).

Applying Step III for i = n, one gets

fq,c(y+ S) ≡ fq,c(y)(1+ SAn(S))
p + S1+qmod λpm[T ],

then the change of variables in K(y, fq,c(y)
1/p)

X = λp/(1+q)T + y = S+ y and
Y

fq,c(y)1/p
= λW + 1+ SAn(S),

induces in reduction wp −w = t1+q with genus g(Cc). So [Liu02] 10.3.44 implies that
the above change of variables gives the stable model.

Step V : For any distinct roots yi, yj of Lc(X), v(yi − yj) = v(λp/(1+q)).

The changes of variables

T = (X− yi)/λ
p/(1+q) and T = (X− yj)/λ

p/(1+q),

induce equivalent Gauss valuations of K(Cc) else applying [Liu02] 10.3.44 would contra-
dict the uniqueness of the stable model. In particular

v(yi − yj) > v(λp/(1+q)).

Using Step I, one checks that v(q2yq2−1) > v(an) and v(f ′q,c(y)) > 0, so

v(L ′
c(y)) = v(an) = (q2 − 1)v(λp/(1+q)).

Taking into account that L ′
c(yi) =

∏
j 6=i(yi − yj) and degLc(X) = q2, one obtains that

v(yi − yj) = v(λp/(1+q)).

Step VI : If Lc(X) is irreducible over K, then Cc/K has maximal wild monodromy, the extension
K(y, fq,c(y)

1/p)/K is the monodromy extension M of Cc/K and G := Gal(M/K) is an extra-
special p-group of order pq2.

Let (yi)i=1,...,q2 be the roots of Lc(X), L := K(y1, . . . ,yq2) and M/K be the monodromy
extension of Cc/K. Any τ ∈ Gal(L/K) − {1} is such that τ(yi) = yj for some i 6= j. Thus,
the change of variables

X = λp/(1+q)T + yi and
Y

fq,c(yi)1/p
= λW + 1+ SAn(S),

induces the stable model and τ acts on it by

τ(T) =
X− yj

λp/(1+q)
, hence T − τ(T) =

yj − yi

λp/(1+q)
. (1.6)

According to Step V and equations (1.6), τ acts non-trivially on the stable reduction, it
follows that L ⊆M. Indeed if Gal(Kalg/M) * Gal(Kalg/L) it would exist σ ∈ Gal(Kalg/M)
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inducing σ̄ 6= Id ∈ Gal(L/K), this would contradict the characterization of Gal(Kalg/M)

(see remark after Theorem 0.1.1).
According to Proposition 0.6.3 , the p-Sylow subgroup Autk(Ck)

#
1 of Autk(Ck)

# is an
extra-special p-group of order pq2. Moreover, one has the exact sequence

0→ Z(Autk(Ck)
#
1)→ Autk(Ck)

#
1 → (Z/pZ)2n → 0,

where (Z/pZ)2n is identified with the group of translations t 7→ t + a extending to
elements of Autk(Ck)

#
1. Therefore we have morphisms

Gal(M/K)
i→֒ Autk(Ck)

#
1

ϕ→ Autk(Ck)
#
1/Z(Autk(Ck)

#
1).

The composition is seen to be surjective since the image contains the q2 translations

t 7→ t+ (yi − y1)/λp/(1+q), 1 6 i 6 q2.

Consequently, i(Gal(M/K)) is a subgroup of Autk(Ck)
#
1 of index at most p. So it contains

Φ(Autk(Ck)
#
1) = Z(Autk(Ck)

#
1) = Kerϕ.

It implies that i is an isomorphism. Thus [M : K] = pq2. According to Step IV, one has
M ⊆ K(y, fq,c(y)

1/p), hence M = K(y, fq,c(y)
1/p).

We show, for later use, that K(y1)/K is Galois and that Gal(M/K(y1)) = Z(G). Indeed,
M/K(y1) is p-cyclic and generated by σ defined by

σ(y1) = y1 and σ(fq,c(y1)
1/p) = ζ−1

p fq,c(y1)
1/p.

According to Step IV, σ acts on the stable model by

σ(S) = S, σ(
Y

fq,c(y1)1/p
) =

Y

ζ−1
p fq,c(y1)1/p

= λσ(W) + 1+ SAn(S).

Hence

λW + 1+ SAn(S)

ζ−1
p

= λσ(W) + 1+ SAn(S),

thus, σ(W) = ζpW + 1+ SAn(S).

It follows that σ acts on the stable reduction as the Artin-Schreier morphism that gener-
ates Z(Autk(Ck)

#
1). It implies that Gal(M/K(y1)) = Z(G), thus the extension K(y1)/K is

Galois and

Gal(K(y1)/K) ≃ (Z/pZ)2n.

3. We now prove the statements concerning the arithmetic of M/K. We assume that
c ∈ R with v(cp − c) > v(p) and we split the proof into 5 steps. Let y be a root of Lc(X),
let G := Gal(M/K) and L := K(y). One puts

bn := (−1)(−p)1+p+···+pn−1

.

Note that b
p
n = an and b

p
n = an. Moreover since v(cp − c) > v(p), the condition

v(λp/(1+q)) > v(c) implies v(c) = 0.
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Step A : The polynomial Lc(X) is irreducible over K.

One computes

(yq2/p − cbn)
p = yq2

+ (−c)pan + Σ

= an(1+ yq(c+ y))q−1(c+ y) + (−c)pan + Σ

= an

q−1∑

k=0

(

q− 1

k

)

ykq(c+ y)1+k + (−c)pan + Σ

= any+ an(c+ (−c)p) + anΣ
′ + Σ,

where Σ :=
∑p−1

k=1

(

p
k

)

ykq2/p(−cbn)
p−k and Σ ′ :=

∑q−1
k=1

(

q−1
k

)

ykq(c+ y)1+k.
Using Step I one checks that

v(Σ) > v(any) and v(Σ ′) > v(yq) > v(y).

By assumption v(cp − c) > v(p) and v(p) > v(y), thus

v(yq2/p − cbn) =
v(any)

p
,

and t := pq2
(yq2/p − cbn)

−(p−1)(q+1) ∈ L has valuation vL(p)/q
2 = [L : Kp]/q

2. So q2

divides [L : K]. It implies that Lc(X) is irreducible over K. In particular

L = K(y) = K(y1, . . . ,yq2),

where (yi)i=1...q2 are the roots of Lc(X).

Step B : Reduction step.

The last non-trivial group Gi0 of the lower ramification filtration (Gi)i>0 of G is a sub-
group of Z(G) ([Ser79] IV §2 Corollary 2 of Proposition 9) and as Z(G) ≃ Z/pZ, it
follows that Gi0 = Z(G).

According to Step VI the group H := Gal(M/L) is Z(G). Consequently, the filtration
(Gi)i>0 can be deduced from that of M/L and L/K (see [Ser79] IV §2 Proposition 2 and
Corollary of Proposition 3).

Step C : The ramification filtration of L/K is

(G/H)0 = (G/H)1 ) (G/H)2 = {1}.

Since K/Kp is tamely ramified of degree (p − 1)(q + 1), one has K = Kp(πK) with
π
(p−1)(q+1)
K = p for some uniformizer πK of K. In particular

z :=
π
q2

K

yq2/p − cbn

,

is such that t = z(p−1)(q+1). Then, following the proof of Step A, z is a uniformizer of L.
Let y and y ′ be two distinct roots of Lc(X). Let σ ∈ Gal(L/K) such that σ(y) = y ′. Then

σ(z) − z =
π
q2

K

y ′q2/p − cbn

−
π
q2

K

yq2/p − cbn

= π
q2

K

yq2/p − y ′q2/p

(yq2/p − cbn)(y ′q2/p − cbn)
,
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so v(σ(z) − z) = 2v(z) − q2v(πK) + v(y ′q2/p − yq2/p). It follows from

(y− y ′)q
2/p = yq2/p + (−y ′)q

2/p +

q2

p −1
∑

k=1

(

q2/p

k

)

yk(−y ′)
q2

p −k,

and v(y) = v(y ′), v(p) + q2

p v(y) > q2

p v(y− y ′) (use Step I and Step V) that

v(yq2/p − y ′q2/p) =
q2

p
v(y− y ′) = q2v(πK).

Hence v(σ(z) − z) = 2v(z). This means that (G/H)2 = {1}.

Step D : Let s := (q+ 1)(pq2 − 1). There exist u ∈ L, r ∈ πs
Lm such that

fq,c(y)u
p = 1+ pyq/p(

yq2/p

bn
− c) + r,

and vL(py
q/p(y

q2/p

bn
− c)) = s.

To prove the second statement, we note that

(
yq2/p

bn
)p = fq,c(y)

q−1(c+ y) =

q−1∑

k=0

(

q− 1

k

)

ykq(c+ y)1+k = c+ y+ Σ,

with Σ :=
∑q−1

k=1

(

q−1
k

)

ykq(c+ y)1+k. We set h := yq2/p

bn
− c and compute

hp = (
yq2/p

bn
)p + (−c)p +

p−1∑

k=1

(

p

k

)

(
yq2/p

bn
)k(−c)p−k

= c+ (−c)p + y+ Σ+

p−1∑

k=1

(

p

k

)

(
yq2/p

bn
)k(−c)p−k.

Since v(cp − c) > v(p) > v(y), v(Σ) > v(y) and v(y
q2/p

bn
) > 0, one gets

vL(h) = vL(y)/p = q2 − 1,

and vL(py
q/ph) = s.

In order to prove the first claim, if n > 2 we put

u := 1− cyq/p +

n−2∑

k=0

y(1+q)pk

(−p)1+p+···+pk = 1+w.

Then, fq,c(y)u
p − 1 = 1+ cyq + y1+q + Σ1 + cyqΣ1 + y1+qΣ1 − 1 with

Σ1 :=

p−1∑

k=1

(

p

k

)

wk +wp = pw+

p−1∑

k=2

(

p

k

)

wk +wp = pw+ Σ ′ +wp

= p

[

−cyq/p −
y1+q

p
+

n−2∑

k=1

y(1+q)pk

(−p)1+p+···+pk

]

+ Σ ′ +wp,
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and Σ ′ :=
∑p−1

k=2

(

p
k

)

wk, where sums are eventually empty if n = 2 or p = 2. So

fq,c(y)u
p − 1 = cyq − pcyq/p +

n−2∑

k=1

py(1+q)pk

(−p)1+p+···+pk + Σ ′ +wp

+ cpyqw+ cyqΣ ′ + cyqwp + y1+qpw+ y1+qΣ ′ + y1+qwp.

Computation shows that v(w) = v(yq/p) and we deduce that

wp = (−c)pyq +

n−2∑

k=0

y(1+q)p1+k

(−p)p+···+p1+k mod πs
Lm.

One checks that vL(yqp) > s, vL(yqwp) > s and vL(Σ
′) > s. Hence

fq,c(y)u
p − 1 = (c+ (−c)p)yq − pcyq/p +

n−2∑

k=1

py(1+q)pk

(−p)1+···+pk +

n−2∑

k=0

y(1+q)p1+k

(−p)p+···+p1+k

= −pcyq/p +
yq/p(1+q)

(−p)p+···+q/p
= pyq/p(

yq2/p

bn
− c)mod πs

Lm.

If n = 1, one puts u := 1− cy and check that the statement is still true.

Step E : Computation of conductors.

From Step D, one deduces that the extension M/L is defined by Xp = 1+ phyq/p + r

with r ∈ πs
Lm. From lemma 0.3.1, one gets that vM(DM/L) = (p− 1)(q+ 2). Hence

Z/pZ ≃ H0 = H1 = · · · = H1+q ) {1},

and according to Step B and Step C one has

G = G0 = G1 ) Z(G) = G2 = · · · = G1+q ) {1}.

Let ℓ 6= p be a prime number. Since the G-modules Jac(C)[ℓ] and Jac(Ck)[ℓ] are isomor-
phic (see [ST68] paragraph 2) one has that for i > 0

dimFℓ
Jac(C)[ℓ]Gi = dimFℓ

Jac(Ck)[ℓ]
Gi .

Moreover, for 0 6 i 6 1+ q one has Jac(Ck)[ℓ]
Gi ⊆ Jac(Ck)[ℓ]

Z(G).
Then, from Ck/Z(G) ≃ P1

k (see end of StepVI) and Lemma 0.5.1, it follows that for
0 6 i 6 1+ q

dimFℓ
Jac(Ck)[ℓ]

Gi = 0.

According to the Riemann-Hurwitz formula g(C) = q(p− 1)/2, thus applying Proposi-
tion 0.5.1 with ℓ large enough, one gets

f(Jac(C)/K) = (2q+ 1)(p− 1).

Moreover, if c ∈ Kp, an easy computation shows that sw(Jac(C)/Kp) = 1.

Remark : If c ∈ R with v(c) = (a/b)v(p) < v(λp/(1+q)) and a and b both prime to p,
then Lc(X) is irreducible over K. Indeed, the expression of the valuation of any root y of
Lc(X) shows that the ramification index of K(y)/K is q2.
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1.3 MONODROMY OF GENUS 2 HYPERELL IPTIC CURVES.

We restrict to the case p = 2 and deg f(X) = 5 of the introduction. In this situation,
there are three types of geometry for the stable reduction (see Figure 1). For each type
of degeneration, we will give an example of cover C/K with maximal wild monodromy
and birationally given by

Y2 = f(X) = 1+ b2X
2 + b3X

3 + b4X
4 +X5 ∈ R[X],

over some R. Define X to be the R-model of C/K given by Y2 = f(X) and let’s describe
each degeneration type.

The Jacobian criterion shows that Xk/k has two singularities if and only if b3 6= 0.
Then, type I occurs when Xk/k has two singularities and by blowing-up X at these points
one obtains two elliptic curves. Type II (resp. type III) occurs in the one singularity
case when there are two (resp. one) irreducible components of non 0 genus in the
stable reduction. The elliptic curves E/k that we will encounter are birationally given by
w2 −w = t3. We showed in Section 0.6.2 that they are such that Autk(E) ≃ Sl2(F3) has
a unique 2-Sylow subgroup isomorphic to Q8. We denote by D0 the original component
defined in Proposition 0.1.1.

D0

Type III

D0

Type I

D0

Type II

Figure 1

Notations : For f(X) ∈ R[X], let

f(X+ x) = s0(x) + s1(x)X+ s2(x)X
2 + s3(x)X

3 + s4(x)X
4 +X5,

be the Taylor expansion of f and define

Tf(Y) := s1(Y)
2 − 4s0(Y)s2(Y).

Degeneration type III

This is the case of potential good reduction. For example, using notations of the
previous Section, let K := K2((−2)1/5) and C1/K be the smooth, projective, geometrically
integral curve birationally given by

Y2 = 1+X4 +X5 = f4,1(X).
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Then, according to Theorem 1.2.1 the curve C1/K has potential good reduction with
maximal wild monodromy M/K, the group Gal(M/K) is an extra-special of order 25,
f(Jac(C1)/K) = 9 and sw(Jac(C1)/K2) = 1.

Degeneration type I

Proposition 1.3.1. Let ρ := 22/3, b2,b3,b4 ∈ K2
alg, K := K2(b2,b3,b4) and C/K be the

smooth, projective, geometrically integral curve birationally given by

Y2 = f(X) = 1+ b2X
2 + b3X

3 + b4X
4 +X5,

with v(bi) > 0 and v(b3) = 0. Assume that 1+ b3b2 + b2
3b4 6≡ 0mod πK. Then C has stable

reduction of type I and

Tf(Y) = T1,f(Y)T2,f(Y) with Ti,f(Y) ∈ K[Y],

are such that

T1,f(Y) = Y4 ∈ k[Y], and T2,f(Y) = Y4 + b3
2 ∈ k[Y].

Assume moreover that T1,f(Y) and T2,f(Y) are irreducible over K and define linearly disjoint
extensions of K, then C/K has maximal wild monodromy M/K with group Gal(M/K) ≃ Q8 ×
Q8.

Proof. Using Maple, one computes Tf(Y) and reduces it mod 2. The statement about
Tf(Y) follows from Hensel’s lemma.

Let y be a root of Tf(Y). Define ρT = S = X− y and choose s0(y)
1/2 and s2(y)

1/2

such that 2s0(y)1/2s2(y)1/2 = s1(y). Then

f(S+ y) = s0(y) + s1(y)S+ s2(y)S
2 + s3(y)S

3 + s4(y)S
4 + S5

= (s0(y)
1/2 + s2(y)

1/2S)2 + s3(y)S
3 + s4(y)S

4 + S5

= (s0(y)
1/2 + s2(y)

1/2ρT)2 + s3(y)ρ
3T3 + s4(y)ρ

4T4 + ρ5T5.

The change of variables

ρT = S = X− y and Y = 2W + (s0(y)
1/2 + s2(y)

1/2S),

induces

W2 + (s0(y)
1/2 + s2(y)

1/2S)W = s3(y)T
3 + s4(y)ρT

4 + ρ2T5,

which is an equation of a quasi-projective flat scheme over K(y, f(y)1/2)◦ with special
fiber given by w2 −w = t3.

Let (yi)i=1,...,4 (resp. (yi)i=5,...,8) be the roots of T1,f(Y) (resp. T2,f(Y)). Then, for any
i ∈ {1, . . . , 4} and j ∈ {5, . . . , 8}, the above computations show that C has stable reduction
over L := K(yi,yj, f(yi)

1/2, f(yj)
1/2)i, use [Liu02] 10.3.44. Moreover two distinct roots

of T1,f(Y) (resp. T2,f(Y)) induce equivalent Gauss valuations on K(C) by means of the
above change of variables, else it would contradict the uniqueness of the stable model.
In particular,

v(yi − yj) > v(ρ), i 6= j ∈ {1, 2, 3, 4} or i 6= j ∈ {5, 6, 7, 8}, (7)

v(yi − yj) = 0, i ∈ {1, 2, 3, 4} and j ∈ {5, 6, 7, 8},
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which implies that v(disc(T1,f(Y))) + v(disc(T2,f(Y))) = v(disc(Tf(Y))). In particular, for
i = 1, 2

v(disc(Ti,f(Y))) > 12v(ρ) = 8v(2).

These are equalities if and only if (7) are all equalities. Using Maple, one has

2−16 disc(Tf(Y)) = b8
3(1+ b3b2 + b2

3b4)
4mod 2,

thus one gets that (7) are all equalities, therefore

0,
y2 − y1

ρ
,
y3 − y1

ρ
,
y4 − y1

ρ
,

are all distinct mod πK. Applying Hensel’s lemma to T1,f(ρY + y1) shows that K(y1)/K

is Galois. The same holds for K(y5)/K.
Let’s denote by E1/k and E2/k (resp. ∞1 and ∞2) the genus 1 curves in the stable

reduction of C (resp. their crossing points with D0). The group

Autk(Ck)
# ≃ Autk,∞1

(E1)×Autk,∞2
(E2),

has a unique 2-Sylow subgroup isomorphic to

Syl2(Autk,∞1
(E1))× Syl2(Autk,∞2

(E2)),

where Autk,∞i
(Ei) ≃ Sl2(F3) denotes the subgroup of Autk(Ei) leaving ∞i fixed.

First, we show that L/K is the monodromy extension M/K of C/K. Let σ ∈ Gal(L/K)
inducing the identity on Ck/k. We show that ∀i ∈ {1, . . . , 8}, σ(yi) = yi. Otherwise,
since σ is an isometry, σ(y1) /∈ {y5, . . . ,y8} and we can assume that σ(y1) = y2. So

σ(
X− y1

ρ
) =

X− y1

ρ
+

y1 − y2

ρ
,

so σ does not induce the identity on Ck/k. If σ(s0(yi)
1/2) = −s0(yi)

1/2 for some i then
σ(s2(yi)

1/2) = −s2(yi)
1/2 and

σ(W) −W = s0(yi)
1/2 + s2(yi)

1/2ρT ,

therefore σ acts non-trivially on Ck/k. Thus, ∀ i ∈ {1, . . . , 8}, σ(s0(yi)
1/2) = s0(yi)

1/2

and σ = Id. Since M ⊆ L, this shows that L = M.
Now, we show that the wild monodromy is maximal assuming that T1,f(Y) and T2,f(Y)

are irreducible over K and define linearly disjoint extensions. One has natural mor-
phisms

Gal(M/K)
i→֒ Q8 ×Q8

p−→ Q8 ×Q8/Z(Q8)
q−→ Q8/Z(Q8)×Q8/Z(Q8).

For any i ∈ {1, . . . , 4} and j ∈ {5, . . . , 8}, (i, j) 6= (1, 5), there exists σi,j ∈ Gal(M/K) such
that

σi,j(y1) = yi and σi,j(y5) = yj,

which is seen to act non-trivially on Ck/k. The composition q ◦ p ◦ i is then surjective, it
implies that p ◦ i(Gal(M/K)) is a subgroup of Q8 ×Q8/Z(Q8) of index at most 2 so it
contains

Φ(Q8 ×Q8/Z(Q8)) = Z(Q8)× {1} = Kerq.
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It follows that p ◦ i is onto and i(Gal(M/K)) is a subgroup of Q8 ×Q8 of index at most
2 so it contains

Φ(Q8 ×Q8) = Z(Q8)×Z(Q8) ⊇ Kerp.

Finally, one has i(Gal(M/K)) = Q8 ×Q8.

Example : Let f0(X) := 1 + 23/5X2 + X3 + 22/5X4 + X5 and K := K2(2
1
15 ). With the

notations of Proposition 1.3.1, one has

1+ b3b2 + b2
3b4 6≡ 0mod πK.

Then, one checks using Magma that Tf0(Y) = T1,f0(Y)T2,f0(Y) where T1,f0(Y) and T2,f0(Y)

are irreducible polynomials over K and T2,f0(Y) is irreducible over the decomposition
field of T1,f0(Y). So, the curve C0/K defined by Y2 = f0(X) has maximal wild mon-
odromy M/K with group Gal(M/K) ≃ Q8 ×Q8.

q2:= pAdicField(2,8);

q2x<x>:=PolynomialRing(q2);

k<pi>:=TotallyRamifiedExtension(q2,x^15-2);

K<rho>:=UnramifiedExtension(k,8);

Ky<y>:=PolynomialRing(K);

b3:=1;

b2:=pi^9;

b4:=pi^6;

T:=(2*b2*y+3*b3*y^2+4*b4*y^3+5*y^4)^2-

4*(1+b2*y^2+b3*y^3+b4*y^4+y^5)*(b2+3*b3*y+6*b4*y^2+10*y^3);

F,a,A:=Factorization(T: Extensions:= true);

Degree(F[1][1]);Degree(F[2][1]);

L1:=A[1]‘Extension;

L1Y<Y>:=PolynomialAlgebra(L1);

TY:=L1Y!Eltseq(T);

G:=Factorization(TY);

G[1][2];G[2][2];G[3][2];G[4][2];G[5][2];

Degree(G[5][1]);

This has the following consequence for the Inverse Galois Problem.

Corollary 1.3.1. With the notations of the above example, let (yi)i=1,...,8 be the roots of Tf0(Y)
and M = K(y1, . . . ,y8, f0(y1)

1/2, . . . , f0(y8)
1/2). Then M/K is Galois with Galois group

isomorphic to Q8 ×Q8 ≃ Syl2(Autk(Ck)
#).

We now give results about the arithmetic of the monodromy extension of the previous
example.
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M

L1 := K(y1, f0(y1)
1/2) L2 := K(y5, f0(y5)

1/2)

K := K2(2
1/5)(21/3)

K2(2
1/5)

First of all, M/K2(2
1/5) is the monodromy extension of C0/K2(2

1/5). Indeed, let
θ be a primitive cube root of unity. The curve C0 has a stable model over M and
let σ ∈ Gal(K/K2(2

1/5)) defined by σ(21/3) = θ21/3 acts non-trivially on the stable
reduction by t 7→ θt . It implies that

Gal(M/K2(2
1/5)) →֒ Sl2(F3)× Sl2(F3).

Moreover, M/L1 is Galois with group isomorphic to Q8. Indeed, from the proof of
proposition 1.3.1, since Gal(M/L1) acts trivially on one of the two elliptic curves of the
stable reduction, one has the injection

Gal(M/L1) →֒ Q8 × {Id}.

Moreover, the previous corollary shows that [M : L1] = 8, so Gal(M/L1) ≃ Q8 × {Id},
thus

Gal(L1/K2(2
1/5))

i→֒ Sl2(F3)/Q8 × Sl2(F3)
p−→ Sl2(F3),

where p is the projection on the second factor. From the description of the action of the
monodromy on the stable reduction, the morphism p ◦ i is seen to be onto, thus

Gal(L1/K2(2
1/5)) ≃ Sl2(F3).

One shows in the same way that Gal(L2/K2(2
1/5)) ≃ Sl2(F3).

This has consequences on the possible ramification subgroups arising in the ramifica-
tion filtrations of 1G := Gal(L1/K) and 2G := Gal(L2/K). Since 1G is the wild ramifica-
tion group of Gal(L1/K2(2

1/5)), if there was a ramification subgroup of L1/K of order 4,
there would be a normal subgroup of order 4 in Sl2(F3), which do not exist. So the only
possible subgroups arising in the ramification filtrations of 1G and 2G are Q8, Z(Q8)

and {1}.
Using Magma one computes the lower ramification filtrations

1G = (1G)0 = (1G)1 ) Z(1G) = (1G)2 = (1G)3 ) {1},

2G = (2G)0 = · · · = (2G)5 ) Z(2G) = (2G)6 = · · · = (2G)69 ) {1}.

In order to compute the lower ramification filtration of Gal(M/K), we now determine its
upper ramification filtration since it enjoys peculiar arithmetic properties. Using lemma
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3.5 of [Kid03] and the expressions of ϕL1/K and ϕL2/K, one sees that L1/K and L2/K are
arithmetically disjoint. According to [Yam68] theorem 3, one has for any u ∈ R

Gal(M/K)u ≃ 1G
u × 2G

u.

So one gets

Gal(M/K)u ≃






1G× 2G, −1 6 u 6 1,
Z(1G)× 2G, 1 < u 6 3/2,
{1}× 2G, 3/2 < u 6 5,
{1}×Z(2G), 5 < u 6 21,
{1}× {1}, 21 < u.

One deduces the lower ramification filtration of Gal(M/K)

Gal(M/K)i ≃






1G× 2G, −1 6 i 6 1,
Z(1G)× 2G, 2 6 i 6 3,
{1}× 2G, 4 6 i 6 31,
{1}×Z(2G), 32 6 i 6 543,
{1}× {1}, 544 6 i.

Let denote the genus 1 irreducible components of Ck/k by E1 and E2. Let H1 (resp.
H2) be a finite subgroup of Syl2(Autk,∞1

(E1)) (resp. Syl2(Autk,∞2
(E2))) and ℓ 6= 2 be a

prime number. One has

Pic◦(Ck)[ℓ]
H1×H2 = Pic◦(E1)[ℓ]

H1 × Pic◦(E2)[ℓ]
H2 .

According to lemma 0.5.1 one has dimFℓ
Pic◦(Ei)[ℓ]

Hi = 2g(Ei/Hi), thus applying Propo-
sition 0.5.1 with ℓ large enough, one gets

sw(Jac(C0)/K) = 45.

Degeneration type II

Proposition 1.3.2. Let a9 = 2, K := K2(a), ρ := a4 and C/K be the smooth, projective,
geometrically integral curve birationally given by

Y2 = f(X) = 1+ a3X2 + a6X3 +X5.

Then, C has stable reduction of type II and C/K has maximal wild monodromy M/K with group
Gal(M/K) ≃ (Q8 ×Q8)⋊ Z/2Z.

Proof. Using Magma, one determines the Newton polygon of Tf(Y). Let (yi)i=1,...,8 be
the roots of Tf(Y). Then

∀1 6 i 6 8, v(yi) =
7

24
v(2).

By considering the Newton polygon of

∆(Z) = (Tf(Z+ y1) − Tf(y1))/Z,

one shows that ∆(Z) has 3 roots (say y2 −y1, y3 −y1 and y4 −y1) of valuation v(ρ) and
4 roots of valuation v(2)/3.
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Let y be a root of Tf(Y). Define ρT = S = X− y and choose s0(y)
1/2 and s2(y)

1/2

such that 2s0(y)1/2s2(y)1/2 = s1(y). Then the change of variables

ρT = S = X− y and Y = 2W + (s0(y)
1/2 + s2(y)

1/2S),

induces

W2 + (s0(y)
1/2 + s2(y)

1/2S)W =
s3(y)ρ

3

4
T3 +

s4(y)ρ
4

4
T4 +

ρ5

4
T5,

which is an equation of a quasi-projective flat scheme over K(y, f(y)1/2) with special
fiber given by w2 −w = t3. The same argument as in the degeneration type I shows
that C has stable reduction of type II over L = K(y1, . . . ,y8, f(y1)

1/2, . . . , f(y8)
1/2).

We first show that L/K is the monodromy extension M/K of C/K. Let σ ∈ Gal(L/K)
inducing the identity on Ck/k. We show that ∀i ∈ {1, . . . , 8}, σ(yi) = yi. Else, for
example, σ(y1) = y2 or σ(y1) = y5. It follows from the properties of the roots of ∆(Z)
that, if σ(y1) = y2 then σ acts by non-trivial translation on Ck/k and if σ(y1) = y5 then σ

acts on Ck/k by permuting the genus 1 components. Once again, the same computations
as in the degeneration type I show that ∀i ∈ {1, . . . , 8}, σ(f(yi)

1/2) = f(yi)
1/2. Since

M ⊆ L, one gets M = L.
Now, we show that the wild monodromy is maximal. Let’s consider the canonical

morphism

Gal(M/K)
i→֒ Syl2(Autk(Ck)

#) ≃ (Q8 ×Q8)⋊ Z/2Z.

One sees Q8 ×Q8 as the subgroup (Q8 ×Q8)⋊ {1} of (Q8 ×Q8)⋊ Z/2Z and put

H := i(Gal(M/K))∩ (Q8 ×Q8).

One has natural morphisms

H
p−→ Q8 ×Q8/Z(Q8)

q−→ Q8/Z(Q8)×Q8/Z(Q8).

Using Magma one shows that Tf(Y) is irreducible over K and over K(y1) one has the
following decomposition in irreducible factors

Tf(Y) =

4∏

i=1

(Y − yi)T2(Y),

and T2(Y) decomposes over K(y1,y5). It implies that q ◦ p ◦ i is surjective and p(H) is a
subgroup of index at most 2 so it contains Φ(Q8×Q8/Z(Q8)) and as for type I, one has
p(H) = Q8 ×Q8/Z(Q8). It implies that H is a subgroup of Q8 ×Q8 of index at most
2 and again H = Q8 ×Q8, that is Q8 ×Q8 ⊆ i(Gal(M/K)). Finally on has a natural
morphism

(Q8 ×Q8)⋊ Z/2Z
r−→ (Q8/Z(Q8)×Q8/Z(Q8))⋊ Z/2Z.

The composition r ◦ i is surjective since there exist σ, τ ∈ Gal(M/K) such that for all
i ∈ {1, . . . , 4} and j ∈ {5, . . . , 8}

σ(y1) = yi and σ(y5) = yj,

τ(y1) = y5.
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Since the index of i(Gal(M/K)) in (Q8 ×Q8)⋊ Z/2Z is at most 2, this group contains

Φ((Q8 ×Q8)⋊ Z/2Z) ⊇ Ker r,

so i(Gal(M/K)) = (Q8 ×Q8)⋊ Z/2Z.

Again we derive the following result for the Inverse Galois Problem.

Corollary 1.3.2. With the notations of Proposition 1.3.2, let (yi)i=1,...,8 be the roots of Tf(Y)
and M = K(y1, . . . ,y8, f(y1)

1/2, . . . , f(y8)
1/2). Then M/K is Galois with Galois group iso-

morphic to (Q8 ×Q8)⋊ Z/2Z ≃ Syl2(Autk(Ck)
#).





2 L I F T I N G p - C Y C L I C C O V E R S W I T H M A X I M A L

M O N O D R O M Y.
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Sénèque
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2.1 INTRODUCTION.

Let (R, v) be a complete discrete valuation ring of mixed characteristic (0,p) with fraction
field K containing a primitive p-th root of unity ζp and algebraically closed residue field
k. The stable reduction theorem states that given a smooth, projective, geometrically
connected curve C/K of genus g(C) > 2, there exists a unique minimal Galois extension
M/K called the monodromy extension of C/K such that CM := C×M has stable reduction
over M. The group G = Gal(M/K) is the monodromy group of C/K.

Let us consider the case where φ : C→ P1
K is a p-cyclic cover with K-rational equidis-

tant geometry. Let C be the stable model of CM/M and Autk(Ck)
# be the subgroup of

Autk(Ck) of elements acting trivially on the reduction in Ck of the ramification locus of
φ× IdM : CM → P1

M (see [Liu02] 10.1.3 for the definition of the reduction map of CM).
One derives from the stable reduction theorem the following injection

Gal(M/K) →֒ Autk(Ck)
#. (2.1)

When the p-Sylow subgroups of these groups are isomorphic, one says that the wild
monodromy is maximal. We are interested in realization of smooth covers as above such
that the p-adic valuation of |Autk(Ck)

#| is large compared to the genus of Ck and having
maximal wild monodromy. Moreover, we will study the ramification filtration and the
Swan conductor of their monodromy extension.

Recall that a big action is a pair (X,G) where X/k is a smooth, projective, geometrically
connected curve of genus g(X) > 2 and G is a finite p-group of k-automorphisms of
X/k such that |G| > 2p

p−1g(X). According to [LM05], if (X,G) is a big action, then one

has that |G| 6 4p
(p−1)2

g(X)2 with equality if and only if X/k is birationally given by
wp − w = tR(t) where R(t) ∈ k[t] is an additive polynomial and G is the p-Sylow
subgroup G∞,1(X) of the subgroup of Autk(X) leaving t = ∞ fixed. In this case, G is an
extra-special p-group.

37
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This motivates the following question, with the above notations, given a big action
(X,G) such that |G| = 4p

(p−1)2
g(X)2 and G = G∞,1(X), is it possible to find a finite

extension K of Frac(W(k)) and a a p-cyclic cover C/K of P1
K such that Ck ≃ X, that

G ≃ Aut(Ck)
#
1 is a p-Sylow subgroup of Aut(Ck)

# and the curve C/K has maximal wild
monodromy ?

Let k be an algebraically closed field of characteristic p > 0 and Kp := Frac(W(k)). Let
n ∈ N×, q = pn, ζp be a primitive p-th root of unity, λ = ζp − 1 and K = Kp(λ

1/(1+q)).
For any additive polynomial R(t) ∈ k[t] of degree q, let X/k be curve defined by
wp −w = tR(t). In Section 2.2, we will prove the following

Theorem 2.1.1. There exists a p-cyclic cover C/K of P1
K such that Ck ≃ X, one has G∞,1(X) ≃

Aut(Ck)
#
1 and the curve C/K has maximal wild monodromy M/K. The extension M/K is the

decomposition field of an explicitly given polynomial and the group Gal(M/K) ≃ Autk(Ck)
#
1 is

an extra-special p-group of order pq2.

The group G∞,1(Ck) = Autk(Ck)
#
1 is endowed with the lower ramification filtration

(G∞,i(Ck))i>0. Let Z := Z(G∞,1(Ck)) be the center of G∞,1(Ck), it is a cyclic group of
order p generated by the Artin-Schreier morphism, see [LM05]. Applying the Riemann-
Hurwitz formula and the Different formula (see [Ser79] IV §2 Proposition 4) to the
Galois covers Ck → Ck/Z ≃ P1

k and Ck/Z ≃ P1
k → Ck/G∞,1(Ck) ≃ P1

k one shows that

G∞,1(Ck) ) Z = G∞,2(Ck) = · · · = G∞,1+q(Ck) ) {1}.

Moreover, G := Gal(M/K) being the Galois group of a finite extension of K, it is endowed
with the ramification filtration (Gi)i>0. Since G ≃ G∞,1(Ck) it is natural to ask for the
behavior of (Gi)i>0 under (2.1), that is to compare (Gi)i>0 and (G∞,i(Ck))i>0. In the
general case, the arithmetic is quite tedious due to the expression of the lifting of X/k.
Actually we could not obtain a numerical example for the easiest case when p = 3.
Nonetheless, when p = 2, one computes the conductor exponent f(Jac(C)/K) of Jac(C)/K
and its Swan conductor sw(Jac(C)/K)

Theorem 2.1.2. Under the hypotheses of Theorem 2.1.1, if p = 2 the lower ramification filtration
of G is :

G = G0 = G1 ) Z(G) = G2 = · · · = G1+q ) {1}.

Then, f(Jac(C)/K) = 2q+ 1 and sw(Jac(C)/K2) = 1.

Remarks :

1. In Theorem 2.1.1, one actually obtains a family of liftings C/K of X/k with the
announced properties. It is worth noting that there are finitely many additive
polynomials R0(t) ∈ k[t] such that wp −w = tR(t) is k-isomorphic to wp −w =

tR0(t) (see [LM05] 8.2), so we have to solve the problem in a somehow generic way.
In [CM13], we obtain the analogs of Theorem 2.1.1 and Theorem 2.1.2 for p > 2 in
the easier case R(t) = tq.

2. For p = 3, the easiest non-trivial case is such that [M : K] = 243, that is why we
could not even do computations using Magma to guess the behavior of the rami-
fication filtration of the monodromy extension for p > 2. Nonetheless, one shows
that if p > 3, the lower ramification filtration of G is

G = G0 = G1 ) G2 = · · · = Gu = Z(G) ) {1},

where u ∈ 1+ qN.
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3. The value sw(Jac(C)/K2) = 1 is the smallest one among abelian varieties over K2

with non tame monodromy extension. That is, in some sense, a counterpart of
[BK05] and [LRS93] where an upper bound for the conductor exponent is given
and it is shown that this bound is actually achieved.

2.2 L IFTINGS AND STUDY OF THEIR ARITHMETIC.

We start by fixing notations that will be used throughout this Section.

Notations : Let n ∈N×, q := pn, an := (−1)q(−p)p+p2+···+q and

∀ 0 6 i 6 n− 1, di := pn−i+1 + · · ·+ q.

Let k be an algebraically closed field of characteristic p > 0, let Kp := Frac(W(k))

and put K := Kp(λ
1/(1+q)). Let ρ := (ρ0, . . . , ρn−1) where ∀ 0 6 k 6 n − 1, ρk ∈ K,

ρk = ukλ
p(q−pk)/(1+q) and v(uk) = 0 or uk = 0. We denote by m the maximal ideal of

(Kalg)◦. Let R = K◦, for c ∈ R let

fc,ρ(X) := 1+

n−1∑

k=0

ρkX
1+pk

+ cXq +X1+q,

and s1,ρ(X) := 2ρ0X+

n−1∑

k=1

ρkX
pk

+Xq.

One defines the modified monodromy polynomial Lc,ρ(X) by

s1,ρ(X)
q − anfc,ρ(X)

q−1(c+X) − (−1)q
n−1∑

k=1

(ρkX)
q/pk

(−p)dkfc,ρ(X)
q(pk−1)/pk

.

Let Cc,ρ/K and Au/k be the smooth projective integral curves birationally given respec-
tively by Yp = fc,ρ(X) and wp −w =

∑n−1
k=0 ūkt

1+pk
+ t1+q.

Remark : The ρk’s are chosen such that a suitable change of variables on X and Y

induces the good reduction Au/k. This is detailed in Step VI of proof of Theorem 2.2.1.

Theorem 2.2.1. The curve Cc,ρ/K has potential good reduction isomorphic to Au/k.

1. If v(c) > v(λp/(1+q)), then the monodromy extension of Cc,ρ/K is trivial.

2. If v(c) < v(λp/(1+q)), let y be a root of Lc,ρ(X) in Kalg. Then Cc,ρ has good reduction
over K(y, fc,ρ(y)

1/p). If Lc,ρ(X) is irreducible over K, then Cc,ρ/K has maximal wild
monodromy. The monodromy extension of Cc,ρ/K is M = K(y, fc,ρ(y)

1/p) and G =

Gal(M/K) is an extra-special p-group of order pq2.

3. Assume that c = 1. The polynomial L1,ρ(X) is irreducible over K. The lower ramification
filtration of G is

G = G0 = G1 ) G2 = · · · = Gu = Z(G) ) {1},

with u ∈ 1+ qN. Moreover, if p = 2, then u = 1+ q, one has f(Jac(C1,ρ)/K) = 2q+ 1

and sw(Jac(C1,ρ)/K2) = 1.
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Proof. 1. Assume that v(c) > v(λp/(1+q)). Set λp/(1+q)T = X and λW + 1 = Y. Then, the
equation defining Cc,ρ/K becomes

(λW + 1)p = 1+

n−1∑

k=0

ρkλ
p(1+pk)/(1+q)T1+pk

+ cλpq/(1+q)Tq + λpT1+q.

After simplification by λp and reduction modulo πK this equation gives

wp −w =

n−1∑

k=0

ūkt
1+pk

+ atq + t1+q, a ∈ k. (2.2)

By Hurwitz formula the genus of the curve defined by (2.2) is seen to be that of Cc,ρ/K .
Applying [Liu02] 10.3.44, there is a component in the stable reduction birationally given
by (2.2). The stable reduction being a tree, the curve Cc,ρ/K has good reduction over K.

2. The proof is divided into eight steps. Step I and Step II are similar to the first
two steps of the proof of Theorem 1.2.1. In Step III, Step IV and Step V one writes a
stable model of Cc,ρ/K over a finite extension of K and under the extra assumption that
Lc,ρ(X) is irreducible over K, we will prove in Step VIII that this is the wild monodromy
extension. The first seven steps are much more difficult to handle than their analogos
in proof of Theorem 1.2.1 due to the more complicated expression of Cc,ρ/K while Step
VIII is similar to Step VI of the proof of Theorem 1.2.1. Let y be a root of Lc,ρ(X).

Step I : One has v(y) = v(anc)/q
2.

By expanding Lc,ρ(X), one shows that its Newton polygon has a single slope v(anc)/q
2.

The polynomial Lc,ρ(X) has degree q2 and its leading (resp. constant) coefficient has
valuation 0 (resp. v(anc)). One examines monomials from anf

q−1
c,ρ (X)(c + X). Since

v(c) < v(λp/(1+q)), one checks that

∀1 6 i 6 q2 − 1,
v(an)

q2 − i
>

v(anc)

q2
.

Then one examines monomials from (ρiX)
q/pi

pdifc,ρ(X)
q(pi−1)/pi

. They have degree
at least q/pi, thus one checks that

∀ 1 6 i 6 n− 1,
q/piv(ρi) + div(p)

q2 − q/pi
>

v(anc)

q2
.

The monomial Xq2
in s1,ρ(X)

q corresponds to the point (0, 0) in the Newton polygon
of Lc,ρ(X), the other monomials of s1,ρ(X)

q produce a slope greater than v(ρi)/(q− pi)

and one checks that

∀ 0 6 i 6 n− 1,
v(ρi)

q− pi
>

v(anc)

q2
.

Note that Step I implies that v(fc,ρ(y)) = 0, we will use this remark throughout this
proof.
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Step II : Define S and T by λp/(1+q)T = (X− y) = S. Then fc,ρ(S+ y) is congruent modulo
λpm[T ] to

fc,ρ(y) + s1,ρ(y)S+

n−1∑

k=0

ρkS
1+pk

+

n−1∑

k=1

ρkyS
pk

+ (c+ y)Sq + S1+q.

Using the following formula for A ∈ Kalg with v(A) > 0 and B ∈ (Kalg)◦[T ]

k > 1, (A+B)p
k ≡ (Apk−1

+Bpk−1

)p mod p2m[T ],

one computes mod λpm[T ]

fc,ρ(y+ S) = 1+

n−1∑

k=0

ρk(y+ S)1+pk

+ (y+ S)1+q + c(y+ S)q

≡ 1+ ρ0(y+ S)2 +

n−1∑

k=1

ρk(y+ S)(ypk−1

+ Sp
k−1

)p + (y+ S+ c)(yq/p + Sq/p)p.

Using Step I, one checks that for all 1 6 k 6 n− 1

ρk(y
pk−1

+ Sp
k−1

)p ≡ ρk(y
pk

+ Sp
k

)mod λpm[T ],

and (yq/p + Sq/p)p ≡ yq + Sq mod λpm[T ]. It follows that

fc,ρ(y+ S) ≡ 1+ ρ0(y+ S)2 +

n−1∑

k=1

ρk(y+ S)(ypk

+ Sp
k

) + (y+ c+ S)(yq + Sq).

One easily concludes from this last expression.

Step III : Let R1 := K[y]◦. For all 0 6 i 6 n, one defines Ai(S) ∈ R1[S] and Bi ∈ R1 by
induction :

Bn := −s1,ρ(y), ∀ 1 6 i 6 n− 1, Bi :=
fc,ρ(y)B

p
i+1

(−pfc,ρ(y))p
− yρn−i,

and B0 :=
fc,ρ(y)B

p
1

(−pfc,ρ(y))p
,

A0(S) := 0 and ∀ 0 6 i 6 n− 1 SAi+1(S) := SAi(S) −
Bi+1S

q/pi+1

pfq,c(y)(p−1)/p
.

Then for all 0 6 i 6 n− 1, v(Bi+1) = (1+ · · ·+ pi)v(p)/pi + v(c)/pi+1 and modulo λ
pq2

q+1m

one has

Bq
n ≡

an

(−1)q
fc,ρ(y)

q−1B0 +

n−1∑

k=1

(ρky)
q/pk

(−p)dkfc,ρ(y)
q(pk−1)/pk

. (2.3)

We prove the claim about v(Bi+1) by induction on i. Using Step I, one checks that

∀ 0 6 k 6 n− 1, v(ρky
pk

) > v(yq),
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so v(Bn) = v(yq). Assume that we have shown the claim for i, then one checks that
v((Bi+1/p)

p) < v(yρn−i) and one deduces v(Bi) from the definition of Bi. According
to the expression of v(Bi), one has ∀ 0 6 i 6 n,Ai(S) ∈ R1[S].

Then we prove the second part of Step III. From the definition of the Bi’s one obtains
that for all 1 6 i 6 n− 1

B
q/pi−1

n−i+1 = (−p)q/p
i−1

fc,ρ(y)
q(p−1)/pi

(yρi +Bn−i(y))
q/pi

. (2.4)

Using Step I and v(Bn−1) one checks that ∀ 1 6 k 6 q/p− 1

pq

(

q/p

k

)

(yρ1)
kB

q/p−k
n−1 ≡ 0mod λpq

2/(1+q)m,

so pq(yρ1 +Bn−1)
q/p ≡ pq((yρ1)

q/p +B
q/p
n−1)mod λpq

2/(1+q)m. Thus, applying equa-
tion (2.4) with i = 1, one gets

Bq
n = (−p)qfc,ρ(y)

q(p−1)/p(yρ1 +Bn−1)
q/p

≡ (−p)qfc,ρ(y)
q(p−1)/p((yρ1)

q/p +B
q/p
n−1)mod λpq

2/(1+q)m.

One checks using Step I and v(Bn−i) that ∀ 1 6 i 6 n− 1 and 1 6 k 6 q/pi − 1

pq+···+q/pi−1

(

q/pi

k

)

B
q/pi−k
n−i (yρi)

k ≡ 0mod λpq
2/(1+q)m,

then by induction on i, using equation (2.4), one shows that modulo λpq
2/(1+q)m

Bq
n ≡ (−p)p+···+qfc,ρ(y)

q−1B0 +

n−1∑

k=1

(ρky)
q/pk

(−p)dkfc,ρ(y)
q(pk−1)/pk

.

Step IV : One has modulo λpm[T ]

fc,ρ(S+ y) ≡ fc,ρ(y) + s1,ρ(y)S+

n−1∑

k=0

ρkS
1+pk

+

n−1∑

k=1

yρkS
pk

+B0S
q + S1+q.

Since Lc,ρ(y) = 0, one has

s1,ρ(y)
q = anfc,ρ(y)

q−1(c+y) + (−1)q
n−1∑

k=1

(ρky)
q/pk

(−p)dkfc,ρ(y)
q(pk−1)/pk

. (2.5)

Using Bn := −s1,ρ(y), equations (2.3) and (2.5) one gets

anfc,ρ(y)
q−1(c+ y−B0) ≡ 0mod λpq

2/(q+1)m.

which is equivalent to Sq(y+ c−B0) ≡ 0mod λpm[T ]. Then, Step IV follows from Step
II.

Step V : One has

fc,ρ(S+ y) ≡ (fc,ρ(y)
1/p + SAn(S))

p +

n−1∑

k=0

ρkS
1+pk

+ S1+q mod λpm[T ].



2.2 L IFTINGS AND STUDY OF THEIR ARITHMETIC. 43

Let R :=
∑n−1

k=0 ρkS
1+pk

+ S1+q + s1,ρ(y)S. Since Bn = −s1,ρ(y) one has

(fc,ρ(y)
1/p + SAn(S))

p +

n−1∑

k=0

ρkS
1+pk

+ S1+q

= (fc,ρ(y)
1/p + SAn(S))

p +BnS+ R

=
(

fc,ρ(y)
1/p + SAn−1(S) −

BnS

pfq,c(y)(p−1)/p

)p

+BnS+ R

= (fc,ρ(y)
1/p + SAn−1(S))

p +
( −BnS

pfq,c(y)(p−1)/p

)p

+BnS+ R+ Σ, (2.6)

where

Σ =

p−1∑

k=1

(

p

k

)

(fc,ρ(y)
1/p + SAn−1(S))

p−k
( −BnS

pfq,c(y)(p−1)/p

)k

. (2.7)

Using the expression of v(Bn) computed in Step III, one checks that the terms with
k > 2 in (2.7) are zero modulo λpm[T ]. It implies the following relations

Σ+BnS ≡ BnS

[

1−
(fc,ρ(y)

1/p + SAn−1(S))
p−1

fc,ρ(y)(p−1)/p

]

≡ BnS

fc,ρ(y)(p−1)/p

[

fc,ρ(y)
(p−1)/p − (fc,ρ(y)

1/p + SAn−1(S))
p−1

]

≡ BnS

fc,ρ(y)(p−1)/p

[

−

p−1∑

k=1

(

p− 1

k

)

fc,ρ(y)
(p−1−k)/p(SAn−1(S))

k
]

≡ 0mod λpm[T ], since for k > 1, BnS
k+1 ≡ 0mod λpm[T ].

According to the definition of Bn−1 (see Step III) one obtains

(2.6) ≡ (fc,ρ(y)
1/p + SAn−1(S))

p + R+Bn−1S
p + yρ1S

p mod λpm[T ]. (2.8)

Using the same process, one shows by induction on i that (2.6) is congruent to

(fc,ρ(y)
1/p + SAi+1(S))

p +Bi+1S
pn−i−1

+

n−i−1∑

k=1

yρkS
pk

+ R mod λpm[T ]. (2.9)

Thus, one applies equation (2.9) with i = 0

(2.6) ≡ (fc,ρ(y)
1/p + SA1(S))

p +B1S
q/p +

n−1∑

k=1

yρkS
pk

+ R mod λpm[T ].

One defines Σ ′ by (fc,ρ(y)
1/p + SA1(S))

p = fc,ρ(y) + (SA1(S))
p + Σ ′. From

pfc,ρ(y)
(p−1)/pSA1(S) = −B1S

q/p, see the definition of SA1(S),

one gets

Σ ′ +B1S
q/p =

p−1∑

k=2

(

p

k

)

fc,ρ(y)
(p−k)/p(SA1(S))

k,
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so using the expression of v(B1) computed in Step III, one checks that

Σ ′ +B1S
q/p ≡ 0mod λpm[T ].

From the definition of SA1(S) and B0 one has (SA1(S))
p = B0S

q, thus

(2.6) ≡ fc,ρ(y) +B0S
q +

n−1∑

k=1

yρkS
pk

+ Rmod λpm[T ].

Then, Step V follows from Step IV and this last relation.

Step VI : The curve Cc,ρ/K has good reduction over K(y, fc,ρ(y)
1/p).

According to Step V, the change of variables in K(y, fc,ρ(y)
1/p)

X = λp/(1+q)T + y = S+ y and Y = λW + fc,ρ(y)
1/p + SAn(S),

induces in reduction wp −w =
∑n−1

k=0 ūkt
1+pk

+ t1+q with genus g(Cc,ρ). So [Liu02]
10.3.44 implies that this change of variables gives the stable model. Note that the ρk’s
were chosen to obtain this equation for the special fiber of the stable model.

Step VII : For any distinct roots yi, yj of Lc,ρ(X), v(yi − yj) = v(λp/(1+q)).

The changes of variables λp/(1+q)T = X − yi and λp/(1+q)T = X − yj induce equiv-
alent Gauss valuations of K(Cc,ρ), else applying [Liu02] 10.3.44 would contradict the
uniqueness of the stable model. Thus v(yi − yj) > v(λp/(1+q)).

One checks that v(f ′c,ρ(y)) > 0, v(s ′1,ρ(y)) > 0, v(s1,ρ(y)) = v(yq)

v(qs1,ρ(y)
q−1s ′1,ρ(y)) > v(an) and ∀ 0 6 k 6 n− 1, v(ρ

q/pk

k pdkq/pk) > v(an).

Then one computes L ′
c,ρ(X) and from these relations one deduces

v(L ′
c,ρ(y)) = v(an) = (q2 − 1)v(λp/(1+q)).

Taking into account that L ′
c,ρ(yi) =

∏
j 6=i(yi − yj) and degLc,ρ(X) = q2, one obtains

v(yi − yj) = v(λp/(1+q)).

Step VIII : If Lc,ρ(X) is irreducible over K, then K(y, fc,ρ(y)
1/p) is the monodromy extension

M of Cc,ρ/K and G := Gal(M/K) is an extra-special p-group of order pq2.

Let (yi)i=1,...,q2 be the roots of Lc,ρ(X), L := K(y1, . . . ,yq2) and M/K be the monodromy
extension of Cc,ρ/K. Any τ ∈ Gal(L/K) − {1} is such that τ(yi) = yj for some i 6= j. Thus,
the change of variables

X = λp/(1+q)T + yi and Y = λW + fc,ρ(y)
1/p + SAn(S),

induces the stable model and τ acts on it by

τ(T) =
X− yj

λp/(1+q)
, hence T − τ(T) =

yj − yi

λp/(1+q)
. (2.10)
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According to Step VII and equation (2.10), τ acts non-trivially on the stable reduc-
tion. It follows that L ⊆ M. Indeed if Gal(Kalg/M) * Gal(Kalg/L) it would exist
σ ∈ Gal(Kalg/M) inducing σ̄ 6= Id ∈ Gal(L/K), which would contradict the characteri-
zation of Gal(Kalg/M) (see remark after Theorem 0.1.1) .

According to [LM05], the p-Sylow subgroup Autk(Ck)
#
1 of Autk(Ck)

# is an extra-
special p-group of order pq2. Moreover, one has

0→ Z(Autk(Ck)
#
1)→ Autk(Ck)

#
1 → (Z/pZ)2n → 0,

where (Z/pZ)2n is identified with the group of translations t 7→ t + a extending to
elements of Autk(Ck)

#
1. Therefore we have morphisms

Gal(M/K)
i→֒ Autk(Ck)

#
1

ϕ→ Autk(Ck)
#
1/Z(Autk(Ck)

#
1).

The composition is seen to be surjective since the image contains the q2 translations
t 7→ t+ (yi − y1)/λp/(1+q). Consequently, i(Gal(M/K)) is a subgroup of Autk(Ck)

#
1 of

index at most p. So it contains Φ(Autk(Ck)
#
1) = Z(Autk(Ck)

#
1) = Kerϕ. It implies that i

is an isomorphism and [M : K] = pq2. By Step VI, one has M ⊆ K(y, fq,c(y)
1/p), hence

M = K(y, fq,c(y)
1/p).

We show that K(y1)/K is Galois and that Gal(M/K(y1)) = Z(G). Indeed, M/K(y1) is
p-cyclic and generated by σ defined by

σ(y1) = y1 and σ(fc,ρ(y1)
1/p) = ζpfc,ρ(y1)

1/p.

According to Step VI, σ acts on the stable model by

σ(S) = S, σ(Y) = Y = λσ(W) + ζpfc,ρ(y1)
1/p + SAn(S).

Hence

σ(W) = W − fc,ρ(y1)
1/p.

It follows that, in reduction, σ induces a morphism that generates Z(Autk(Ck)
#
1). It

implies that K(y1)/K is Galois, Gal(M/K(y1)) = Z(G) and Gal(K(y1)/K) ≃ (Z/pZ)2n.

3. Let Lρ(X) := L1,ρ(X), fρ(X) := f1,ρ(X), y be a root of Lρ(X), sρ(y) := s1,ρ(y) and
bn := (−1)(−p)1+p+···+pn−1

. Note that b
p
n = an. One puts L := K(y) and we do not

assume p = 2 until Step E.

Step A : The polynomial Lρ(X) is irreducible over K.

Let s̃ := sρ(y) − yq, σ :=
∑q

k=1

(

q
k

)

s̃kyq(q−k) and R1 :=
∑p−1

k=1

(

p
k

)

ykq2/p(−bn)
p−k.

Since Lρ(y) = 0 one has

yq2

+σ = sρ(y)
q = anfρ(y)

q−1(1+y) +

n−1∑

k=1

(ρky)
q/pk

(−p)dk(−1)qfρ(y)
q(pk−1)/pk

.

It implies that (yq2/p − bn)
p equals

an

[

fρ(y)
q−1(1+ y) + (−1)p

]

+

n−1∑

k=1

(ρky)
q/pk

(−p)dk(−1)qfρ(y)
q(pk−1)/pk

+R1 −σ.
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We are going to remove monomials with valuation greater than v(any) in the above
expression by taking p-th roots. Note that if ∀i > 1, ρi = 0, then one could skip most of
Step A (see equation (2.13)). Assume that ρi 6= 0 for some i > 1, let

j := max{1 6 i 6 n− 1, ρi 6= 0} and l := min{1 6 i 6 n− 1, ρi 6= 0}.

The following relations are straightforward computations using Step I :

v(fρ(y)(1+ y) + (−1)p) = v(y), v(s̃) = v(ρjy
pj

), v(σ) = qv(s̃), (2.11)

v

(n−1∑

k=1

(ρky)
q/pk

(−p)dk(−1)qfρ(y)
q(pk−1)/pk

)

= v((ρly)
pn−l

pdl).

Then one checks that

v(R1) > v(any) > v((ρly)
pn−l

pdl) > v(σ). (2.12)

It implies that v((yq2/p − bn)
p) = qv(s̃), so one considers (yq2/p − bn + s̃q/p)p. By

expanding this last expression, using (2.11), (2.12) and taking into account

v(

q−1∑

k=1

(

q

k

)

s̃kyq(q−k)) > v(any), v(

p−1∑

k=1

(

p

k

)

(yq2/p − bn)
ks̃(p−k)q/p) > v(any),

one obtains that pv(yq2/p − bn + s̃q/p) = v((ρly)
pn−l

pdl), leading us to consider

(yq2/p − bn + s̃q/p + (ρly)
q/pl+1

(−p)dl/pfρ(y)
q(pl−1)/pl+1

)p.

By expanding this expression and using (2.11) and (2.12) one checks that it has valuation
v((ρl1y)

pn−l1pdl1 ) where l1 := min{l+ 1 6 i 6 n− 1, ρi 6= 0}. By induction one shows
that

t := yq2/p − bn + s̃q/p +

n−1∑

k=1

(ρky)
q/pk+1

(−p)dk/pfρ(y)
q(pk−1)/pk+1

, (2.13)

satisfies pv(t) = v(any). Then vL(p
q2
t−(p−1)(q+1)) = vL(p)/q

2 = [L : Kp]/q
2, so q2

divides [L : K]. It implies that Lρ(X) is irreducible over K. In particular

L = K(y) = K(y1, . . . ,yq2),

where (yi)i=1...q2 are the roots of Lρ(X).

Step B : Reduction step.

Put G := Gal(M/K), then the last non-trivial group Gi0 of the lower ramification filtra-
tion (Gi)i>0 of G is a subgroup of Z(G) ([Ser79] IV §2 Corollary 2 of Proposition 9) and
as Z(G) ≃ Z/pZ, it follows that Gi0 = Z(G).

According to Step VIII the group H := Gal(M/L) is Z(G). Consequently, the filtration
(Gi)i>0 can be deduced from that of M/L and L/K (see [Ser79] IV §2 Proposition 2 and
Corollary of Proposition 3).

Step C : Let σ ∈ Gal(L/K) − {1}, then v(σ(t) − t) = q2v(πK).

Let y ′ := σ(y), one deduces the following easy lemma from Step VII.
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Lemma 2.2.1. For any m > 0, v(ym − y ′m) > mv(y).

Recall that from the definition of s̃ one has

s̃ = 2ρ0y+

n−1∑

k=1

ρky
pk

.

First one shows that modulo (y− y ′)q
2/pm one has

σ(s̃)q/p − s̃q/p ≡ (2ρ0)
q/p(y ′q/p − yq/p) +

n−1∑

k=1

ρ
q/p
k (y ′qpk/p − yqpk/p). (2.14)

Indeed, let (mi)i=0,...,n−1 ∈ Nn be such that m0 +m1 + · · · +mn−1 = q/p and put
t := m0 +m1p+ · · ·+mn−1p

n−1, then using lemma 2.2.1 one checks that

v(pρm0

0 ρm1

1 . . . ρ
mn−1

n−1 (yt − y ′t)) >
q2

p
v(y− y ′).

This inequality implies (2.14).
Let 1 6 k 6 n− 1 and write fρ(y)

(pk−1)q/pk+1
= 1+

∑
i∈Ik

αi,ky
i, for some set Ik.

Then

y ′q/pk+1

fρ(y
′)(p

k−1)q/pk+1

− yq/pk+1

fρ(y)
(pk−1)q/pk+1

= y ′q/pk+1

− yq/pk+1

+
∑

i∈Ik

αi,k(y
′i − yi).

Let i ∈ Ik. Consider the case when v(αi,k) > v(ρh) for some 0 6 h 6 n− 1, then using
Step VII, one checks that ∀ 1 6 k 6 n− 1, v(αi,k) > v(ρh) > qv(y ′ − y)/pk+1. If this
case does not occur, then according to the expression of fρ(y) one has i > q/pk+1 + q

and using lemma 2.2.1 one checks that v(y ′i − yi) > qv(y ′ − y)/pk+1. In any case
v(αi,k(y

′i − yi)) > qv(y ′ − y)/pk+1 and one checks that

v(pdk/pρ
q/pk+1

k αi,k(y
′i − yi)) > q2v(y ′ − y)/p. (2.15)

Taking into account (2.13), (2.14) and (2.15), one gets mod (y ′ − y)q
2/pm

σ(t) − t ≡ y ′q2/p − yq2/p + (2ρ0)
q/p(y ′q/p − yq/p) (2.16)

+

n−1∑

k=1

ρ
q/p
k (y ′qpk/p − yqpk/p) +

n−1∑

k=1

(−p)dk/pρ
q/pk+1

k (y ′q/pk+1

− yq/pk+1

).

Using lemma 2.2.1, it is now straightforward to check the following relations modulo
(y ′ − y)q

2/pm .

y ′q2/p − yq2/p ≡ (y ′ − y)q
2/p,

ρ
q/p
k (y ′qpk/p − yqpk/p) ≡ ρ

q/p
k (y ′ − y)qp

k/p,

(−p)dk/pρ
q/pk+1

k (y ′q/pk+1

− yq/pk+1

) ≡ (−p)dk/pρ
q/pk+1

k (y ′ − y)q/p
k+1

.
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Using Step VII, one sees that each of these three elements has valuation q2v(y ′ − y)/p,
thus one gets

(σ(t) − t)p ≡(y ′ − y)q
2

+ (2ρ0)
q(y ′ − y)q +

n−1∑

k=1

ρ
q
k(y

′ − y)qp
k

(2.17)

+

n−1∑

k=1

(−p)dkρ
q/pk

k (y ′ − y)q/p
k

mod (y ′ − y)q
2

m.

Now recall Step VII, the definitions of the ρk’s and of λ, then for some v ∈ R× and
Σ ∈ R

ρk =ukλ
p(q−pk)/(1+q), y ′ − y = vλp/(1+q) and − p = λp−1 + pλΣ.

Since q2v(y ′ − y) = pq2

1+qv(λ), equation (2.17) becomes

(σ(t) − t)p ≡ λ
q2p
1+q
[

vq
2

+ (2u0v)
q +

n−1∑

k=1

(u
q
kv

qpk

+ (ukv)
q/pk

)
]

mod λ
q2p
1+qm.

From the action of σ on the stable reduction (see Step VIII), one has that the automor-
phism of P1

k given by t 7→ t+ v̄ has a prolongation to Au/k, so Proposition 0.6.2 implies
that

v̄q
2

+ (2ū0v̄)
q +

n−1∑

k=1

(ū
q
k v̄

qpk

+ (ūkv̄)
q/pk

) + v̄ = 0. (2.18)

Assume that v̄q
2
+ (2ū0v̄)

q +
∑n−1

k=1 (ū
q
k v̄

qpk
+ (ūkv̄)

q/pk
) = 0, then from (2.18) one has

v̄ = 0, which contradicts v ∈ R×. It implies that

v(σ(t) − t) = q2v(λ)/(1+ q) = q2v(y− y ′)/p = q2v(πK).

Step D : The ramification filtration of L/K is

(G/H)0 = (G/H)1 ) (G/H)2 = {1}.

Since K/Kp is tamely ramified of degree (p − 1)(q + 1), one has K = Kp(πK) with

π
(p−1)(q+1)
K = p for some uniformizer πK of K. In particular z := π

q2

K /t, is a uniformizer
of L. Let σ ∈ Gal(L/K) − {1}, then

σ(z) − z =
t− σ(t)

σ(t)t
π
q2

K =
t− σ(t)

π
q2

K

π
q2

K

t

π
q2

K

σ(t)
.

Using Step C one obtains v(σ(z) − z) = 2v(z), i.e. (G/H)2 = {1}.

Step E : From now on, we assume p = 2. Let s := (q+ 1)(2q2 − 1). There exist u,h ∈ L and
r ∈ πs

Lm such that vL(2yq/2h) = s and

fρ(y)u
2 = 1+ ρn−1y

1+q/2 + 2yq/2h+ r.
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To prove the first statement we note that, from the definition of fρ(y), one has fρ(y) =

1+ T with v(T) = qv(y) and Lρ(y) = 0, thus

(s
q/2
ρ (y)

bn

)2

= fρ(y)
q−1(1+ y) +

n−1∑

k=1

(ρky)
q/2k

22+···+2n−k fρ(y)
q(2k−1)/2k

,

and fρ(y)
q−1(1+ y) = 1+ y+

q−1∑

k=1

(

q− 1

k

)

Tk(1+ y).

Then, we put Σ̃ :=
∑q−1

k=1

(

q−1
k

)

Tk(1+ y) and

h :=
s
q/2
ρ (y)

bn
+

n−1∑

k=1

(ρky)
q/2k+1

21+···+2n−k−1 fρ(y)
q(2k−1)/2k+1

− 1.

Then one computes

h2 =
[s

q/2
ρ (y)

bn
+

n−1∑

k=1

(ρky)
q/2k+1

21+···+2n−k−1 fρ(y)
q(2k−1)/2k+1

]2

+ 1− 2(h+ 1)

= (
s
q/2
ρ (y)

bn
)2 +

n−1∑

k=1

(ρky)
q/2k

22+···+2n−k fρ(y)
q(2k−1)/2k

+ Σ1 + 1− 2(h+ 1)

= 2+ y+ 2

n−1∑

k=1

(ρky)
q/2k

22+···+2n−k
fρ(y)

q(2k−1)/2k

+ Σ1 + Σ̃− 2(h+ 1).

In Step III, we proved that v(Bn) = qv(y) = 2v(bn)/q where Bn = −sρ(y), it implies

that v(s
q/2
ρ (y)

bn
) = 0 and one checks using Step I that

v(2) > v(y), and ∀ 1 6 k 6 n− 1, v
( (ρky)

q/2k+1

21+···+2n−k−1

)

> 0, (2.19)

thus v(h + 1) > 0 and v(2(h + 1)) > v(2) > v(y). One checks in the same way that
v(Σ1) > v(y). One has v(Σ̃) > v(T) > v(y), so v(h2) = v(y) and vL(2y

q/2h) = s.
To prove the second statement of Step E, we first remark that

∀i > 1, fρ(y)
i = 1+

i∑

k=1

(

i

k

)

Tk = 1+ Σi,

whence v(Σi) > v(T). Since, for all 0 6 k 6 n− 1, v(ρkypk
) > qv(y) one has mod πs

Lm

s
q/2
ρ (y)

bn
2yq/2 ≡

[

(2ρ0y)
q/2 +

n−1∑

k=1

(ρky
2k

)q/2 + yq2/2
] yq/2

22+···+2n−1 . (2.20)

One also checks that ∀i > 1 , vL(2yq/2Σi) > s, then according to (2.19), ∀ i > 1 and
1 6 k 6 n− 1

vL

( (ρky)
q/2k+1

21+···+2n−k−1 2y
q/2Σi

)

> s and one checks that vL
((2ρ0)

q/2yq

22+···+2n−1

)

> s. (2.21)
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Thus, applying relations (2.20), (2.21) and the definition of h, one has

2hyq/2 ≡
[

n−1∑

k=1

(ρky
2k

)q/2 + yq2/2
] yq/2

22+···+2n−1

+

n−1∑

k=1

(ρky)
q/2k+1

21+···+2n−k−1 2y
q/2 − 2yq/2 mod πs

Lm. (2.22)

Finally one puts

u := 1− yq/2 −

n−2∑

k=0

y2k(1+q)

21+···+2k +

n−1∑

i=1

n−2∑

k=n−i−1

ρ2
k

i

21+···+2k y
2k(1+2i) = 1+ ũ,

and one checks that v(ũ) = v(yq/2). From the equality

fρ(y)u
2 − 1 =

n−1∑

k=0

ρky
1+2k

+ yq + y1+q + (1+ T)2ũ+ (1+ T)ũ2,

taking into account that vL(2Tũ) > s, vL(Tũ2) > s, ∀ 0 6 k 6 n− 2, vL(ρky1+2k
) > s

and expanding ũ and ũ2 one gets modulo πs
Lm

fρ(y)u
2 − 1 ≡ρn−1y

1+q/2 − 2yq/2 + 2yq −

n−2∑

k=1

2y2k(1+q)

21+···+2k
+

n−1∑

k=1

y2k(1+q)

22+···+2k
+

+

n−1∑

i=1

n−2∑

k=n−i−1

2ρ2
k

i y2k(1+2i)

21+···+2k +

n−1∑

i=1

n−1∑

k=n−i

ρ2
k

i y2k(1+2i)

22+···+2k . (2.23)

Arranging the terms of (2.23) , taking into account that vL(2yq) > s and

∀ 1 6 i 6 n− 1, ∀ n− i 6 k 6 n− 2, vL

(

ρ2
k

i y2k(1+2i) 2

22+···+2k

)

> s,

then comparing with (2.22), one obtains fρ(y)u2− 1 ≡ ρn−1y
1+q/2+ 2hyq/2 mod πs

Lm.

Step F: The ramification filtration of M/L is

H0 = H1 = · · · = H1+q ) {1}.

One has to show that vM(DM/L) = q+ 2, we will use freely results from [Ser79] IV. If
ρn−1 = 0, then according to Step E, one has

fρ(y)u
2 = 1+ 2yq/2h+ r,

and one concludes using Lemma 0.3.1 Lemma 2.1. Otherwise, if ρn−1 6= 0, one has

max
u∈L×

vL(fρ(y)u
2 − 1) > vL(ρn−1y

1+q/2),

then [LRS93] Lemma 6.3 implies that vM(DM/L) 6 q+ 3. Using Step B, Step D and
[Ser79] IV §2 Proposition 11, one has that the break in the ramification filtration of M/L

is congruent to 1mod 2, i.e. vM(DM/L) 6 q+ 2. According to Step D and lemma 0.3.2,
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the break t of M/L is in 1+ qN. If t = 1 then G2 = {1} and G1/G2 = G/G2 ≃ G would
be abelian, so t > 1+ q, i.e. vM(DM/L) > q+ 2.

Step G : Computations of conductors.

For l 6= 2 a prime number, the G-modules Jac(C)[l] and Jac(Ck)[l] being isomorphic one
has that for i > 0

dimFl
Jac(C)[l]Gi = dimFl

Jac(Ck)[l]
Gi .

Moreover, for 0 6 i 6 1+ q one has Jac(Ck)[l]
Gi ⊆ Jac(Ck)[l]

Z(G) , then according to the
end of Step VIII one has Ck/Z(G) ≃ P1

k and lemma 0.5.1 implies that

∀ 0 6 i 6 1+ q, dimFl
Jac(Ck)[l]

Gi = 0.

Since g(C) = q/2 one gets f(Jac(C)/K) = 2q+ 1 and sw(Jac(C)/K2) = 1.

Example : Magma codes are available on the author webpage. Let K := K2(2
1/5) and

f(X) := 1+ 26/5X2 + 24/5X3 + X4 + X5 ∈ K[X], one checks that the smooth, projective,
integral curve birationally given by Y2 = f(X) has the announced properties, that is the
wild monodromy M/K has degree 32 and one can describe its ramification filtration.
The first program checks that Step A and Step D hold for this example. The second
program checks Step F and is due to Guardia, J., Montes, J. and Nart, E. (see [GMN11])
and computes vM(DM/K2

) = 194. Using [Ser79] III §4 Proposition 8, one finds that
vM(DM/K) = 66, which was the announced result in Theorem 2.2.1 3.

Remarks :

1. The above example was the main motivation for Step F since it shows that one
could expect the correct behavior for the ramification filtration of Gal(M/K) when
p = 2.

2. The naive method to compute the ramification filtration of M/K in the above ex-
ample fails. Indeed, in this case Magma needs a huge precision when dealing with
2-adic expansions to get the correct discriminant.





3 B I G A C T I O N S W I T H N O N - A B E L I A N D E R I V E D

S U B G R O U P.

"Si vous voulez n’être jamais effrayé par la multitude de vos travaux et de vos peines,
attendez-vous toujours à tout ce qu’il y aura de plus dur et de plus pénible."

Sun Tzu in L’art de la guerre
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3.1 INTRODUCTION

Let k be an algebraically closed field of characteristic p > 0. A big action is a pair (X,G)

where X/k is a smooth, projective, integral curve of genus g(X) > 2 and G is a finite
p-group, G ⊆ Autk(X), such that |G| > 2p

p−1g(X). Big actions were studied by Lehr
and Matignon [LM05] then by Matignon and Rocher [MR08] and Rocher [Roc09]. The
examples of big actions (X,G) appearing in these papers have an abelian derived group
D(G). The main goal of this chapter is to give the first example, to our knowledge, of
big action (X,G) with a non-abelian D(G).

The approach in [MR08] to construct big actions (X,G) with an abelian D(G) is to
consider ray class fields of function fields. One puts n ∈ N − {0}, q := pn, m ∈ N,
K := Fq(x), S := {(x− a),a ∈ Fq} be the set of finite Fq-rational places of K and ∞ be
the place (1x). One defines the S-ray class field mod m∞, denoted by Km∞

S , as the largest
abelian extension L/K with conductor 6 m∞ such that every place in S splits completely
in L.

Denote by GS(m) := Gal(Km∞
S /K) and let CS(m)/Fq be the smooth, projective, inte-

gral curve with function field Km∞
S /Fq and denote by g(CS(m)) its genus. Then, the

group of Fq-automorphisms of P1
Fq

given by x 7→ x+ a with a ∈ Fq has a prolongation
to a p-group G(m) ⊆ AutFq

(CS(m)) with an exact sequence

0→ GS(m)→ G(m)→ Fq → 0.

Moreover, one has

if m >
√
pq+ 2, then |G(m)| >

q

−1+m/2
g(CS(m)).

The crucial point is that one may choose q and m such that q
−1+m/2

>
2p
p−1 , thus one

has |G(m)| > 2p
p−1g(CS(m)), in particular the pair (CS(m),G(m)) is a big action. It

follows from Proposition 0.6.1 2 and Proposition 0.8.4 that D(G(m)) = GS(m) which is
an abelian p-group having arbitrarily large exponent.

53
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In order to produce big actions with non-abelian derived subgroup, we are going
to mimic this construction in a slightly different context. Assume that q = pq2

0 with
q0 = ps, s ∈N. Let K1 := Km∞

S where m = pq0 + 3, then according to [Aue00], one has
K1 = K[y1,y2] with

{
y
q
1 − y1 = xq0(xq − x) =: f1(x)

y
q
2 − y2 = x2q0(xq − x) =: f2(x),

and [K1 : K] = q2. In the spirit of [Abr95] example page 48, we will consider for p > 2

the K1-algebra K2 := K1[W]/(P(W)) = K1[w] where

P(W) := Wq −W −
1

2
(y

q
2y1 − y

q
1y2).

The set of transformations σa,b,c with (a,b, c) ∈ F3
q such that

σa,b,c(y1) = y1 + a

σa,b,c(y2) = y2 + b

σa,b,c(w) = w+
1

2
(−by1 + ay2) + c.

defines a group of K-automorphisms of the K-algebra K2. An exercise shows that
this automorphism group is isomorphic to the unipotent linear group UL3(Fq) of 3-
dimensional upper triangular matrices with entries in Fq. This group is, in particular,
a non-abelian p-group. We will prove that the K-algebra K2 is a field by exhibiting a
uniformization at x = ∞ of the curve defined by y

q
1 − y1 = f1(x); moreover, one com-

putes the genus of K2. Actually, in order to produce a big action, we need to consider
a cover of K2 obtained by extending the monomorphisms K2 →֒ Kalg induced by the
automorphisms of K given by x 7→ x+ a, a ∈ Fq. More precisely, we will prove the
following

Theorem 3.1.1. Let p > 2 be a prime number, s ∈ N − {0, 1}, q0 = ps and q = pq2
0. Let

K = Fq(x) and put F := K[y1,y2, v1, v2,w] where





y
q
1 − y1 = xq0(xq − x) =: f1(x)

y
q
2 − y2 = x2q0(xq − x) =: f2(x)

v
q
1 − v1 = y

q
1x− xqy1

v
q
2 − v2 = y

q
2x− xqy2

wq −w = f2(x)y1 − f1(x)y2 = y
q
2y1 − y

q
1y2.

Then F is a field extension of K of degree q5 and F
alg
q ∩F = Fq. Let X/Fq be the smooth projective

integral curve with function field F/Fq. Let H ⊆ AutFq
(K) be the subgroup of translations

x 7→ x+ a, a ∈ Fq, then any h ∈ H has q5 prolongations to F, the extension F/KH is Galois,
the group G := Gal(F/KH) has order q6, the pair (X,G) is a big action and D(G) = Gal(F/K)
is a non-abelian group.

3.2 A TOWER.

Notations : Let p > 2 be a prime number, s ∈N − {0, 1}, q0 := ps and q := pq2
0. Let

Frobp : Kalg −→ Kalg

x 7−→ xp,
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then Frobq := Frob2s+1
p and ℘ = Frobp− Id. Then one puts K := Fq(x) and F :=

K(y1,y2, v1, v2,w) where y1,y2, v1, v2,w ∈ Kalg satisfy





y
q
1 − y1 = xq0(xq − x) =: f1(x)

y
q
2 − y2 = x2q0(xq − x) =: f2(x)

v
q
1 − v1 = y

q
1x− xqy1

v
q
2 − v2 = y

q
2x− xqy2

wq −w = f2(x)y1 − f1(x)y2 = y
q
2y1 − y

q
1y2.

We will make extensive use of the following consequence of the Artin-Schreier theory, see
for instance [Neu99].

Proposition 3.2.1. Let ℘ : Kalg → Kalg, z 7→ zp − z. Let U ⊆ K be a finite set and put
L := K(℘−1(U)) ⊆ Kalg. One puts V :=

∑
u∈U Fpu, then ℘K is a subgroup of finite index of

V + ℘K and L/K is an elementary abelian extension of degree

[L : K] = (V + ℘K : ℘K).

Remark : The previous system of equations is equivalent to





y
q
1 − y1 = xq0(xq − x) =: f1(x)

y
q
2 − y2 = x2q0(xq − x) =: f2(x)

v
′q
1 − v ′1 = xq0(x2q − x2) =: g1(x)

v
′q
2 − v ′2 = x2q0(x2q − x2) =: g2(x)

w ′q −w ′ = 2y1f2(x) + f1(x)f2(x),

Theorem 3.2.1. One has [F : K] = q5 and F
alg
q ∩ F = Fq. Let X/Fq be the smooth, projective,

integral curve with function field F/Fq. Let H ⊆ AutFq
(K) be the subgroup of translations

x 7→ x+ a, a ∈ Fq, then any h ∈ H has q5 prolongations to F, the extension F/KH is Galois,
the group G := Gal(F/KH) has order q6, the pair (X,G) is a big action and D(G) = Gal(F/K)
is a non-abelian group.

Proof. First of all, the extension K(y1) = K(℘−1(U)) is the compositum of extensions of
degree p of K given by

y
p
1,i − y1,i = αif1(x),

where αi ∈ F×
q and the set U := {αif1(x),αi ∈ F×

q } spans an Fp-vector space modulo
℘K of dimension 2s+ 1.

Following [Aue00], let γj ∈ F×
q and y1,y2,j ∈ Kalg satisfy

{
y
q
1 − y1 = f1(x)

y
p
2,j − y2,j = γjf2(x).

Note that

αif1(x) = α
q/q0

i x1+q/q0 −αix
1+q0 mod ℘K,

and γjf2(x) = γ
q/q0

j x2+q/q0 − γjx
1+2q0 mod ℘K. (3.1)
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Thus Uj := {γjf2(x),αif1(x),αi ∈ F×
q } spans an Fp-vector space modulo ℘K of dimen-

sion 2s+ 2. According to Proposition 3.2.1, one has

K(y1,y2,j) = K(℘−1(Uj)) and [K(y1,y2,j) : K] = qp.

Applying Proposition 0.3.1, one obtains

g(K(y1,y2,j)) =
q

2q0

[

qp+ q0p− q0 − 1
]

.

Note that equation (3.1) implies that {γjf2(x),γj ∈ F×
q } spans an Fp-vector space modulo

℘K(y1) of dimension 2s+ 1.
Let γj ∈ F×

q and y1, v ′1,j, v
′
2,j ∈ Kalg such that

{
y
q
1 − y1 = f1(x)

v
′p
1,j − v ′1,j = γjg1(x),

{
y
q
1 − y1 = f1(x)

v
′p
2,j − v ′2,j = γjg2(x).

As above, one shows that [K(y1, v ′1,j) : K] = qp and [K(y1, v ′2,j) : K] = qp and one
computes their genera

g(K(y1, v ′1,j)) =
q

2q0

[

2qp− q− 1
]

,

g(K(y1, v ′2,j)) =
q

2q0

[

2qp+ q0p− q0 − q− 1
]

.

Moreover, the set {γjg1(x),γj ∈ F×
q } (resp. {γjg2(x),γj ∈ F×

q }) spans an Fp-vector space
modulo ℘K(y1) of dimension 2s+ 1.

Let γj ∈ F×
q and y1,w ′

j ∈ Kalg satisfy
{

y
q
1 − y1 = f1(x)

w
′p
j −w ′

j = γj

[

2y1f2(x) + f1(x)f2(x)
]

= γjF(x,y1).

One needs an expression of y1 and x in terms of a uniformizing parameter z of K(y1)

at infinity, this is the crucial point of the proof and it is detailed in the following Propo-
sition.

Proposition 3.2.2. One has [K(y1,w ′
j) : K] = qp and K(y1,w ′

j) has genus

g(K(y1,w ′
j)) =

q

2q0

[

2pq+ 2pq0 − 2q0 − q− 1
]

.

Proof. One defines z ∈ Kalg by

x = z−q + za1 − za2 ,

with a1 :=
q2 − qq0 − q

q0
, a2 :=

q2 − q0 − q

q0
.

Then, one shows that this change of variable splits completely the place x = ∞ in K(y1).
One writes T for an indeterminate and one puts

b1 :=a1 − qq0, b2 := a2 − qq0,

yT :=
1

zq+q0
+ zb1 − zb2 + za1q0−q − za2q0−q

+ za1(1+q0) + za2(1+q0) − za1+a2q0 − za1q0+a2 + T .
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By expanding y
q
T − yT − f1(x), a tedious computation left to the reader shows that for

some G(z) ∈ Fq[|z|]

y
q
T − yT − f1(x) = zqb1(1+ zG(z)) + Tq − T .

Denote by vz the discrete valuation of Fq[|z|] such that vz(z) = 1. According to Hensel’s
lemma, the equation Tq − T + zqb1(1+ zG(z)) = 0 in Fq[|z|][T ] has a solution T0 ∈ Fq[|z|]

such that vz(T0) > 0, thus vz(T0) = qb1. So one has a solution yT0
∈ Fq[|z|] to the

equation Yq − Y = f1(x). Hence, one has the following diagram

Fq((
1
x))

Fq((
1
x))[yT0

]Fq((z)) ⊇

One has [Fq((z)) : Fq((
1
x))] = q. According to Proposition 0.8.4, the extension K(y1)/K

has degree q and is totally ramified above ∞, thus one has [Fq((
1
x))[yT0

] : Fq((
1
x))] = q.

It follows that Fq((
1
x))[yT0

] = Fq((z)), i.e. z is a uniformizing parameter of K(y1) at
infinity.

Remark : Note that letting yT := 1
zq+q0

+ zb1 + T and using the same process as above,
one still obtains that z is a uniformizing parameter of K(y1) at infinity, but in this case
one has v(T0) = b2 and one needs a much more accurate expansion of y1 in order to
show that K(y1,w ′

j) is a field extension of K of degree qp and to compute its genus, see
below.

Then, one expands γjF(x,y1) ∈ Fq((z)) in terms of z and T0 and one reads its principal
part Pj(z). Note that vz(T0) = qb1 implies that the terms in γjF(x,y1) where T0 appears
do not disturb Pj(z). One has

Pj(z) = γj

[ 1

z3q0q+2q2
+

1

zq
2+q+3q0q

−
1

zq0+q+qq0−a2q0+q2
−

1

zq0+q+2qq0+q2

]

,

and mod ℘(Fq((z))) one has

Pj(z) ≡
γ
q/q0

j

z3+2pq0
+

γj

z1+3q0+q
−

γ
q/q0

j

z1+pq0+q−a2+pq0q
−

γ
q/q0

j

z1+pq0+2q+pq0q
. (3.2)

It follows that the conductor of the extension K(y1,w ′
j)/K(y1) is 2+ pq0 + 2q+ pq0q, in

particular one has [K(y1,w ′
j) : K(y1)] = p, whence [K(y1,w ′

j) : K] = qp. Thus applying
the Riemann-Hurwitz formula, one obtains

g(K(y1,w ′
j)) =

q

2q0

[

2pq+ 2pq0 − 2q0 − q− 1
]

.

Note that equation (3.2) implies that {γF(x,y1),γ ∈ F×
q } spans an Fp-vector space mod-

ulo ℘K(y1) of dimension 2s+ 1.
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One comes back to the proof of Theorem 3.2.1. Let

U :={γf2(x),γ ∈ F×
q }∪ {γg1(x),γ ∈ F×

q }∪ {γg2(x),γ ∈ F×
q }∪ {γF(x,y1),γ ∈ F×

q }.

One has proven that, modulo ℘K(y1), each set

{γf2(x),γ ∈ F×
q }, {γg1(x),γ ∈ F×

q }, {γg2(x),γ ∈ F×
q }, {γF(z),γ ∈ F×

q },

spans an Fp-vector space of dimension 2s+ 1 and the corresponding extensions have
distinct conductors since their genera are distinct. It implies that, modulo ℘K(y1), the
set U spans an Fp-vector space of dimension 4(2s+ 1). Thus, according to Proposition
3.2.1, one has [F : K(y1)] = q4.

Applying Proposition 0.3.1, since one has shown that

g(K(y1,w ′
j)), g(K(y1, v ′2,j), g(K(y1, v ′1,j)) and g(K(y1,y2,j)),

are independent of j, one obtains

g(F) =
q− 1

p− 1

[

q3g(K(y1,w ′
j)) + q2g(K(y1, v ′2,j)) + qg(K(y1, v ′1,j))

+ g(K(y1,y2,j))
]

−
q− 1

p− 1

q

2q0
(q− 1). (3.3)

Then, one shows that the group Gal(F/K) is non-abelian. One defines K-automorphisms
of F/K by






σi(y1) = y1 + γi

σi(y2) = y2

σi(v
′
1) = v ′1 + γi

σi(v
′
2) = v ′2

σi(w) = w+ γiy2

and






τi(y1) = y1

τi(y2) = y2 + γi

τi(v
′
1) = v ′1 + γi

τi(v
′
2) = v ′2

τi(w) = w− γiy1

are such that τi and σj do not commute since p > 2.
Let a ∈ Fq and ta ∈ AutFq

(K) given by x 7→ x+ a. Let σ : F →֒ Kalg be a morphism
such that σ|K = ta, an easy computation shows that

(σ(y1)
q − σ(y1)) − (y

q
1 − y1), (σ(y2)

q − σ(y2)) − (y
q
2 − y2),

(σ(v ′1)
q − σ(v ′1)) − (v

′q
1 − v ′1), (σ(v ′2)

q − σ(v ′2)) − (v
′q
2 − v ′2),

(σ(w ′)q − σ(w ′)) − (w ′q −w ′),

are in Frobq(F), thus the elements of H have q5 prolongations to F and F/KH is a Galois
extension of degree q6.

Using equation (3.3), an easy computation shows that (X,G) is a big action. Actually,
the leading term in equation (3.3) is q−1

p−1q
3g(K(y1,w ′

j)) which, surprisingly, is not too
large compared to |G|, that is why (X,G) is a big action

Remark : Note that equation (3.3) implies that limp→∞
|G|

q0g(F)
= 1, checking the inequal-

ity |G| > 2p
p−1g(F) being left to the reader.

One shows that D(G) = Gal(F/K). Let L := FD(G), according to Proposition 0.6.1 2,
one has D(G) ⊆ Gal(F/K), whence K ⊆ L and the function field L has genus 0, so the
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Riemann-Hurwitz formula implies that the conductor of L/K is 6 2∞. Let S be the set
of finite Fq-rational places of K, i.e. S := {(x − a),a ∈ Fq}. Then L/K is an abelian
extension with conductor 6 2∞ such that every place in S completely split splits in L,
then L ⊆ K2∞

S . According to Proposition 0.8.4, one has K2∞
S = K, it implies that L = K

and D(G) = Gal(F/K).

Remark : Let k = F
alg
q and Xk = X×Fq

k. The group G may be seen as a subgroup of

Autk(Xk). Moreover, it fixes a point, say ∞. As |G|

g(Xk)
> p

p−1 , it follows from [GK10]
that the full group Autk(Xk) fixes the point ∞. This is a good reason for expecting that
Autk(Xk) = G.
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4.1 INTRODUCTION

Deligne-Lusztig varieties are of particular interest, see [Lus77], among them the Deligne-
Lusztig curves enjoy peculiar properties and have been extensively studied (see [HP93],
[Han92], [Lau99b], [Ped92]). Especially, these curves turn out to have many points,
more precisely, they have the maximum number of Fq-rational points for their genus
and they are maximal over a suitable extension of Fq, in the sense that they reach the
Hasse-Weil bound after a suitable extension of the field of constants. It was one of the
reasons for investigating the relation between these curves and class field theory. In
[Lau99b] the Deligne-Lusztig curves are described as S-ray class fields of P1

Fq
where

S = {(x− a),a ∈ Fq}, in particular the Ree curve XR/Fq defined by the equations

XR :

{
y
q
1 − y1 = xq0(xq − x)

y
q
2 − y2 = x2q0(xq − x),

where q = 3q2
0 = 32s+1, is such that Fq(x,y1,y2) and Fq(x,y1) are S-ray class fields of

Fq(x). Thus, one asks the following question

(Q1) Is Fq(x,y1,y2) an S-ray class field of Fq(x,y1) for some S ?

This raises the question of computing S-ray class fields of a nonzero genus curve
C/Fq. In [Lau99a], the author gives a general result making it possible to compute
S-ray class fields of P1

Fq
having arbitrarily high genus, see also [Aue99], [Aue00]. In

his thesis, R. Auer (see [Aue99]) describes an algorithm to compute S-ray class fields
of a non necessarily genus zero curve, however the only tables of such ray class fields

61
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are, to our knowledge, for C/Fq of genus g(C) 6 5 with q = ps such that s 6 4

and C has gonality less than 2 except over F2 where curves of genus up to 50 are
studied, see for example [Aue99], [Aue00], [Lau96], [FD12] and [Rok]. In particular, it
makes this approach ineffective in order to answer question (Q1) as soon as s > 1 since
Fq(x,y1)/Fq has genus 3

2q0(q− 1) and has degree q over Fq(x).
In this chapter, one gives a method to compute the S-Hilbert class field of a non zero

genus curve by studying its automorphism group. This method applies to supersingular
abelian covers of the projective line having exponent p and thus to the Deligne-Lusztig
curves, in particular one has a partial answer to (Q1) (see Proposition 4.2.1). Tables of
results may be found in Section 4.4.

4.2 S-H ILBERT CLASS FIELDS

The following result is the technical heart of our construction, it will be applied in several
explicit situations later on.

Theorem 4.2.1. Let C/Fq be a smooth, projective, irreducible curve. Let ∞ ∈ C(Fq), let
S ⊆ C(Fq) − {∞} be non-empty and let

θ : C(Fq)→ Jac(C)(Fq)

P 7→ [P−∞].

Let n > 1 and for 1 6 i 6 n let Hi be a finite subgroup of AutFq
(C). Put Ci := C/Hi, the

quotient morphism πi : C→ Ci, Si := πi(S), ∞i := πi(∞) and

θi : Ci(Fq)→ Jac(Ci)(Fq)

P 7→ [P−∞i].

Assume that

1. One has Hi(S) ⊆ S for 1 6 i 6 n.

2. The morphism πi totally splits over Si and is totally ramified over ∞i for 1 6 i 6 n.

3. One has [Hi,Hj] = {1} for 1 6 i, j 6 n.

4. One has Jac(C)(Fq)
<Hi,Hj> = {0} for 1 6 i 6= j 6 n.

5. One has gcd(p, | Jac(C)(Fq)|) = 1 and gcd(|Hi|, | Jac(C)(Fq)|) = 1 for 1 6 i 6 n.

6. One has | Jac(C)(Fq)| =
∏n

i=1 | Jac(Ci)(Fq)|.

If ∀i ∈ [|1,n|], < θi(Si) >= Jac(Ci)(Fq) then < θ(S) >= Jac(C)(Fq).

Proof. For the sake of simplicity we give the proof for n = 2, the general case is then a
straightforward generalization. Put hi = |Hi| and

π∗ : Jac(C)→ Jac(C1)× Jac(C2)

D 7→ (π1∗D,π2∗D).
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Let P1 ∈ S1, one shows that π∗(π
∗
1(P1 −∞1)) = (h1(P1 −∞1), 0). It is well-known that

π1∗π
∗
1(P1 −∞1) = h1(P1 −∞1), see for instance [Liu02] Theorem 7.2.8. According to 1.

and 2. one has

π−1
1 (P1) = {Q1, . . . ,Qh1

} ⊆ S, (4.1)

thus

π∗
1(P1 −∞1) = [Q1 + · · ·+Qh1

− h1∞] ∈< θ(S) > .

Put D := π2∗π
∗
1(P1 −∞1), one shows that π∗

2D ∈ Jac(C)H1 . Let g1 ∈ H1 and P ∈
Suppπ∗

2D − {∞}, then there exists g2 ∈ H2 such that P = g2Qi for some i. Then,
according to 3. one has g1g2 = g2g1 and (4.1) implies that g1Qi = Qj for some j,
whence

g1P = g1g2Qi = g2g1Qi = g2Qj ∈ Suppπ∗
2D.

Let nP be the order of P in π∗
2D, then

nP =|{Q = P, Q ∈ OrbH2
(Qj), 1 6 j 6 h1}|,

ng1P =|{Q = g1P, Q ∈ OrbH2
(Qj), 1 6 j 6 h1}|.

Thus nP = ng1P. So we proved that g1π∗
2D = π∗

2D, whence

π∗
2D ∈ Jac(C)(Fq)

H1 ∩ Jac(C)(Fq)
H2 ⊆ Jac(C)(Fq)

<H1,H2> = {0}.

According to Proposition 0.5.1 applied with ℓ = | Jac(C)(Fq)|, it implies that D = 0.
Whence

(h1(P1 −∞1), 0) = π∗(π
∗
1(P1 −∞1)) ∈ π∗(< θ(S) >),

and according to 5. and 6., one has gcd(h1, | Jac(C1)(Fq)|) = 1, thus

(P1 −∞1, 0) ∈ π∗(< θ(S) >).

One proves similarly that

(0,P2 −∞2) ∈ π∗(< θ(S) >).

Let (D1,D2) ∈ Jac(C1)(Fq)× Jac(C2)(Fq). Since < θi(Si) >= Jac(Ci)(Fq) there exist
D̃1, D̃2 ∈ π∗(< θ(S) >) such that

(D1, 0) = π∗(D̃1) and (0,D2) = π∗(D̃2),

whence

(D1,D2) = π∗(D̃1 + D̃2) ∈ π∗(< θ(S) >).

One has shown that

π∗(< θ(S) >) = Jac(C1)(Fq)× Jac(C2)(Fq),

and 6. implies that < θ(S) >= Jac(C)(Fq).
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Remark : During the course of proof of Theorem 4.2.1, one showed that

Jac(C)(Fq) ≃
n∏

i=1

Jac(Ci)(Fq).

Let us explain how we use Theorem 4.2.1 in order to compute some ray class fields
of Deligne-Lusztig curves. One gives details in the case of the Suzuki curve and we use
the notations of Proposition 0.8.2.

Let s ∈ N and q := 2q2
0 = 22s+1, the Suzuki curve XS/Fq is a Galois cover of P1

Fq

with group

Gal(Fq(XS)/Fq(x)) ≃ Fq ≃ (Z/2Z)2s+1.

One uses the notations of Theorem 4.2.1 with S = XS(Fq) − {∞}, n = q − 1, G =

Gal(Fq(XS)/Fq(x)) and the Hi’s are the n subgroups of G of index 2. The equation of
Ci/Fq is

Ci : w
2 −w = γix

q0(xq − q),

for some γi ∈ Fq, one has

πi : C(Fq)→ Ci(Fq)

(x,w) 7→ (x, TrFq/F2
(γiw)),

and Si = Ci(Fq) − {∞i}. One checks each point of Theorem 4.2.1.

1. Every element of G is Fq-rational and fixes ∞, so any element of G sends a finite
Fq-rational point to a finite Fq-rational point, i.e. Hi(S) ⊆ S.

2. From the equation of Ci/Fq, one has that the extension Fq(Ci)/Fq(x) is totally
split over the finite Fq-rational points of Fq(x) and is totally ramified at infinity.
Since the same holds for Fq(XR)/Fq(x), it also holds for Fq(XR)/Fq(Ci).

3. The group G is abelian and Hi ⊆ G.

4. The subgroups Hi’s are maximal subgroups of G, so < Hi,Hj >= G for i 6= j and
Fq(XS)

G = Fq(x) has genus 0, one concludes by using Proposition 0.5.1.

5. According to Proposition 0.8.2, one has L(XS, Fq, t) = (1 + 2q0t + qt2)q0(q−1).
The curve Ci/Fq being a quotient of XS/Fq, the polynomial L(Ci, Fq, t) divides
L(XS, Fq, t). Since |Hi| = 22s, one has gcd(|Hi|, Jac(Ci)(Fq)) = 1.

6. Since g(Ci) = q0, one has L(Ci, Fq, t) = (1+ 2q0t+ qt2)q0 .

Then, according to Theorem 4.2.1 and remark after Proposition 0.7.2, one may show
that the S-Hilbert class field of the Suzuki curve is trivial by showing that the Si-Hilbert
class field of Ci is trivial for every i. This might be much easier since Jac(Ci)(Fq) is
much smaller than Jac(C)(Fq). See the next Section for an algorithm computing this
S-Hilbert class field for the first values of s.

The previous paragraph about the Suzuki curve may be applied to the Hermitian
curve and the Ree curve since they are G-covers of P1

Fq
where G is a p-elementary

abelian group, one has an analogous description of the Ci’s, the πi’s and the Si’s. More-
over the L-polynomials of these curves are known so one proves that the six assumptions
of Theorem 4.2.1 are satisfied in the same way as above.

We now give a criterion to answer question (Q1).
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Proposition 4.2.1. With the notations of Proposition 0.8.3, let L := Fq(x,y1) and let S ′ be the
set of finite Fq-rational places of L . If L0S ′ = L then Fq(XR) is a S ′-ray class field over L. More
precisely, let m = q+ 3q0 + 2, then

Fq(XR) = Fq(x,y1,y2) = Lm∞
S ′ .

Proof. We use the notations of Proposition 0.8.3 and one starts by giving some properties
of Fq(XR)/L and L/Fq(x). The extension L/Fq(x) is totally ramified above ∞ and
unramified outside ∞. Since Gal(L/Fq(x)) ≃ Fq, Theorem 2.1 of [GS91] yields

g(L) =

n∑

i=1

g(Li),

where n = (q− 1)/2 and the Li’s are the subfields of L such that [Li : Fq(x)] = 3. An
equation defining Li/Fq(x) is

y3
i − yi = γix

q0(xq − x), (4.2)

where γi ∈ Fq, so one reads the conductor of Li/Fq(x) on the equation (4.2), and the
Riemann-Hurwitz genus formula gives g(Li), whence

g(L) =
3

2
q0(q− 1).

From the equations of XR/Fq one sees that every place of S ′ totally splits in Fq(XR)

and one shows that the conductor of Fq(XR)/L equals m by means of [Ser79] III, §4

Proposition 8 and IV §2 Proposition 4. Thus, according to the definition of Lm∞
S ′ , one

has

Fq(XR) = L(y2) ⊆ Lm∞
S ′ .

Since [Fq(XR) : L] = q, in order to prove the Proposition one shows that [Lm∞
S ′ : L] = q.

According to Proposition 0.7.1 and [Aue99] II.6, one has

[Lm∞
S ′ : L] = [Lm∞

S ′ : L∞S ′ ][L∞S ′ : L0S ′ ][L0S ′ : L] = [Lm∞
S ′ : L∞S ′ ] ∈ 3N.

Let r ∈N such that [Lm∞
S ′ : L] = q3r. The Riemann-Hurwitz genus formula yields

2(g(L∞S ′) − 1) = 2(g(L) − 1)q3r + degDL∞
S ′/L

,

where DL∞
S ′/L

is the different divisor of the function field extension L∞S ′/L. Denote by p∞

the place of L corresponding to the point ∞, the Discriminant-Conductor formula (see
[Ser79] VI §4 Corollary 2) reads

dL∞
S ′/L

=
∏

χ

pf(χ,p∞)
∞ ,

where dL∞
S ′/L

is the discriminant divisor of the function field extension L∞S ′/L, the product
being taken over the non-trivial irreducible characters of G and f(χ, p∞) denotes the
Artin conductor of χ at ∞. For every such character one has

f(χ, p∞) 6 m,
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see [Ser79] VI §4. Since there are q3r − 1 such characters of G and L∞S ′/L is totally
ramified

2(g(L∞S ′) − 1) 6 2(g(L) − 1)q3r + (q3r − 1)m,

thus

2g(L∞S ′) 6 (q23r − 1)(3q0 + 1) − q+ 1.

Since L∞S ′ has 1 + q33r Fq-rational points, the Oesterlé bound for the number of Fq-
rational points of L∞S ′ with a suitable trigonometric polynomial yields a contradiction
with r > 1 (see [Lau99b] Theorem 3 for the details of this last computation).

4.3 ALGOR ITHMS

The previous Section shows how one may compute Hilbert class fields by splitting the
problem into smaller ones. One gives two approaches that were used in order to com-
pute Hilbert class fields of p-abelian elementary covers of P1

Fq
using Theorem 4.2.1.

Let s ∈N, q := ps, G ≃ (Fq,+) and C/Fq be the G-cover of P1
Fq

birationally given by

wq −w = f(x) ∈ Fq[x],

Let n := q−1
p−1 , then the n subgroups of index p of G give rise to p-cyclic covers Ci/Fq of

P1
Fq

birationally given by

Ci : w
p −w = γif(x),

with γi ∈ Fq and the morphism πi : C→ Ci satisfies

πi : C(Fq)→ Ci(Fq)

(x,w) 7→ (x, TrFq/Fp
(γiw)).

From the explicit description of the πi’s and the Ci’s one may describe the Si’s. Assume
that the hypotheses of Theorem 4.2.1 are satisfied, i.e. one may check that < θ(S) >=

Jac(C)(Fq) by checking that < θi(Si) >= Jac(Ci)(Fq) for all i, then one has the following
naive algorithm

Algorithm 1: Class group based method
Data: p, s, f, S
Result: Returns true if the S-Hilbert class field of Fq(C) is Fq(C)

for each quotient Ci of C as above do
Compute the jacobian Ji(Fq) of Ci/Fq and the set Si;
Compute the subgroup JSi

of Ji(Fq) generated by θi(Si);
end
if |JSi

| = |Ji(Fq)| for all i then
Return true;

end
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The main problem with this method is that one has to compute the Ji’s. Actually we are
interested in computing ray class fields of curves having many Fq-rational points, so
the Ji’s have a large cardinality, that is why this method is not adapted to our purpose.
For example, the case s = 2 for the Ree curve gives rise to n = 121 curves defined by

w3 −w = γ(x252 − x10), γ ∈ Fq,

having genus 27 with class number ≃ 5.1021. Nonetheless, it is a work in progress,
when Ci/Fq is given by

Ci : w
p −w = xR(x) ∈ Fq[x],

where R(x) =
∑d

i=0 aix
pi

is an additive polynomial, to split up to isogeny Jac(Ci)(Fq)

as the product of supersingular elliptic curves, so one has only to compute small class
groups, see Section 4.5 for more details.

We expose a second method based on the computation of Weil pairings, one describes
this method for the Suzuki curve for the sake of ease of comprehension. Recall that
g(Ci) = q0 and

L(Ci, Fq, t) = (1+ 2q0t+ qt2)q0 , (4.3)

so, | Jac(Ci)(Fq)| = nq0 and one wants to know if < θi(Si) >= Jac(Ci)(Fq). Basically,
one may hope that the matrix of the Weil pairings of q0 points of < θi(Si) > has rank
q0, proving < θi(Si) >= Jac(Ci)(Fq). Unfortunatly in the examples we considered (i.e.
s 6 5) the points of θi(Si) are contained in a totally isotropic subspace for the Weil
pairing.

According to equation (4.3), not all the n-torsion of Jac(Ci) will be Fq-rational, the
idea is then to pick q0 random points in a finite extension Fqk of Fq and to try to con-

struct a basis B of the free Z/nZ-module Jac(Ci)(F
alg
q )[n] from these random points and

q0 points of θi(Si). If the matrix of the Weil pairings of the elements of B has rank 2q0,
then B generates Jac(Ci)(F

alg
q )[n], thereby θi(Si) will generate the whole Jac(Ci)(Fq).

Algorithm 2: Weil pairing based method.
Data: p, s, f, S
Result: The S-Hilbert class field of Fq(C) is Fq(C) if the program terminates
Put n = 1+ 2q0 + q ;
for each quotient Ci of C as above do

for each prime factor ℓ of n put nℓ = vℓ(n) do
Put Ji = Jac(Ci), B = ∅ and Rk = 0;
while Rk 6 2q0 do

while Rk 6= |B|+ 2 do
Take random points P ∈ θi(Si) and Q ∈ Ji(Fqk)[ℓnℓ ];
Compute the rank Rk of the matrix of the Weil pairings of
B∪ {n/ℓnℓP,Q};

end
Put B = B∪ {n/ℓnℓP,Q};

end
end

end
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Remarks :

1. One chooses k to be the smallest integer such that qk ≡ 1mod n.

2. Note that, according to remark after Theorem 4.2.1, one restricts ourselves to the
ℓnℓ-torsion instead of studying the ℓq0nℓ-torsion.

4.4 TABLES

The algorithms have been implemented using Magma. Since the Weil pairing is only
available for elliptic and hyperelliptic curves in Magma, it was not immediatly possible
to implement the Weil pairing based algorithm for the Hermitian curve when p > 3,
neither for the Ree curve. One only gives here some examples for p = 2 in the Hermitian
case but one may produce tables for larger p. The table for the first stage of the Ree curve
(resp. the Ree curve) only gives the cases s 6 1 since for s = 2 one has to compute class
groups of order ≃ 5.1021 (resp. ≃ 7.107898) when using the class group based algorithm.

Recall that for a non-empty set of places S of a function field K/Fq, one denotes by
Cl(OS) the S-class group and one has

hS = |Cl(OS)| = Gal(K0
S/K).

For K/Fq a function field of one variable, let g(K) be its genus and Nq(K) be the number
of Fq-rational points of the corresponding smooth, projective, irreducible curve. We
specify the algorithm we used in the last column, CG stands for the Class group based
algorithm and WP for the Weil pairing based algorithm.

We use the notations of Proposition 0.8.2, we denote by S ′ the set of finite Fq-rational
points of XS.

Suzuki curve
s q g(K) Nq(K) hS ′ Note
0 2 1 5 1

1 8 14 65 1 CG, WP
2 32 124 1025 1 WP
3 128 1016 16385 1 WP
4 512 8176 262145 1 WP

We use the notations of Proposition 0.8.3, we denote by S ′ the set of finite Fq-rational
places of Fq(x,y1). Recall that according to Proposition 4.2.1, if hS ′ = 1 then Fq(XR) is
a ray class field over Fq(x,y1).

First stage of the Ree curve
s q g(K) Nq(K) hS ′ Note
0 3 3 10 1 CG
1 27 117 730 1 CG

One keeps the same notations, except that S ′ is the set of finite Fq-rational places of
Fq(XR).
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Ree curve
s q g(K) Nq(K) hS ′ Note
0 3 15 28 1 CG
1 27 3627 19684 1 CG

Put p := 2, we use the notations of Proposition 0.8.1, we denote by S ′ the set of finite
Fq2-rational places of Fq2(XH).

Hermitian curve, p = 2

s q2 g(K) Nq2(K) hS ′ Note
1 4 1 9 1 GG
2 16 6 65 1 CG
3 64 28 513 1 CG,WP
4 256 120 4097 1 CG,WP
5 1024 496 32769 1 WP

4.5 FURTHER DEVELOPMENTS

In this Section, one describes further material in order to explain how one may improve
the algorithms presented in Section 4.3.

In order to produce a more efficient algorithm for computing ray class fields of the
Deligne-Lusztig curves one would like to continue the process of splitting up to isogeny
explicitly over Fq the jacobians of the curves AR birationally given by wp −w = xR(x)

where R(x) =
∑n

i=0 aix
pi ∈ Fq[x]. First of all, recall that Proposition 0.9.1 implies that

Jac(AR) is isogenous over F
alg
q to a product of supersingular elliptic curves.

In the case of the Suzuki curve XS/Fq, one has an algorithm to describe the mor-
phisms that split Jac(XS) up to isogeny in a product of elliptic curves over Fq. This is
done by studying the automorphism group of these curves. This follows from [dGdV92].

Denote by GR(Fq) the p-Sylow subgroup of the group of Fq-rational automorphisms
of AR/Fq fixing ∞ and recall (see Proposition 0.6.3) that GR(Fq) is a subgroup of an
extra-special p-group with center generated by the Artin-Schreier morphism

ρ :AR → AR

(x,w) 7→ (x,w+ 1).

Proposition 4.5.1 and Lemma 4.5.1 may be found in [dGdV92] §5 and §9.

Proposition 4.5.1. Assume that p = 2 and there exists ta ∈ GR(Fq)− < ρ >, then the curve
AR/ < ta > is birationnaly given by

wp −w = xR̃(x), R̃(x) =

n−1∑

i=0

aix
pi ∈ Fq[x].

One may compute explicitely R̃(x) from R(x) and the equation of ta.
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Let

WR ={x ∈ Fq, TrFq/Fp
(xR(y) + yR(x)) = 0 ∀y ∈ Fq},

VR ={x ∈WR, TrFq/Fp
(xR(x)) = 0}.

Then dimVR = dimWR − 1 or VR = WR, depending on whether the linear map

ϕ : WR → Fp

x 7→ TrFq/Fp
(xR(x)),

is onto or not. Put dR := dimWR.

Lemma 4.5.1. Assume that p = 2.

1. One has |GR(Fq)| = 2dR or |GR(Fq)| = 2dR+1, depending on whether the map ϕ is onto
or not.

2. One has either |AR(Fq)| = q+ 1 or |AR(Fq)| = 1+ q±
√

q2d.

3. If dimVR = dimWR − 1, then |AR(Fq)| = q+ 1.

From now on, one focus on the case of the Suzuki curve. One assumes that AR/Fq is a
quotient of

Ci : w
2 −w = γix

q0(xq − x),

where q0 = 2s, q = 2q2
0 and γi ∈ F×

q . Let us explain how we split Jac(AR) up to isogeny
as a product of supersingular elliptic curves. One knows that

L(Ci, Fq, t) = (1+ 2q0t+ qt2)q0 ,

whence

L(AR, Fq, t) = (1+ 2q0t+ qt2)g(AR).

and according to Lemma 4.5.1 one knows that |GR(Fq)| > 2. In particular, there exists
ta ∈ GR(Fq)− < ρ >. One considers the subgroup of GR(Fq)

H :=< ta, ρ >≃ (Z/2Z)× (Z/2Z),

it has 3 subgroups of order 2, namely

H1 =< ta >, H2 =< taρ > and H3 =< ρ > .

If g(AR) > 1, one may write an equation for the quotient of AR by H1 and H2 as an
AR̃ and Jac(AR) is isogenous to the jacobians of these quotients. One continues this
process until one gets elliptic curves. In particular, assumptions 2 to 6 of Theorem 4.2.1
are satisfied in this setting. So in order to compute S-ray class fields of the Suzuki curve,
one has to get some insight on the behavior of S under the succesive quotients.

Remarks :

1. If one does not put conditions on the set S, one may already compute S-ray class
fields of the Suzuki curve by taking S sufficiently large so that assumption 1 of
Theorem 4.2.1 holds.
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2. Finding an explicit ta ∈ GR(Fq) amounts to find a root of a polynomial in Fq[t]

and to reduce an explicit polynomial modulo ℘Fq[t]. Since Proposition 4.5.1 is also
effective, one may explicit every quotient, curve and subset arising in Theorem
4.2.1.

When dealing with the other Deligne-Lusztig curves, some new difficulties appear. In-
deed, one may first prove an analogous for Proposition 4.5.1 and Lemma 4.5.1 when
p > 2. Moreover, if the L-polynomial of the initial curve has more than one irreducible
factor, then it is not easy from a theoretical point of view to count Fq-rational points on
the quotient curve.

Remark : The analogous for Proposition 4.5.1 when p > 2 announced in [dGdV92] §13

Proposition (13.5) is not correct. Here is a counter-example. The supersingular curve
C/F3 defined by w3 −w = x(x3 − x) has genus 3 and the morphism x 7→ x+ 1 of P1

F3

has an F3-rational prolongation t1 to C. The group H :=< ρ, t1 > has 4 subgroups of
order 3 giving rise to an isogeny over F3

Jac(C) ∼ E1 × E2 × E3,

where the Ei’s are supersingular elliptic curves defined over F3. Since

L(C, F3, t) = (1+ 3t2)(1+ 3t+ 3t2)2,

one has for instance L(E1, F3, t) = 1+ 3t+ 3t2. Thus, the equation of E1/F3 is not of the
form w3 −w = xS(x) with S(x) ∈ F3[x] an additive polynomial.

The general case of Proposition 4.5.1 is somehow tedious but is not a big deal. Count-
ing points on the successive quotients might be much more tricky. Namely, by means of
Proposition 0.5.1, since the elements of the Hi’s are quite simple, one has some control
on the action of Frobenius on the quotient curve. It is a work in progress to understand
the behavior of the factors of the L-polynomial of the Ree curve when taking quotients
by groups of translations.

Remark : In order to give extended tables in the case p > 3 it would be desirable
to have an efficient way of computing Weil pairings for curves birationally given by
wp −w = xR(x) where R(x) is an additive polynomial.

Example : One shows how these improvements of the algorithm may be used. One
considers the Suzuki curve XS/Fq with q0 = 2 and q = 8 given by

XS : w8 −w = x2(x8 − x),

it has 7 quotients Ci/Fq, corresponding to the index 2 subgroups of Fq, given by

Ci : w
2 −w = γix

2(x8 − x),

for some γi ∈ Fq. Let S := XS(Fq) − {∞}, πi : XS → Ci, ∞i := πi(∞) and Si := πi(S).
Then, Si = Ci(Fq)− {∞i}. According to Section 4.2, if the Si-Hilbert class field of Ci/Fq

is trivial for each i, so is the S-Hilbert class field of XS/Fq.
Fix some i0, an easy computation shows that, for any a ∈ F×

q , the translation ta by
a on P1

Fq
has a prolongation, still denoted by ta, has an automorphism of Ci0/Fq. The

group < ta, ρ > has 3 subgroups of index 2 denoted by H1, H2 and H3. Denote by
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Dj the quotients of Ci0 by the Hj’s. The Dj’s are respectively two elliptic curves with
13 Fq-rational points and a projective line. Since Ci0 has genus 2, every assumption of
Theorem 4.2.1 is satisfied. The image of Si0 under each morphism Ci0 → Dj generates
Jac(Dj)(Fq), thus the Si0-Hilbert class field of Ci0/Fq is trivial.

Example : The Suzuki curve XS/Fq with q0 = 4 and q = 32 is given by

XS : w32 −w = x4(x32 − x),

and has genus 124. By weakening condition 1 of Theorem 4.2.1 and splitting Jac(XS)

up to isogeny in a product of supersingular elliptic curves, one shows that XS/Fq has a
trivial S-Hilbert class field where S := XS(Fq) − {∞}.
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