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Chapter 1

Introduction

Sintering process is, nowadays, a very important industrial process used for the manu-

facturing of countless materials and solid parts. Understanding, and therefore, modeling the

underlying physical mechanisms that drive the evolution of a consolidated ceramic or metallic

powder is important for controlling the material properties of the �nished product or material.

Accordingly, considerable attention has been given to the understanding of the physical

mechanisms responsible of the morphological changes that occur during sintering. The mi-

crostructural evolution during sintering is known to be in�uenced by many factors, e.g., com-

pacting pressure, heating rate, particle size distribution, sintering temperature, etc. Because of

the complex combination of these numerous factors onto the sintering process, it may be some-

how di�cult to extract pertinent information from experimental data. Numerical simulations

can help in providing meaningful information about the phenomena controlling sintering.

The numerical simulations of industrial or natural processes are often carried out at two

di�erent scales: microscopic and macroscopic scale. Regarding the sintering and other phe-

nomena involving microstructure evolutions, the connection between the two scales is not yet

well known, and the macroscopic behavior is usually approximated by using phenomenological

models. Within the framework of continuum mechanics of the sintering process at the macro-

scopic scale, the strains taken into account in the phenomenological models are related the

evolution of the structure at the microscopic scale. Therefore, a better understanding of the

mechanisms that are involved in the sintering process at the microscopic scale could help to

develop more realistic macroscopic models, provided hundreds of particles can be investigated

to establish micro-macro scale transitions.

A consolidated powder is a porous packing of particles. This consolidated powder presents

a surface free energy excess, directly related to the speci�c surface of the compact, and its

reduction is the sintering driving force. The reduction of this free energy excess is achieved

by di�usional transport between the particles, leading to a reduction of the surface. The

complexity of the geometry of a consolidated powder combined with the topological changes

that can appear during sintering and with all the physical phenomena, make of the simulation
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of sintering process at the microscopic scale a very challenging task.

In the present work, the sintering of ceramic materials is modeled and investigated nu-

merically at the microscopic scale. The main underlying physical mechanisms responsible of

the microstructural evolution during solid state sintering process are surface di�usion, volume

di�usion and grain boundary di�usion. Several challenges have to be addressed in order to

integrate those physical mechanisms into a continuum formulation leading to a numerical ap-

proach capable of simulating the sintering process. In this work the solid state sintering by

surface and volume di�usion will be studied. There are several unanswered questions about

the underlying physical phenomena on sintering, this work represents a step toward a better

understanding on the sintering process of the e�ect of surface and volume di�usions, and to a

least extent the e�ects of the grain boundary di�usion.

This approach at the local scale is conceivable also because the frame of high performance

computing was considered from the onset. This development could be the starting point for

embedding microstructural evolution into macroscopic models. Moreover, a Eulerian level set

approach is used to integrate the di�usion mechanisms into a �nite element continuum me-

chanics framework. It specially permits to deal, simultaneously, with severe topological changes

which characterize powder sintering. All this is possible because of the power of computers has

dramatically been increased by parallel computing techniques allowing the simulation of larger

systems.

The generalities of the sintering process will be presented along with the Fick's laws used

to describe the di�usion phenomena in Chapter 2. Concerning the sintering simulation at the

particles scale, di�erent numerical approaches are available in literature. Among those models

there are some analytical laws which allow to predict the growth of the neck between two

particles. Those analytical models as well as more elaborated numerical approaches will be

presented in Chapter 3. The lack of a numerical strategy able to handle simulation of sintering

in 3D by di�erent di�usion mechanism is evident. For this reason a numerical approach for the

simulation of sintering at the particles scale will be proposed. The computational framework,

based on the level set method, will be set in Chapter 4. Next, a method allowing to simulate

sintering by surface di�usion will be presented in Chapter 5. In order to introduce the volume

di�usion into the numerical approach proposed, the pressure �eld inside the particles has to be

computed (Chapter 6). Taking into account this pressure computation, the numerical strategy

for the sintering simulation for volume di�usion will be presented in Chapter 7. Finally the

coupling between the volume di�usion and the surface di�usion will be presented in Chapter

8, as well as the bases for the grain boundary di�usion.
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Chapter 2

Sintering and di�usion phenomena
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The technique of forming parts from powders by pressing and sintering dates back to the

beginning of human civilization. Almost every metal or ceramic material was initially made

by using powders [Exner et al. 1996]. It was only after the 1940s that sintering was studied

scienti�cally. Since then, a large number of scienti�c publications have appeared, but several

questions about the underlying physical phenomena remain unanswered.

Even though remarkable developments in sintering science have been achieved as much as

from the practical point of view, today's challenge is to produce sintered parts with reproducible

and controlled microstructure through the control of the process variables.

In Section 2.1 a general introduction to the manufacturing process by sintering of consoli-

dated powder is presented. This manufacturing process presents several stages, but this work

will be concerned about the sintering stage. Therefore, the sintering phenomenon is also intro-

duced in this section and it will be shown that the di�usion phenomena control this stage. The

microstructural evolution that takes place during sintering process is due to the di�usion phe-

nomena, for this reason the theory related to the di�usion phenomena is developed in Section
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Chapter 2. Sintering and di�usion phenomena

The powder characteristics of greatest interest are the size, size distribution, shape, degree

of agglomeration, chemical composition and purity. Those characteristics highly depend

on the preparation method used. There exist two main methods for the preparation of

powders: mechanical and chemical methods. Within the mechanical methods, milling

processes are the most used and they can be used for the production of powder with a

particle size ranging from 0.1µm to 100µm. Regarding the chemical methods, three main

categories can be di�erentiated: solid-state reactions, preparation from liquid solutions

and preparation by vapor-phase reactions (see [Rahaman 1995] for further information).

2. Mixing

The powder is dispersed into a liquid to create a colloidal suspension. Colloidal sus-

pension are used for the consolidation of ceramic powder rather than the powder on its

dry state because of the better uniformity that can be achieved with the suspension.

Furthermore, a better uniformity of the consolidated powder leads to a better control

of the microstructure. During the preparation of the suspension, it is very important to

avoid �occulation. That occurs when the particles stick between them due to attractive

forces. To avoid �occulation, the colloidal suspension should be stabilized mainly in two

ways. The electrostatic stabilization aims to create a repulsion between the particles

by using electrostatic charges. And the polymeric stabilization is done by adding some

organic polymer molecules. All this mixing process should be performed trying to keep

the viscosity of the suspension as low as possible, which will be favorable for the shaping

step. Other additive products such as solvents, dispersants, binders, plasticizers, etc.

can be added to the solution in order to improve speci�c characteristics mainly related to

the solution homogeneity and the strength of the green body. Those additives (that are

generally of organic nature) are removed from the green body (pressed) after the shaping

stage. Usually, additives are removed by heating the green body at temperatures around

500◦C or by dissolution in a solvent.

3. Shaping

This stage, also known as forming, is used to shape the powder into a particular geometry.

The body obtained from this operation is referred to as the green body. There are many

methods that can be used for the forming, the choice of the method will depend on shape

and the size of the part. One of the most important variables to be controlled in this

stage is the packing density that can be de�ned as:

Packing density =
Volume of the particles

Total volume: particles + voids
(2.1)
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2.1. Sintering process

A high packing density is favorable to the fabrication of fully dense materials and requires

a smaller sintering time. This packing density depends on multiple parameters such as

the forming pressure 1, the particle size and the particle size distribution, etc.

4. Sintering

The main goal of this stage is to heat the consolidated powder to obtain the desired

packing density and microstructure. Raise on temperature triggers some di�usion mech-

anisms that are responsible for the microstructural evolution of the structure. Two main

sintering categories can be identi�ed: solid state and liquid phase sintering. The solid

state sintering occurs when the sintering process is carried out at a temperature such

that the whole consolidated powder remains in a solid state. On the other hand, if the

temperature is high enough to achieve the fusion of at least one of the components of

the powder, then it is called liquid phase sintering. The present work is limited to the

study of the solid state sintering at the particle scale and will focus on this speci�c stage

of sintering of consolidated powders that will be further discussed in Section 2.1.2.

5. Finishing

According to the application, additional operations are performed to get the �nal product.

Those operations are very variable and its study is beyond the scope of this work.

The fabrication by sintering of consolidated powder is a very complex process, and in order

to obtain the desired properties, it is necessary to set all the process variables that have been

presented. Furthermore, in the fabrication of advanced material or parts, other steps should

be added, introducing in this way, additional variables that should also be controlled. Those

complementary stages will not be detailed in this work.

There are two possible approaches attempting to provide a better understanding of the

microstructural evolution, the empirical one which consists in making measurements under

controlled conditions and the theoretical approach which is based on the modeling of the

process. A theoretical approach will be used in this work, and the fundamentals of the sintering

process are presented below in Section 2.1.2.

2.1.2 Sintering phenomena

As a function of the packing density, it is possible to identify three sequential stages during

the sintering process (see Figure 2.2):

1. In the �rst stage, the neck bridging the particles is rapidly created and the particles of the

1. In the case of shaping by pressing.
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Chapter 2. Sintering and di�usion phenomena

All the paths presented in Figure 2.4 contribute simultaneously to the neck growth, but

only some of them lead to densi�cation. At the particle scale, the densi�cation is de�ned as

the rate at which the particles centers approach each other. Considering an atom or a mole

of material, according with its position on the solid (surface, volume or grain boundary) an

associated chemical potential can be de�ned and the matter �ux is proportional to the gradient

of this chemical potential. This will be further detailed in Chapter 2.2.

Table 2.1 shows the sources and the sink of matter for each di�usion path presented in

Figure 2.4. The �Densifying� column indicates if the di�usion path leads whether or not to

densi�cation.

Di�usion Path Source Sink Densifying

1 Surface di�usion Surface Neck
2 Volume di�usion Surface Neck
3 Vapor transport Surface Neck
4 Grain boundary di�usion Grain boundary Neck X
5 Volume di�usion Grain boundary Neck X
6 Volume di�usion Dislocations Neck X

Table 2.1: Matter transport paths

In the next section, the theory to study the di�usion phenomena will be introduced. As it

has been outlined before, the matter �ux can be estimated, under some speci�c hypotheses, by

using the chemical potential. Therefore the corresponding expressions for these potentials will

be developed.

2.2 Di�usion phenomena

As presented in the previous section, di�usion is responsible of sintering. The Fick's laws

describe the movement of chemical species as a function of the gradient of concentration. In

cases where the concentration is independent on the time, the di�usion process can be described

by using Fick's �rst law [Howard & Lidiard 1964], which states that the �ux of di�using species

is proportional to the gradient of concentration as follows:

j = −D∇C (2.2)

where D is the di�usion coe�cient and is assumed to be independent on the concentration

[Rahaman 1995]. In Equation (2.2) the di�usion coe�cient can be replaced by the di�usion
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Chapter 2. Sintering and di�usion phenomena

is usually studied in terms of chemical potential. Instead of using the concentration gradient for

modeling the matter �ux, this �ux is considered to be proportional to the chemical potential

gradient as detailed below in Section 2.2.1.

2.2.1 Chemical potential

In the same way as the temperature measures the feeling of cold or hot and the heat �ux

goes downward the temperature, the chemical potential measures the tendency to di�use of a

substance and the matter �ux goes downward the chemical potential. This kind of laws are

often called �rst gradient law.

In order to introduce the chemical potential, consider a pure solid substance in which

vacancies are the only kind of point defect present. If the local equilibrium between vacancies

and atoms is assumed, the Gibbs-Duhem relation is satis�ed [Herring 1951, Rahaman 1995]:

G = µaNa + µvNv (2.4)

where µa is the chemical potential of the atoms, µv the chemical potential of the vacancies, Na

is the number of atoms, Nv is the number of vacancies and G is the Gibbs free energy which

is de�ned as a function of temperature T , pressure p and internal energy U as follows:

G = U + pV − TS (2.5)

where V is the volume and S is the entropy.

The chemical potentials which represent the energy brought by an atom, µa, and by a

vacancy, µv can be derived from the previous equation:

µa =
(
∂G
∂Na

)
Nv ,T,p

(2.6)

µv =
(
∂G
∂Nv

)
Na,T,p

(2.7)

The change in internal energy U can be written as a function of the change of the extensive

quantities 2 S, V , Na and Nv:

dU = TdS − pdV + µadNa + µvdNv (2.8)

2. that depend on the amount of material of the system.
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2.2. Di�usion phenomena

temperature T , pressure p, chemical potential of the atoms µa and vacancies µv, are the

intensive quantities of the system (that do not depend on the amount of material).

Equation (2.8) tells that the energy of a system can change in di�erent ways: by changing

its entropy S, its volume V , the amount of atoms Na or the amount of vacancies Nv. The

intensive quantities (T , p, µa, µv) determine the magnitude of the energy change related to

the change of the corresponding extensive quantities (S, V , Na, Nv). For example, given a

change of the system entropy dS, the energy increase is large if the temperature is high, and is

small if the temperature is low [Job & Herrmann 2006]. Indeed, the change of the free energy

of the system is given by the sum of two contributions, the change in internal energy δU and

the change of the surface free energy.

Finally a set of thermodynamical expressions that will be useful for future reference are

presented:

(
∂µa
∂p

)
Nv ,T

=

(
∂2G

∂p∂Na

)
Nv ,T

= Ω (2.9)(
∂µv
∂p

)
Na,T

=

(
∂2G

∂p∂Nv

)
Na,T

= fΩ (2.10)

where the volume of a vacancy is supposed to be the fraction f of the atomic volume Ω

[Herring 1951, Garikipati et al. 2001]. Figure 2.6 shows how the lattice is distorted because of

the presence of a vacancy.

In addition, the change in chemical potentials µa and µv with respect to the change in

vacancies concentration Cv is mainly due to the entropy mixing of atoms and vacancies [Her-

ring 1951]. The vacancies concentration is de�ned as a function of the number of atoms Na

and the number of lattice sites NL in a given volume: Cv = (NL −Na)/NL and since Cv � 1,

it is possible to write:

(
∂µv
∂Cv

)
p,T

=
kT

Cv
+O(1) (2.11)(

∂µa
∂Cv

)
p,T

= −kT +O(Cv) (2.12)

The di�usional transport can take place only by migration of interstitial atoms or lattice

vacancies and neither of these processes changes the number of lattice sites in the region. In

other words the number of atoms Na and the number of vacancies Nv change by equal and

12



µa − µv

j = − D

kTΩ

(
∇µa −∇µv

)

γsf

∂ω

Es



ω
ω0 ω

Es =

∫

∂ω
γsfdA

∂ω ω γsf

δ

(∫

∂ω
γsfdA

)
=

∫

∂ω0

δ (γsf ) dA0 +

∫

∂ω
γsfδ (dA)

δ dA0

dA0 + δdA δγsf

γsf

δ (dA)



δ (dA) =

(
1

cosΨ
− 1

)
dA0 + δZ

(
1

R1
+

1

R2

)
dA0

R1 R2 dA0

R1 = R2 = R R ∆y

R1 R2 (1/ cosΨ− 1) � 0

δ

(∫

∂ω
γsfdA

)
= γsf

(
1

R1
+

1

R2

)
δV

δV δV =
∫
∂ω δZdA0

δU = −pδV + µv
δV

Ω

p δV
Ω



2.2. Di�usion phenomena

represents the number of atoms which must me brought into this portion of the crystal to

build up the hump. As the shape of the surface should be in equilibrium with respect to the

creation or annihilation of small humps, the internal and external energies variations (sum of

Equations (2.18) and (2.15)) must vanish [Gibbs 1928, Herring 1951, Rahaman 1995]:

δU + δ

(∫
∂ω
γsfdA

)
= 0

⇒ −pδV + µv
δV

Ω
+ γsf

(
1

R1
+

1

R2

)
δV = 0 (2.19)

From Equation (2.19), the vacancies chemical potential beneath a curved surface can be

written as:

µv = pΩ− γsf
(

1

R1
+

1

R2

)
Ω = pΩ− γsfκΩ (2.20)

where κ is the mean curvature. In order to get an expression of the di�usional �ux on surface

js, the atoms chemical potential should be computed. Since the vacancies concentration Cv

is always � 1, Equation (2.12) shows that variations in µa due to variations of Cv will be

negligible compared to the corresponding variation of µv (Equation (2.11)) [Herring 1951].

Therefore by using Equation (2.9) one can write:

µa = µa0 + pΩ (2.21)

where µa0 is the atoms chemical potential under no stress.

Finally, the surface atoms �ux js is given by:

js = −
Dsγsf
kT

∇sκ (2.22)

where Ds is teh surface di�usion coe�cient and κ is the mean curvature of the surface and it is

also positive for a convex surface. As the chemical potential is de�ned along the surface of the

particles, the gradient presented in Fick's law should be a gradient computed along the surface

of the particles (∇s).

2.2.3 Volume di�usion

Consider the solid presented in Figure 2.6 (page 13) where the lattice is deformed because

of the presence of a vacancy. The deformation of the lattice due to the presence of a vacancy

is supposed to be isotropic. This means that a vacancy that has been brought into a portion
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Chapter 2. Sintering and di�usion phenomena

of the crystal will induce a virtual change of the volume δV . The number of vacancies required

to generate that volume change is given by δV/fΩ.

Furthermore, as the system should be in equilibrium with respect to this virtual volume

change, the change of the internal energy δU must be equal to zero:

δU = −pδV + µv
δV

fΩ
= 0 (2.23)

From the previous Equation (2.23), it is possible to �nd an expression for the vacancies

chemical potential µv inside the volume:

µv = f pΩ (2.24)

Like in the previous Section 2.2.2, the atoms chemical potential µa is considered not to

depend on the vacancies concentration Cv as Cv � 1. Therefore the atoms chemical potential

µa will be, again, given by Equation (2.21). And the volume atoms �ux can be written as

follows:

jv = − (1− f)
Dv

kT
∇p (2.25)

where Dv is the volume di�usion coe�cient.

2.2.4 Grain boundary di�usion

Even if this work is mainly concerned by surface and volume di�usion, the grain boundary

di�usion is a very important path of sintering and the theory related to the matter transport by

this mechanism is presented. As in Section 2.2.2, the change of the free energy of the system is

given by the sum of two contributions, the change in internal energy δU and the change of the

surface free energy. The main di�erence is related to the internal energy that can be lowered

by the migration of matter from one particle to its neighbor. If the internal energy of one of the

particles forming the grain boundary is higher than the internal energy of its neighbor, matter

will migrate and the particle of lower energy will grow at the expense of the other particle.

By making the same kind of development as those presented in Sections 2.2.2 and 2.2.3,

it is possible to show that the chemical potential at the grain boundary between the particles

can be written as a function of the normal stress σnn [Herring 1951, Pan & Cocks 1995, Wakai

& Brakke 2011]:
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∫
∂S
j · nldL = −

∫
S

1

Ω
vn · ndS∫

∂S
j · nldL = −

∫
S

vn
Ω
dS (2.27)

where nl is the outward-pointing normal to ∂S (e.i. nl is tangent to the surface S, see Figure

2.9a). By using the divergence theorem, Equation (2.27) becomes:

∫
S

(
∇s · j +

1

Ω
vn · n

)
dS = 0∫

S

(
∇s · j +

vn
Ω
n · n

)
dS = 0 (2.28)

where ∇s· is the surface divergence operator. Since Equation (2.28) holds for any arbitrary

surface S ⊂ ∂ω, the integrand must be equal to zero. In this way, it is possible to �nd

some expressions for the di�uion induced velocity for surface di�usion vs and grain boundary

di�usions vgb:

vs = vsn ; vs = −Ω∇s · js (2.29)

vgb = vgbn ; vgb = −Ω∇gb · jgb (2.30)

with ∇gb· is the surface divergence operator over the surface de�ned by the grain boundary.

In contrast with the surface and grain boundary di�usions, matter �ux due to volume

di�uion is not transported along the interfaces. In fact, this matter comes from the lattice (see

Figure 2.9b), and therefore the balance of matter has to be established in a di�erent way:

∫
S
jv · n =

∫
S

1

Ω
vv · ndS (2.31)

where vv is the volume di�usion velocity.

Again, as Equation (2.31) holds for any arbitrary surface S ⊂ ∂ω, the normal velocity

induced by volume di�usion vv is given by:

vv = vvn ; vv = Ωjv · n (2.32)
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2.3 Conclusions

From a macroscopic point of view, it is very di�cult to develop a model taking into account

all the di�erent variables that have an impact on the evolution of the structure during sintering.

The complexity of the sintering process makes very di�cult the understanding of the underlying

physical phenomena and experimental approaches very often do not allow to gather enough

information.

The di�usion phenomena are responsible for the microstructural evolution of the structure.

The Fick 's laws, which relate the matter �ux to the gradient of the chemical potential, can be

used for the modeling of these phenomena. The di�erent expression for the chemical potential

in surface, volume and grain boundary were developed and their corresponding velocities were

also found.

The study of the sintering at the particle scale seems to be a very interesting way to

enhance the understanding of the underlying physical phenomena. At this point the numerical

approaches become a powerful tool that could clear several questions.
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2.4 Résumé en français :

Le frittage et les phénomènes de di�usion

Dans ce chapitre les généralités du procédé d'élaboration de matériaux par frittage ainsi

que les équations utilisées pour la modélisation de la di�usion de matière sont présentées. Le

frittage est un procédé très ancien utilisé pour l'élaboration par métallurgie des poudres des

matériaux métalliques et céramiques depuis le début de la civilisation humaine. Les di�érentes

étapes élémentaires du processus de frittage sont donc présentées. Même si ce procédé est d'une

très grande importance du point de vue industriel, ce n'est que dans les années 40 que des

études approfondies des di�érents phénomènes physiques présents dans ce procédé ont débuté.

Avec ces recherches, la compréhension des di�érents phénomènes responsables de l'évolution

microstructurale du système pendant le frittage a commencé à se développer. Malgré ces e�orts,

un grand nombre des questions concernant ces phénomènes physiques reste sans réponse. Pour

cette raison, ce travail vise à étudier le procédé de frittage à échelle des grains.

Le frittage des matériaux est un procédé très complexe dans lequel des interactions mul-

tiphysiques ont lieu. La di�usion de matière est responsable de l'évolution du système et la

prise en compte des phénomènes de di�usion à cette échelle est indispensable pour améliorer

la compréhension du procédé. La loi de Fick est décrite en termes de potentiels chimiques a�n

de modéliser les di�érents chemins de di�usion présents pendant le frittage.
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In this chapter a general overview of di�erent numerical simulations of the sintering process

at the particle-size scale is presented. The �rst computer simulations of sintering appeared

between 1955 and 1965. Those early attempts to simulate the sintering process were developed

to predict the evolution of the neck and the shrinkage of two particles as a function of time.

With the development of computers, more complex models of sintering appeared and the

simulation of more realistic powder packing became possible.

First in Section 3.1, some power laws used to study the growth of the neck between to

particles are presented. Even if this kind of laws is limited to the study of the sintering

between only two particles, they represent a very useful tool concerning the validation of more

complex models. Furthermore, kinetics of the di�erent di�usion mechanisms is considered to be

well represented by this kind of models (at least during the �rst stages of sintering). In Section

3.2, more elaborated numerical approaches are presented into two main categories: stochastic

and deterministic approaches. Finally the conclusions are discussed in Section 3.3
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3.1 Analytical models

As presented in the previous section, matter transport by di�usion is the underlying phys-

ical phenomenon during sintering. The main idea behind the analytical models is to solve a

di�erential equation of matter transport by making some hypotheses mainly related to the

geometry of the particles and the stress distribution.

Usually those models are developed to study the di�usion phenomena between two spherical

particles or between a spherical particle and a plane by just one di�usion path. Even in those

simple cases, the exact quantitative description of the geometry of the contact area presents

some analytical di�culties, therefore multiple geometrical hypotheses should be made. In

general, the geometry of the bodies is assumed to remain unchanged and the real shape of

the contact area is replaced by a geometry were the curvature of the neck is constant. The

most used geometrical parameters needed to develop this kind of models are shown in Figure

3.1. All those geometrical approaches are complemented with some hypotheses related to the

di�usion path that is being modeled. Nevertheless, those simpli�cations are generally accepted

[Uskokovi¢ & Exner 1977].

3.1.1 Grain boundary di�usion

In order to introduce the analytical models, the grain boundary di�usion will be considered.

Grain boundary di�usion is assumed to occur over a constant thickness δgb and as it has been

shown in Table 2.1, it is a densifying path.

The di�usion of atoms from the grain boundary into the neck 1 is given by the following

Equation:

j
gb

= −D∇C (3.1)

where D is the atom di�usion coe�cient and C is the atoms concentration. By making the

hypothesis that the matter �ux is parallel to the outward normal at the triple line, the volume

of matter transported by unit of time into the neck is given by:

dVneck
dt

= D‖∇C‖AgbΩ (3.2)

where Ω is the molar volume and Agb is the area of the grain boundary surface at the triple

point and can be computed as Agb = 2πXδgb. The system is considered to be axisymmetric

1. Di�usion path number 4 in Figure 2.4 (page 8).
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dt
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dC

dr
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dC/dr

dC

dr
=

∆C

∆r
=

C − C0

X
= −

γsf
kT X

(
1

r1
+

1

r2

)

C0

γsf k

T r1 r2

r1 = −r r2 = X X � r
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From Figure 3.1, it is possible to �nd simple geometrical expressions to compute the volume

of matter transported into the neck (Vneck), the area of the surface of the neck (Aneck) and the

main radii of curvature (r) can be computed as a function of the neck radius X and the particle

radius R (see Figure 3.1). It is important to highlight that those expressions are di�erent if the

di�usion path lead whether or not to densi�cation. Table 3.1 shows the expressions for Vneck,

Aneck, r and for the cases with the densi�cation, the expression for the centers approach h.

Parameter No Densifying Densifying

h 0 X2/4R
r X2/2R X2/4R

Aneck πX3/R πX3/2R
Vneck πX4/2R πX4/8R

Table 3.1: Expressions for Vneck, Aneck, r and h for the geometries shown in Figures 3.1a
and 3.1b.

The expressions shown in Table 3.1 are accurate up to X ∼ R/3, and it can be shown that

the hypothesis used to obtain those expressions can lead to serious deviations from the real

values beyond this value of the neck radius (see [Uskokovi¢ & Exner 1977] for further details).

By replacing r and Vneck from Table 3.1 for a densifying mechanism and introducing Equa-

tion (3.4) into (3.3), a di�erential equation of the neck growth as a function of time can be

obtained:

dVneck
dt

=
d

dt

(
πX4

8R

)
= 2 ΩDπXδgb

dC

dr

=
X3

2R

dX

dt
= 2 ΩDgbδgb

γsf
kT r

=
X3

2R

dX

dt
= 8 ΩDgbδgb

Rγsf
kT X2

⇒ X5dX =
16 ΩDgbδgbR

2γsf
kT

dt (3.5)

where Dgb is the grain boundary di�usion coe�cient given by Dgb = DC0.

Finally, by integrating and using the boundary condition of X = 0 at t = 0, Equation (3.5)

becomes:
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X6 =

(
96 ΩDgbδgbR

2γsf
kT

)
t (3.6)

In order to be able to establish some comparisons between the di�erent models of two

particles sintering by di�erent di�usion paths, Equation (3.6) will be rewritten in a more

convenient way:

(
X

R

)6

=
96 ΩDgbδgb γsf

kT
R−4 t (3.7)

3.1.2 Other di�usion paths

By using the same procedure, it is possible to obtain expressions for the neck growth as

a function of time for the other di�usion paths. According to the hypothesis made di�erent

results for the same di�usion mechanism can be found. However those models are generally of

power-law type: (
X

R

)n
= BR−mt (3.8)

where R is the radius of the particles, t is time and n, m and B are constants. The value of

those constants depends on the hypotheses used to obtain the model. Table 3.2 lists the range

of values for m and n that can be found in literature and a plausible set of values for the three

constants presented by [Exner et al. 1996].

The previous equations are based on some strong simpli�cations and their validity is limited

to neck radii: X < 0.3R, and limited to the study of the sintering of two particles. As

the computational capabilities increased, the interest in performing more elaborated sintering

simulation became an important research �eld. A trend toward the simulation of more realistic

powders sintering is present in several works, in Section 3.2 di�erent approaches of sintering

simulation over more complex particles packings will be presented.

3.2 Numerical modeling of the sintering process

Concerning the numerical modeling of the sintering process at the particles scale, it is

possible to distinguish two main categories. From one side the deterministic models try to

study the evolution of the compact powder under some speci�c conditions by modeling the

underlying physical phenomena. This kind of approaches always produce the same output

given a set of speci�c initial conditions. In the other hand, stochastic models are based in
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Di�usion path
Values range Plausible set of Values

from [Exner et al. 1996]
n m n m B∗

Surface di�usion 3-7 2-4 7 4
23γsfDsδsΩ

kT

Volume di�usion from surface 4-5 3 4 3
20DvγsfΩ

kT

Vapor transport 3-7 2-4 3 2 3

√
2

π

υγsfpgΩ
3/2ρ1/2

(kT )3/2

Grain boundary di�usion 6 4 6 4
96 ΩDgbδgb γsf

kT

Volume di�usion from grain boundary 4-5 3 5 3
16DvγsfΩ

kT

Volume di�usion from dislocations 2 1 2 1
3γsf
2η

∗where the symbols in the expression of B: Ds, Dv and Dgb are the di�usion coe�cients for surface, volume
and grain boundary, respectively. γsf is the surface tension of the solid-vapor interface, δs and δgb are the
thickness of the surface and grain boundary di�usion layers, Ω is the molar volume, k is the Boltzmann's
constant, T is the absolute temperature, υ is an accommodation constant for gas transport, pg is the gas
pressure, ρ is the speci�c density and η is the viscosity.

Table 3.2: Constants appearing in Equation (3.8) and a set of plausible values [Exner
et al. 1996].

probabilistic considerations, this means that given a speci�c con�guration of the structure, its

evolution is obtained in a random way by following a probability distribution. Therefore it is

possible to obtain several di�erent solutions out of the same initial set of conditions.

Compared to the analytical methods presented previously, deterministic and stochastic

approaches are used to study the sintering of more complex sets of particles. Regardless the

numerical approach, a trend toward the simulation of sintering over more realistic powder

compacts is exhibited. However most of those simulations are performed in 2D.

3.2.1 Stochastic approaches

This kind of approaches are based on probabilistic considerations and the Kinetic Monte-

Carlo method is the main method used. This method has been used to study the grain growth

and the microstructural evolution of structures [Wu 1983, Weaire et al. 1986, Holm et al. 1991,

Hassold et al. 1990, Chen et al. 1990, Tikare et al. 2003, Braginsky et al. 2005, Qiu et al. 2008,
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Tikare et al. 2010]. Among those works, the Potts' model [Wu 1983] is used to simulate sintering

of particles.

The idea is to create a grid of grain sites which contains the particles and the surrounding

medium (pores). A particle is built-up of several grid sites and each site can assume any of Q

distinc states. The state of a given site of a particle is given by a value of the q: qparticle =

[1, 2, 3, ... , Q] and a grid site corresponding the surrounding medium is given by a value of q:

qpore = −1.

The computational domain is given by a square in 2D or by a cube in 3D. the particles are

mapped on the grid sites, each particle corresponding to a single state q. Contiguous grid sites

of the same state q (q > 0) form a particle and contiguous empty sites (q = −1) form a pore.

Grain boundaries exist between neighboring particles sites of di�erent states, q, and pore-grain

interfaces exist between neighboring pore and particles sites. The total energy of the system

is the sum of the surface and grain boundary contributions. For a system of N grid sites, the

total energy is given by:

E =
1

2

N∑
i

N∑
j

J(qi, qj)wi,j [1− δ(qi, qj)] (3.9)

where the term δ(qi, qj) is the Kronecker delta function such that δ(qi, qj) = 1 if qi = qj and

δ(qi, qj) = 0 if qi 6= qj . This means that the term [1 − δ(qi, qj)] is only di�erent from 0 where

an interface is present (a free surface or a grain boundary). J(qi, qj) is the energy between

the states qi and qj . wi,j is a weigthening term for the nearest neighbors and the next-nearest

neighbors:

wi,j = wf = 1 i, j nearest neighbors

wi,j = ws i, j next-nearest neighbors (3.10)

wi,j = 0 otherwise

in some works ([Tikare et al. 2003, Braginsky et al. 2005, Tikare et al. 2010]), the weigth of

the next-nearest neighbors is not considered (ws = 0).

The value of the states energy J(qi, qj) is given by:
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J(qi, qj) =

{
J if qi qj < 0

%J if qi qj > 0
(3.11)

where J corresponds to the energy of the free surface interface and %J corresponds to the

energy of the grain-boundary.

The e�ect of di�erent phenomena is taken into account in di�erent ways. Concerning the

grain-growth, a particle site (q > 0) is chosen at random from the computational domain and

then a new state q is chosen from the Q possible states in the system. Before the new state

q was assigned the total energy of the system (Equation (3.9)) was Ei, after the state q was

changed, the total energy of the system can be di�erent (Ef ). The energy change is given by:

∆E = Ef − Ei. Next the standard Metropolis algorithm is used to perform the grain growth

step based in Boltzmann statistics. A random number between 0 and 1 is generated. The

transition probability (P ) is calculated using the following equation:

P (∆E) =

{
exp −∆E

kBT
if ∆E > 0

1 if ∆E ≤ 0
(3.12)

where kB is the Boltzmann constant and T is the temperature. If a random number R is lower

than P (∆E), then the new state q is accepted otherwise the original state is restored.

Other phisical phenomena such as the surface di�usion is considered by performing another

procedure, this time an empty grid site (q = −1) is chosen randomly, if this site has a neighbor

with a state q 6= 0, then the sites are temporarily exchanged. The exchange can lead to a

change of the total energy of the system. Again, the Metropolis algorithm is used and the

corresponding transition probability is computed by using Equation (3.9) 2. After generating

a random number R between 0 and 1, if R ≤ P the exchange is accepted otherwise the origial

states are restored.

By using similar methods, other physical phenomena are introduced into the Monte-Carlo

simulation. Time (t) is usually set in terms of Monte-Carlo Steps (MCS) such that 1 MSC

corresponds to N attempted exchanges or changes, where N is the total number of grid sites

of the computational domain.

Figure 3.2 shows the sintering of a set of about 20 particles of di�erent size at di�erent

time steps. The signi�cant feature of this result is the disappearance of some of the initially

2. The Boltzmann constant (kB) present in this equation can be di�erent for each physical phenomena,
therefore it is a parameter that has to be set.
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presented particles and the increase in the average size of the remaining particles.

Figure 3.2: Sintering of a set of particles at di�erent time steps. Using: kBT/J = 0.5,
KBT/%J = 1 and ws = 0.5 [Qiu et al. 2008].

The main drawback of this kind of approaches is related to the high number of parameters

that has to be set and very often comparisons with experimental results are required. Addi-

tionally, it is very complex to modify the parameters of the model in order to take into account

di�erent mechanical behaviors or di�erent materials.

3.2.2 Deterministic approaches

Within the deterministic approaches, it is possible to �nd the �nite element methods, �nite

di�erence methods, phase �eld methods, etc. Very often, those methods are used to simulate

the sintering of a set of particles by multiple di�usion mechanisms at the same time [Pan &

Cocks 1995, Chen 2002, Wakai & Brakke 2011]. Even if almost all approaches developed are

supposed to be used over an arbitrary number of particles, many of them are only used within

the framework of the sintering of two particles. Furthermore, most of them are limited to

simulations in 2D.

These numerical methods have been used to study the underlying physical phenomena

during the sintering process by many research team around the world. An early attempt to

simulate the sintering process by coupled surface and grain boundary di�usion at the particles

scale was presented by Bross and Exner [Bross & Exner 1979] in 1979. This work, based in the

model developed by Nichols [Nichols & Mullins 1965], uses the �nite di�erence method. The
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3.2. Numerical modeling of the sintering process

results obtained in [Bross & Exner 1979] opened the way toward the simulation of the sintering

of more complex powder compacts, and at the same time, greatly enhanced the understanding

of sintering processes. However, this model was limited to 2D simulations and to rather simple

geometries.

Until recently, the simulation of processes involving microstructural evolutions, such as

sintering and recrystallization, of large systems was not possible because of the computational

power limitations. Nowadays, the power of computers has signi�cantly increased and with

the development of parallel computing techniques, the simulation of this kind of problems is

becoming possible.

As an important remark, the chemical potential associated with the volume and grain

boundary di�usions is related to stress, speci�cally pressure p and normal stress σnn. However

most of the studies concerning the sintering simulation by either of those mechanisms do not

take into account the mechanical behavior of the particles. Instead, the stress is supposed to

evolve following a known distribution [Riedel et al. 1994, Wakai & Brakke 2011] which is then

used to compute the matter �ux. To the author's knowledge, there exists only one study where

the matter �ux is computed by explicitly taking into account the mechanical behavior of the

material [Djohari et al. 2009, Djohari & Derby 2009].

Some important works concerning the sintering simulations will be presented in the follow-

ing Sections.

3.2.2.1 Pan & Cocks model [Pan & Cocks 1995]

In that work, the surface and the grain boundary di�usions are coupled to study the mi-

crostructural evolution involving these two di�usion paths. A rigorous treatment of the conti-

nuity conditions at the junction between the surface and the grain boundary is presented. This

method has been successfully applied to simulate the microstructural evolution in 2D systems.

The computational domain is shown in Figure 3.3. Grain boundaries are assumed to be

formed by straight lines and the grains are supposed to be rigid. The matter �ux is modeled by

using the Fick law presented in Chapter 2 (Equations (2.22) and (2.26) for surface and grain

boundary di�usions, respectively).

The mass conservations at a triple point formed by two free surfaces and a grain boundary

(as in Figure 3.4) is written as a function of the grain boundary matter �ux jgb and matter

�uxes at the free surfaces js:

jgb = −(j+
s ) + (j−s ) (3.13)
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Chapter 3. Sintering modeling

Among all the kinematically admissible �elds jgb the true �eld makes the functional Π0

minimum [Pan & Cocks 1995, Pan et al. 1997].

Concerning the surface di�usion, since all the simulations performed were in 2D, the free

surface is discretized by using straight segments. From the coordinates of the nodes of the

surface and from Equation (3.16), the curvature on each node is computed. Next the matter

�ux and the associated velocity is computed in the same way.

The coupling between the grain boundary and the surface di�usion is established by using

the mass conservation at the triple points (Equation (3.13)). Figure 3.5 shows the evolution of

two particles during sintering.

Figure 3.5: Sintering of two cylinders of di�erent radii [Pan & Cocks 1995].

Several works using this approach have been presented by the team of J. Pan [Pan et al. 1997,

Pan et al. 1998, Kucherenko et al. 2000, Ch'ng & Pan 2004, Ch'ng & Pan 2005, Pan et al. 2005].

In [Pan et al. 1997], a fully �nite element formulation is used to solve the variational

principle presented in Equation (3.17). All the simulations are performed in 2D, therefore the

computational domain is discretized by using straight line elements. Concerning the surface

di�usion and in contrast with the �nite di�erences approach used in [Pan & Cocks 1995], a
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3.2. Numerical modeling of the sintering process

�nite element approach is used to compute the surface �ux and the induced velocity. In this

case, special elements are used to establish the junction between the free surfaces and the grain

boundary.

An enhancement to the coupled �nite element formulation presented in [Pan et al. 1997] is

developed in [Ch'ng & Pan 2004]. The main idea is to represent the structure by using classical

cubic spline elements. One of the advantages of this method is related to the smoothness of

the interface that is enforced in such a way that second order derivatives are continuous at any

point of the interface. This smoothness allows to reduce the high frequency oscillations of the

interface during their migration and focuses the numerical solution on the global evolution of

the microstructure.

3.2.2.2 Phase �eld model [Wang 2006]

When using �nite element methods or �nite di�erences methods within a Lagrangian con-

tinuum mechanics framework, the free surfaces of the system as well as the grain boundaries

are used to apply boundary conditions to the problem. This kind of approaches are very use-

ful when dealing with 2D problems and very often are used to validate the hypotheses made.

Nevertheless, it is very complicated to enhance that kind of models in order to deal with 3D

problems over complex geometries.

Alternative methods allowing to describe microstructural evolutions over complex geome-

tries have been developed. The phase �eld methods is among those alternative methods and

has been used by Wang in [Wang 2006] within the context of sintering simulation.

The phase �eld model uses several �eld functions (the so-called phase �elds) which corre-

spond to well-de�ned physical parameters such as the composition. In the case of the sintering

simulation, the �eld functions take speci�c values in each particle and change smoothly but

rapidly across the interfaces (the so-called di�use interfaces) [Wang 2006, Chen 2002]. Figure

3.6 shows a �eld function F , equal to F0 inside the particles and equal to 0 outside the particles.

The bottom of Figure 3.6 shows the evolution of the �eld function along the horizontal line

A−A shown in the top. As it can be seen, there is smooth transition of F across the interfaces.

The total free energy of the system is a functional of the �eld functions and the microstruc-

tural evolution is driven by the reduction of the total free energy. In [Wang 2006], a parameter

�eld ηi is de�ned to describe each particle, ηi is equal to 1 inside the ith particle and equal to 0

outside. An additional mass density �eld ρ is de�ned, this �eld allows to identify the particles

from the surrounding media.

The change in the structure is given by the mass conservation equation:
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Figure 3.6: Di�use interface of the �eld function F : on top a �eld function F is plotted
over a square domain and at bottom the value of the �eld function across the line A-A
is shown.

∂ρ

∂t
+∇ · (ρv) (3.18)

where v is the local instantaneous velocity. Let de�ne a mass �ux density p = ρv. The �ux

can be written as a sum of the contribution of two distinct processes:

p = p
dif

+ p
adv

(3.19)

where p
dif

and p
adv

are the di�usion and advection 3 �ux densities, respectively.

The advection �ux is supposed to be induced by a rigid body motion characterized by a

translation and a rotation of each particle. Those translations and rotations are computed in

such a way that the mass is conserved. All the details of its computations are presented in

[Wang 2006].

The di�usion �ux takes into account all the di�usion paths at the same time and is computed

as a function of a global chemical potential:

3. This kind of �ux path is considered in order to ensure the mass conservation, because if only the di�usion
paths are considered, the mass could, in some cases, not be conserved [Wang 2006, Wakai & Brakke 2011].
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p
dif

= −Dgl∇µgl = −Dgl∇
δF

δρ
(3.20)

where Dgl is the di�usion coe�cient function of the phase �elds ρ and ηi because its value

depends on the region of the solid being considered (surface, grain boundary, volume, etc.). F

is the total free energy of the system also computed by using the �eld functions ρ and ηi as

follows:

F =

∫
ω

(
f (ρ, {ηi}) +

1

2
βρ ‖ ∇ρ ‖2 +

∑
i

1

2
βη ‖ ∇ηi ‖2

)
dV (3.21)

where βρ and βη are constant coe�cients of the model, f (ρ, {ηi}) corresponds to the energy

associated with the volume and the last two terms correspond to the energy at the free surface

and the grain boundaries, respectively.

Equations (3.18) to (3.21) are solved by using a �nite di�erence method. Figure 3.7 shows

the evolution of a compact powder during sintering.

3.3 Conclusions

Sintering is a very complex process and several challenges should be handled in order to

simulate the sintering process at the particles scale. However, important developments have

been proposed and today it is possible to think about the simulation of the sintering of a

packing of particles in 3D.

The analytical models presented at the beginning of this chapter are limited to very simple

cases. Nevertheless, they represent the most useful way to validate the results of more complex

numerical approaches because it is still very complicated to use experimental setups to validate

those results. Furthermore, analytical models allow to study the kinetics of the process that is

mainly based on the driving force selected for a given sintering mechanism.

More complex approaches allowing to simulate the sintering of more complex particles packs

are usually limited to 2D and even if the numerical methods should work in 3D, none of them

are used to perform simulations of sintering over realistic sets of particles in 3D.

As it has been presented in Chapter 2, the chemical potential in volume and grain boundary

is computed as a function of the state of stress state of the particles. However, the mechanical

response of the material to the external loading and the surface tension acting on free surface

is usually neglected. A numerical approach taking into account the mechanical behavior of the

particles and allowing to perform simulations in 3D is to be developed.
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Chapter 3. Sintering modeling

Figure 3.7: Simulated microstructure evolution in a powder compact during sintering.
(a) initial green compact. (b-d) Typical snapshots of the simulated sintering process.
The highlighted area shows the removal of two pores and the subsequent grain boundary
migration [Wang 2006].
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3.4 Résumé en français :

Modélisation du frittage

Dans ce chapitre di�érents modèles numériques pour la simulation du frittage sont présentés.

Dans un premier temps, des modèles concernant le frittage de deux particules par un seul

mécanisme de di�usion sont discutés. Ces modèles sont très simples et la quantité d'information

qui peut être obtenue est très limitée. Néomoins, ils représentent un outil très puissant pour la

validation des approches plus complexes. Ces types de modèles, appelés modèles analytiques,

sont toujours présentés sous la forme d'une loi puissance qui permet de relier la taille du cou

formé entre deux particules au temps, donc en condition isotherme.

Au delà de ces modèles analytiques, un grand nombre de travaux concernant la simulation

du frittage à l'échelle des particules est disponible. Ces modèles sont classés en deux grandes

catégories, les modèles stochastiques et les modèles déterministes. Ici l'attention est portée sur

ces derniers. Les modèles déterministes peuvent aussi être classés en deux grandes catégories :

des approches Lagrangiennes et des approches Eulériennes. Di�érents travaux dans ces deux

catégories sont présentés, et il peut être constaté que les approches existantes ne permettent pas

de simuler le frittage à l'échelle des particules en 3D en tenant compte des di�érents mécanismes

de di�usion sur des empilements granulaires proches de la réalité.

Une approche permettant de simuler le frittage à l'échelle des particules en 3D avec la prise

en compte des di�érents mécanismes de di�usion ainsi que du comportement mécanique du

matériau sera donc présentée par la suite.
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The numerical simulation of processes involving strong topological changes is an important

�eld of research and di�erent approaches have been developed to cope with these processes.

Sintering, as it was presented in Chapter 3, is one of these processes and considering its si-

mulation at the particles scale, numerical approaches must handle this challenge. Considering

this, a classi�cation of the numerical methods can be made depending on the nature of the

computational grid for spatial discretization: (1) deformable grids and (2) �xed grids, where

an additional strategy is needed to describe the internal change in the structure.
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The use of deformable grids leads to an explicit description of the compact powder, and

therefore the boundary conditions at the surface of the particles can be represented in a more

accurate way. In counterpart, when representing the strong topological changes that can ap-

pear during the process, large deformations of the grid can occur. To deal with those large

deformations, complete re-meshing is required which is very complex from the computational

point of view and is usually quite expensive, especially for 3D problems. For those reasons, the

evolution of the structure will be handled by using a �xed grid.

The use of a �xed grid adds a second phase to the problem modeling because the sur-

rounding medium must be considered. In this way, the interface between the two phases (the

compact powder and the surrounding medium which in this case is the air) should be described

in a separate way. According to the method used to describe the interfaces, the numerical ap-

proaches can be divided into two di�erent categories. The �Front tracking� methods and the

�Front capturing� methods. Front tracking methods are based on a Lagrangian description of

the interface where some markers are used to locate and follow the interface over the time. On

the other hand, in front capturing methods the interface is implicitly represented by a phase

function discretized on the �xed grid. This phase function allows to identify to which phase a

given point belongs and the interface is de�ned by using the phase function.

In this chapter, some front tracking and front capturing methods are presented in Section

4.1 and 4.2, respectively. The choice of the Level-Set method is also supported in Section 4.2.

All the generalities of the Level-Set (LS) method are discussed in Section 4.3. The LS approach

used in this work is slightly di�erent from the classical LS method. The modi�ed LS approach

as well as a mesh adaptation strategy backed on this modi�ed LS approach are presented in

Section 4.4. Finally the conclusions of the chapter are discussed in Section 4.5.

4.1 Front tracking methods

Front tracking methods are based on the use of markers which make a Lagrangian descrip-

tion of the interface. The main advantage of this kind of approaches is the straightforward

interface de�nition. A high degree of accuracy can be achieved by extracting the interface

geometry with high-order polynomial interpolations [Popinet & Zaleski 1999, Coyajee 2007].

Nevertheless, as for deformable grids, front tracking methods require regular redistribution of

the markers on the interface to ensure a proper representation of the moving front. Within this

category the �Volume tracking� and the �Surface tracking� are the most common methods.
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4.2. Front capturing methods

tracking methods, because the interface is neither de�ned by markers or by the computational

grid. The most common numerical methods are the Volume-Of-Fluid (VOF) and the Level-Set

(LS) methods.

4.2.1 Volume-Of-Fluid method

The method was �rst introduced by Hirt and Nichols in 1981 [Hirt & Nichols 1981]. The

main idea behind this kind of methods is that a fractional volume or �color� function C is

de�ned. This function indicates the fraction of a mesh cell that is �lled with a particular

phase. In this case this color would represent the fraction of the mesh cell that is �lled. In

particular, VOF methods have been developed to solve the advection Equation (4.2) in such a

way that interfaces remain sharp [Rudman 1997]:

∂C

∂t
+∇ · (vC) = 0 (4.2)

Geometry of the interface can be reconstructed from the values of the color function C

and there are many schemes allowing to perform this interface reconstruction. Several recon-

struction schemes have been reviewed by Rider and Kothe in [Rider & Kothe 1998]. Here

only the most common schemes are presented: the �Simple Line Interface Calculation (SLIC)�

presented by Noh and Woodward [Noh & Woodward 1976], the �Hirt-Nichols� presented in

[Hirt & Nichols 1981] and the �Y-VOF� method presented by Youngs in [Youngs 1982]. A brief

description of each of those three schemes will be presented next.

SLIC: This method reconstructs the interface using straight lines in 2D or planes in 3D

aligned with one of the coordinate directions. In this algorithm a sweep direction is chosen and

only cell neighbors in the sweep direction are used to reconstruct the interface.

Hirt-Nichols: Like the SLIC method, the interface is reconstructed using straight lines

in 2D (planes in 3D) parallel to the coordinate directions. The di�erence is that the interface

is computed by considering a nine cells neighborhood.

Y-VOF: This method is more accurate than �rst presented previously, an orientation β

of a line segment (or the plane in 3D) is computed by using the gradient of the color function

∇C. Then the position of the interface on a given cell is computed in such a way that the

value of the color function does not change.

Figure 4.4 shows a schematic representation of di�erent interface reconstructions of the

actual geometry shown in Figure 4.4a. Figures 4.4b and 4.4c show the reconstruction obtained

by using SLIC method for x− and y−sweep directions, respectively. Figure 4.4d represents the
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interface con�guration obtained using Hirt-Nichols scheme and �nally Figure 4.4e shows the

interface obtained with the Y-VOF method.

a. Actual con�guration

b. SLIC (x) c. SLIC (y)

d. Hirt-Nichols e. Y-VOF

Figure 4.4: Schematic representation of interface reconstructions of the actual phase
con�guration shown in a. : (b., c.) SLIC (x- and y-sweep respectively); d. Hirt-Nichols'
VOF; e. Y-VOF method [Rudman 1997].

The main advantages of VOF approaches are related to the simplicity of the method and

the volume conservation capability. Considering its application to the sintering simulation at

the particles scale, the main drawback concerns the description of the interface which is not

reconstructed in a very accurate way. Also the computation of the curvature of the interface

and high order derivatives if the color function can be di�cult and, very often, introduces

numerical noise as the color function is constant within each cell.

4.2.2 Level-Set method

The Level-Set method was �rst introduced by Osher and Sethian in 1988 [Osher & Sethian 1988].

Initially the method was presented to study fronts propagating with curvature-dependent ve-

locity. Since its introduction it has been used in wide range of applications such as multiphase

�ow, Stefan problems, kinetic crystal growth, etc [Osher & Fedkiw 2001]. The main idea behind

the method is to represent the interface Γ as the zero iso-value of a smooth function φ(x, t):

Γ(t) = {x ∈ Rn, φ(x, t) = 0} (4.3)
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φ is usually computed as a signed distance function to the interface Γ (positive from one

side of the interface and negative from the other one). One of the main advantages of the

method is related to the ease of computation of geometrical quantities such as the curvature

and the normals. Additionally, it has been shown that the approach allows to treat problems

in 3D with ease and its implementation is simple [Peng et al. 1999, Osher & Fedkiw 2001].

The goal of the LS method is to represent the motion of an interface Γ under a velocity �eld

v which can depend on position, time, geometry of the interface, and external physical laws

[Osher & Fedkiw 2001]. Its main drawback is related to the volume conservation which can

not be ensured just by transporting φ (see Section 4.3 for further details).

4.2.3 Choice of the method

As it has been presented previously in Chapters 2 and 3, during the simulation of the

sintering process at the particles scale strong topological changes must be handled. Therefore

�xed grid methods are chosen because they are more likely to handle this kind of structural

evolution.

The di�usion phenomena play the main role on the structural evolution of the system. The

direct simulation of these phenomena require a very accurate interface representation as the

result highly depends on geometrical quantities such as the normal and, even more importantly,

the curvature. The curvature computation is very important for the computation of the matter

�ux by surface, volume and grain boundary di�usion, therefore the curvature computation is a

key point in the choice of the numerical method. Additionally, one of the goals of this work is

to carry out simulations in 3D, hence the numerical method must allow to perform simulations

in 2D and 3D with ease.

VOF approaches do not allow to have a precise description of the interface, moreover, it is

di�cult to have a good estimation of the curvature and the normals and 3D simulations seem to

be carry out. On the other hand, the Level-Set method allows to have an accurate description

of the interface and both curvature and normal can be directly computed with this approach.

For these reasons, the Level-Set methods represent a better option. A general introduction to

this method is presented in the next Section 4.3.

4.3 Classical Level-Set method

The classical Level-Set method will be discussed in the section. The level set function φ

will be presented in Section 4.3.1. The equations concerning the motion of φ are discussed in
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Section 4.3.3. The necessity of the reinitialization step as well as the equations used to perform

this operation will be presented in Section 4.3.4.

4.3.1 Level set function

Let Γ be the boundary of a bounded region ω ⊂ Rn which can deform along the time. At

each time t, the description of ω and its boundary Γ is done through a function φ : Rn×R+ → R
which has the following properties:

φ(x, t)


< 0 if x ∈ ω

> 0 if x /∈ ω

= 0 if x ∈ Γ

(4.4)

with x the point in Rn where φ is being evaluated and t is time.

In the classical LS method, the level set function φ is a smooth function given by Equation

(4.5).

φ(x, t) =


−dist(x,Γ) if x ∈ ω

dist(x,Γ) if x /∈ ω

0 if x ∈ Γ

(4.5)

where dist(x,Γ) is the Euclidean distance from the point x to the interface Γ. Contrary to

the color function used with a VOF-like method, the level set function φ is smooth: at least

continuous and with ‖ ∇φ ‖= 1 where this gradient exists. These properties allow the use of

continuous �nite elements for solving the transport equation (see Section 4.3.3), which represent

an advantage in terms of numerical developments. At this point, it should be noted that the

computation of the LS function for a given geometry is not a trivial problem, but this will be

further discussed later.

Figure 4.5 shows the LS function corresponding to a circle of radius R = 0.3 centered in

x = 0.5 and y = 0.5. The Z axis represents the value of φ.

4.3.2 Level-Set features

One of the main advantages of this method is its capability of computing some geometrical

quantities such as the curvature κ and the normal n. It is also possible to compute with ease

other functions that will be very useful regarding the sintering simulation. The outward normal
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Figure 4.5: LS function φ of a circle. The black line represents the zero iso-value of φ.

n and curvature κ can be computed by using Equations (4.6) and (4.7), respectively.

n =
∇φ
‖ ∇φ ‖

(4.6)

κ = ∇ · n (4.7)

As presented previously, when a front capturing method (e.g. the level method) is used, a

second phase is introduced into the problem modeling. In the case of the sintering simulation,

the computational domain Υ will be composed of two di�erent phases: the compact powder

and the surrounding medium. It is also possible to compute the Heaviside functions 1 H

corresponding to each phase (Hs for the compact powder and Hf for the surrounding medium):

Hs(φ) =

1 if φ ≤ 0

0 if φ > 0
; Hf = 1−Hs (4.8)

Those Heaviside functions H are used to compute a volume (3D problems) or surface (2D

problems) integrals over just a region of the computational domain Υ. For example the integral

1. Also known as characteristic functions.
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of the function p(x, t) over the solid phase (the compact powder) can be computed as follows:

∫
Υ
p(x, t)Hs(φ)dV (4.9)

note here, that the computational domain Υ contains both the compact powder and the sur-

rounding medium, but by introducing the heaviside function Hs into the integral, the above

integral corresponds to the integral of a function p(x, t) over the compact powder only.

4.3.3 Convection

As stated previously, the goal of the LS method is to represent the motion of an interface

Γ under a velocity �eld v. The motion of the interface Γ (de�ned by the zero iso-value of φ) is

given by the result of the advection equation:

∂φ

∂t
+ v · ∇φ = 0 (4.10a)

φ(x, t = 0) = φ0(x) (4.10b)

φ(x, t) = gin�ow if x ∈ ∂ω− (4.10c)

where Equation (4.10c) corresponds to the in�ow boundary. This equation sets the value of the

level set funtion φ over the in�ow boundary ∂ω− to be equal to ginflow. The in�ow boundary

is de�ned as: ∂ω− = {x ∈ ∂ω, v(x) · n < 0}.
When solving Equation (4.10) by the �nite element method, the convected quantity (φ)

remains smooth when using a distance function (Equation (4.5)). Furthermore, the smoothness

of the gradient is very important regarding the stability of the �nite element scheme used [Ville

et al. 2011].

The solution of Equation (4.10) does not ensure that the norm of the gradient of φ remains

equal to one: ‖ ∇φ ‖= 1 [Osher & Sethian 1988, Peng et al. 1999, Osher & Fedkiw 2001]. In

fact, according to the velocity v the LS function φ can become very �at or very steep at the

interface Γ. A procedure, usually called reinitialization, is used to reset the LS function φ to

be a signed distance function to Γ, this procedure will be presented in the next section.

4.3.4 Reinitialization

The reinitialization procedure can be described simply as the process of replacing the func-

tion φ(x, t) by another function φ̃(x, t) that has the same zero iso-value but behaves better.
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4.3. Classical Level-Set method

Then the new function φ̃(x, t) is used until the next round of reinitialization.

A way to �nd this new function φ̃(x, t) is to �nd the location of the interface Γ with some

interpolation technique and then compute a signed distance function out from the interpolation,

as presented in [Merriman et al. 1994]. Some drawbacks of this approach are related to the

computational cost and the noise that is introduced during the reinitialization that can have an

important impact on some geometrical quantities such as the curvature [Peng et al. 1999]. An

alternative strategy has been presented by Sussex et al. in [Sussman et al. 1994]. A Hamilton-

Jacobi equation is implemented to reconstruct the LS function from the zero iso-value of φ(x, t).

A virtual time τ is introduced:

∂φ̃

∂τ
+ sgn

(
φ̃0

)(
‖ ∇φ̃ ‖ −1

)
= 0 (4.11a)

φ̃ (x, 0) = φ̃0 (x) = φ (x, t) (4.11b)

where the signed function sgn(α) is de�ned below, but usually approached by ˆsgn(α):

sgn(α) =


1 if α > 0

−1 if α < 0

0 if α = 0

; ˆsgn(α) =
α√

α2 + ε2
(4.12)

where ε is a parameter related to the spatial discretization size.

For practical purposes Equation (4.11) can be rewritten as an advection equation and can

be solved by using the same numerical method used to solve Equation (4.10):

∂φ̃

∂τ
+ v r · ∇φ̃ = ˆsgn

(
φ̃0

)
(4.13a)

φ̃0 (x) = φ̃ (x, 0) = φ (x, t) (4.13b)

since ∇φ̃ · ∇φ̃ =‖ ∇φ̃ ‖2, the reinitialization velocity v r is given by:

v r = ˆsgn
(
φ̃0

) ∇φ̃
‖ ∇φ̃ ‖

(4.14)

In contrast with the transport Equation (4.10), there is no in�ow boundary condition. When

using the level-set method, the computational domain is usually given by a cube (3D) or a

square (2D) which contains the interface that is being tracked. In this case, the reinitialization
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velocity is always pointing out of the computational domain, and therefore the in�ow boundary

is empty: ∂ω− = ∅.
To summarize, the standard LS method resolution scheme is presented in Algorithm 1.

Algorithm 1 Classical LS method
t← 0
φ0(x, t = 0)← Equation (4.5) from a given geometry ω0 at t = 0
while t < tf do

v ← From physical phenomena, e.g. Equations (2.29), (2.30) and (2.32)
φ(x, t+ ∆t)← From Equation (4.10)
φ̃(x, τ)← From Equation (4.13) with φ̃0(x, τ = 0) = φ(x, t+ ∆t)
φ(x, t+ ∆t)← φ̃(x, τ)
t← t+ ∆t

end while

Equation (4.13) should be solved until the steady state is reached. When the steady state

is reached ∂φ̃/∂τ = 0 and therefore ‖ ∇φ̃ ‖= 1. The terms involving ˆsgn
(
φ̃0

)
are introduced

to ensure that the zero isovalue of φ̃ is exactly the same than φ (x, t).

An important point should be highlighted concerning the value of the physical velocity v.

Consider a point that is away from the interface xaway. The value level set function φ at this

point xaway changes after the transport is performed (Equation (4.10)) and, in the general

case, the level set function does not satisfy anymore the property of ‖ ∇φ ‖= 1, therefore

the reinitialization procedure has been performed. Then the value of φ at the point xaway is

replaced by the result obtained from the reinitialization procedure (Equation (4.13)). This

means that the value of the level set function at a point away from the interface (φ(xaway, t)) is

mainly set by the reinitialization velocity. Finally it can be conclude that the physical velocity

v is only required near to the interface.

In fact, the reinitialization procedure is an additional problem that should be solved which

leads to an increase of the computational time. For this reason an alternative procedure

allowing to perform both the convection and the reinitialization in a single step will be presented

in the next section.

4.4 Local level-Set approach and mesh adaptation strategy

One of the main drawbacks of the LS method is related to its computational cost. By

embedding the interface as the zero iso-value of a higher dimensional function, a one dimen-

sional interface problem is transformed into a two dimensional problem. In three dimensions,
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considerable computational labor is required per time step [Adalsteinsson & Sethian 1995].

Additionally, the reinitialization procedure is computationally expensive. For those reasons, in

this sections some numerical approaches aiming to reduce the computation time are presented.

4.4.1 Convective reinitialization

The main idea is to couple the reinitialization procedure with the convection step [Coupez 2006].

Let de�ne a parameter λ relating the virtual time τ and the real time t such that:

λ =
∂τ

∂t
(4.15)

Additionally, it is possible to write:

∂φ̃

∂t
=
∂φ̃

∂τ

∂τ

∂t
= λ

∂φ̃

∂τ
(4.16)

By replacing Equation (4.16) into the reinitialization Equation (4.13), the following expres-

sion can be found:

∂φ̃

∂t
+ λ v r · ∇φ̃ = λ ˆsgn

(
φ̃0

)
(4.17)

The previous Equation (4.17) corresponds to the reinitialization step over the real time.

Now if φ̃ is considered to evolve under the physical velocity v (Equation (4.10)) and the initial

condition of the reinitialization step establishes that φ̃(x, τ = 0) = φ(x, t), then Equation (4.17)

can be rewritten as the convection-reinitialization equation for φ:

∂φ

∂t
+ v · ∇φ+ λ v r · ∇φ = λ ˆsgn (φ) (4.18)

the term v · ∇φ comes from the fact that φ evolves within an Eulerian context.

Now, consider a time marching scheme of physical time step ∆t associated with the virtual

time step ∆τ evaluated as ‖ v r ‖ ∆τ ≈ h, with h being the element size. Since the gradient

reinitialization velocity v r (Equation (4.14)) is close to one: ‖ v r ‖≈ 1 then the parameter λ

will be chosen equal to h/∆t. Finally, the convected reinitialization equation can be written

as follows:
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∂φ

∂t
+ (v + λ v r) · ∇φ = λ ˆsgn (φ) (4.19a)

φ(x, t = 0) = φ0(x) (4.19b)

As stated previously, in practice the physical velocity v is only necessary over a region close

to the interface (the zero isovalue of the level set function φ) since it is responsible for the

motion of the interface. Away from the interface, the physical velocity v is no longer required

because the value of the level set function is controlled by the reinitialization velocity v r which

also ensures that the gradient of φ remains equal to one: ‖ ∇φ ‖= 1.

4.4.2 Local level set function

One of the drawbacks of the LS method stems from the required computational e�ort

[Adalsteinsson & Sethian 1995]. Considering that all the geometrical useful information (the

interface itself, the curvature and the normal) of the LS function is present in a narrow band

close to the interface, the advection of the LS function is not necessary over all the computa-

tional domain Υ. Furthermore, it could be the cause of numerical instabilities [Ville et al. 2011].

A way to reduce the computational cost and avoid numerical instabilities is to cut o� the LS

function at a thickness E using for example a sinusoidal �lter [Coupez 2006, Ville et al. 2011].

A sinusoidal �lter is applied to the LS function φ given by Equation (4.4) to obtain the

�ltered LS function φ̆(φ):

φ̆(φ) =


2E
π if φ > E

2E
π sin π

2Eφ if − E ≤ φ ≤ 0

−2E
π if φ < E

(4.20)

The advantage of using this function is that its derivative is continuous:

∂φ̆

∂φ
= cos

π

2E
φ (4.21)

and thus, the re-distanciation condition that has to be satis�ed is not any more ‖ ∇φ ‖= 1,

but:

‖ ∇φ̆ ‖=
√

1−
( π

2E
φ̆
)2

(4.22)

55



4.4. Local level-Set approach and mesh adaptation strategy

For simplicity, the notation φ will be used from now on instead of φ̆. By using this modi�ed

LS function, the reinitialization equation presented in Section 4.3.4 must be also modi�ed.

As a result the convective-reinitialization Equation (4.19) is transformed into the following

expression:

∂φ

∂t
+ (v + λ v r) · ∇φ = λ ˆsgn (φ)

√
1−

( π

2E
φ
)2

(4.23a)

φ(x, t = 0) = φ0(x) (4.23b)

It is important to highlight that Equation (4.23) is non-linear as the reinitialization velocity

v r is a function of the LS function φ and the right hand side term also depends on φ. But it is

linearized by computing v r at the previous time step. This linearization is valid as the goal of

the convection-reinitialization step is to perform the advection of the LS function φ under the

physical velocity v, while keeping the smoothness of φ. However, the time step must remain

small in order to ensure the numerical stability of the method. Fortunately, this condition is

often satis�ed because the time step needed to compute the physical velocity is small enough

to guarantee the stability of the convection-reinitialization step [Ville et al. 2011].

The sinusoidal �lter applied in Equation (4.20) is not the only �lter that can be used. In

fact, there are several �lters that can be used. For example a hyperbolic tangent �lter can be

used and in this case the �lter would be given by:

φ̆(φ) = E tanh
φ

E
(4.24)

It is important to recall that the reinitialization equation (4.13) has to be modi�ed in

order take into account that the value of the level set �ltered function gradient ∇φ̆ is di�erent

according the �lter used. As a consequence, the convective-reinitialization equation (4.19) also

has to be modi�ed. Figure 4.6 shows a comparison between a sinusoidal �lter (Equation (4.20))

and a hyperbolic tangent �lter (Equation (4.24)). The value of the thickness E is 0.1 for both

�lters.

4.4.3 Finite element discretization

The computational domain Υ is discretized by using an unstructured mesh Th(Υ) built up

of simplex elements K (triangles in 2D and tetrahedra in 3D). The discretized domain is given

by Υh:

56



Chapter 4. Numerical strategy

Figure 4.6: Two di�erent �lters of the signed distance level set funcion φ over a thickness
E = 0.1. The blue dotted line corresponds to a sinusoidal �lter (Equation (4.20)) and
the red dashed line corresponds to a hyperbolic tangent �lter (Equation (4.24))

Ῡh =
⋃

K∈Th(Υ)

K (4.25)

Within a �nite element context Equation (4.23) is solved by using the following Galerkin

weak formulation:

∫
ΥK

∂φh
∂t

whdV +

∫
ΥK

(vh + λ vh r) · ∇φhwhdV =

∫
ΥK

λ ˆsgn (φh)

√
1−

( π

2E
φh

)2
whdV

φh(x, t = 0) = φ0(x)

(4.26)

where w is the weighting function, the level set function φ and the physical velocity v are

approximated by wh, φh and vh, respectively, using continuous and piecewise linear functions

belonging to the functional space de�ned as:

Wh = {wh ∈ C0(Υh), wh ∈ P1(K), ∀K ∈ Th(Υ)} (4.27)

where C0 is the espace of continuous over Υh.

The �nite element method uses a spatial discretization and a weighted residual formulation

to establish an algebraic form of the set of partial di�erential equations. The solution of the
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problem is an approximation of solution of the original boundary value problem. In the Galerkin

formulation, which very often used, the weighting and interpolation functions are from the same

class of functions. When dealing with problems involving convection, the matrix associated

with the convection term is non-symmetric which often leads to numerical oscillations of the

solution (See [Brooks & Hughes 1982] and [Hughes 1987] for further information).

A way to avoid those numerical oscillations of the solution is to use a stabilization technique.

A well known stabilization technique is the �Streamline Upwind/Petrov-Galerkin� (SUPG)

method, presented in 1982 by Brooks and Hughes [Brooks & Hughes 1982]. The main idea

is to add a di�usion term acting along the direction of the convection velocity v. This is

achieved by choosing the weighting functions in a functional space di�erent from the one of the

shape functions (Petrov-Galerkin method). The stabilization is performed by using the SUPG

method and the weighting function w̃h is given by:

w̃h = {w̃h, w̃h|K = wh + τSUPG v · ∇w h, ∀K ∈ Th(Υ)} (4.28)

where the coe�cient τSUPG is given by [Ville et al. 2011]:

τSUPG =
1

M |v · ∇w h|
' 1

2

hK
‖ v ‖

(4.29)

where M is the number of nodes per element (M = n + 1 in Rn), | • | is the absolute value

operator and hK is the element size.

The weak formulation presented in Equation (4.26) is stabilized by using the SUPG method

and the formulation obtained is by replacing the weighting function wh by w̃h as de�ned in

Equation (4.28):

∫
ΥK

∂φh
∂t

(wh + τSUPG(vh + λvh r) · ∇wh)︸ ︷︷ ︸
SUPG stabilization

dV+

∫
ΥK

(vh + λ vh r) · ∇φh (wh + τSUPG(vh + λvh r) · ∇wh)︸ ︷︷ ︸
SUPG stabilization

dV =

∫
ΥK

λ ˆsgn (φh)

√
1−

( π

2E
φh

)2
(wh + τSUPG(vh + λvh r) · ∇wh)︸ ︷︷ ︸

SUPG stabilization

dV

φh(x, t = 0) = φ0(x)

(4.30)

It is important to highlight that a validation of the method and its implementation in the
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�nite element library CimLib® [Digonnet et al. 2007] has been performed by Ville et al. in

[Ville et al. 2011]. In that work, several benchmark problems were considered, including the

advection of a circle in 2D and a sphere in 3D, the Zalesak's problem in 2D and 3D, and

multiple applications to the jet buckling problem also in 2D and 3D.

4.4.4 Mesh adaptation strategy

The LS approach presented in Sections 4.4.1 and 4.4.2 should be combined with an appro-

priate mesh adaptation strategy in order to have a better description of the interface Γ. In this

work an anisotropic mesh adaptation is used. This strategy has been developed by the team

of Coupez [Mesri et al. 2008]. The idea is to create a mesh with di�erent element sizes in each

spatial direction.

Very often, discontinuities must be handled across the interface: di�erent mechanical prop-

erties, di�erent mechanical behaviors, normal stress discontinuities, etc. Regarding those dis-

continuities, a way to cope with those problems is to solve them by using an adapted mesh

in such a way that an error estimation is minimized. The mesh adaptation is performed by

re�ning and coarsening the mesh based on a metric which is a positive de�ned tensor of order n

in Rn. This metric speci�es the stretching in the space directions and is computed by using a

posteriori error estimation. The error estimation is based on the Hessian (second-order spatial

derivatives) of a given �eld. This mesh adaptation strategy allows to capture discontinuities in

a more accurate way while keeping a -rather- reasonable number of nodes and elements [Mesri

et al. 2008].

In the present work the �ltered LS function (Equation (4.20)) is chosen to compute the

metric used for the mesh adaptation. In fact, by using the �ltered LS function for the com-

putation of the metric (error estimation), the obtained mesh is adapted with respect to the

geometry of the interface, allowing to describe the interface in a very precise way. Furthermore,

the framework for the treatment of the discontinuities for mechanical properties and normal

stress (due to the surface tension) is set.

As an example, consider two particles connected with a neck, embedded in a computational

square domain of side 1 in 2D. The radius R of both particles is equal to 0.2 and the neck radius

between them to 10% of R: r = 0.1R. The particles are centered respectively in c1 = [0.3 , 0.5]′

and c2 = [0.7 , 0.5]′. This geometry is shown in Figure 4.7a.

The classical LS function is initialized from Equation (4.5) and is shown in Figure 4.7b

along with the initial mesh. The solid black line corresponds to the zero iso-value of the LS

function and the other iso-values shown allow to see how the classical LS function changes over
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all the computational domain. Then, the classical LS function is �ltered by using Equation

(4.20) with E = 0.01 and it is shown in Figure 4.7c. As previously, the black line corresponds

to the zero iso-value, but this time all the other iso-values are packed together near to the

interface (narrow band of width 2E = 0.02). It is important to highlight, that the interface

is not modi�ed when the �lter is applied. The mesh adaptation strategy presented is applied

using the �ltered LS function to compute the metric. From this metric the mesh is adapted

and the result can be seen in 4.7e. Finally, a close-up of the inter-particular region is shown in

Figures 4.7d and 4.7f.

The initial mesh is made up of 19,800 triangles and the adapted mesh has 17,654 triangles.

Even if the adapted mesh has less elements than the initial one, from Figures 4.7d and 4.7f

it is clear that the interface representation is much more smooth when the LS function is

interpolated over the adapted mesh. This more precise representation is obtained because

the element size near to the interface on the adapted mesh is about hK ≈ 0.001 compared

to hK = 0.006 on the initial mesh. If an isotropic mesh was to be built with the equivalent

element size of the adapted mesh, it would have about one million of elements. Even if the

remeshing process may take an important amount of time, it will be shown later that the total

computational time is reduced by using mesh adaptation.
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4.5 Conclusions

Di�erent numerical strategies allowing to deal with problems involving topological changes

have been presented. Among those numerical strategies, �xed grids are more suitable to be

used for the sintering simulation at the particles scale. Within the �xed grids approaches, the

LS method and multiple VOF techniques were considered. Eventually, the LS method has been

chosen over the VOF approaches due to its capability of handling strong topological changes

while having a good description of the interface. Also, the computation of some geometrical

quantities is easier within a LS context. The main drawback of the LS approach is related to

its computational cost, therefore some strategies allowing to reduce the computational time

were presented.

First, a modi�ed LS approach, which allows to couple the convection to the reinitialization

step, is used. Furthermore, a �ltered LS functions is used instead of a classical distance signed

function which avoids unnecessary convection of the LS function away from the interface.

Secondly, a mesh adaptation strategy is combined in order to have a good accuracy of the

solution while keeping a reduced number of nodes.

In the next chapter, the simulation of sintering at the particles scale by surface di�usion is

presented.
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4.6 Résumé en français :

Stratégie numérique

Le manque d'outil numérique capable de traiter le frittage par di�érents mécanismes de

di�usion, sur des géométries complexes et avec des forts changements topologiques en 2D et

3D est évident. Pour cette raison, di�érentes stratégies numériques permettant de pallier à ce

problème ont été présentées. Parmi ces stratégies numériques, les approches avec des domaines

�xes (approches Eulériennes) se sont avérées plus appropriées pour la simulation du frittage

à l'échelle des particules. La méthode Level-Set permet de traiter des problèmes avec de forts

changements topologiques et fournit une très bonne description de la surface des particules.

Additionnellement, cette méthode permet de calculer certaines quantités telles que la normale

et la courbure d'une interface.

L'interface entre les particules et le milieu environnant est donc représentée par l'isovaleur

zéro de la fonction Level-Set. Cette interface, qui représente la surface des particules, évolue

sous l'e�et d'un champ de vitesses induit par les di�érents chemins de di�usion. Le transport

de cette fonction level-set sous l'e�et du champ de vitesses peut mener à la perte de cer-

taines propriétés liées au calcul des propriétés géométriques. A�n de récupérer ces propriétés,

une procédure appelée réinitialisation est utilisée. Cette méthode est coûteuse du point de

vue computationnel. Plusieurs méthodes pour réduire le temps de calcul ont donc été testées

(réinitialisation convective, fonction level-set �ltrée, adaptation de maillage, etc)
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In this chapter the numerical strategy developed to simulate sintering by surface di�usion

is presented and validated. It is important to highlight that, in this chapter, only the surface

di�usion will be taken into account. The particles are considered to be spheres and are set

to be tangent at the beginning of the simulation. Furthermore, no grain-boundary between

the particles is considered. The �nal results and the numerical framework have already been

published in [Bruchon et al. 2010] and [Bruchon et al. 2011].

The level-set method will be used, therefore it is necessary to initialize the level-set function

on every node of the mesh. The algorithm used for the initialization of the level-set function is

presented in Section 5.1. Starting from the level-set function obtained with this algorithm, the

strategy for surface di�usion is described in Section 5.2. Then di�erent benchmark cases are

considered to validate the numerical approach and some simulation of sintering are presented

in Section 5.3. Finally the conclusions of this chapter are presented in Section 5.4.
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5.1 Initial geometry

The �rst step toward the simulation of the sintering process at the particles scale consists

in the de�nition of the initial geometry of the compact powder. One of the main advantages

of level-set approaches is related to its capacity to deal with complex geometries. However the

initial step can be tricky as the level-set function must be initialized over each node of the

mesh and this initialization can be di�cult if the geometry is very complex.

According to the mechanical properties of the powder and the shaping method used, the

particles can whether or not be considered to remain spherical. The deformation induced

into the ceramic particles during the shaping step is very low because of their high sti�ness.

Therefore it seems to be safe to state that the particles remain spherical after the shaping

step. The fact of considering the particles to remain spherical simplify the task of the level-set

function initialization.

5.1.1 Two particles

One of the main tools used to validate the numerical simulation of sintering at this scale

consists in performing sintering simulations between two particles of the same radius. The

growth of the neck between the particles is then compared with the analytical expressions

previously presented in Section 3.1.

As a simple example, the level-set value function on a node of coordinates x corresponding

to two tangent spheres of radius R and centered at C1 and C2 can be computed with ease as

follows:

φ(x) = min
i

[
‖ x− Ci ‖ −R

]
For i = 1, 2 (5.1)

The level-set function obtained by using Equation (5.1) is next �ltered by using Equation

(4.20) to reduce the computation cost (�ltered level-set as presented in the previous Chapter

4). Figure 5.1 shows a level-set function obtained by using Equation (5.1) with C1 = [0.3 , 0.5]′,

C2 = [0.7 , 0.5]′ and R = 0.2.

It is important to say that the level-set function can be ill-de�ned close to the contact point

between the two particles as it can be seen in the close-up zoom in Figure 5.1. This problem

comes from the interpolation of the level-set function. Near to the contact point, when the

distance between the surfaces of the two particle is close to the element size h, the interpolation

is not accurate. In fact, even if the element size is reduced, the problem will not be solved

since the contact point is a singularity and can not be properly caught by re�ning the mesh.
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Figure 5.1: Level-set function φ computed as a signed distance function using Equation
(5.1) over a non structured mesh with element size h = 0.005.

As it will be shown in Section 5.3.2, this singularity does not represent a problem regarding

the simulation of sintering by surface di�usion. However, it can indeed become a problem

regarding the volume di�usion path, because the mechanical problem (Chapter 6) is very

sensitive to slight variations of the curvature.

A way to overcome this problem consists in creating a neck of radius r between the particles

as shown in Figure 5.2. In this case the initialization of the level-set function is di�erent and

is presented in Equation (5.2).

φ(x) =

mini
[
‖ x− Ci ‖ −Ri

]
For i = 1, 2 ; if x /∈ Region A

mini
[
r− ‖ x−Ni ‖

]
For i = 1, 2 ; if x ∈ Region A

(5.2)

where N1 and N2 are the centers of the neck that can be easily computed as a function of

the neck radius r, the particles radii R1 and R2 and the particles centers C1 and C2. Finally

the �Region A� corresponds to the quadrilateral de�ned by the points {C1, N2, C2, N1}. Figure
5.2a shows a diagram of two particles with a neck and the shaded region corresponds to the

�Region A�.

It is important to recall that the neck is added in order to remove the singularity at the

contact point between two particles, therefore the value of r should be high enough to remove

the singularity but low enough to avoid any strong change in the initial geometry. Considering
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5.1.2 Multiple particles

Within the level-set context presented in this work, the computational domain Υ is given by

a square (2D) or a cube (3D) where the powder packing is contained. The packing of spheres or

circles of di�erent sizes is a research �eld itself and many works can be found in literature [Han

et al. 2005, Siiriä & Yliruusi 2007, Jerier et al. 2010, Al-Raoush & Alsaleh 2007, Hitti 2011, Hitti

et al. 2011]. For this reason the methods used to generate a powder packing will not be described

in detail here.

In this work the developments presented by Hitti et al. in [Hitti 2011, Hitti et al. 2011]

will be used to generate a set of M particles. The particles are generated in such a way

that the particles radii follow a given distribution which is chosen according to the powder

size distribution. The set of particles consists in a set of centers and radii:
[
Ci , Ri

]
for

i = 1, 2, ...M . Figure 5.3 shows a set of 2031 particles packed in a cube of unit size.

Figure 5.3: A set of 2031 spheres in a unit cube modelling a 3D powder [Hitti 2011].

Given a set of particles, the corresponding level set function has to be initialized. As the

particles are set initially to be tangent, the ith particle will have N i neighbor particles. As in

the previous Section 5.1.1, a singularity appears on each contact point between two particles,

therefore the ith particle will have N i singularities that should be regularized. Then there are

N i necks that will be created on the ith particle following the corrections previously proposed.

This time the initialization of the level-set function is slightly more complicated, but it can

still be performed by using Equation (5.2). In this case the procedure to compute the value of

the level-set function φ(x) at a node of coordinates x is presented in Algorithm 2.
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Algorithm 2 Initialization of the level-set function at a node of coordinates x for a set of M
particles given by

[
Ci , Ri

]
. N i is the number of neighbors (also called coordination number)

of the ith particle.

for j = 1→M do
φj(x) =‖ x− Cj ‖ −Rj
for k = 1→ N i do

φk(x)← From Equation (5.2) with r = h and i = j, k.
if φk < φj then

φj ← φk
end if

end for
end for
φ(x) = minj [φj(x)] j = 1, 2, ...M

5.2 Surface di�usion within a Level-Set context

As it has been presented previously in Chapter 2, the surface di�usion can be modeled by

using the Fick 's �rst law which relates the matter �ux to the surface gradient of the curvature

(Equation (2.22)):

js = −Dsγsv
kT

∇sκ (5.3)

The surface gradient operator ∇s is the tangent component of the classical gradient and is

de�ned as a function of the normal n. In this work, the normal n corresponds to the outward

normal to the surface Γ:

∇sκ = ∇κ− (∇κ · n)n

For simplicity the projection tensor P will be introduced:

P = I − n⊗ n (5.4)

where I is the identity tensor of order n in Rn and ⊗ is the tensorial product operator. By

using the projection operator, the curvature surface gradient can be written as follows:

∇sκ = P · ∇κ (5.5)

At this point it is important to highlight that the accuracy of the numerical approach

highly depends on the good approximation of the projection operator P. Fortunately, as it will
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be shown later, the chosen level-set approach allows to obtain a good approximation of this

operator [Bruchon et al. 2011].

The matter �ux given by Equation (5.3) induces a normal velocity that is given by the

surface divergence of the matter �ux (Equation (2.29)):

vs = vsn =
(
−Ω∇ · js

)
n ⇒ vs =

DsγsvΩ

kT
∆sκ (5.6)

where ∆s is the surface Laplacian operator, which can be seen as the classical Laplacian

operator but computed along the surface of the particles. This operator is also called the

Laplace-Beltrami's operator.

Another key point is related to the volume conservation. Since each particle is considered

to fully dense and there is no chemical reactions during the sintering process then the density

of the material remains constant and as the mass of the compact powder is also constant, the

volume of the solid phase must be conserved throughout the whole simulation. This volume

conservation is not systematically guaranteed by the direct simulation of the di�usion paths.

For example in the case of the grain-boundary di�usion, a change of the total volume of the

particles is induced by this di�usion path, therefore a rigid body velocity is added in order to

ensure the volume conservation [Pan et al. 1997, Kucherenko et al. 2000, Wakai & Brakke 2011].

This will be discussed later in Chapter 7.

However in the particular case of the surface di�usion, the velocity induced by this mecha-

nism leads to volume conservation. Indeed, a way to validate a numerical approach of surface

di�usion consists in measuring the variation of the volume of the powder compact. Further-

more, the stability of this problem has been studied from the mathematical point of view (see

[Berno� et al. 1998, Escher et al. 1998]).

From the previous Equations (5.2) and (5.6), it is clear that the normal n and the curvature

κ are very important considering the simulation of sintering by surface di�usion. By using the

expressions presented in Chapter 4, the normal and the curvature can be computed as functions

of φ:

nφ =
∇φ
‖ ∇φ ‖

(5.7)

κφ = ∇ ·
∇φ
‖ ∇φ ‖

(5.8)
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Both curvature and normal are some geometrical quantities related to the surface of the

particles ({φ = 0}). But within a level-set context, κ and n are de�ned over all the computa-

tional domain Υ as the level-set function φ is also de�ned over Υ. However, κ and n vanish

outside the narrow band [−E , E] when the local level-set approach presented in Section 4.4.2

is used. Within a level-set context, the surface di�usion velocity can be rewritten as follows:

vs = vs
∇φ
‖ ∇φ ‖

(5.9)

and

vs = A0
1

‖ ∇φ ‖
∇ ·
(
‖ ∇φ ‖ Pφ · ∇κφ

)
(5.10)

with A0 = Dsγsv/kT a characteristic parameter of the di�usion mechanism and the projection

operator within the level-set context Pφ given by:

Pφ = I −
∇φ
‖ ∇φ ‖

⊗
∇φ
‖ ∇φ ‖

(5.11)

The velocity obtained from Equations (5.9) and (5.10) corresponds to the surface di�usion

velocity in the vicinity of the surface of the particles ({φ = 0}).
The spatial discretization presented in the previous Chapter 4 is used. The computational

domain Υ ⊂ Rn is discretized by a simplex mesh Th(Υ). In this way, variables φ, κ and

vs are approximated by φh, κh and vsh, respectively, chosen to be continuous and piecewise

linear over Υ. In the same way a temporal discretization of the time interval [0, tf ] is used

0 = t0 < t1 < t2 < ... < tf . in the following, a variable Y evaluated at the time t is denoted

Y t.

5.2.1 Explicit formulation

At �rst glance it seems that numerical implementation of the surface di�usion mechanism

within the level-set context is straightforward. By using the level-set function φh, it is possible

to compute the curvature κh, and then from this curvature, a normal velocity vsh could be

deduced. However some di�culties must be handled:

� The velocity vsh depends on the fourth spatial derivative of the level-set function φh

which is piecewise linear. This means that the gradient ∇φh is piecewise constant and

∇(n)φh ≡ 0 for n ≥ 2. Therefore Equations (5.8) and (5.10) must be considered in a

week sense to be properly handled (see [Bänsch et al. 2005, Burger et al. 2007]).
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� The non linear coupling between the level-set function φ, the curvature κ and the surface

di�usion velocity vs.

This work aims at simulating sintering process by considering the three main di�usion paths

(surface, volume and grain-boundary di�usions). For this reason it is necessary to develop a

strategy that allows to take into account the contributions of the di�erent di�usion mechanisms.

Considering the surface di�usion mechanism, the surface di�usion velocity is computed in an

explicit way in the transport of the level-set function (Equation (4.10)):

∂φ

∂t
+ vsh · ∇φ = 0

this means that φt+∆t
h is computed by solving Equation (4.10) with the velocity vsh

t evaluated

at time t corresponding to φth.

As a �rst approach, Equations (4.10) (level-set transport), (5.7) (normal), (5.8) (curvature)

and (5.10) (surface di�usion velocity) are solved successively in an explicit way. In order to

avoid some oscillation of the computation of κh and vsh, an elliptic regularization is used (see

[Miller 1997]). In this regularization, the terms εκ∆κ and εvs∆v
s are respectively added to the

left hand side of Equations (5.8) and (5.10) where εκ and εvs are two regularization parameters.

The regularized weak form of the surface �ux (Equation (5.3)) writes as:

∫
Υ
κthψhdV + εκ

∫
Υ
∇κth · ∇ψhdV = −

∫
Υ

∇φth
‖ ∇φth ‖

· ∇ψhdV (5.12)

for any continuous test function ψh piecewise linear on Υ. The e�ect of the regularization

parameter εκ is shown in Figure 5.4. In this example φth is computed as the �ltered signed

distance function to a circle of radius R = 0.2. The curvature obtained by using Equation (5.12)

is de�ned over all the computational domain Υ and should be equal to the circle curvature

κth = 1/R = 5 near to the surface of the circle {φth = 0}. When no regularization is considered

(εκ = 0) the iso-value {κth = 5} is scattered over a wide band around the interface, as shown

in Figure 5.4a. However if a small regularization parameter is considered, then the iso-value

{κth = 5} is superimposed with the surface of the circle ({φth = 0}), as it can be seen in Figure

5.4b. An additional circle of the iso-value {κth = 5} can be seen inside the circle. This second

iso-value is a result of the discontinuity of the second order derivative of the level-set function

φth that comes from the �ltering step. However, this discontinuity appears far from the interface

and therefore does not represent a problem.

The regularization term added for the computation of the curvature allows to improve its

computation. However this curvature should be used again to compute the surface di�usion
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di�cult to tune, therefore another formulation will be presented in the next Section 5.2.2 to

avoid those complications.

5.2.2 Mixed κ/∆sκ formulation

Assuming that the level-set function φth is known at time t, the idea consists in building a

coupled system where the unknowns are the curvature κth and the velocity vsh
t. From Equation

(5.6), the velocity vsh
t is equal to A0∆sκ

t
h, then this is equivalent to write a mixed formulation

κth/∆sκ
t
h.

In order to introduce an implicit regularization, a �rst-order Taylor's expansion is considered

at intermediate time t < t+ 1/2 < t+ ∆t:

φ
t+ 1

2
h ≡ φth +

∂φth
∂t

∆t = φt+∆t
h +O (∆t)

hence, φ
t+ 1

2
h is the �rst-order approximation of φt+∆t

h . Since the level-set function is solution of

the transport Equation (4.10), ∂φth/∂t = −vsh
t · ∇φth, the previous expression can be rewritten

as follows:

φ
t+ 1

2
h = φth − vsh

t · ∇φth ∆t

Finally by replacing teh surface velocity (Equation (5.9)), the following expression can be

found:

φ
t+ 1

2
h = φth − vsh

t ‖ ∇φth ‖ ∆t (5.13)

The coupled system κth/∆sκ
t
h can be now constructed by considering φt+

1
2 instead of φth

in the curvature expression (Equation (5.8)). Since φth is supposed to be known at time t, the

coupled system can be written as follows:

κth +∇ ·
(

∆t

B
∇vsh

t

)
= ∇ ·

(
1

B
∇φth

)
(5.14a)

vsh
t ‖ ∇φth ‖ −A0∇ ·

(
‖ ∇φth ‖ Pφth · ∇κ

t
h

)
= 0 (5.14b)

the term denoted B corresponds to ‖ ∇φt+
1
2

h ‖. However, to avoid dealing with non-linearities,

the computations presented in this work are performed by computing asB =‖ ∇φth−∆t∇vsh
t−∆t ‖.
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An important point should be highlighted, since φth is a distance function near the surface

({φth = 0}) then ‖ ∇φth ‖ is approximatively equal to 1 near to the surface. This is why ‖ ∇φth ‖
does not appear in the second term 2 on Equation (5.14a).

The key point of this approach is that using φ
t+ 1

2
h instead of φth to compute the curvature

introduces an additional term in the left-hand side of Equation (5.14a). This additional coupling

term κ/vs is equivalent to a regularization term ∆vs with the regularization parameter equal

to ∆t/B. In this way, only one regularization term is necessary to compute the curvature and

the surface di�usion velocity, in contrast with the explicit approach where two regularization

parameters were needed. Furthermore, the value of this parameter appears naturally and is

directly related with the time step.

The mixed formulation (5.14) shows strong similarities with the one developed by Bänsch

et al. within the context of a Lagrangian description of the particles in [Bänsch et al. 2005].

The stability of this formulation (5.14) will not be proven strictly in this work, but numerical

experiments demonstrate a very good behavior (see numerical result in Section 5.3).

The mixed formulation (5.14) is solved within a �nite element framework. As previously,

the computational domain Υ is discretized by a simplex mesh Th(Υ), and variables φth, κ
t
h and

vsh
t are chosen to belong to a space of piecewise linear continuous functions, denoted Vh. The

mixed weak formulation of (5.14) consists in �nding (κth, v
s
h
t) ∈ (Vh × Vh) solution of:∫

Υ
κthψhdV −∆t

∫
Υ

1

B
∇vsh

t · ∇ψhdV = −
∫

Υ

1

B
∇φth · ∇ψhdV∫

Υ
‖ ∇φth ‖ vsh

tψhdV +

∫
Υ
A0 ‖ ∇φth ‖

(
Pφth · ∇κ

t
h

)
· ∇ψhdV = 0

(5.15)

for any ψh ∈ Vh. Note that only one single type of weighting functions ψh is used for both

equations, curvature and velocity, as κth and vsh
t belong to the same functional space Vh. Fur-

thermore, the previous weak formulation does not require any Dirichlet's boundary condition:

since φth is constant near the boundary of the computational domain ∂Υ, κth and vsh
t, which

depend on its derivatives, vanish over ∂Υ.

5.2.3 Surface di�usion time stepping algorithm

Algorithm 3 presents the procedure used to perform the simulation by surface di�usion.

It is important to notice that the initial mesh adaptation and the remeshing step are

performed by using the method described in Section 4.4.4 . After each remeshing step, the

level-set function φth is projected from the �old� mesh onto the new one by P1 interpolation

2. It will be shown later that this term is only a regularization term.

76



Chapter 5. Sintering by surface di�usion

Algorithm 3 Time stepping algorithm for the surface di�usion strategy developed.

φth ← From Algorithm 2 for a given geometry at t = 0.
Th(Υ): Initial mesh adaptation by using φth at t = 0
for t = 0→ (tf −∆t) with φth known at t do

vsh
t ←Solution of the system (5.15)

vsh
t ←From Equation (5.9)

φt+∆t
h ←From the resolution of the convective-reinitialization Equation (4.19)
t← t+ ∆t
Th(Υ)←Remeshing step every frem time steps.

end for
φ
tf
h � Output of the simulation at t = tf .

(see [Ville et al. 2011] for further details). The e�ect of this projection will be analyzed in

Section 5.3.1.

5.3 Numerical results

As presented in the previous Section 5.2.3, the mesh adaptation strategy introduced in Sec-

tion 4.4.4 is used. Therefore, before performing any simulation of surface di�usion, a simulation

proposed in [Chopp & Sethian 1999] will be used to see the impact of the mesh adaptation

and the remeshing steps on a evolution by surface di�usion of a given geometry. Figure 5.6

shows a star shape �owing under Laplacian of curvature driving force. In this example, the

star shape is composed of 3 ellipses with a ratio between the major and minor axes equal to 10.

Parameter A0 gathering the di�usion physical characteristics (Equation (5.10)) is taken equal

to 2 ·10−3, while the time step for this calculation is ∆t = 5 ·10−4. The shape becomes roughly

circular within 5000 iterations (Figure 5.6d). Hence, two di�erent simulations are compared,

the �rst one (dashed-line in Figure 5.6) has been obtained by using an unstructured mesh with

a uniform element size h = 6.25·10−3 without any remeshing step; the second simulation (black

solid-line in Figure 5.6) uses the mesh adaptation strategy described in Section 4.4.4 with a

minimal element size of hmin = 6.25 · 10−3 and a maximal element size hmax = 8.0 · 10−2. The

remeshing step is applied with a frequency of three time steps (which is a very high remeshing

frequency considering this problem). The evolution of the star shape is shown to be similar in

both cases. Hence, perturbation in the free surface evolution due to the remeshing steps, seems

to be acceptable. In fact, the remeshing step works well when considering adaptation with

respect to the distance function, because this function can be assumed to be nearly linear in

the vicinity of the free surface (if this last one is smooth enough). In this case, P1 interpolation
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meshes have been used (80×80, 160×160, and 320×320 meshes), as well as two unstructured

meshes with a mesh size of 6.25 · 10−3 and 1 · 10−3 (h = 6.25 · 10−3 corresponds to the mesh

size of the 160 × 160 mesh). Beside the convergence in shape, the convergence in the area

conservation property can also be observed in Figure 5.7. The area loss is equal to 40%,

2.8%, and 0.9% of the initial area respectively for the three structured meshes, while it is

equal to 2.4% for the unstructured mesh having a uniform mesh size of 6.25 · 10−3 (without

mesh adaptation, 34 000 nodes), and to 6% when the remeshing technique is applied with

hmin = 6.25 · 10−3 (approximatively 2200 nodes). However, when using the mesh adaptation

method with hmin = 10−3 (12 000 nodes), the area loss drops to 1%.

Figure 5.7: Geometries obtained at t = 2.5 of the surface di�usion of an ellipse for dif-
ferent spatial resolutions (Number of elements for structured meshes or minimal element
size for unstructured meshes) [Bruchon et al. 2011].

In this way, another validation of the mesh adaptation and remeshing step is achieved.

Even if the mesh adaptation introduces an additional numerical di�usion which can lead to a

gain or loss in mass, the previous simulations (star shape (Figure 5.6) and oval shape (Figure

5.7)) show that convergence in shape as well as in mass conservation is obtained when using

the proposed remeshing technique.

Another simulation concerning the evolution by surface di�usion of an ellipse of axes 0.3

and 0.2 was performed. This time A0 = 10−3, ∆t = 10−3 and a mesh with hmin = 6.25 · 10−3

close to the interface and hmax = 3.0·10−2 far from the interface. Figure 5.8 shows the interface

as a black solid-line, which evolves toward a circular shape. The curvature is plotted over a

narrow band around the interface 3 in Figures 5.8a and 5.8b. As the area of the ellipse should

be conserved by surface di�usion, it is possible to compute the analytical value of the �nal

circular shape at the equilibrium. Furthermore, it can be seen that the curvature κth converges

toward its expected value κfinal = 4.08 (Figure 5.8b) and the area, that can not be seen in this

3. The region where κt
h 6= 0.
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�gure, is preserved. Figure 5.8c shows the surface di�usion velocity �eld close to the interface

at time t = 0, this velocity is, as expected, higher in the regions where the surface gradient of

the curvature ∇sκth is larger.

a. κth at t = 0. b. κth at t = 1.

c. vsh
t at t = 0.

Figure 5.8: Evolution of the interface {φh = 0} (black line) of an ellipse: a. κth at t = 0;
b. κth at t = 1; c. vsh

t at t = 0 [Bruchon et al. 2011].

The �nal shape of the ellipse has been compared with success to the analytical circle

of radius Rfinal ≈ 0.245 = 1/κfinal. Moreover, it is possible to compare the shape of the

ellipse obtained numerically with the predicted one given by an analytical model all along the

simulation. Let a(t) and b(t) be the major and the minor axes of the ellipse at the time t, with

a(0) = 0.3 and b(0) = 0.2. The surface laplacian of the ellipse curvature can be computed with

ease and the velocity of the major axis of ellipse at the point [a(t) , 0] is given by:

vaxisa = A0
3
(
b2 − a2

)
a

b6
(5.16)

Hence, the length of the axis a at time t + ∆t can be computed by an explicit Eulerian

scheme: a(t+ ∆t) = a(t) + vaxisa∆t. As the area of the ellipse must be conserved, the length
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of the minor axis is given by b(t+ ∆t) = a(0) b(0)/a(t+ ∆t).

Figure 5.9 presents a comparison over time between the values of a and b obtained by

three di�erent ways: from the analytical model, from the level-set approach when system

κh/∆κh (5.14) is solved (red lines), and from the fully explicit formulation (blue lines, with

εvs = εκ = 10−3 and still ∆t = 10−3). The results provided by the mixed method show a good

behavior of the interface, with a maximal error on both major and minor axes lower than 3%.

The fully explicit method does not exhibit such a behavior, with an important error on the

interface position. Furthermore, as already mentioned, this method appears to be unstable

when, for instance, εvs = εκ = 10−4 and ∆t = 10−3, or when εvs = εκ = 10−4 and ∆t = 10−4.

Finally, note that 1000 time steps have been carried out with the mixed approach for a CPU

time of approximatively 600 s on one processor of 2.2 GHz and with a mesh of approximatively

4800 nodes.

Figure 5.9: Change in the major and minor axes of the interface over time: analyti-
cal model, simulation with the mixed approach, and simulation with the fully explicit
approach (εvs = εκ = 10−3) [Bruchon et al. 2011].

5.3.2 Growth of the neck between two particles of the same size

This example aims at establishing a comparison between the numerical approach developed

and the analytical model of surface di�usion presented in Section 3.1 fot two particles of the

same size. The �rst case involves two particles of radii R as shown in Figure 5.10. The

initialization of the level-set function φh is carried out by using Equation (5.2) with a neck

radius r = 0, this is equivalent to two tangent particles as described in Section (5.1.1). This

level-set function is next �ltered as usual by using Equation (4.20). It is important to note that

the zero iso-value obtained from two tangent particles is ill-de�ned (as presented previously in
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the real values of the di�usion coe�cients for the di�erent di�usion mechanisms were used,

the appropiate time step would be very high which could lead to some instabilities of the

numerical approaches. In order to use a small time step, the di�usion related properties of the

materials were taken to be about 20,000 times higher than they are in reality. This is equivalent

to change time unit and since the coupling with the thermal problem is not considered, the

results obtained with this approach still represent the kinetics of the surface di�usion. The

di�usion coe�cients used for the volume di�usion (Chapter 7) are also chosen in such a way

that a �small� time step can be used.

The analytical model for the growth of the neck between the particles presented in Chapter 3

(Table 3.2) can be rewritten as follows:

x(t)

R
=

(
23γsvDsδsΩ

kT

t

R4

)1/7

=

(
23A0

R4
t

)1/7

x(t)

R
= 1.57 t′ 1/7 (5.17)

where t′ is an adimensional time, de�ned by t′ = (A0/R
4)t. Figure 5.11 shows the evolution

of the adimensional neck radius x/R obtained by using the numerical approach presented for

di�erent particles radii, ranging from 0.1 to 2.5.

Figure 5.11: Evolution of the adimensional neck radius x/R over the adimensional time
t′ (logarithmic scale) for di�erent values of R [Bruchon et al. 2011].

As predicted by Equation (5.17), this evolution over t′ does not depend on the particle radius
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5.3. Numerical results

R, and behaves as t′1/7. Hence, despite an initial contact surface between the particles which is

not well de�ned as already mentioned, the neck radius x/R provided by each simulation tends

quickly toward a same curve of power law form (5.17). Instead of the coe�cient 1.57 given by

the analytical model, simulations provide a coe�cient equal to 1.3. The curves corresponding

to these two values are denoted in Figure 5.11 by �Analytical model, 1/7� and �Simulation,

1/7�, respectively. It has to be underlined that this result is shown to be stable with respect to

the time step (ranging from 10−6 to 10−2), with respect to the mesh size (ranging from 10−4 to

10−2, with isotropic or anisotropic remeshing), and thus with respect to the initial neck radius:

in all the investigated cases, the neck radius x/R obtained by direct simulation tends quickly

toward a �master curve� of the type given in Equation (5.17) with a coe�cient approximatively

equal to 1.3. It also has to be highlighted that the two key parameters that characterize the

surface di�usion from the particle surface toward the neck in Equation (5.17) are, on one hand

the power 1/7, and on the other hand, the power 4 applied to R in the denominator (see

[Rahaman 1995]). The di�erences between the simulations and the analytical model can be

explained by the geometrical approximations made in the former one.

5.3.3 Particle packing sintering

A sintering simulation by surface di�usion of a set of 154 spherical particles is presented.

As discussed in Chapter 2, surface di�usion does not lead to shinkage of the compact powder.

Figure 5.12a shows the inital geometry of a powder compact of 154 particles, as it can be seen

a mesh adaptation strategy is used and the element size near to the particles surface is smaller

(hmin = 0.001) than the element size far from the interface (hmax = 0.1). After 170∆t the

neck between the particles has developed up to 50% of the radius of some particles, however it

can be seen in Figure 5.12b that the cluster of particles has not shrunk.

One of the main advantages of numerical approaches is that it is possible to measure and

quantify some variables which would not be possible with an experimental setup. Concerning

the sintering at the particles scale, it is very hard measure experimentally the total surface or

the speci�c surface 4 of a compact powder during sintering. Figure 5.12c shows (dashed green

line) the evolution of the total free surface of the compact powder over time.

4. The speci�c surface is the ratio between the total free surface of the compact powder and its mass.
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5.4. Conclusions

conservation in 2D) over di�erent structured and unstructured meshes. There exists di�erent

analytical models allowing to study the geometrical evolution of a structure by surface di�usion

for simple geometries, such as an ellipsoid or two particles of the same size. Considering

those analytical models, the results obtained from the numerical approach presented here were

successfully compared with those analytical models. Even if these kind of simulation are very

important for the validation of the numerical approach, this work aims at the simulation of

more realistic particles packing. For this reason some examples considering the sintering of

more complex powder compacts were also studied.

In the next Chapters 6 and 7 a numerical approach allowing to introduce the volume

di�usion into the same framework used for the surface di�usion will be presented.
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Chapter 5. Sintering by surface di�usion

5.5 Résumé en français :

Frittage par di�usion surfacique

Une fois le cadre numérique de travail �xé, dans ce chapitre, une formulation éléments �nis

basée sur la méthode Level-Set est proposée pour traiter le problème de di�usion surfacique.

Le domaine de calcul est discrétisé à l'aide des simplexes (i.e. des triangles à trois n÷uds en 2D

ou bien des tetraèdres à quatre n÷uds en 3D). Cette discrétisation mène à une interpolation

linéaire des di�érents champs, et, en particulier, de la fonction level-set. Cependant, la vitesse

induite par la di�usion surfacique est proportionnelle à la dérivée seconde de la courbure. La

courbure est donnée elle-même par la dérivée seconde de la fonction level-set. Par conséquent, la

vitesse de di�usion surfacique est proportionnelle à la dérivée quatrième de la fonction level-set.

A�n de pouvoir résoudre ce problème, une formulation mixte courbure/Laplacien surfacique

de la courbure a été développée. Cette formulation mixte introduit, implicitement, un terme

de stabilisation avec un paramètre de stabilisation lié au pas de temps.

Plusieurs cas test ont montré la stabilité de la méthode ainsi que sa capacité à simuler le

phénomène de di�usion surfacique. Les résultats obtenus en utilisant cette approche ont été

comparés avec succès aux prédictions données par les modèles analytiques pour le frittage entre

deux particules. Cette validation permet de conclure que l'approche développée décrit bien la

cinématique du phénomène de di�usion surfacique. Comme un premier pas vers la simulation

du frittage en 3D, quelques exemples de frittage en 3D ont été présentés.
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Chapter 6

Mechanical problem

Contents

6.1 Governing equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

6.1.1 Incompressible Newtonian �uid Ψf . . . . . . . . . . . . . . . . . . . . . . 91

6.1.2 Isotropic linear elastic solid Ψs . . . . . . . . . . . . . . . . . . . . . . . . 92

6.1.3 Laplace's law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6.1.4 Mixed variational formulation . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.2 Numerical strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.2.1 Time discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.2.2 Stabilized �nite element method . . . . . . . . . . . . . . . . . . . . . . . 97

6.2.3 Discretization and computation of the surface tension integral . . . . . . . 99

6.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.3.1 Parasitic Current (two-phase incompressible �ow) . . . . . . . . . . . . . 105

6.3.2 Fluid - elastic solid interaction . . . . . . . . . . . . . . . . . . . . . . . . 109

6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.5 Résumé en français . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

Sintering simulation by surface di�usion has been introduced in previous Chapter 5. Aiming

to integrate the volume di�usion mechanism into the same framework, the matter �ux given

by the following expression (Equation (2.25)) must be computed:

jv = −A1∇p

where A1 is a parameter related to the di�usion properties and temperature. This equation

illustrates the most important fact: the volume matter �ux jv is proportional to the gradient

of pressure ∇p. Therefore, a numerical strategy must be developed to properly compute the

pressure inside and outside the particles, which is equivalent to solve the whole �uid/particles

mechanical problem.
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6.1. Governing equations

Considering this di�usion mechanism, in this chapter numerical methods for simulating �uid

- elastic solid interaction with surface tension are presented. A Level-Set method presented

in Chapter 4 is used to capture the interface between the solid bodies and the surrounding

�uid. A mixed velocity - pressure variational formulation is established for the global coupled

mechanical problem and discretized using a continuous linear approximation in both velocity

and pressure (Section 6.1). This kind of problems leads to the occurrence of some unphysical

spurious oscillations. Those oscillations are the result of the numerical resolution of the sys-

tem and it is possible to identify two di�erent sources of oscillations. On the one hand, when

the stokes incompressible problem or the linear (slightly compressible) elasticity problem are

treated by using a mixed �nite element formulations if the Babu²ca-Brezzi condition is not

satis�ed, then unphysical oscillations of the pressure appear. Di�erent solutions can be consid-

ered: one solution consists in using a compatible set of elements as the elements P2/P1 or the

P1 + /P1. Another solution is to modify the discrete weak formulation in order to stabilize it

(multiscale methods). On the other hand, unphysical oscillations also come from the disconti-

nuity of the mechanical properties of the materials, from the discontinuity of the the normal

stress and from the computation of the curvature for the surface tension term. Again, it is

necessary to use stabilization techniques in order to cope with this problem. Therefore, three

ways are investigated to reduce the spurious oscillations of the pressure which appear at the

�uid - solid interface (Section 6.2). First, two stabilized �nite element methods are used: the

MINI-element and the Algebraic Sub-Grid method. Second, the contribution of the surface ten-

sion is accounted for the Continuum Surface Force technique and surface local reconstruction

(SLR) algorithm. Secondly, and besides the direct evaluation method proposed by Bruchon et

al. [Bruchon et al. 2011], an alternative method is proposed to avoid the explicit computation

of the surface curvature which may be a source of di�culty. The numerical strategy presented

in this chapter will be available very soon in [Pino Muñoz et al. 2012].

6.1 Governing equations

Let Ψ be an open region, Ψ ⊂ Rd, where d is the spatial dimension. The computational

domain Ψ contains two inmiscible phases: a set of elastic solids, denoted Ψs, embedded into

a surrounding �uid Ψf , Ψ̄ = Ψ̄s ∪ Ψ̄f is the closure of Ψ. Furthermore, Ψs is assumed to

be completely contained in Ψ, i.e. ∂Ψ̄s ∩ ∂Ψ̄ = ∅. The outer boundary of Ψ, Σf = ∂Ψ̄, is

divided into Σt and Σv where the Neumann and Dirichlet boundary conditions 1 are respectively

1. Dirichlet boundary conditions are those where the velocity is imposed and Neumann boundary conditions
consist in imposing the stress vector.
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Γs/f = Ψ̄s ∩ Ψ̄f

Ψ Ψs Ψf Γs/f

∇ · σ = 0 Ψ,

σ · n = −pe n
f Σt,

v = vc Σv

σ

pe Σt nf Σt

v vc Σv

Ψf

σf

σf (v) = 2ηε̇(v)− p I



6.1. Governing equations

div v = 0 (6.3)

with p the pressure, v the velocity, η the viscosity, ε̇(v) = (∇v + t∇v)/2 the strain rate tensor

and I the second order identity tensor.

6.1.2 Isotropic linear elastic solid Ψs

The Cauchy stress tensor σs and the mass conservation for an isotropic linear elastic solid

are given by Equations (6.4) and (6.5) respectively:

σs(u) = 2µε(u)−
(

1− 2

3

µ

K

)
p I (6.4)

divu+
p

K
= 0 (6.5)

with u the displacement, µ the shear modulus, ε(u) = (∇u + t∇u)/2 the linearized strain

tensor and K the bulk modulus.

6.1.3 Laplace's law

Coupling between �uid and solid is expressed through the surface tension acting over the

interface Γs/f . The jump of the stress vector σ · n is given by [Landau & Lifshits 1959]

[
(σ · n)

]
|Γs/f

= γsfκn+∇sγsf (6.6)

Here [ · ]|Γs/f
denotes the jump across the interface Γs/f , n is the unit vector normal to the

interface Γs/f (pointing outward Ψf or Ψs), γsf is the surface tension coe�cient at the interface

between the particles and the surrounding �uid, ∇s =
(
I − n⊗ n

)
· ∇ is the surface gradient

operator and κ is the surface mean curvature. In this work the surface tension coe�cient γsf

is assumed constant and previous Equation (6.6) writes:

[
(σ · n)

]
|Γs/f

= γsfκn (6.7)

Because of mass conservation across the interface, the normal velocity has to be continuous

across this interface:

[ v · n ]|Γs/f
= 0 (6.8)
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Chapter 6. Mechanical problem

6.1.4 Mixed variational formulation

Consider the momentum conservation Equation (6.1) for the �uid domain and the solid

domains. Multiplying this equilibrium by the appropriate trial functions and integrating by

part, the integral of the stress vector σ ·n over the boundary of each domain appears naturally

in the weak formulation. The coupled system is then obtained by adding both formulations.

The following functional spaces are �rst de�ned for any bounded region A ⊂ Rd:

Q(A) = L2(A) =

{
q : A 7→ R ;

∫
A
q2 dA < +∞

}
V (A) = H1(A) =

{
q ∈ L2(A) ; ∇q ∈ (L2(A))d

}
VΓ(A) = H1

Γ(A) =
{
q ∈ H1(A) ; q|Γ = 0 with Γ ⊂ ∂Ψ

}
The mixed variational formulation of Equation (6.1) for an elastic solid consists in �nding

(u, p) in (V (Ψs)
d ×Q(Ψs)) such that:

∫
Ψs

2µε(u) : ε(w) dV −
∫

Ψs

(
1− 2

3

µ

K

)
p div(w) dV =

∫
Γs/f

(σs · ns) · w dS︸ ︷︷ ︸
Stress vector at Γs/f

(6.9)

∫
Ψs

div(u)q dV +

∫
Ψs

p

K
q dV = 0 (6.10)

for any trial functions w ∈ V (Ψs)
d and q ∈ Q(Ψs). The unit normal vector ns is pointing

outward the solid part.

The mixed variational formulation of Equation (6.1) for an incompressible �uid consists in

�nding (v, p) in (V (Ψf )d ×Q(Ψf )), with v|Σv
= vc such that:

∫
Ψf

2ηε̇(v) : ε(w) dV −
∫

Ψf

p div(w) dV =

∫
Σt

(−penf ) · w dS+

∫
Γs/f

(σf · nf ) · w dS︸ ︷︷ ︸
Stress vector at Γs/f

(6.11)

∫
Ψf

div(v) q dV = 0 (6.12)

for any trial functions w ∈ VΣv(Ψf )d and q ∈ Q(Ψf ). The unit normal vector nf is pointing

outward the �uid part.

Equations (6.9) and (6.11) have both an integral surface de�ned over Γs/f . When adding
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6.1. Governing equations

those two variational formulations, the Laplace's coupling conditions appears naturally as a

jump of the stress vector:

∫
Γs/f

(
(σs · ns) · w + (σf · nf ) · w

)
dS =

∫
Γs/f

[
(σ · n)

]
· w dS

=

∫
Γs/f

γsfκn · w dS (6.13)

because ns = −nf , and with n = ns or n = nf .

Finally by adding the variational formulation of the solid (Equations (6.9) and (6.10))

and the variational formulation of the �uid (Equations (6.11) and (6.12)), the mixed coupled

variational formulation consists in �nding (u, v, p) in (V (Ψs)
d×V (Ψf )d×Q(Ψ)), with v|Σv

= vc

such that:

∫
Ψs

2µε(u) : ε(w) dV +

∫
Ψf

2ηε̇(v) : ε(w) dV−∫
Ψs

(
1− 2

3

µ

K

)
p div(w) dV −

∫
Ψf

p div(w) dV = (6.14)∫
Γs/f

γsfκn · w dS +

∫
Σf

(−penf ) · w dS

∫
Ψs

div(u)q dV +

∫
Ψs

p

K
q dV = 0 (6.15)∫

Ψf

div(v) q dV = 0 (6.16)

for any trial functions w ∈ VΣv(Ψ)d and q ∈ Q(Ψ).

Additionally, velocity v can be writen as the derivative of the displacement with respect to

time: v = du/dt, and within a Eulerian context, it is given by:

v =
du

dt
=
∂u

∂t
+ v · ∇u (6.17)

which is a non linear expression as the velocity v depends on the velocity itself.
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6.2 Numerical strategy

The computational domain Ψ is divided into two di�erent phases Ψs and Ψf separated by

an interface Γs/f , as shown in Figure 6.1 (page 91). A Level-Set method [Osher & Fedkiw 2001,

Peng et al. 1999, Sussman et al. 1994] presented in Chapter 4 is used to capture the interface

Γs/f . In this case the classical level-set function φ is computed as follows:

φ(x) =


−dist

(
x,Γs/f

)
if x ∈ Ψs

dist
(
x,Γs/f

)
if x ∈ Ψf

0 if x ∈ Γs/f

where dist
(
x,Γs/f

)
is the distance from any point x to the interface Γs/f . In this way, Γs/f is

described by the iso-surface {φ(x) = 0}.

One of the most important steps in the computation of the surface tension term is the

estimation of the mean curvature κ [Smolianski 2005, Hysing 2011]. Both normal vector n and

curvature κ can �easily� be derived from the level-set function:

n =
∇φ
‖ ∇φ ‖

, κ = ∇ · n (6.18)

However this procedure, as it has been shown in the previous Chapter 5, leads to a signi�cant

loss of accuracy on the curvature computation. To avoid this problem two alternative methods

to deal with the curvature are used. The �rst one is the mixed curvature/curvature-laplacian

(κ/∆sκ) method presented for the surface di�usion. In the second method, the curvature is

replaced by a tensorial product [Fortin et al. 1998, Lafaurie et al. 1994]. Those methods will

be presented in section 6.2.3.

6.2.1 Time discretization

The constitutive law of the �uid (Equation (6.2)) is a function of both pressure p and velocity

v. Nevertheless the mechanical behavior of the solid (Equation (6.4)) classically depends on

displacement u and pressure p. The velocity is obviously the derivative of the displacement

with respect to time. By neglecting the convection term in Equation (6.17), the velocity can

be approached by: v = ∂u/∂t. In order to be able to link both phases in a single monolithic

approach where the only unknowns are v and p, Equation (6.4) is written as a function of the

velocity v by using a Euler scheme:
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6.2. Numerical strategy

v =
u− ut−∆t

∆t
(6.19)

where u and v are the displacement and velocity �elds at the current time t, ut−∆t is the

displacement �eld at time t −∆t and ∆t is the time step. The displacement ut−∆t is known

at the current time t.

By introducing this time discretization into the variational formulations (6.14), (6.15)

and (6.16), one of the unknowns of the problem is eliminated (a similar time discretization

has been presented by Papadakis [Papadakis 2008]). Assuming that the displacement ut−∆t is

known at time t, the variational formulation then consists in �nding (v, p) in (V (Ψf )d×Q(Ψf ))

such that:

∫
Ψ

2 (Hs(φ)µ∆t+Hf (φ)η) ε̇(v) : ε̇(w) dV −
∫

Ψ

(
Hs(φ)

(
1− 2

3

µ

K

)
+Hf (φ)

)
p div(w) dV =

(6.20)∫
Γs/f

γsfκn · w dS︸ ︷︷ ︸
Surface tension term

+

∫
Σf

(σf · nf ) · w dS −
∫

Ψ
2Hs(φ)µε(ut−∆t) : ε(w) dV

∫
Ψ
div(v)q dV +

∫
Ψ
Hs(φ)

p

K∆t
q dV = −

∫
Ψ

Hs(φ)

∆t
div(ut−∆t)q dV (6.21)

where Hs and Hf are some Heaviside function de�ned in Chapter 4 and recalled below.

Note that the time discretization scheme (6.19) is the simplest scheme that can be used. In

particular, it involves a minimum of additional terms in mixed variational formulations (6.20)

and (6.21). However, this scheme is of the �rst order in time and is not so accurate. Con-

sequently, when the elastic body is not in a quasi-equilibrium state and deforms under the

velocity (or the displacement) solution of the mechanical problem (6.20)-(6.21), a more accu-

rate scheme should be considered, as the Crank-Nicolson scheme used in [Papadakis 2008]. It

is important to remind that this mixed formulation for the mechanical problem is developed

aiming to integrate the volume di�usion path into the Eulerian numerical strategy presented.

Considering this di�usion phenomenon, the evolution of the structure is given by the matter

transport rather than the motion induced by the mechanical deformation. For this reason, the

Euler's scheme (6.19) can be used without perturbing signi�cantly the simulations.
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In order to discretize these equations by a �nite element method using one single unstruc-

tured mesh, integrals involved in Equations (6.20) and (6.21) are valid on the whole computa-

tional domain Ψ. This extension has been performed thanks to the solid and �uid Heaviside

functions Hs and Hf introduced in Chapter 4, and here de�ned again as:

Hs(φ) =

{
1 if φ ≤ 0

0 if φ > 0
(6.22)

Hf (φ) =1−Hs(φ) (6.23)

where φ is the level set function.

6.2.2 Stabilized �nite element method

The �nite element discretization is done by restricting the variational formulation (6.20)

and (6.21) to the �nite - dimensional space (V d
h × Qh), where Vh ⊂ V and Qh ⊂ Q are

the approximation spaces for velocity and pressure, respectively. In the present work, both

velocity and pressure are approximated by continuous and piecewise linear functions (P1/P1

approximation), (vh and ph) respectively, de�ned on a mesh made up of triangular elements

when d = 2 and tetrahedrons when d = 3.

It is well known that the P1/P1 approximation for the Stokes problem does not satisfy

the Babu²ca-Brezzi condition, this leads to an unstable formulation [Roberts & Thomas 1987,

Arnold et al. 1984]. To stabilize the previous P1/P1 formulation, two methods have been

implemented and compared. The �rst one is the well-known MINI-element. It can be seen as

an enrichment of the velocity �eld by a bubble function, which for the P1+/P1 here is linear per

sub-element (see [Arnold et al. 1984] for further details). The second method, called Algebraic

Subgrid Scale (ASGS) method, can be cast in the variational multiscale framework [Hughes

& Sangalli 2007]. This method is detailed in [Badia & Codina 2009] for the Stokes - Darcy

coupling problem. The basic idea of such methods is to approximate the e�ect of the component

of the continuous solution which can not be captured by the �nite element mesh on the discrete

solution [Chiumenti et al. 2002]. Let V be the velocity space (omitting Ψs, Ψf or Ψ and the

superscript �d�). V is then approximated by Vh ⊕ Ṽ , where Ṽ is an approximation to the

complement of Vh in V . Similarly, VΣv is approximated by VΣvh
⊕ ṼΣv , where ṼΣv is an

approximation to the complement of VΣvh
in VΣv . The space ṼΣv is called the velocity space of

subscales, which are assumed to be zero on the element boundaries. Thus, ṼΣv = Ṽ . Velocity
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and trial functions can then be decomposed as v = vh + ṽ and w = wh + w̃.

The variational formulation of the subscale problem associated with Equation (6.20) is

obtained by considering trial functions that belong to Ṽ , it writes:

∑
K

(
< a1ε̇(vh), ε̇(w̃) >K + < a1ε̇(ṽ), ε̇(w̃) >K − < a2ph, div(w̃) >K

)
= L(w̃) (6.24)

where < ., . >K denotes the inner product of L2(K),
∑

K stands for the summation over all

the mesh elements K, a1 = 2(Hsµ∆t+Hfη), a2 = Hs(1− 2µ/3K) +Hf and L(w̃) is the right

hand side term in Equation (6.20). Because vh and uh are piecewise linear and w̃ vanishes on

the element boundaries, the �rst term and the right-hand side term of the previous subscale

problem equate zero. Consequently, by integrating the subscale problem by parts, Equation

6.24 reduces to:

∑
K

< div(a1ε̇(ṽ)), w̃ >K=
∑
K

< a2∇ph, w̃ >K

This relation can be rewritten with the projection operator P̃K onto the subscale space,

and restricted to an element K:

P̃K · (div(a1ε̇(ṽ)) = P̃K · (a2∇ph)

It can be infered that for smooth physical properties variations a1 and a2 will little vary.

Therefore the di�erential operator a1
a2
div(.) can be expressed, it is approximated by an algebraic

operator τ−1
K I, to �nally obtain

ṽ = τKP̃K · ∇ph (6.25)

and therefore the problem is to approximate the projection operator P̃K . As explained in [Cervera
et al. 2010], the simplest choice is to take P̃K as the identity when applied to the pressure gradi-

ent, which is equivalent to the �nite element residual. Finally, this stabilization term, τK∇ph,
does not appear in the �nite element scale Equation (6.20) (which corresponds to w = wh),

since the products between the �rst derivatives of ṽ and wh are equal to zero.

In Equation (6.21), the subscale velocity appears through the divergence term:
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∫
Ψ
div(vh + ṽ) q dV =

∫
Ψ
div(vh) q dV −

∑
K

∫
K
τK ṽ · ∇q dV

Consequently, the ASGS methods consists in adding the stabilization term

∑
K

∫
K
τK∇ph · ∇qh dV (6.26)

to the mass conservation equation (6.21). In the present case (Stokes and elasticity equations),

the derived term acts as a pressure di�usion term. Such stabilization term has also been derived

from the bubble stabilization in [Puaux et al. 2010] and is used in [Ausas et al. 2010].

Finally, the stabilization parameter τK can be approximated through an adequate Fourier

analysis of the initial problem (in a one-dimensional form, and by considering that the Fourier

transform of div(ṽ) is dominated by wave numbers of order 1/hK , where hK is the size of

element K). Using the same procedure as in [Badia & Codina 2010], τK can be related to hK

and to the material properties: τK = h2
K/(2Hsµ∆t + 2Hfη). In the simulations, continuous

expressions of Hf and Hs are replaced by smoothed Heaviside functions 2 of the solid and the

�uid [Gerlach et al. 2006]:

Ĥs(φh) =


1 if φh < −E
1

2E

(
E − φh − E

π sin πφh
E

)
if − E ≤ φh ≤ E

0 if φh > E

(6.27)

Ĥf (φh) =1− Ĥs(φh) (6.28)

where φh is the discrete piecewise linear level-set function, and E is the width of the transition

zone where the mechanical behavior is a mixture of the mechanical behavior of both phases,

solid and �uid.

6.2.3 Discretization and computation of the surface tension integral

The Laplace's law (6.7), that expresses the �uid - solid coupling, appears in Equation (6.20)

as an integral over the interface Γs/f . However, the implementation of this surface integral is

not straightforward within a Eulerian context. Indeed, surface Γs/f is not known explicitly (it is

not a set of mesh element faces), but it is de�ned by the zero level set of the function φh, which

2. As presented in Chapter 4.
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passes through the mesh elements. To overcome this situation, two strategies are proposed

here: the Continuum Surface Force (CSF) method and the surface local reconstruction (SLR)

method (Section 6.2.3.1). Additionally, two methods for the computation of the curvature are

discussed (Section 6.2.3.2).

6.2.3.1 Surface integration methods

Two di�erent methods for the numerical computation of a surface integral within a Eulerian

framework are presented. In particular, the surface integration approaches are used to compute

the surface tension term appearing in Equation (6.20). The �rst method is the Continuum

Surface Force (CSF) and the second one is the Surface Local Reconstruction (SLR) method.

Continuum Surface Force (CSF) method:

The surface tension term in Equation (6.20) has been widely studied [Brackbill et al. 1992,

Lafaurie et al. 1994, Williams et al. 1998, Renardy & Renardy 2002, Smolianski 2005, Aulisa

et al. 2007, Gerlach et al. 2006, Hysing 2006, Groÿ & Reusken 2007, Bordère et al. 2010, Hys-

ing 2011]. Most of those works uses the CSF method, where the surface integral is approximated

by a volume integral. The transformation from the surface integral to the volume integral is

achieved by multiplying the original function by a Dirac function δ (φ):

∫
Γs/f

γsfκn · wdS =

∫
Ψ
γsfκn · wδ (φ) dV (6.29)

The Dirac function δ (φ) is computed by di�erentiating a smooth characteristic function 3

ĉ (x) that allows to identify the phase which the point x belongs to:

c (x) =


c1 if x ∈ Ψs

c2 if x ∈ Ψf

c1+c2
2 if x ∈ Γs/f

ĉ (x) = K ∗ c (x) =

∫
ΞK

c(x′)K(x′ − x)dx′ (6.30)

where ΞK is the compact support of the kernel K (see [Williams et al. 1998] for further details).

The performance of this kind of methods highly depends on the choice of the kernel K and its

3. An example of a characteristic function is the Heaviside function approximation presented in Equa-
tion (6.27).
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support ΞK . The numerical computation of this function requires many integration points in

order to guarantee the accuracy of the computation of Equation (6.29).

The characteristic function used in the CSF version considered in the present work is given

by Equation (6.28). The Dirac function in Equation (6.29) can be found by di�erentiating

Ĥf (φh):

δ(φh) =
∂Ĥf (φh)

∂φh

=
∂

∂φh

(
1

2E

(
E + φh +

E

π
sin

πφh
E

))
︸ ︷︷ ︸

Characteristic function

=
1

2E

(
1 + cos

(
πφh
E

))
(6.31)

The corresponding support is given by the region ΞK : −E ≤ φh ≤ E. One of the

disadvantages of this method is that the kernel K depends on a numerical parameter, here the

width of the transition zone E, which has to be chosen with respect to the mesh size [Williams

et al. 1998]. The performance of the method highly depends on this choice.

Surface Local Reconstruction (SLR) method:

An alternative method to integrate the surface tension term in Equation (6.20) is proposed:

here, the interface Γs/f is given by the zero isosurface of the level-set function, {φ = 0}, since it
allows to locally reconstruct the interface, then the surface tension term can then be explicitly

computed over this reconstructed surface.

This method consists, for each element cut by the interface, in approximating linearly this

surface by a segment in 2D or a plane in 3D. This approximation is possible thanks to the

metric properties of the level-set function. Once the interface has been locally reconstructed,

the contribution of the element to the surface integral can be explicitly computed by Gaussian

integration 4: the integration points used to compute the integral are placed over this surface. It

has to be pointed out that this approach is local to each element, and can be implemented in the

assembly loop of a �nite element code. In particular, the whole surface is never reconstructed.

The �rst advantage of this method is that it does not require to choose any numerical parameter

contrary to the CSF method. Furthermore, the accuracy of the numerical results are shown to

be slightly improved using this technique, as described in Section 6.3.

4. An analytical integration can also be carried out.
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From a practical point of view, the linear approximation of the surface is given by the plane

(or the segment in 2D) where the level-set function vanishes. The points where the level-set

function is equal to zero are referred to as vertices in the following. In an element crossed

by the interface, the vertices de�ne the plane or the segment approximating this interface.

These vertices can then be placed over the edges of the element, when the level-set function

φ is positive in one node of this edge and negative in the other one; in special cases, they

correspond to a node of the element (when φ = 0 on that node). The di�erent possibilities of

intersections between the interface and an element are given in Figure 6.2 for the 2D case, and

in Figure 6.3 for the 3D case. In the general case, the coordinates of the vertex are function of

the coordinates of the two nodes forming the edge as well as the value of the level-let function

on these nodes. The coordinates of the vertex xvertex placed on the edge formed by the nodes

m and n are given by:

xvertex = xm + (xn − xm)
‖ φ(xm) ‖

‖ φ(xm) ‖ + ‖ φ(xn) ‖
(6.32)

where xm and xn are, respectively, the coordinates of nodes m and n, and φ(xm) and φ(xn)

are the values of the Level-Set function at these nodes, which should have opposite signs.

Note that in 3D cases, the intersection of the interface with an element can be a quadrilateral

(Figure 6.3g) if the level-set function is positive in two nodes and negative in the two other

nodes. In this case, the quadrilateral is divided into two triangles, and the contribution of the

element to the surface integral is the sum of the contribution of both triangles. Furthermore,

special attention has to be paid to particular cases described in Figures 6.2 and 6.3. First, in

the cases presented in Figures 6.2a and 6.3a-b, the element is not intersected by the interface,

and its contribution to the surface integral is therefore zero. Next, Figures 6.2b and 6.3c show

con�gurations where the interface can be shared by two neighboring elements. The contribution

of each of these elements to the surface integral has consequently to be divided by two. Finally,

in Figures 6.2c and 6.3d-e, the level-set function is equal to zero in at least one node of the

element. In this case, the integration is carried out as for a regular element cut by the interface.

6.2.3.2 Curvature computation strategies

As indicated previously, the performance of the present method highly depends on the

accuracy of the computation of the curvature κ. The �rst method has been introduced in the

previous Chapter 5 within the context of sintering by surface di�usion. One of the unknowns

of the the mixed formulation curvature-surface laplacian of the curvature (κ/∆sκ) presented

102



Γs/f

κ

w Rd w Γs/f

w ∇sw = ∇w −
(
∇w · n

)
⊗ n =

(
I − n⊗ n

)
· ∇w

n Γs/f w

∇s · w = ∇ · w −
(
∇w · n

)
· n =

(
I − n⊗ n

)
: ∇w

I − n⊗ n Γs/f

(I−n⊗n) ·w Γs/f Γs/f



Γs/f

∫

Γs/f

γsf∇s ·
[
(I − n⊗ n) · w

]
dS = 0

γsf

∫

Γs/f

γsf
[
I − n⊗ n

]
: ∇wdS =

∫

Γs/f

γsf
(
I − n⊗ n

)
: ∇(n⊗ n · w)dS
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surface tension term that is to be computed in Equation (6.20):∫
Γs/f

γsf
(
I − n⊗ n

)
: ∇(n⊗ n · w)dS =

∫
Γs/f

γsf
(
I − n⊗ n

)
:
[
∇n (n · w) + n⊗ (∇n · w)

+n⊗ (∇w · n)
]
dS

=

∫
Γs/f

γsf
(
∇ · n (n · w) + n · (∇n · w) + n · (∇w · n)

−(n⊗ n) : ∇n (n · w)− n · (∇n · w)− n · (∇w · n)
)
dS

=

∫
Γs/f

γsf
(
∇ · n− (n⊗ n : ∇n)

)
n · wdS

=

∫
Γs/f

γsf∇s · n (n · w)dS

The mean curvature can be de�ned as the divergence of the outward unit normal along the

surface because ∇ · n = ∇s · n. Therefore the last expression in the previous equation is equal

to the surface tension term in Equation (6.20).

∫
Γs/f

γsf
[
I − n⊗ n

]
: ∇wdS =

∫
Γs/f

γsfκn · wdS (6.35)

By substituting the surface tension term of Equation (6.20) by the left hand side term of

Equation (6.35), the explicit computation of curvature κ can be avoided. This approach was

inspired by [Fortin et al. 1998], and also discussed in [Lafaurie et al. 1994].

6.3 Results and Discussion

Again, all the simulations presented in the forthcoming section have been performed by

using the �nite element library CimLib, a fully parallel C++ scienti�c code, mainly developed

at the CEMEF, MinesParisTech [Digonnet et al. 2007].

6.3.1 Parasitic Current (two-phase incompressible �ow)

As a �rst validation of the approach, a benchmark case is considered that has been widely

studied to check the accuracy of the di�erent methods introduced so far. The test consists in

computing the mechanical equilibrium of an incompressible �uid bubble placed inside another

incompressible �uid, with the stress vector set to −poutn over the boundary of the computa-

tional domain. The analytical solution of this problem is a zero velocity �eld and a pressure

�eld p equal to pout outside the bubble and jumping to pin = pout + γsfκ inside the bubble.
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It has to be highlighted that the formulation of the mechanical problem (Equations (6.20)

and (6.21)) holds for a problem where the phase 1 (Ψs) presents a linear elastic behavior. Hence,

in order to perform this two-�uid test case, the formulation has to be slightly modi�ed. Both

phases will be assumed to respond as Newtonian �uids presented in Equations (6.2) and (6.3).

Even if the analytical solution of this problem is a zero velocity �eld, some nonphysical parasitic

currents are generated as a result of the numerical simulation [Brackbill et al. 1992, Lafaurie

et al. 1994, Williams et al. 1998, Renardy & Renardy 2002, Smolianski 2005, Aulisa et al. 2007,

Gerlach et al. 2006, Hysing 2006, Groÿ & Reusken 2007, Bordère et al. 2010, Hysing 2011].

These parasitic currents are used to assert the convergence and the performance of the di�erent

approaches presented below to calculate the surface tension integral.

The dependence of the maximum velocity vmax to the surface tension / viscosity ratio

(γsf/η) is �rst investigated. Table 6.1 shows the value of C = vmax/(
γsf
η ) obtained for a wide

range of values of γsf/η, from 10 to 105. C is found to be constant. This result con�rms the

proposition in [Lafaurie et al. 1994] and [Smolianski 2005]: vmax depends linearly on γsf/η.

γsf/η 101 102 103 104 105

C
[Smolianski 2005] 9.1 · 10−3 9.0 · 10−3 8.8 · 10−3 9.1 · 10−3 9.4 · 10−3

Pino Muñoz et al. 3.7 · 10−3 3.7 · 10−3 3.7 · 10−3 3.7 · 10−3 3.7 · 10−3

Table 6.1: Values of C = vmaxη/γsf two-�uid simulation.

Figure 6.4 shows how the parasitic currents are mainly concentrated around the interface

Γs/f . The simulations have been performed over a structured mesh with an element size of 1/64

(Figure 6.4 left), using the direct computation of the curvature 5. Complementary tests showed

that the maximum velocity vmax does not depend on the element size, and consequently,

the results quality depends mostly on the method used for prescribing the surface tension.

Additionally, those tests showed that the result did neither change when the surface integral

was computed using CSF or SLR.

Next, the dependence of the �nite element error on the bubble mean pressure is evaluated

versus the mesh size. The simulation is performed in a structured 2D mesh of N nodes over

a square domain of side length 1m. The parameters of the simulation are a bubble radius of

R = 0.2m, a surface tension coe�cient γsf = 0.9N/m and a viscosity of η = 1000Pa · s. The
pressure at the outer boundary is set to zero (pout = 0). Therefore the theoretical value of the

pressure inside the bubble is pthin = 4.5Pa. Figure 6.5 shows the relative error on the mean

pressure inside the bubble ((pthin − pin)/pthin) as a function of the square root of the number

of nodes N1/2. Four of these curves have been extracted from [Bordère et al. 2010]: results

5. Section 6.2.3.2 from the previous Chapter 5 where the mixed formulation κ/∆sκ was introduced.
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Figure 6.4: Parasitic currents in a static bubble simulation over a square computational
domain of side 1 and element size h = 1/64 (left with mesh, right velocity only).

named �CSF� are computed by Brackbill et al. using the Continuum Surface Force Method

[Brackbill et al. 1992] within a Eulerian VOF framework; Results named �HAREM� correspond

to an augmented Lagrangian method combined with a VOF approach [Vincent et al. 2004];

the �Front Tracking� results correspond to a Level Set Finite Di�erences Method [Shin &

Juric 2002]; and the �Monte Carlo� approach is based on energy potential including interface

and volume energies [Bordère et al. 2010].

The �fth curve in Figure 6.5, referred to as �Pino et al.� corresponds to the simulation

carried out by using the direct computation of the curvature (κ/∆sκ - Section 6.2.3.2), and

the SLR method (Section 6.2.3.1) for surface tension integral evaluation. For comparison, the

sixth curve, referred to as �Pino et al. Dirac� is obtained in the same condition of curvature

computation, but using an approximation of the Dirac delta function to compute the surface

integral similarly to the �CSF� method (Section 6.2.3.1). Both simulations show a similar

trend, with a �rst order spatial convergence, and can be compared with relevancy to the recent

results obtained by Bordère et al. (2010) [Bordère et al. 2010], referred to as �Monte Carlo�

in Figure 6.5. The mesh adaptation strategy presented in Chapter 4 (Section 4.4.4) has been

used to perform the same simulation presented previously and the corresponding relative error

on the mean pressure is also plotted in Figure 6.5 (referred to as �Pino et al. Adapt�). This

mesh adaptation leads to a non uniform element size distribution which has an element size

smaller close to the interface and a bigger one away from Γs/f . Compared with an structured
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Figure 6.5: Relative error on the mean pressure computed inside the bubble.

mesh with the same number of nodes, the adaptated mesh has an element size that could be

up to 20 times smaller that the structured one.

Finally a comparison between the two stabilized �nite element methods used to solve the

mechanical problem, that is P1 + /P1 and ASGS, is reported in Table 6.2. For this com-

parison the same incompressible bubble inclusion simulation as described previously has been

considered, using a structured mesh with an element size of 1/256. The curvature is com-

puted in three di�erent manners: in the �rst one (�Analytical�) the curvature is replaced by

its exact value κ = 1/R, the second method (�Direct�) is the mixed solver κ/∆sκ described in

Section 5.2.2, and the third way (�Tensorial�) corresponds to the tensorial expression given in

Section 6.2.3.2.

For this test case the best results are found by using a P1 + /P1 stabilization whatever the

curvature assessment procedure. Furthermore, it is an interesting fact to verify, like in [Fortin

et al. 1998], that the result obtained by computing the curvature with the direct method

allows us to get a result as accurate as in the case where the curvature is replaced by its
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hhhhhhhhhhhhhhStabilization
Curvature

Analytical Direct Tensorial

ASGS 1.72 · 10−2 1.72 · 10−2 1.73 · 10−2

P1 + /P1 6.20 · 10−3 6.29 · 10−3 8.65 · 10−3

Table 6.2: Relative error on the mean pressure as a function of the stabilized �nite
element and curvature computation methods.

exact analytical value. It is also important to highlight that the ASGS stabilization does not

present any relevant dependence to the curvature computation method. However, it has to be

underlined that P1 + /P1 stabilization appears slightly better, for this case, than the ASGS

method when the error is estimated with the mean pressure. If the error is now based on

the maximum pressure value (i.e. L∞-norm), the conclusions are di�erent as shown in next

section.

6.3.2 Fluid - elastic solid interaction

The mechanical monolithical formulation presented in Equations (6.20) and (6.21) will be

used from now on to simulate the interaction between an incompressible �uid and a linear

elastic solid with surface tension. This kind of interaction presents some new challenges such

as coping with the high ratio between the mechanical properties of the two phases and the

compressible nature of elastic solids.

6.3.2.1 Spherical elastic inclusion

This section focuses on the case of an elastic cylindrical 2D inclusion embedded into a

Newtonian �uid matrix. Like in the previous section, the stress vector is set to −poutn over the

boundary of the computational domain. The mechanical properties of both phases, solid and

�uid, are presented in table 6.3. This problem is solved under the plane strain hypothesis. The

pressure inside the elastic inclusion depends on the curvature κ and surface tension coe�cient

γsf , but is also a function of the mechanical properties of the solid. The analytical solution of

this problem is:

pin = pout +
3K

3K + µ
γsfκ = pout +

2

3
γsfκ (1 + ν) (6.36)

where pin is the pressure in the solid (Ψs), pout is the pressure in the �uid (Ψf ), and ν is the

Poisson's ratio. In this case pout is set to zero, and therefore the pressure inside the solid should

be pin = 3.75MPa considering the mechanical properties in Table 6.3.
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Elastic solid

Properties Value

µ 156 GPa
K 260 GPa
ν 0.25
γsf 0.9 J/m2

Incompressible �uid

Properties Value

η 1 Pa·s

Table 6.3: Material properties of the solid and the �uid

Within the Eulerian approach used in this work, the surface tension at Γs/f introduces

a discontinuity of the normal stress, and therefore, a discontinuity of the pressure. How-

ever, the presented simulations have been carried out by approximating the pressure with a

continuous piecewise linear function. With this continuous approximation, the pressure dis-

continuity and the material property discontinuity at the �uid - solid interface, generate some

pressure oscillations that do not represent �nely the physical nature of the problem. Neverthe-

less, continuous approximations remain popular and easy-to-implement methods to deal with

two-phase problem [Brackbill et al. 1992, Lafaurie et al. 1994, Renardy & Renardy 2002, Smo-

lianski 2005, Hysing 2006, Groÿ & Reusken 2007, Bordère et al. 2010, Hysing 2011], although

other techniques as the Extended Finite Element Method, the Discontinuous Galerkin method,

or a recent modi�ed continuous Galerkin method [Ausas et al. 2010] exist and can be used.

Figure 6.6 shows the relative L2-error on the pressure, as a function of the square root of

the number of nodes. The surface integral has been evaluated by using the SLR method which

was proved to yield the best results. The curvature can be computed into three di�erent ways:

the �rst one corresponds to its analytical value (solid line) and the two other ones are the

direct formulation (κ/∆sκ) (dotted line) and the tensorial method (dashed line) presented in

Section 6.2.3.2. Both stabilization methods studied in this work are also plotted: the P1+/P1

stabilization (�lled circles) and the ASGS method (�lled triangles). It is important to note

that the six �rst curves are obtained with structured meshes, and the last one (referred to

as �Tensorial Curvature, ASGS Adapted�) is obtained from an adapted unstructured mesh

(Section 4.4.4).

It can clearly be seen that the surface tension term is not accurately computed by the

tensorial method for structured meshes with less than 1602 nodes (green curves). However,

when the mesh size is small enough, the tensorial method leads to results with a relative

error lower than 2%, which is of same order as the error obtained with the analytical value

of the curvature, or obtained with the direct computation of the curvature. The stabilization

method also has an e�ect on the relative error: with the structured meshes, the P1 + /P1

stabilization seems to lead to slightly better result than the ASGS method. However, even
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Figure 6.6: L2-relative error on the pressure computed inside the elastic inclusion.

if the relative L2-error on the pressure is better when using the P1 + /P1 stabilization, the

nonphysical oscillations of the pressure (L∞-error) are signi�cantly ampli�ed when using the

P1 + /P1 stabilization, as it can be seen in Figure 6.7. Accordingly, the pressure analytical

solution should be zero in the �uid, but as a result of the non physical oscillation of the

pressure close to the interface this pressure is lower than zero and larger for the P1 + /P1

case. However this oscillation is reduced by using the ASGS stabilization method. Since we

seek the smoothest pressure distribution, especially for physical phenomena driven by pressure

gradients, the following simulations are performed by using the ASGS method. The impact of

the curvature computation method is discussed in the next section.

6.3.2.2 Two spherical particles with neck.

The case described in Figure 6.8 is now considered: two spherical elastic particles of radii

R1 and R2, are connected by a neck of radius r as presented in Chapter 4 (Section 5.1). The

analytical value of the curvature is known all over the surface: over the neck it is equal to

1/r, over the surface of each particle it is equal to 1/R1 and 1/R2, respectively, and at the
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6.3.2.3 Multiples spherical particles in 3D.

To conclude this chapter, the simulation of a particle packing embedded into a Newtonian

�uid is shown in Figure 6.13. Packing is made up of 178 elastic spherical particles, which can

initially slightly intersect each other, with a uniform radius distribution ranging from 0.05µm

to 0.1µm. The material properties of both �uid and solid phases are given in Table 6.3. The

mesh has been adapted in the vicinity of the particles surface using the strategy presented

in Section 4.4.4, in order to improve the description of the microstructure while keeping a

reasonable number of elements. In the simulation shown in Figure 6.13 about 700,000 nodes

and 4,000,000 elements has been used. The simulation has been performed using the SLR

combined to the tensorial method, for computing the surface tension term, and the multiscale

ASGS technique to stabilize the P1/P1 velocity - pressure formulation. Regarding Figure 6.13,

the developed methodology allows the pressure �eld to be accurately computed in this particles

compact, with limited oscillations at the �uid - solid interface.

Figure 6.13: Pressure (Pa) �eld in a particle packing.
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6.4 Conclusion

A numerical model for the simulation of the �uid - elastic solid coupling with surface tension,

has been proposed in a fully Eulerian way. This approach is based on a mixed formulation

in velocity - pressure of the coupled mechanical problem, �rst proposed in [Papadakis 2008],

with a continuous and linear approximation of both pressure and velocity. A Level-Set method

is used to capture the �uid - solid interface. The main drawback of this type of Eulerian

approach is the spurious pressure oscillations which take place at the phase interface. The

cause of these oscillations is �rst the discontinuity in the material properties, but also in the

present case, the surface tension term. Three manners for reducing these oscillations have been

investigated. First, two stabilized �nite element formulations have been used: the P1 +/P1 or

MINI-element formulation, and the ASGS method, which belongs to the variational multiscale

methods. Second, and it is more speci�c to the problems with surface tension, two ways to

compute the surface integral in a Eulerian framework have been considered: in one hand, the

classical Continuum Surface Force method consisting in turning the surface integral into a

volume integral, and in the other hand the SLR consisting in a linear approximation of the

surface. Finally, a tensorial formulation has been proposed to avoid the direct evaluation of the

curvature. Di�erent simulations have been carried out to test the e�ciency and the accuracy

of these methods and their combination: the evaluation of parasitic currents in a two-phase

incompressible �ow problem; the spherical elastic inclusion embedded into a Newtonian �uid,

and the case of two spherical particles connected by a neck. In each of these simulations,

numerical results obtained by combining the di�erent methods were compared with analytical

values when it is possible, or with results obtained in a Lagrangian context with Abaqus®. It

has been found that the more e�cient combination in terms of pressure oscillation reduction

and convergence of the iterative linear solver is the ASGS method together with the SLR and

tensorial methods. Finally, a 3D case related to the context of this work has been presented:

a granular packing of elastic bodies embedded into a Newtonian �uid.

In the next Chapter 7, the numerical approach presented here will be used to perform

simulation of sintering by volume di�usion.
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6.5 Résumé en français :

Problème mécanique

La prochaine étape est l'introduction de la di�usion volumique dans le cadre numérique

présenté précédemment. Le �ux de matière lié à la di�usion volumique est fonction du gradient

de pression à l'intérieur des particules. Les particules ont été considérées comme un matériau

linéaire élastique isotrope. Même si dans le cas du frittage naturel libre il n'y a pas d'e�orts

extérieurs appliqués pendant le procédé, le compact pulvérulent est soumis à des contraintes

très élevées induites par la tension surfacique présente aux interfaces (surfaces des particules et

joints des grains). Additionnellement, dans le cadre du calcul Eulérien �xé, le milieu environnant

doit être pris en compte dans le calcul mécanique. Une première approche vise à la prise en

compte des e�ets de la tension surfacique juste au niveau de la surface des particules. Une

stratégie numérique pour la simulation de l'interaction entre un �uide incompressible et un

solide élastique avec la tension surfacique est donc proposée.

Cette approche est basée sur une formulation mixte en vitesse - pression du problème mé-

canique, avec une approximation linéaire continue de la vitesse et de la pression. La fonction

Level-Set est donc utilisée pour capturer l'interface entre les particules et le �uide. Le traite-

ment numérique de problèmes mécaniques avec tension surfacique dans un contexte Eulerien

en utilisant une formulation mixte en vitesse - pression mène à des oscillations de la pression

qui ont lieu principalement autour de l'interface. Ces oscillations proviennent de la discontinu-

ité des propriétés mécaniques et du terme de tension surfacique. Di�érentes méthodes ont été

utilisées a�n de réduire ces oscillations : deux méthodes di�érentes de stabilisation, deux méth-

odes di�érentes pour le calcul des intégrales surfaciques dans un contexte Eulerien et �nalement

deux méthodes di�érentes pour le calcul de la courbure. Les résultats obtenus avec cette ap-

proche numérique ont été validés en faisant des comparaisons avec des solutions analytiques,

avec d'autres approches numériques et avec des logiciels de calcul commerciaux (Abaqus). Les

combinaisons entre les di�érentes méthodes donnent un grand nombre de possibilités. Parmi

ces options, il a été trouvé que la combinaison qui permet d'obtenir le moins d'oscillations de

la pression ainsi qu'une bonne convergence au niveau du solveur itératif sont la méthode de

stabilisation multi-échelle ASGS, la reconstruction local de l'interface (SLR) pour l'intégration

surfacique et la méthode tensorielle pour le calcul de la courbure. Plusieurs cas test ont mon-

tré que cette approche numérique permet de calculer le champ de pression à l'intérieur des

particules avec très peu d'oscillations de la pression sur des empilements granulaires en 2D et

3D.
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In this chapter the strategy for sintering simulation by volume di�usion is presented. This

di�usion mechanism is modeled by using the Fick's �rst law, which relates the matter �ux jv

to the gradient of pressure p:

jv = −A1∇p (7.1)

where A1 = (1− f)Dv/kT is a constant function of the volume di�usion coe�cient Dv, the

Boltzmann's constant k, the temperature T and the vacancies volume fraction f . Furthermore,

it is possible to compute the normal velocity vv due to the volume di�usion 1:

1. see Figure 2.9 in Chapter 2 (page 18).
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7.1. Volume velocity computation

vv = vvn with vv = Ωjv · n (7.2)

The numerical strategy presented in the previous Chapter 6 is used to compute the pressure

�eld within the particles and the surrounding medium. At this point another challenge should

be handled: the computation of the matter �ux and the velocity induced by volume di�usion

within the computational framework developed.

As discussed before, the surface tension induces a discontinuity of the normal stress across

the interface between the particles and the surrounding �uid, and hence a the pressure �eld

(formulation (6.20) and (6.21), in Chapter 6, page 90). Therefore the computation of the

volume velocity vv is not straightforward. Three di�erent strategies for the computation of vv

are presented in Section 7.1. The impact of the volume velocity computation on the growth of

the neck between two particles is also discussed in Section 7.1.

Within the context of volume di�usion, the strategy leading to volume conservation is pre-

sented in Section 7.2. Finally, some simulations of sintering by volume di�usion are presented

in Section 7.3.

7.1 Volume velocity computation

The volume velocity vv associated with the volume di�usion (Equation (7.2)) involves

the evaluation of the pressure gradient over the particles surface. However, by virtue of the

Laplace's law (Section 6.1, page 90), the normal stress is discontinuous across this interface

Γs/f , and consequently the pressure gradient is not de�ned at this place. This means that in

the particle, just under the particles surface, the pressure �eld is equal to the perticles pressure

(driven by the curvature through the Laplace's law), while just over the surface, the pressure

�eld is equal to the pressure of the surrounding medium. Consequently, pressure gradient,

computed in a �nite element sense, is not correct at the interface, because it takes into account

the values of both, particles pressure and surrounding medium pressure. Furthermore, in a

�nite element framework, this problem does not occur only in the mesh elements crossed by

the interface, but in a few layers of elements around the interface.

Figure 7.1a shows the pressure �eld on two particles during the �rst stages of the sintering

process. The matter �ux should induce a volume velocity vv such that the neck joining the two

particles grows. However if vv is directly computed from the pressure �eld then the velocity is

not computed properly, as it can be seen in Figure 7.1b. In this Figure 7.1b. the velocity �eld
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7.1. Volume velocity computation

∂vext

∂τ
+∇vext ·

∇φ
‖ ∇φ ‖

= 0, with vext(x, t) = vv if φ(x) < −λ (7.3)

where vext is the extension velocity and τ is a non physical time. The previous Equation (7.3)

is solved incrementally until the steady state: ∂vext/∂τ = 0. ∇φ/ ‖ ∇φ ‖ corresponds to the

outward normal to the particles surface, therefore Equation (7.3) is equivalent to the transport

Equation (4.10) (Chapter 4, 51) and, in fact, Equation (7.3) represents the convection of vext

out of φ < −λ with a convection velocity ∇φ/ ‖ ∇φ ‖.

It is important to highlight that the volume di�usion velocity vv must be computed from

the pressure �eld, and then introduced into Equation (7.3). Indeed, this velocity is used as a

Dirichlet boundary condition applied where φ(x) < −λ.

Equation (7.3) is very close to the level-set convection equation presented in Chapter 4

(Equation (4.10), page 51). Again, this equation should be solved using a SUPG stabilization

method in order to avoid numerical oscillations of the solution (see Section 4.4.3, page 56 and

[Brooks & Hughes 1982]).

After the velocity has been extended, the volume di�usion velocity vv can be computed

again:

vv = vextn (7.4)

7.1.3 Instantaneous convection

This method is inspired by the convection method presented previously (Section 7.1.2).

The idea is to �nd a velocity �eld in the vicinity if the interface Γs/f that does not change in

the normal direction. This is equivalent to solve the following equation [Tsai & Osher 2003]:

∇vext ·
∇φ
‖ ∇φ ‖

= 0, with vext(x, t) = vv if φ(x) < −λ (7.5)

As the previous Equation (7.5) is solved only once, therefore the volume di�usion velocity

vv can be directly introduced into the formulation. This would allow to directly compute vv

out of the pressure:
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vext + εvext∆v
ext = −A1Ω∇p ·

∇φ
‖ ∇φ ‖

if φ(x) < −λ

∇vext ·
∇φ
‖ ∇φ ‖

+ εvext∆v
ext = 0 if φ(x) > −λ

(7.6)

where the terms containing εvext (the regularization parameter) correspond to an elliptic reg-

ularization [Miller 1997]. At this point it is important to say that the elliptical regularization

is strictly necessary when the �ltered level-set function is used (Section 4.4.2, page 55). This

is because the level-set function φ is constant outside of the �ltering region and therefore the

products ∇vext · ∇φ/ ‖ ∇φ ‖ would be equal to zero.

The formulation (7.6) is also stabilized by using a SUPG method (see Section 4.4.3, page

56 and [Brooks & Hughes 1982]). The volume di�usion velocity is �nally computed by using

again Equation (7.4).

7.1.4 Comparison between the methods

The method of particle surface shifting presented in Section 7.1.1 could lead, in some cases,

to a miss-computation of the velocity �eld and therefore this method will not be considered

in this comparison. Though, some results concerning the sintering simulation by using this

method have already published and are available in [Bruchon et al. 2012]. Instead, a comparison

between the two methods involving convection (Sections 7.1.2 and 7.1.3) is presented.

In order to establish a comparison between those two di�erent methods for the computa-

tion of the volume di�usion velocity vv a system with two particles at a speci�c time step is

considered. The initial geometry is the one shown in Figure 7.1a. Looking at the values of

the gradient of the pressure, the value of λ in Equations (7.6) and (7.3) is set to be equal

to λ = 0.005µm, which corresponds to 1/80 of the particles diameter. All the simulations in

this section were carried out over a square computational domain of side 1µm and built-up of

50.000 elements. The simulations were performed by using a parallel computing strategy over

4 processors @ 2.66GHz.

It is important to recall that the level-set function has been �ltered (Equation (4.20), page

55) over a narrow band of width 2E around the interface Γs/f . Furthermore the value of

the normal de�ned as a function of the gradient of the level-set function is very close to zero

outside of this narrow band. Considering this, the convection method (Section 7.1.2) has to

be solved until the �steady state� has been reached inside this band which allows to reduce the

computational time.
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7.1. Volume velocity computation

First some experiments have been conduced in order to identify the number of arti�cial

time step needed to achieve this steady state. As it has been said before, the volume di�usion

velocity has to be computed before the convection in order to be used as a Dirichlet boundary

condition. In this way the velocity in the region where φ < −λ is computed directly from the

pressure �eld as follows:

vv = vvn ; vv =

−ΩA1∇p · n if φ < −λ

0 if φ > −λ
(7.7)

The value of the volume di�usion velocity vv present in convection Equation (7.3) is com-

puted by using the previous Equation (7.7). The convection is carried out over an arti�cial

time τ by using an arti�cial time step equal to the minimum element size: ∆τ = hmin. Figure

7.4 shows the convected velocity vext at di�erent arti�cial time steps over a region near to the

neck between the particles. The interface Γs/f is plotted with the continuous black line and the

isovalue φ = −λ is plotted with the dashed green line. In Figure 7.4a the result of Equation

(7.7) is shown. Figures 7.4b, 7.4c and 7.4d show the convected velocity �eld at τ = 5∆τ ,

τ = 10∆τ and τ = 100∆τ , respectively.

After performing some numerical experiments, it seems that the convected velocity does

not change signi�cantly after 10∆τ . Indeed, there is any important di�erence between the

convected velocity obtained after 10∆τ (Figure 7.4c) and the one obtained after 100∆τ (Figure

7.4d). The number of arti�cial time step performed is an important parameter because the

computational cost of the convection mainly depends on this parameter.

The convection of the volume di�usion velocity is computationally very expensive. For

example each time step (∆t) the simulation shown in Figure 7.4 required about 48 seconds.

The convection of the velocity over τ = 10∆τ required, in average about 18.5 seconds, this

means that more than 35% of the CPU e�ort during every time step ∆t is used to perform the

convection of the velocity.

Concerning the instantaneous convection method (Section 7.1.3), another parameter has

to be set. This method uses an elliptic regularization which introduces a numerical parameter

εvext (Equation (7.6)). The elliptic regularization generates a numerical di�usion of the quantity

being convected. This numerical di�usion is controlled by the value of εvext . If εvext is too high

then the numerical di�usion induced is too strong and the obtained velocity is very di�erent

from the value of the velocity at the layer φ = −λ. Yet, if the value of the regularization
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εvext Iterations
required

Computational
time (s)

Convergence

2.5 · 10−5 286 4.618 4.419 · 10−10

8 · 10−6 405 6.73 1.14 · 10−9

4 · 10−6 536 8.42 3.14 · 10−9

2 · 10−6 972 10.52 8.72 · 10−8

10−6 3000 52.10 4.42 · 10−2

Table 7.1: Computational elapsed time as a function of εvext .

7.2 Volume conservation enforcement

Another issue has to be handled concerning the volume conservation. As it has been

discussed in Chapter 5 (page 70), during the sintering process the density of the material

remains constant and since the mass of the compact powder is also constant, the volume of the

solid phase must be conserved throughout the whole simulation if not external load is applied.

Considering the volume di�usion velocity vv, the volume of the solid phase at a given time

step is conserved if the following expression is satis�ed [Brenner 2005]:

∫
Γs/f

vv · ndS = 0 (7.8)

By using the divergence theorem, the previous volume integral can be rewritten as a volume

integral 3:

∫
Υs

∇ · vvdV = 0 (7.9)

where Υs is the solid phase computational domain. As the previous Equation (7.9) should be

satis�ed for any volume Υs, then the following expression holds:

∇ · vv = 0 (7.10)

Since the volume di�usion velocity vv can be computed as a function of the pressure, then it

is possible to write a constraint that the pressure �eld should ful�ll in order to satisfy Equation

(7.10). This constraint is found by replacing expression of normal velocity as a function of the

�ux (7.2) into the previous Equation (7.10):

3. From the Chapter 6 (Page 90) the boundary of the solid phase ∂Υs is the interface between the solid and
the �uid Γs/f
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∇ · vv = ∇ ·
(
−A1Ω∇p

)
= 0

= −A1Ω∆p = 0

⇔ ∆p ≡ 0 (7.11)

The material has been considered to respond as a linear isotropic elastic material. Then

when the momentum conservation equation (6.1) is solved, in general, the pressure �eld does

not satisfy the constraint (7.11). Therefore if any other additional velocity is locally added,

then the volume of the solid phase will be modi�ed throughout the sintering simulation.

This problem is also present when the grain boundary di�usion is considered. In literature

di�erent solutions are proposed, for example by Pan J. [Pan et al. 1997, Pan et al. 1998,

Kucherenko et al. 2000, Ch'ng & Pan 2004, Ch'ng & Pan 2005, Pan et al. 2005], some additional

degrees of freedom are added to each particle corresponding to the translational and rotational

velocities of a rigid body motion, in such a way that the volume of the particles is conserved.

Another solution considering the sintering by surface and grain boundary di�usions of two

particles of the same size [Wakai & Brakke 2011], consists in the addition of a relative velocity

between the two particles to represent the e�ect of the grain boundary di�usion and at the

same time establish the coupling between the two di�usion mechanisms.

7.2.1 Arti�cial volume conservation velocity

Those solutions are more adapted for Lagrangian approaches where the nodes of the mesh

are placed over the surface of the particles and the grain boundaries and mainly used in 2D

problems. It would be complex to integrate them within the level set approach presented in

this work as the velocity �eld should be computed over the vicinity of the interface and not

only at the interface and also their extension to 3D problems raises some additional challenges.

Another solution is proposed here, the idea consists in adding an arti�cial volume conser-

vation velocity intended to recover the volume loss/gain (∆V ) due to the di�usion phenomena.

This arti�cial volume conservation velocity vavc is de�ned in such a way that its magnitude is

constant over all the computational domain and it is oriented in the local normal direction of

the particles surface:

vavc = vavcn (7.12)
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Furthermore, if the level-set function is transported by using this arti�cial volume conservation

velocity vavc over an arti�cial time step set as ∆τ = ∆t, the volume of the solid phase Υs

would change of ∆Ṽ :

∆Ṽ = ∆τ

∫
Υs

∇ · vavcdV +O(∆t) (7.13)

By using the divergence theorem, the previous expression can be rewritten as follows:

∆Ṽ = ∆τ

∫
Γs/f

vavc · ndS +O(∆t)

= ∆τ

∫
Γs/f

vavcn · ndS +O(∆t)

= vavc∆τ

∫
Γs/f

n · ndS +O(∆t)

∆Ṽ ≈ vavc∆τS (7.14)

where S is the area of the interface Γs/f .

Now the arti�cial volume conservation velocity vavc will be related to the real change in

the volume ∆V induced by the di�usion phenomena after a time step. Let V0 be the initial

volume of the solid phase Υs|t0 :

V0 =

∫
Υs|t0

dV (7.15)

Considering the actual con�guration, the related mechanical problem is solved and the

pressure �eld found is used to compute 4 the volume di�usion velocity vv. After a time step

∆t, this volume velocity vv will induce a change on the volume of the solid phase given by :

∆V =

∫
Υs|t0+∆t

dV − V0 (7.16)

As vavc is intended to recover the volume loss (or gain), then ∆Ṽ ≡ −∆V . In this way,

Equations (7.14) and (7.16) allow to �nd an expression for the arti�cial volume conservation

velocity vavc:

4. This computation includes the extension procedure presented in Section 7.1
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vavc = − ∆V

∆τS
(7.17)

Considering this volume conservation velocity, some numerical tests are carried out in

Section 7.3.1.

7.2.2 Volume di�usion time stepping algorithm

Algorithm 4 presents the procedure used to perform the simulation by volume di�usion.

This Algorithm shows that in order to perform a simulation of sintering by volume di�usion

several challenges must be handled. First the mechanical problem has to be solved, this requires

the use of the numerical strategy presented in Chapter 6. Even after the pressure �eld has

been computed, the computation of the volume di�usion velocity is still a challenging task.

The instantaneous convection is used to �nd the volume di�usion �eld. This velocity is used

to make evolve the structure and then the arti�cial volume conservation velocity is used to

recover the initial volume of the structure. Finally at this point it is possible to start over at

the next time step.

Algorithm 4 Time stepping algorithm for the volume di�usion strategy developed.

φ0
h ← From Algorithm 2 (page 70) for a given geometry at t = 0.
Th(Υ): Initial mesh adaptation by using φth at t = 0
V0 ← From Equation (7.15)
for t = 0→ (tf −∆t) with φth known at the current time t do

(vh, ph)←From the resolution of the mechanical problem (system (6.20) and (6.21))
vv ←Volume di�usion velocity (From Equation (7.6))
φt+∆t
h ←From the resolution of the convective-reinitialization Equation (4.19) a

∆V ←Volume change induced by the volume di�usion velocity (From Equation (7.16))
vavc ←Arti�cial volume conservation velocity (From Equations (7.12) and (7.17))
φt+∆t
h ←From the resolution of the convective-reinitialization Equation (4.19) b

t← t+ ∆t
Th(Υ)←Remeshing step every frem time steps.

end for
φ
tf
h � Output of the simulation at t = tf .

a. The level-set function φt
h is transported by using the volume di�usion velocity, which induces a change

on the volume of the structure that is later corrected.

b. The volume change induced by the volume di�usion velocity is recovered by transporting again φt+∆t
h

with the arti�cial volume conservation velocity vavc over an arti�cial time step ∆τ = ∆t.
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7.3 Numerical simulations

All the simulations were performed by considering that the computational domain Υ is a

square (2D) or a cube (3D) of side 1µm. One of the most important step on the simulation of

the sintering by volume di�usion consists in solving the mechanical problem. The numerical

approach presented in Chapter 6 is used and the mechanical properties of the solids and the

surrounding medium are presented in Table 7.2.

It is important to recall that the role of the surrounding medium is to transmit the stress

applied on the boundary of the computational domain to the particles. Therefore an accurate

description of the dynamics of this medium is not required. Furthermore, the mechanical

properties of the �uid have been chosen in such a way that the stress (pressure �eld) on the

particles is not perturbed.

The di�usion related properties are also presented in Table 7.2. The timescale is set through

the parameter A1 = (1− f)Dv/kT , more exactly through the volume di�usion coe�cient Dv.

In this work time is given in seconds.

Property Value

µ 156 GPa
K 260 GPa
ν 0.25
γsv 0.9 J/m2

η 1 Pa·s
ΩA1 0.013m4/(s·N) Pa·s

Table 7.2: Material properties of the solid and the �uid.

Like in Chapter 5, the di�usion related properties used are signi�cantly bigger than real

properties of the material. However, and as stated before, the use of larger di�usion coe�cients

does not have an e�ect on the kinectics of the di�usion mechanism.

7.3.1 E�ect of the arti�cial volume conservation velocity

As stated before, the volume di�usion simulation does not lead naturally to the conservation

of the volume of the particles. Therefore a supplementary procedure intended to ensure the

volume conservation has been added to the algorithm (See Algorithm 4). As an arti�cial

velocity (vavc) is added to the simulation, the evolution of the structure is modi�ed along, but

as it will be shown, the volume is conserved throughout the whole simulation.

Figure 7.6 shows the e�ect of the procedure of volume conservation. Two simulations are

performed, one without the arti�cial volume conservation velocity vavc and the second one with
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volume conservation. The initial geometry used for both simulations and the corresponding

pressure �eld are shown in Figure 7.6a. The structure evolves di�erently if the volume con-

servation procedure is whether or not applied. Figures 7.6c and 7.6d show the structure after

200∆t and 650∆t, respectively. In those �gures, the initial geometry is plotted in blue, the

simulation without volume conservation is plotted with a dashed green line and the continuous

red line corresponds to the simulation with volume conservation. When the volume conserva-

tion strategy is not used, the structure becomes signi�cantly bigger than the initial geometry

(dashed green line and blue line, respectively, in Figures 7.6c and 7.6d). After 650∆t the two

particles have become about 12% bigger (7.6b). Nevertheless, this behavior is corrected by

using the arti�cial volume conservation velocity as it can be seen in Figure 7.6b, where the

volume change is lower than 0.01%.

It is important to note that the change of volume ∆V can depend on the strategy used to

compute the volume di�usion velocity (methods presented in Section 7.1), but independently

on the method, the arti�cial volume conservation strategy allows to successfully ensure a very

low change on the volume. In 2D the change of volume is usually lower than the corresponding

3D problem. In order to use the same strategy when dealing with 2D or 3D problems, the

volume conservation procedure will be used for all kind of simulations.
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7.3.2 Two spherical particles

As in Chapter 5, this example aims to establish a comparison between the numerical ap-

proach developed and the analytical model of volume di�usion presented in Section 3.1. The

�rst case involves two particles of radii R as presented previously in Figure 7.6a. As before

the analytical model for the growth of the neck between the particles presented in Chapter 3

(Table 3.2, page 28) can be rewritten as follows:

x(t)

R
=

(
16DvγsvΩ

kT

t

R3

)1/5

x(t)

R
= (16 t′) 1/5 (7.18)

where t′ = DvγsvΩt/kTR
3 the adimensional time. The exponent 1/5 present in the previous

Equation (7.18) is found by making some geometrical hypothesis, but it is possible to obtain

exponents ranging between 1/5 and 1/4 (See Chapter 3, page 24).

Figure 7.7 shows the growth of the dimensionless neck radius x/R versus t′, computed by

�nite element for a particle radius ranging from 0.1 to 0.4 µm. The best curve �tting these

data, obtained by a least-square approximation of the numerical results, is x/R = 0.36t′1/5.6

and is referred to as �n = 5.6�. Once again this value, which is slightly larger than the upper

bound predicted by the theory, represents a kind of mean value that takes into account the

di�erent stages of the sintering. However, when these simulations are examined individually, the

coe�cient n is shown to depend on the particles size and to vary slightly into each simulation.

More precisely, the simulations provide a coe�cient n that decreases when the particles size

increases: n is equal to 4.85 when R = 0.1µm, to 4.23 when R = 0.2µm, to 4.14 when

R = 0.3µm and to 3.88 when R = 0.4µm. Understanding in details this dependency requires

deeper investigations which are still to be done.

Figure 7.8 presents the evolution, by volume di�usion, of two spherical particles of di�erent

sizes. This simulation has been performed in 2D and the plane strain assumption is considered.

The initial radii of the two particles are 0.25µm and 0.1µm, respectively. The mesh adaptation

strategy discussed in Chapter 4 (Section 4.4.4, page 59) is used to re�ne the mesh over a narrow

band around the interface Γs/f , as shown in Figures 7.8a and 7.8c. The mesh is built up of

about 55,000 elements.

The pressure �eld computed at the initial con�guration is shown in Figure 7.8a. After

t = 250∆t the pressure �eld is shown in Figures 7.8b and 7.8c. At that time step (t = 250∆t =
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7.4. Conclusions

changes. The total surface of the particles represents a part of the free energy of the system,

therefore a easy way to quantity the reduction of this energy is to measure the total surface

of the powder compact. Figure 7.10 shows how the total surface of the system decreases

as the volume di�usion takes place. The total volume of the powder compact was, at the

beginning of the simulation, 0.2272µm3 and after t = 1.624s the volume increased of about

1.17 · 10−3% ≈ 2.66 · 10−4µm3. The total volume of the compact powder can be considered to

be conserved and the total surface of the particles decreases of about 30% as it can be seen in

Figure 7.10.

Even if the evolution of the structure seems to be in agreement with the kinetics of the

process, it is very di�cult to validate the numerical result as there is no experimental data.

However the capabilities of the method to simulate the sintering process by volume di�usion

over realistic 3D powder compacts has been demonstrated with this example.

Figure 7.10: Evolution of the total surface of the system over the time.

7.4 Conclusions

The numerical approach presented in this chapter allows to perform simulations of sintering

by volume di�usion without any restriction regarding the shape or the geometry of the compact

powder. The arti�cial volume conservation procedure allows to successfully ensure the conser-

vation of volume of the particles throughout the whole simulation for 2D and 3D problems.

The growth of the neck between two particles by volume di�usion has been compared with the

analytical models presented in Chapter 3 and the approach developed for the volume di�usion

path leads to a good simulation of the process kinetics.
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Chapter 7. Sintering by volume di�usion

Even if the experimental validation of this kind of simulation is very complicated and

probably not even possible as for today, the results of this work can be used to feed other

models that would allow to enhance the understanding the underlying physical phenomena. In

the next chapter, an approach for the coupling between the volume di�usion and the surface

di�usion is presented, and at the same time, the numerical strategy for the integration of the

grain boundary di�usion into the computational framework will be established.
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7.5 Résumé en français :

Frittage par di�usion volumique

Une stratégie numérique pour le calcul de la pression ayant été �xée, une méthode pour la

simulation du frittage par di�usion volumique peut être proposée dans ce chapitre. Une fois le

champ de pression calculé, le �ux de matière et la vitesse de di�usion volumique doivent être

calculés, ce qui soulève des nouvelles di�cultés. La tension surfacique induit une discontinuité

de la contrainte normale. Cette discontinuité est aussi présente dans le champ de pression à

travers la surface des particules. Cependant, le gradient de la pression doit être calculé à la

surface des particules justement où ce gradient n'est pas dé�ni. Or, dans le cadre Level-Set

présenté, la vitesse doit être calculée des deux cotés de l'interface.

A�n de résoudre ce problème, trois approches numériques ont été proposées. Ces trois

approches sont basées sur une seule idée : utiliser la vitesse calculée sur une couche légèrement à

l'intérieur des particules et ensuite étendre cette vitesse à l'extérieur de la surface des particules.

Des comparaisons entre ces approches ont été faites et la convection instantanée de la vitesse a

montré qu'elle permet d'obtenir des très bons résultats avec des temps de calculs acceptables.

Le volume de mati1ere du compact pulvérulent doit rester constant pendant le procédé de

frittage. Cependant, la vitesse induite par la di�usion volumique mène à un changement du

volume au cours du temps. Il est possible de trouver dans la littérature quelques méthodes qui

permettent d'assurer la conservation du volume, mais la plupart de ces méthodes sont limitées

à des cas 2D ou bien leur application à des problèmes 3D est très complexe. Pour cette raison

une méthode alternative, dans laquelle une vitesse arti�cielle est ajoutée, a été developpée.

Cette méthode permet de garantir la conservation du volume pendant toute la simulation du

frittage en 2D et 3D.

En utilisant toutes ces approches numériques, pour le calcul de la pression, le calcul de la

vitesse et la conservation du volume, il a �nalement été possible de réaliser des simulations

du frittage par di�usion volumique. Comme première validation, la croissance du cou entre

deux particules de la même taille a été comparée avec succès aux prédictions données par les

modèles analytiques. Par contre la validation des résultats sur des empilements de particules

plus proches de la réalité est très compliquée car aucun résultat expérimental n'est disponible.

Les résultats obtenus représentent, au moins à la connaissance des auteurs, la première tentative

réussie de simulation du frittage par di�usion volumique en 3D.
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Chapter 8

Toward a full sintering simulation
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Sintering is a very complex process and the microstructural evolution of the system is

thermo-physically controlled by the di�usion phenomena which will lead to reduction of free

energy. During sintering di�erent di�usion mechanisms (surface, volume, grain boundary,

etc...) take place at the same time, therefore it is necessary to establish a coupling between the

di�erent di�usion mechanisms in order to simulate the complete process of sintering. So far

the grain boundary di�usion has not been tackled, however the coupling between surface and

volume di�usions represents a further step toward the complete sintering simulation. In this

chapter a way to couple the surface (Chapter 5) and volume (Chapter 7) di�usions is presented

in Section 8.1 and the numerical results obtained by using this approach are discussed in Section

8.2.

The grain boundary di�usion remains a very important mechanism, therefore the bases for

the introduction of this di�usion path are set. As a �rst step toward the sintering simulation by

grain boundary di�usion, the surface tension that is present over the grain boundary between

the particles has to be considered in the mechanical problem. A strategy allowing to take into
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8.1. Coupled velocity computation

account this grain boundary surface tension is presented in Section 8.3. Finally the conclusions

are discussed in Section 8.4.

8.1 Coupled velocity computation

In order to establish a coupling method for those two di�usion paths, some hypotheses have

to be made. The surface di�usion matter �ux js and the volume di�usion matter �ux jv are

assumed to be independent and therefore the corresponding velocities are also independent.

Additionally, the two di�usion mechanisms are supposed to occur simultaneously. In fact, as

it has been shown in Chapters 5 and 7, those di�usion �uxes mainly depend on the geometry

of the structure and more precisely on the curvature κ. The surface di�usion matter �ux js is

directly proportional to the surface gradient of the curvature and the volume di�usion matter

�ux is proportional to the pressure gradient which also depends on the curvature through

Laplace's law. Therefore by considering the structure at a time t, it is possible to compute the

matter �ux corresponding to each di�usion path at t:

js = −A0∇sκ (8.1)

jv = −A1∇p (8.2)

where A0 = Dsγsv
kT , A1 = (1− f)Dv/kT and p is the pressure.

In Chapter 2 (Section 2.2.5), the di�usion induced velocities vs and vv were shown to be

oriented in the normal direction:

vs = ΩA0∆sκn (8.3)

vv = −ΩA1∇p · nn (8.4)

with Ω the atomic volume and n the outward normal.

As both di�usion paths take place simultaneously, a very simple way to establish a coupling

between the two di�usion paths consists in computing the coupled velocity vcoupled as the result

of the vectorial addition of each individual di�usion velocity:
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vcoupled = vs + vv

⇒ vcoupled = Ω
(
A0∆sκ−A1∇p · n

)
n

vs vv

vcoupled

vcoupled

vs vv



8.2. Numerical results

Algorithm 5 Time stepping algorithm for the coupled di�usion strategy developed.

φth ← From Algorithm 2 (page 70) for a given geometry at t = 0.
Th(Υ): Initial mesh adaptation by using φth at t = 0
V0 ← From Equation (7.15)
for t = 0→ (tf −∆t) with φth known at the current time t do

(vh, ph)←From the resolution of the mechanical problem (system (6.20) and (6.21))
vv ←Volume di�usion velocity (From Equation (7.6))
vst ←From Equations (5.9) and (5.15)
vcoupled ←From Equation (8.5)
φt+∆t
h ←From the resolution of the convective-reinitialization Equation (4.19)

∆V ←Volume change induced by the volume di�usion velocity (From Equation (7.16))
vavc ←Arti�cial volume conservation velocity (From Equations (7.12) and (7.17))
φt+∆t
h ←From the resolution of the convective-reinitialization Equation (4.19) a

t← t+ ∆t
Th(Υ)←Remeshing step every frem time steps.

end for
φ
tf
h � Output of the simulation at t = tf .

a. Volume conservation enforcement.

di�usion (vs) does not lead to a change of the volume of the compact powder. However, the

induced volume di�usion velocity (vv) can lead to a change of the volume of the particles. For

this reason, when the coupled surface and volume di�usions are considered, it is necessary to

add a step aiming at the volume conservation. This volume conservation step is performed

by using the same approach presented for the volume di�usion in Section 7.2. In this case,

the arti�cial volume conservation velocity vavc is computed after the transport of the level set

function under the coupled velocity (vcoupled) has been performed.

The material properties used in the following simulations correspond to the properties of

Alumina (Al2O3) and are summarized in Table 8.1. It is important to recall that the di�usion

related properties are signi�cantly larger than the real properties of the material, but this does

not have an impact on the kinectics of the phenomena.

Property Value Units

DsΩγsfδs/kT 1·10−7 m mol/s
DvΩ (1− f) /kT 55.16 m mol/N s

K 260 GPa
µ 156 GPa
η 1e-3 Pa/s
γsf 0.9 N/m
Ω 8.55·10−6 m3/mol

Table 8.1: Material properties used.
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Chapter 8. Toward a full sintering simulation

8.2.1 Two particles

Surface and volume di�usions are coupled to simulate the sintering of two particles by

these two di�usion mechanisms. Figure 8.2 shows the evolution of two particles as they sinter

together by surface and volume di�usions. Figure 8.2a presents the initial state of the particles,

they are set to be quasi-tangent. After 50 time steps, the neck between the particles is about

30% of the particle radius, as it is shown in Figure 8.2b. The power laws presented in Section

3.1 (page 24) can be used for values of the neck radius X < 0.3R. It is interesting to see how

the two particles evolve beyond this limit (Figure 8.2c), they can no longer be considered to

remain spherical.

a. t0 b. t1 c. t2

Figure 8.2: Two particles sintering by coupled surface and volume di�usion at: a. t = 0,
b. t = 50∆t and c. t = 100∆t.

In Chapter 5 it was highlighted that the velocity induced by surface di�usion should lead

to the conservation of the volume of the compact powder. However, because of the numerical

approach, the volume of the particles changes, in a very slight way but it still changes. In the

coupled case, the change of the volume of the compact powder is mainly due to the volume

di�usion velocity, but the surface di�usion velocity is still responsible for a small fraction of

this volume change. The introduction of the arti�cial volume conservation velocity vavc allows

to recover the change of the volume induced for both di�usion paths. Considering the case of

two particles sintering by coupled di�usion, the maximum change in the volume of the particles

after volume conservation recovery is about 0.0035%. For this reason, volume can be considered

to remain constant.

When the surface and volume di�usions mechanisms were presented (Chapters 5 and 7,

respectively), the case of two particles was used to validate the results obtained. The analytical

models for the growth of the neck between the particles presented in Chapter 3 (Table 3.2) can

be written, in a general way for any di�usion mechanism, as follows:

x

R
= B(R) t1/n (8.6)
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8.2. Numerical results

where B(R) is a constant that depends on the particles radius R and the di�usion properties

of the materials. The exponent n is the parameter that describes the kinetics of the concerned

di�usion paths. The evolution of the adimensional neck radius x/R for two particles of radius

R = 0.2µm is considered. First, the surface and the volume di�usion were considered alone.

The evolution of the adimensional neck radius x/R for these two di�usion mechanisms is plot-

ted in Figure 8.3, where the red and the green lines correspond to the surface and volume

di�usions, respectively. As stated in the previous Chapters 5 and 7, the kinectics of these two

di�usion mechanisms is well represented by the numerical approach developed. The evolution

of the adimensional neck radius x/R for the coupled di�usion is also plotted in Figure 8.3

with a blue line. As expected the neck growth is signi�cantly faster when the coupled di�u-

sion is considered. By using a least squares interpolation of the obtained data, the exponent

corresponding the coupled di�usion is n = 3.29. Validation of this coupling is very complex

since analytical models for the neck growth are not available for these two mechanisms working

simultaneously. However, by considering the kinetics obtained, it is possible to say that the

results are qualitatively correct.

Figure 8.3: Evolution of the adimensional neck radius x/R over the time t (logarithmic
scale.

It is possible to compare the neck growth obtained with each mechanism individually and

the growth obtained with the coupled approach. The same simulation shown in Figure 8.2 was

performed in three di�erent ways: by using only the surface di�usion, then by using volume
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8.2. Numerical results

a. t = 0 & Adapted mesh b. t = 65∆t

c. t = 130∆t d. t = 170∆t (All the pores)

Figure 8.5: Evolution of a particle packing through the time.

time step. Furthermore, as the surface and volume di�usions are coupled together, the results

obtained should get closer to the microstructures that can be obtained in real experiments,

but still important di�erences are present. Specially, the grain boundary di�usion mechanism

has a huge contribution among the di�usion paths and therefore it is not yet possible to

make qualitative comparisons with the results available experimentally where all the di�usion

mechanisms are activated. Nevertheless, important information can be extracted of this kind

of simulation.

For example the particles packing presented in Figure 8.5a was initially formed by a set of

154 particles with no closed porosity. As coupled di�usion takes place, the structure evolves

and closed porosity appears after about 250 time steps (t ≈ 0.2s). Figure 8.6a shows the

�rst pore that appeared inside the compact powder. In fact this pore evolves until a roughly
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8.3. Toward the grain-boundary di�usion

8.3 Toward the grain-boundary di�usion

The chemical potential associated with grain boundary di�usion is proportional to the

normal stress σnn. Furthermore, the velocity induced by the grain boundary matter �ux is

function of the second derivative of this normal stress. The �rst step toward the sintering

simulation by grain boundary di�usion therefore consists in developing a strategy able to solve

the mechanical problem by taking into account, in addition to the surface tension at the free

surface of the particles, the surface tension present at the grain boundary.

In this way another challenge has to be handled in order to introduce the grain bound-

ary di�usion mechanism into the numerical approach presented here. In fact, when the grain

boundary is considered, an additional term has to be added to the formulation of the mechan-

ical problem. This additional term corresponds to the surface tension present over the grain

boundary. Therefore, the numerical approach used to solve the mechanical problem (Chapter

6) has to be modi�ed in order to take into account both surface tensions.

In this work, a numerical strategy taking into account the surface tension over the grain

boundary is proposed. The approach is intended to be used within the context of grain bound-

ary di�usion. However the numerical strategy concerning this di�usion path will be developed

in a forthcoming work.

8.3.1 Surface tension at the grain boundary

In order to introduce the formulation of the mechanical problem containing the grain bound-

ary surface tension term, consider two solids (two particles) Ψ1
s and Ψ2

s. Both particles are

in contact, therefore a section of their surface is shared which forms the grain boundary Γs/s.

Figure 8.7 shows the two solids Ψ1
s and Ψ2

s and the grain boundary Γs/s formed between them.

The mechanical problem that has to be solved corresponds, again, to the momentum con-

servation which can be expressed as follows:

∇ · σ = 0 in Ψ,

σ · nf = −pe nf in Σt, (8.7)

v = vc in Σv

where σ is the Cauchy stress tensor for the solids or the �uid. pe is the pressure applied on the

outer boundary Σt, n
f is the outward normal to Σt and velocity v is equal to vc over Σv. The
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Ψf Ψ1
s Ψ2

s Γs/s

σs

σs(u) = 2µε(u)−
(
1− 2

3

µ

K

)
p I

u+
p

K
= 0

σf

σf (v) = 2ηε̇(v)− p I

v = 0

Γs/f Γs/s

σ · n



8.3. Toward the grain-boundary di�usion

[
(σ · n)

]
|Γs/f

= γsfκn+∇sγsf (8.12)[
(σ · n)

]
|Γs/s

= γssκn+∇sγss (8.13)

where γss is the surface tension coe�cient at the interface between the two particles. As

before, the surface tension coe�cients γsf and γss are assumed to be constant and the previous

expressions (8.12) and (8.13) write:

[
(σ · n)

]
|Γs/f

= γsfκn (8.14)[
(σ · n)

]
|Γs/s

= γssκn (8.15)

Because of mass conservation across the interface, the normal velocity has to be continuous

across those interfaces:

[ v · n ]|Γs/f
= 0 (8.16)

[ v · n ]|Γs/s
= 0 (8.17)

The mixed variational formulation of Equation (8.7) for the elastic solid Ψ1
s consists in

�nding (u, p) in (V (Ψ1
s)
d ×Q(Ψ1

s)) such that 1:∫
Ψ1

s

2µ1ε(u) : ε(w) dV −
∫

Ψ1
s

(
1− 2

3

µ1

K1

)
p div(w) dV =

∫
Γs/f

(σs · ns1) · w dS︸ ︷︷ ︸
Stress vector at Γs/f

+

∫
Γs/s

(σs · ns1) · w dS︸ ︷︷ ︸
Stress vector at Γs/s

(8.18)

∫
Ψ1

s

div(u)q dV +

∫
Ψ1

s

p

K1
q dV = 0 (8.19)

where ns1 is the unit normal pointing outward the solid Ψ1
s, µ1 and K1 are the shear modulus

and the bulk modulus of the solid Ψ1
s.

In the same way, the mixed variational formulation of Equation (8.7) for the elastic solid

1. (V (Ψ1
s)d and Q(Ψ1

s)) correspond to the functional spaces de�ned in Section 6.1.4 (page 93).
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Ψ2
s is given by:∫

Ψ2
s

2µ2ε(u) : ε(w) dV −
∫

Ψ2
s

(
1− 2

3

µ2

K2

)
p div(w) dV =

∫
Γs/f

(σs · ns2) · w dS︸ ︷︷ ︸
Stress vector at Γs/f

+

∫
Γs/s

(σs · ns2) · w dS︸ ︷︷ ︸
Stress vector at Γs/s

(8.20)

∫
Ψ2

s

div(u)q dV +

∫
Ψ2

s

p

K2
q dV = 0 (8.21)

with ns2 the unit normal pointing outward the solid Ψ2
s, µ2 and K2 are the shear modulus and

the bulk modulus of the solid Ψ2
s.

Finally, the mixed variational formulation for an incompressible �uid is given by:

∫
Ψf

2ηε̇(v) : ε(w) dV −
∫

Ψf

p div(w) dV =

∫
Σt

(−penf ) · w dS+

∫
Γs/f

(σf · nf ) · w dS︸ ︷︷ ︸
Stress vector at Γs/f

(8.22)

∫
Ψf

div(v) q dV = 0 (8.23)

The numerical strategy used to integrate Equations (8.18) to (8.23) into a single monolith-

ical mixed formulation is presented in the next section.

8.3.2 Numerical strategy

The level-set method used has shown its capability to handle strong topological changes

over complex geometries in 2D and 3D. However, when a single level-set function φ is used, it

is only possible to track one interface separating two di�erent phases. If the grain boundary is

introduced, di�erent solids (particles) have to be described and multiple interfaces can appear

(free surfaces and grain boundaries). Considering this, it is not longer possible to track either

the free surface Γs/f and the grain boundary Γs/s by using a single level set function φ. In

fact, this problem contains at least three di�erent phases therefore at least two di�erent level

set fuctions are required.

The approach proposed here consists in using at least two level set functions. Indeed, the
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8.3. Toward the grain-boundary di�usion

number of level set function required can be di�erent according to the number of particles to

be tracked. The simplest solution is to use one level set function for each particle, however this

solution is computationally very expensive. Another solution consists in describing multiple

particles with one level set, this method is called coloration algorithm (see [Hitti 2011]). In

that case, the choice of the particles belonging to the same level set function has to be made

in such a way that they do not get in contact throughout the whole simulation. In fact, if two

particles described by the same level set get in contact, no grain boundary would be created

and the two particles would become a single one.

For example, two level set functions φ1 and φ2 are used to track the surface of the particles

Ψ1
s and Ψ2

s respectively (Figure 8.7). φ1 and φ2 are given by:

φ1(x) =


−dist

(
x, ∂Ψ1

s

)
if x ∈ Ψ1

s

dist
(
x, ∂Ψ1

s

)
if x /∈ Ψ1

s

0 if x ∈ ∂Ψ1
s

; φ2(x) =


−dist

(
x, ∂Ψ2

s

)
if x ∈ Ψ2

s

dist
(
x, ∂Ψ2

s

)
if x /∈ Ψ2

s

0 if x ∈ ∂Ψ2
s

(8.24)

In this way, the grain boundary Γs/s is de�ned by the surface where both level set functions

are equal to zero (Equation (8.26)). The solid/�uid interface Γs/f is de�ned by the surface

where only one of the level set functions is equal to zero:

Γs/f ={x ∈ Rn, [φ1(x, t) = 0) ∩ φ2(x, t) 6= 0] ∪ [φ1(x, t) 6= 0) ∩ φ2(x, t) = 0]} (8.25)

Γs/s ={x ∈ Rn, [φ1(x, t) = 0) ∩ φ2(x, t) = 0]} (8.26)

In the mechanical problem presented in Chapter 6, there were only two phases: the solid

and the surrounding medium. However as the grain boundary is introduced more phases have

to be handled (multiple solids and the surrounding medium). For this reason it is also necessary

to de�ne a Heaviside function associated with each level set function used. Considering the

case of two level set functions (φ1 and φ2), three Heaviside functions are de�ned:
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H1
s (φ1) =

{
1 if φ1 ≤ 0

0 if φ1 > 0
(8.27)

H2
s (φ2) =

{
1 if φ2 ≤ 0

0 if φ2 > 0
(8.28)

Hf (φ1, φ2) =1−H1
s (φ1)−H2

s (φ2) (8.29)

where H1
s , H

2
s and Hf are respectively the Heaviside functions associated with Ψ1

s, Ψ2
s and Ψf

(see Figure 8.7).

Again, by using the same time discretization such as presented in Chapter 6 (Section 6.2.1),

the mixed weak formulations of the solids Ψ1
s and Ψ2

s (Equations (8.18) to (8.21)) are written

in terms of velocity v and pressure p:∫
Ψ

2
(
H1
sµ1∆t+H2

sµ2∆t+Hfη
)
ε̇(v) : ε̇(w) dV−∫

Ψ

(
H1
s

(
1− 2

3

µ1

K1

)
+H2

s

(
1− 2

3

µ2

K2

)
+Hf

)
p div(w) dV =∫

Γs/f

γsfκn · w dS︸ ︷︷ ︸
Surface tension over Γs/f

+

∫
Γs/s

γssκn · w dS︸ ︷︷ ︸
Surface tension over Γs/s

+

∫
Σf

(−pe nf ) · w dS −
∫

Ψ
2Hs(φ)µε(ut−∆t) : ε(w) dV

(8.30)

∫
Ψ
div(v)q dV +

∫
Ψ

(
H1
s

p

K1∆t
+H2

s

p

K2∆t

)
q dV =

−
∫

Ψ

(
H1
s

∆t
+
H2
s

∆t

)
div(ut−∆t)q dV

(8.31)

The numerical approach used to solve the mixed formulation (8.30) and (8.31) is exactly

the same presented in Chapter 6. The Surface Local Reconstruction method (SLR, Section

6.2.3.1) is used to perform the integration over both interfaces Γs/f and Γs/s. However special

attention has to be paid to the element containing the triple point shown in Figure 8.8a.

In fact, the triple point will be placed by contruction of the intersection of the level set

functions over an edge of an element as shown in Figure 8.8a. Therefore there will be an

element containing three phases: the two solids and the surrounding medium. Then, the

numerical computation of the volume integrals of the mixed formulation (8.30) and (8.31) can
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8.4. Conclusions

boundary di�usion velocity, in such a way that there is no overlapping or creation of voids

over the grain boundary between the di�erent level set functions. Nevertheless, the strategy

presented for the mechanical problem with surface tension on the free surface and the grain

boundary is an important step toward the sintering simulation by grain boundary di�usion.

8.4 Conclusions

A simple numerical strategy for the coupling between the surface di�usion and the volume

di�usion has been presented. The basic idea is to compute individually the velocities induced

by those mechanisms, and the create a coupled di�usion velocity given by the vectorial sum of

each individual velocity. Even if at �rst sight this approach could seem to be very simple, the

hypotheses made are in agreement with the hypotheses required by each di�usion mechanism.

In fact, the both di�usions are driven by the geometry of the structure, in one hand the surface

di�usion is driven by the surface laplacian of the curvature and, on the other hand, the volume

di�usion is driven by the pressure gradient which also depends on the curvature. Considering

this, the addition of both di�usion velocities is a good choice.

Even if it is very complex to make a validation of the obtained results, as there are no ana-

lytical models coupling those two di�usion mechanisms, the results obtained with the approach

are qualitatively correct. Considering the case of two particles sintering by coupled surface and

volume di�usions, the growth of the neck between the particles is signi�cantly faster compared

with the growth obtained with either of the mechanisms alone.

This coupling allows to perform more realistic simulations, however the lack of the grain

boundary does not allow to fully simulate the sintering of a material. In order to introduce the

grain boundary di�usion into the numerical approach presented, a method allowing to solve the

mechanical problem considering the surface tension over the free surface and the grain boundary

has been presented. The results obtained are promising, however further developments are yet

to be done, including the approach allowing to compute the matter �ux by grain boundary

di�usion.
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8.5 Résumé en français :

Vers la simulation complète du frittage

Le frittage est le résultat de plusieurs mécanismes de di�usion agissant de façon simultanée

par la diminution de l'énergie totale libre du système. A�n de pouvoir faire une simulation

complète du procédé de frittage, il est donc nécessaire d'établir un couplage entre les di�érents

chemins de di�usion. Pour cette raison, une stratégie numérique pour le couplage entre la

di�usion surfacique et la di�usion volumique est présentée. L'idée consiste à calculer la vitesse

couplée comme la somme vectorielle de chaque vitesse (surfacique et volumique). La validation

de cette approche est très complexe car il n'existe pas de modèle analytique pour prédire la

croissance du cou entre deux particules de la même taille par di�usion couplée. Cependant,

des simulations de frittage entre deux particules ont montré que le cou entre les particules

se développe beaucoup plus rapidement lorsque le couplage est considéré que lorsque chaque

mécanisme est pris individuellement. La validation de simulations plus réalistes n'est pas non

plus possible, mais l'évolution du système semble être correcte.

Le fait de ne pas avoir pris en compte les joints des grains ne permet pas de faire de

simulation complète du frittage (ce dernier mécanisme restant essentiel). A�n d'introduire la

di�usion aux joints de grains dans le cadre numérique présenté, le calcul de la pression doit

prendre en compte la tension surfacique présente aux joints de grains entre les particules.

Une méthode pour résoudre le problème mécanique avec la prise en compte de la tension

surfacique sur la surface des particules et aux joints de grains est donc présentée. La méthode

est basée sur l'approche numérique utilisée pour le calcul de la pression dans le cadre de la

di�usion volumique. La principale di�érence est liée à l'introduction de plusieurs fonctions

Level-Set requises pour pouvoir identi�er chaque particule individuellement ainsi que les joints

de grains. Avec cette méthode, il est possible de résoudre le problème mécanique en 2D en

tenant en compte des deux termes de tension surfacique et les résultats sont très encourageants.

Cependant, un long travail reste à réaliser a�n d'arriver à faire des simulations de frittage par

di�usion aux joints de grains.
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Conclusions

Sintering is a very complex process involving several multiphysics phenomena. From a

practical point of view there are many variables that have to be controlled in order to ob-

tain the desired properties of the �nal product. Because of these many variables and their

interdependency, it is di�cult to extract useful information from experimental data. Therefore

numerical simulations represent a powerful tool that can provide meaningful information about

this phenomena.

Considering the numerical tools available aiming at the simulation of the sintering process

at the particle scale, a lack of a numerical approach able to handle the di�erent di�usion mech-

anisms, complex geometries, and strong topological changes in 2D and even more drastically

in 3D became evident. In this work was developed a numerical approach able to integrate e�-

cient simulations of sintering by multiple di�usion mechanisms at the particles scale, allowing

to study the microstructural evolution of the compact powder. The level set method, which is a

Eulerian approach, was chosen because of its capability to handle strong topological changes in

2D and specially in 3D without any kind restriction concerning the geometry and the evolution

of the system.

A level set �nite element approach has been used to integrate the surface and volume dif-

fusions, and partially the grain boundary di�usion, into a continuum mechanics framework.

In order to achieve the goal, several challenges had to be overcome. Considering the surface

di�usion, the induced velocity is proportional to the second-order spatial derivative of the cur-

vature and therefore to the fourth-order spatial derivative of the level set function (vs ∝ ∆sκ)

which is interpolated by using piecewise linear functions. In order to overcome this problem,

a stabilized �nite element mixed formulation curvature/surface laplacian of the curvature was

proposed. In fact, the numerical approach showed its capability to keep very reduced spurious

oscillations of the curvature. The stability and the convergence of the numerical method was

also tested.
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Concerning the volume di�usion, the associated velocity is proportional to the gradient of

pressure vv ∝ ∇p ·n. Therefore, the momentum conservation equation must be solved in order

to compute the volume di�usion velocity. The issue, in the Eulerian framework used, being

that the mechanical behavior of both, the compact powder and the surrounding medium, has

to be taken into account along with the surface tension present at the particle surface. This

surface tension induces a discontinuity of the normal stress and very often leads to unphysical

oscillations of the pressure. The high ratio between the mechanical properties of both phases

(particles and surrounding medium) represents another source of pressure oscillations.

A �nite element mixed formulation pressure/velocity was proposed to solve the mechanical

problem. This formulation, despite the multiple sources of spurious oscillations, allowed to

obtain �smooth� pressure �elds. And additionally, this method represents, at least to the

authors knowledge, the �rst successful approach for the treatment of the �uid - elastic solid

interaction with surface tension. This speci�c issue is in press in [Pino Muñoz et al. 2012].

However, even if a �smooth� pressure �elds can be obtained, the computation of the volume

di�usion velocity, which depends on the pressure gradient, is still complex. In fact, the normal

stress discontinuity also induces a discontinuity of the pressure �eld, therefore the computation

of the pressure gradient is not straightforward. The proposed solution consisted in computing

the pressure gradient, and hence the volume di�usion velocity, over a layer slightly below the

particles surface and then to extend this volume di�usion velocity beyond the interface. To

do so, an e�cient numerical approach capable of computing a volume di�usion velocity over a

region around the particles surface was proposed. Additionally, a method for the enforcement

of conservation of the particles volume was also proposed.

By combining all those numerical methods, a method for the simulation of sintering by

volume di�usion was proposed. The results obtained were successfully compared with analytical

models and it was also shown that this approach allows to cope with the severe topological

changes and complex geometries that characterize the sintering process. Again, this method

represents the �rst successful attempt to simulate the sintering by volume di�usion of a particles

packing in 3D.

It is important to highlight that this kind of simulations are computationally very expensive,

specially in 3D. In fact, the 3D simulations of the 150 particles packing sintering were performed

by using a mesh built-up of about ten millions of elements and 24 processors were used, which

required a computational time of about 200h.

The numerical framework developed, allowed to establish a coupling between surface and
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volume di�usions. Even if the validation of this coupling is not yet possible, the results are

promising and the kinetics of the surface area reduction, related to the surface free energy,

seems to be correct. The next step toward the full sintering simulation, consists in adding the

grain boundary di�usion. Aiming at this goal, the grain boundary surface tension has to be

taken into account in the momentum conservation equation. Therefore, a numerical strategy

to solve this new mechanical problem using multiple level set functions was proposed. This

numerical strategy led to a �rst numerical approach allowing to compute the stress state of

a system considering the surface tension over the free surface and the grain boundary. This

approach sets the bases for the simulation of the sintering by grain boundary di�usion.

Several outlooks can be drawn from this work. Since the framework for the simulation

of the grain boundary di�usion path has already been �xed, the most straight outlook is the

introduction of this di�usion mechanism into the numerical approach. However, this represents

a challenging task since the transport of multiple level set functions has to be handled and the

normal stress over the grain boundary has to be computed in a more accurate way. Coupling

between those three main di�usion mechanisms (surface, volume and grain boundary) could

lead to comparisons with experimental data and calibrated powder compact sintering. More-

over, the microstructural evolution of the compact powder could be embedded into macroscopic

models.

As for today, considering that this numerical tool allows to obtain the geometry of a powder

compact at any time, it could be possible to study the e�ect of electromagnetic waves during

the microwave sintering. Additionally, this numerical tool would also allow to deal with the

sintering of multi-materials or the study of the sintering of doped powders. In fact, all the

di�usion mechanisms are numerically controlled by the value of the material properties, i.e.

di�usion coe�cients, mechanical properties, surface tension coe�cients, therefore it would be

possible to evaluate di�erent material properties from physical considerations to represent the

multi-materials sintering or the sintering of doped powders. This corresponds to the subject

of an undergoing PhD thesis (Howatchinou Tossoukpè), which is expected to be defended by

the end of 2013.
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Abstract :

Within the general context of solid-state sintering process, this work presents a numerical 
modeling approach, at the particle scale, of ceramic particle packing consolidation. Typically, 
the  sintering  process  triggers  several  mass  transport  paths  that  are  thermally  activated. 
Among those diffusion paths, the most important ones are: surface diffusion, grain boundary 
diffusion and  volume diffusion. Including this physics into a high-performance computing 
framework would permit to  gain precious insights about the driving mechanisms which are 
seldom accessible at this scale.
The aim of the present work is to develop a model and a numerical strategy able to integrate  
the different diffusion mechanisms into continuum mechanics framework. In the  cases of 
surface  diffusion  and volume diffusion,  the  mass  flux  is  calculated  as  a  function  of  the 
surface curvature Laplacian and the hydrostatic pressure gradient, respectively. The physical 
model describing these two transport mechanisms is first presented within the framework of 
continuum  mechanics.  Then  the  numerical  strategy  developed  for  the  simulation  of  the 
sintering  of  many  particles  is  detailed.  This  strategy  is  based  on  a  discretization  of  the 
problem by using a finite element approach. In order to be able to take into account all the 
different topological  changes that can appear in the structure during the sintering process 
(neck formation between the particles, open and closed pores, pores elimination, etc ), the 
grains are described through an Eulerian approach. More precisely, a Level-Set method is 
used  to  describe  the  particles  free  surface.  This  versatile  strategy  allows  us  to  perform 
simulations  involving  a  relatively  large  number  of  particles.  Particles  are  chosen  to  be 
tangential spheres at the beginning of the simulation. Then, due to surface diffusion, necks 
are quickly formed between the particles. The subsequent change leads the system towards an 
equilibrium state, it is driven solely by the mass and momentum balance equations combined 
with  diffusion  equations.  Furthermore,  a  mesh  adaptation  technique  allows  the  particles 
surface description to be improved, while the number of mesh elements is kept reasonable. 
Several  3D simulations,  performed in a parallel  computing framework, show the changes 
occurring in the structure of 3D granular stacks.
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Résumé :

Dans le cadre général  de la simulation  du procédé de frittage en phase solide,  ce travail 
propose une approche numérique, à l'échelle des particules, de la consolidation d'un compact 
pulvérulent  céramique.  Le  frittage  est  un  procédé  mettant  en  jeu  plusieurs  chemins  de 
diffusion activés thermiquement. Parmi ces chemins de diffusion, les plus importants sont : la 
diffusion surfacique, la diffusion aux joints des grains et la diffusion volumique. La mise en 
place de cette physique dans un cadre de calcul intensif doit permettre de mieux comprendre 
ces mécanismes de diffusion ainsi que leur influence sur l'évolution de la microstructure dont 
la caractérisation expérimentale directe, à cette échelle, est quasiment irréalisable. 

Le but de ce travail consiste à développer un modèle ainsi qu'une stratégie numérique capable 
d'intégrer les différents mécanismes de diffusion dans un cadre de calcul intensif. Le flux de 
matière  est  calculé  en fonction  du Laplacien  de la  courbure dans  les  cas de la  diffusion 
surfacique, tandis que pour la diffusion volumique ce flux est proportionnel au gradient de la 
pression hydrostatique. Le modèle physique, qui décrit ces deux mécanismes de transport, est 
tout d'abord présenté dans le cadre de la mécanique des milieux continus. Ensuite, la stratégie 
numérique développée pour la simulation du frittage d'un empilement granulaire est détaillée. 
Cette stratégie est basée sur une discrétisation du problème par des éléments finis stabilisés. 
Afin de pouvoir traiter tous les changements topologiques qui peuvent avoir lieu pendant le 
frittage (formation des cous entre les particules, pores ouverts et fermés, élimination de pores, 
etc.),  les particules sont décrites à l'aide d'une méthode eulérienne.  Plus précisément,  une 
méthode Level-Set est utilisée pour décrire la surface libre des particules. Cette stratégie nous 
permet de faire des simulations avec un "grand" nombre de particules. Les particules sont 
sphériques et tangentes en début de simulation. Ensuite, et grâce à la diffusion surfacique, les 
cous entre les particules se forment très rapidement. Par la suite le système évolue vers un 
état d'équilibre, qui est contrôlé uniquement par les équations de la conservation de la masse 
et de la quantité de moment couplées avec les équations de la diffusion. En complément, une 
technique  d'adaptation  de  maillage  permet  d'améliorer  la  description  de  la  surface  des 
particules, tout en gardant un nombre raisonnable d'éléments. Plusieurs simulations en 3D, 
menées dans un cadre de calcul parallèle, montrent l'évolution qui a lieu sur un empilement 
granulaire réaliste.


