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## Introduction

L'informatique est la science du traitement automatique de l'information. La vision par ordinateur en est une branche, dont l'objectif est le traitement automatique d'informations de nature visuelle. Elle est née dans les années 70 comme une branche de l'intelligence artificielle. Son projet initial était de doter des ordinateurs ou des robots d'une vision similaire à la vision biologique - une application typique étant de permettre à un robot muni d'unes ou plusieurs caméras de se déplacer de façon autonome dans son environnement. Parmi les problèmes auxquels la vision par ordinateur s'intéresse figurent donc la reconstruction tridimensionnelle de l'environnement à partir d'une ou plusieurs images, la séparation d'une image en composantes pertinentes par exemple un objet et son arrière-plan - appelée segmentation, puis l'obtention d'information de plus haut niveau concernant l'environnement - par exemple reconnaitre tel ou tel objet - en vue d'interagir avec celui-ci.
Ce programme général est loin d'être résolu, mais en empruntant à de nombreuses disciplines, telles les mathématiques, le traitement du signal et l'apprentissage, la vision par ordinateur a néanmoins développé un grand nombre d'outils permettant l'analyse et le traitement d'images ou de séquences d'images, ouvrant la voie à des applications dans de nombreux champs.
En parallèle d'applications dont le bénéfice social est sujet à caution - applications militaires et videosurveillance - la vision par ordinateur a permis des progrès considérables dans le cadre de l'imagerie médicale. L'émergence récente de nouvelles modalités d'imagerie (IRM et ses variantes, MEEG, PET...) a permis des avancées importantes en terme de diagnostic de pathologies et de compréhension du fonctionnement des être vivants, mais a également créé un besoin d'outils permettant d'analyser des données de plus en plus volumineuses, dont le traitement manuel par un expert peut s'avérer
très couteux en temps, voire impossible.
Ce travail de thèse propose quelques applications du formalisme des plus courts chemins à la segmentation de structures anatomiques dans des images médicales issues de modalités diverses.

## Outline

Chapter I proposes a general viewpoint of shortest paths problems in discrete or continuous spaces, and mentions some applications of this formalism in computer science, as well as in other domains. It introduces some notions about shortest paths in Riemannian manifolds, and in spaces equipped with a potential, i.e. in which displacement speed is not necessarily constant in the whole space.

Chapter II details some algorithms to compute shortest paths. The exposition focuses on Dijkstra algorithm in the discrete case, and on Fast-Marching in the continuous case. We propose a unified presentation of those two algorithms. A new convergence proof of Fast-Marching is proposed in the case of a bidimensional space equipped with an isotropic potential and discretized on a regular grid. Our formalism is extended to more and more general spaces. Finally, we show convergence of Fast-Marching on a Riemannian manifold equipped with an anisotropic potential, provided the discretization satisfies some condition we will detail in the sequel.

The next chapter are dedicated to applications of this algorithm to analysis of medical images. A central idea of our work is to compute shortest paths in abstract spaces - derived from the image space - but which contain more information, typically concerning the orientation of the anatomical structures we wish to segment.
Chapter III shows how such a formalism can be used to segment tubular structure in bidimensional images - typically blood vessels, but we will show that it can also be applied to road segmentation in satellite images. Our main contribution is to use a four-dimensional space which takes into account orientation and radius of the vessels. We will show several advantages to use such a space.

We will also apply this framework to the segmentation of cortical images from a blood flow analysis, and propose an extension to an iterative method for the segmentation of a network of tubular structures.
Chapter IV is an application of shortest paths to the analysis of diffusion MRI with high angular resolution data. We will use a space of dimension five to perform this task.
The first appendix tackles problems related with shortest paths computations. It tackles the computation of shortest paths in the presence of a mask which forbids a part of space, as well as the computation of some connectivity measures.
The second appendix consists in an independent work about the semi-automatic labelling of electrodes in Electroencephalography (EEG). This work is a part of a not-yet developed system to quickly obtain tridimensional calibration of electrodes during EEG experiments.

All this work has given rise to publications in computer vision and medical imaging conferences. Chapter III is adapted from the article Extraction of Tubular Structures over an orientation domain published in the conference Computer Vision and Pattern Recognition 2009[167], with Gabriel Peyré and Renaud Keriven, and of SIFT-based Sequence Registration and Flowbased Cortical Vessel Segmentation applied to High Resolution Optical Imaging Data[168], published in International Symposium on Biomedical Imaging 2008 with Thomas Deneux, Ivo Vanzetta and Renaud Keriven. The end of the chapter is published as a research report, and is currently under review in Medical Image Analysis. A part of the work exposed in chapter IV was published in Medical Image Computing and Computer Assisted Intervention 2009, with Maxime Descoteaux and Renaud Keriven.
Finally, appendix B corresponds to an independent work published in the Medical Image Computing and Computer Assisted Intervention 2007[166] with Renaud Keriven, Théodore Papadopoulo and Jean-Michel Badier.

Implementations were done mainly in $C++$, using the CertisLib library, developed by the CERTIS team. Visualisation and analysis of data were performed using Matlab, Paraview and BrainVizu for the work presented in chapter IV.

## Chapitre I

## Shortest paths

«Le chemin le plus court d'un point à un autre est la ligne droite, à condition que les deux points soient bien en face l'un de l'autre.» ("The shortest path from one point to another is the straight line, provided that the two points are squarely in front of each other") (Pierre Dac, Francis Blanche)

## Introduction

Computing shortest path is a specific instance of optimisation problem, and a major human concern : each time we ask ourselves if we would better take motorway rather than trunk road, which route to follow in order to go from Saint-Malo to Pointe-à-Pitre, how to solve a Rubik's Cube in a minimal number of moves, how to get our knight from c3 to e5, or if we should take line 6 then 13 rather than 8 then 13 to go from Daumesnil to Varenne, we are attempting to solve a shortest path problem - or at least to compare several paths which have the same extremities - typically the place where we are, and the place where we want to go.

In view of the diversity of these problem, the commonplace that the shortest path between two points is a straight line is clearly not sufficient. Short does it mean short in space or in time? What is a straight line in a Rubik's Cube? In short, what are we talking about exactly?

- In which space are we moving? Is it a tridimensional Euclidean space? A relativist space? A discrete space? Are there obstacles?
- What is a path in that space?
- What is the cost associated with this path? For example, do we want to find the shortest or the quickest path?

Now come the more alarming questions :

- is there a (one only) shortest path ?

And, if the answer is yes,

- how to compute it?

Section I. 1 describes a general framework for shortest paths, and enunciates some basic properties. Section I. 2 focuses on discrete shortest paths. Finally, section I. 3 describes many framework for continuous shortest paths problems, details some applications, and gives some mathematical properties of the considered spaces.
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## I. 1 Generalities on shortest paths

Let $E$ be a set.
In this work, we are interested in a specific class of shortest path problems. In particular, we will impose that :

- a path has a starting point and an ending point - if we denote by $\mathcal{C}_{s t}$ the set of paths from $s \in E$ to $t \in E$, the set $\left\{\mathcal{C}_{s t} \mid(s, t) \in E^{2}\right\}$ is a partition (which can contain the empty set) of the set of all the paths $\mathcal{C}$,
- the paths can be concatenated if they are compatibles: if $C_{1} \in \mathcal{C}_{X Y}$ and $C_{2} \in \mathcal{C}_{Y Z}$, then $C_{1} @ C_{2} \in \mathcal{C}_{X Z}$ : @ is a partial associative binary operation on the set of paths $\mathcal{C}$,
- a cost function $c$ from $\mathcal{C}$ to $F$ is defined - where $F$ is an ordered set equipped with a binary operation + which is compatible with the order relation. We furthermore impose that $c\left(C_{1} @ C_{2}\right)=c\left(C_{1}\right)+c\left(C_{2}\right)$ for all compatible paths.
- for all $s \in E$, there exist a path in $\mathcal{C}_{s s}$ with null cost, and neutral for @.

Let us also introduce the notion of subpath:

## Definition I.1.0.1 (Subpath)

Let $C \in \mathcal{C}_{s t}$ be a path from s to $t . C^{\prime}$ is a subpath of $C$ if and only if there exists two paths $C_{1}$ and $C_{2}$ such that $C=C_{1} @ C^{\prime} @ C_{2}$.

In the sequel, we will focus on the $F=\mathbb{R}^{+}$case, in which the cost can be naturally interpreted in terms of length (or duration) of the path.
We then define the distance between two points $s$ and $t$ by:

$$
d(s, t) \stackrel{\text { def. }}{=}\left\{\begin{array}{cc}
\inf _{\gamma \in \mathcal{C}_{s t}} c(\gamma) & \text { if } \mathcal{C}_{s t} \neq \emptyset  \tag{I.1.1}\\
+\infty & \text { otherwise }
\end{array}\right.
$$

We then have

## Proposition I.1.0.1

d satisfies the triangular inequality
Proof: Let us consider $s, t$ and $u \in E$. If $\mathcal{C}_{s t}=\emptyset$ or $\mathcal{C}_{t u}=\emptyset$, we clearly have $d(s, u) \leq$ $d(s, t)+d(t, u)$. Otherwise, we chose $\epsilon>0$. By definition of $d(s, t)$ and $d(t, u)$, there exists two paths $\gamma_{1} \in \mathcal{C}_{s t}$ and $\gamma_{2} \in \mathcal{C}_{t u}$ such that $c\left(\gamma_{1}\right) \leq d(s, t)+\epsilon / 2$ and $c\left(\gamma_{2}\right) \leq d(t, u)+\epsilon / 2$. Then, $\gamma_{1} @ \gamma_{2} \in \mathcal{C}_{s t}$ and $c\left(\gamma_{1} @ \gamma_{2}\right) \leq d(s, t)+d(t, u)+\epsilon$, hence $d(s, u) \leq d(s, t)+d(t, u)$.

If we fix a point $s \in E$, and if the distance from $s$ to any other point in $E$ is finite, we get the following function :

$$
\mathcal{U}_{s} \stackrel{\text { def. }}{=}\left\{\begin{array}{ccc}
E & \rightarrow & \mathbb{R}^{+}  \tag{I.1.2}\\
t & \mapsto & d(s, t)
\end{array}\right.
$$

called distance map from $s$.
We call shortest path between two points $s$ and $t$ any path of $\mathcal{C}_{s t}$ with length $d(s, t)$ :

$$
\begin{equation*}
\gamma^{*}(s, t) \stackrel{\text { def. }}{=} \underset{\gamma \in \mathcal{C}_{s t}}{\operatorname{argmin}} c(\gamma) \tag{I.1.3}
\end{equation*}
$$

Existence or uniqueness of shortest paths are not guaranteed, and strongly depends on the properties on the space $E$.
Equipped with this nutshell formalism, we already can enunciate the following property :

## Proposition I.1.0.2

A subpath of a shortest path is a shortest path.
Proof: Let $C \in \mathcal{C}_{s t}$ be a shortest path, and $C^{\prime} \in \mathcal{C}_{u v}$ a subpath of $C$. Let $C_{1}$ and $C_{2}$ be two paths such that $C=C_{1} @ C^{\prime} @ C_{2}$. We have $c(C)=c\left(C_{1}\right)+c\left(C^{\prime}\right)+c\left(C_{2}\right)$. Let us assume that $C^{\prime}$ is not a shortest path from $u$ to $v$. Then there exists a path $C^{\prime \prime} \in \mathcal{C}_{u v}$ such that $c\left(C^{\prime \prime}\right)<c\left(C^{\prime}\right)$. Then, $C_{1} @ C^{\prime \prime} @ C_{2} \in \mathcal{C}_{s t}$ and $c\left(C_{1} @ C^{\prime \prime} @ C_{2}\right)=c\left(C_{1}\right)+c\left(C^{\prime \prime}\right)+c\left(C_{2}\right)<$ $c(C)$, which is absurd.

Shortest paths between sets The shortest path notion can be generalised to starting and ending sets of points.
If $S \subset E$ and $T \subset E$, we can define the set of all path from $S$ to $T$ as

$$
\begin{equation*}
\mathcal{C}_{S T} \stackrel{\text { def. }}{=} \bigcup_{\substack{s \in S \\ t \in T}} \mathcal{C}_{s t} \tag{I.1.4}
\end{equation*}
$$

and then the distance between those sets as

$$
d(S, T) \stackrel{\text { def. }}{=}\left\{\begin{array}{cc}
\inf _{\gamma \in \mathcal{C}_{S T}} c(\gamma) & \text { if } \mathcal{C}_{s t} \neq 0  \tag{I.1.5}\\
+\infty & \text { otherwise }
\end{array} \quad=\inf _{\substack{s \in S \\
t \in T}} d(s, t)\right.
$$

along with the distance map from $S$ :

$$
\mathcal{U}_{S} \stackrel{\text { def. }}{=}\left\{\begin{array}{ccc}
E & \rightarrow & \mathbb{R}^{+}  \tag{I.1.6}\\
t & \mapsto & d(S,\{t\})
\end{array}\right.
$$

A shortest path between $S$ and $T$ is a path reaching the distance (if it exists) :

$$
\begin{equation*}
\gamma^{*}(S, T) \stackrel{\text { def. }}{=} \underset{\gamma \in \mathcal{C}_{S T}}{\operatorname{argmin}} c(\gamma) \tag{I.1.7}
\end{equation*}
$$

In the sequel, we will handle shortest paths and distance maps problems in which the entire space is know a priori - not discovered progressively during computation, which is often the case for motion planning problems in robotics.
Such problems can be classified in two main classes, depending on the continuous or discrete character of the space $E$.

## I. 2 Discrete Shortest Paths

Most of the discrete shortest paths problems can be recast in graph theory terms. A very good introduction to graph theory and its algorithms can be found in [3].

## I.2.1 Directed graphs

Let $(S, A, w)$ be a graph in which $S$ is a finite set of vertices, $A \subset S \times S$ is the set of edges linking the vertices and $w: A \rightarrow \mathbb{R}$ is a weight function defined on the edges.
We call path from $s \in S$ to $t \in S$ any succession $\left(s_{0}, a_{0}, s_{1}, \ldots, a_{m-1}, s_{m}\right) m \in$ $\mathbb{N}$ of edges and vertices such that

- $s_{0}=s$
- $s_{m}=t$
- $\forall i \in[0, m-1] a_{i}=\left(s_{i}, s_{i+1}\right)$.

We thus define the concatenation of two compatible paths in the following way :

$$
\begin{array}{r}
\left(s_{0}, a_{0}, \ldots a_{m-1}, s_{m}\right) @\left(t_{0}, b_{0}, \ldots b_{n-1}, t_{n}\right)= \\
\quad\left(s_{0}, a_{0}, \ldots a_{m-1}, s_{m}=t_{0}, b_{0}, \ldots b_{n-1}, t_{n}\right) \tag{I.2.1}
\end{array}
$$

and the length of the path (figure 1.1) $\gamma=\left(s_{0}, a_{0}, s_{1}, \ldots, a_{m}, s_{m}\right)$ as

$$
\begin{equation*}
c(\gamma) \stackrel{\text { def. }}{=} \sum_{i=1}^{m} w\left(a_{i}\right) \tag{I.2.2}
\end{equation*}
$$

In particular, $\left(s_{0}\right)$ is a path from $s_{0}$ to itself, of null length.


Fig. 1.1 - An example of graph. $\left(s_{1},\left(s_{1}, s_{2}\right), s_{2},\left(s_{2}, s_{4}\right), s_{4},\left(s_{4}, s_{5}\right), s_{5}\right)$ is a path from $s_{1}$ to $s_{5}$ of length 6 .

## I.2.2 Undirected Graph

Shortest paths problems on undirected graphs is a specific case of the previous problem. To any undirected graph, we can associate a directed graph by replacing every edge by two opposite edges of same weight.

## I.2.3 Existence and uniqueness of shortest paths

The existence of a shortest path is not guaranteed on a graph :

- there can be no path between two vertices (figure 1.2, left).
- there can a path but no minimal path (figure 1.2, right).


Fig. 1.2 - Left : a graph without path from $s$ to $t$. Right : a graph without shortest path from $s$ to $t$. The negative length loop $(1,(1,2), 2,(2,4), 4,(4,3), 3,(3,1), 1$ allows to find arbitrary small paths between the points.

However, we have the following property :

## Proposition I.2.3.1

Let $(S, A, w)$ be a graph, such that $w: A \rightarrow \mathbb{R}^{+}$. Let s and $t \in S$.
If $\mathcal{C}_{s t} \neq \emptyset$, then a shortest path exists from $s$ to $t$.

## Proof :

- First, notice that for all path in $\mathcal{C}_{s t}$, there exist a shortest path without loop in $\mathcal{C}_{s t}$,
- then notice that there is a finite number of paths without loop from $s$ to $t$, hence the existence of a minimal length path, which is also a shortest path in $\mathcal{C}_{s t}$.

In particular, in a strongly connected graph with positive weights, shortest paths exist between any pair of vertices.

Here is an interesting property of shortest paths between ont vertex $s$ and all other vertices.

## Proposition I.2.3.2

Let $(S, A, w)$ be a graph, with $w: A \rightarrow \mathbb{R}^{+}$. Let $s \in S$. Then, there exist a tree $\mathcal{A}$ build from $S$ such that

- $s$ is the root of the tree;
- $t$ is a node of the tree if and only if there exists a shortest path from s to $t$;
- if the paternity relation in $\mathcal{A}$ is denoted by $p,(s \ldots p(t),(p(t), t), t)$ is a shortest path from sto $t$.


## Proof:

This tree is simply a set of edges which contains a shortest path from $s$ to all accessible vertex $t$, and which is minimal for inclusion.

Such a tree is called shortest paths tree (figure 1.3).


Fig. 1.3 - Distance map and shortest path tree from vertex $s$

In section II.1.1, we will explain how to compute such distance maps and shortest path trees.

## I.2.4 Applications

A huge amount of problems can be recast in this framework. It is pointless to try and draw up a complete map of possible applications. Let us cite some classical problems.

- A classical application of shortest paths on graph is the computation of trajectories over transportation networks. Edges correspond to portions of roads, and vertices to intersections. Weights account for the time to travel along a portion of road.
- This framework is used to compute routing in electronic data networks [205]. Vertices represent routers (or other nodes), and edges represent connexions between routers. Weights depend on the available bandwidth.
- The computation of knight moves we mentioned earlier can be casted in a search of shortest path on a graph (figure 1.4). More generally, for all system with a finite number of states, and transitions between those state, finding paths between two states can be done by computing shortest paths in a graph with constant weights.


FIG. 1.4 - Undirected graph corresponding to the possible moves of a knight over a chessboard. Each vertex corresponds to a square, each edge to a possible move. In red, yellow, and green : three paths from e3 to c5 in a minimal number of moves.

- More generally, all dynamic programming problems can be formulated in terms of shortest paths problem in a graph. [131].
- Some linear programming problem can be recast in discrete shortest paths


Fig. 1.5 - Different continuous shortest paths problems
computation [40].

- Many motion planning problems can also be formulated in this framework [113].


## I. 3 Continuous shortest paths and distance maps

## I.3.1 Different frameworks for continuous shortest paths

In this section, we will present some shortest paths problems which occur in different domains, and require different theoretical frameworks. Figure 1.5 synthesises these frameworks.
Let us consider a continuous space $E$ - for practical purposes, $E$ is generally a subset of $\mathbb{R}^{n}$ or a finite dimension manifold.
We define a path as a function $\mathcal{C}^{0}$ and piecewise- $\mathcal{C}^{1}$ from $[0,1]$ to $E$ - this


Fig. 1.6 - A path in $\mathbb{R}^{2}$
condition being sufficient in order to define the length of such a curve ${ }^{1}$. If $f$ is such a path, the extremities of $f$ are $f(0)$ and $f(1)$ (figure 1.6).
The concatenation of two paths $f_{1}:[0,1] \rightarrow E$ and $f_{2}:[0,1] \rightarrow E$ is defined as

$$
f_{1} @ f_{2} \stackrel{\text { def. }}{=}\left\{\begin{array}{ccc}
t \in[0,1 / 2] & \mapsto & f_{1}(2 t)  \tag{I.3.1}\\
t \in] 1 / 2,1] & \mapsto & f_{2}(2 t-1)
\end{array}\right.
$$

## I.3.1.1 Shortest paths in $\mathbb{R}^{n}$ : the straight line strikes back

Let us define $E=\mathbb{R}^{n}$, with $n \geq 1$.
The length of a curve $f$ is defined by

$$
\begin{equation*}
\mathcal{L}(f) \stackrel{\text { def. }}{=} \int_{0}^{1}\left\|f^{\prime}(t)\right\| d t \tag{I.3.2}
\end{equation*}
$$

Notice that this quantity is invariant when one reparametrise the curve. In particular, if we use the arc length, we get

$$
\begin{equation*}
\mathcal{L}(f)=\int_{0}^{\mathcal{L}(f)}\left\|f^{\prime}(s)\right\| d s \tag{I.3.3}
\end{equation*}
$$

[^0]with $\left\|f^{\prime}(s)\right\|=1$.
In this framework, we can show the following property :

## Proposition I.3.1.1

Let $x$ and $y \in E$. Then, the shortest path from $x$ to $y$ is the straight line, i.e. $f^{*}: t \mapsto x+t \frac{y-x}{\|y-x\|}$

## Proof:

If $f$ is a curve with $x$ and $y$ extremities, we have $\mathcal{L}\left(f^{*}\right)=\int_{0}^{1}\left\|f^{* \prime}(t)\right\| d t=\|x-y\|=$ $\left\|\int_{0}^{1} f^{\prime}(t) d t\right\| \leq \int_{0}^{1}\left\|f^{\prime}(t)\right\| d t=\mathcal{L}(f)$

The distance between two points corresponds with Euclidean distance, i.e. $\mathcal{U}_{s}(t)=\|t-s\|_{2}$. In particular, level sets of distance map are circles in 2D, and spheres in 3D (figure 1.7).


Fig. 1.7 - Shortest paths in $\mathbb{R}^{2}$. Level sets of distance map are circles, and shortest paths are segments.

Things are becoming more interesting when one consider a set $S$ of starting points instead of one point. If $S$ is a closed set, a compacity argument easily shows the existence of a shortest path from $S$ to any point of $E$. This shortest path is still a straight line. Figures 1.8 and 1.9 demonstrate this on two examples.


Fig. 1.8 - Shortest paths to 2 points $s_{1}$ and $s_{2}$. Level sets are represented in black, and shortest paths in red. The blue line correspond to points which are equidistant from $s_{1}$ and $s_{2}$, i.e. to the shock points of the fronts emanating from $s_{1}$ and $s_{2}$.



Fig. 1.9 - Shortest paths to a segment. Level sets are represented in black, and shortest paths in red.

These results can be interpreted in terms of front propagation [188] : let us consider a starting set $S$, and a front propagating outside $S$ with a constant speed 1. The $\mathcal{U}_{S}(t)=\alpha$ level set corresponds to the front position after a time $\alpha$. A classical analogy is the propagation of a forest fire propagating at constant speed from an initial hearth [30].

Applications The interpretation in terms of front is extremely productive. As illustrated figure 1.8, the meeting points between two fronts correspond
to points that are equidistant from starting points in $S$. This results can be generalised to an arbitrary number of starting points, which paves the way toward two applications : the calculation of Voronoi diagrams [188] if $S$ is discrete, and skeletization of objects $\Omega$ by using $S=\delta \Omega[204,173,78]$.
Another application is shape offsetting, which consists in finding level sets of distance functions to a given set [188] - with applications to growing of obstacles in motion planning.
Computing the distance function to a closed curve is also a classical step of level sets [188] implementations - in order to obtained a smooth function which zero level set correspond to the curve.
This formalism was also used in images denoising in 2D or 3D, leading to algorithms that can guarantee topological properties of the object to be denoised, such that homotopy to a sphere [108, 202, 13].
A list of other applications can also be found in [57].

## I.3.1.2 Shortest paths on a subset of $\mathbb{R}^{n}$

From a mathematical point of view, things become much more complex as soon as the considered space is a strict subset of $\mathbb{R}^{n}$.
As an example, let us consider the plane without the origin. There is no shortest path from $(1,0)$ to $(0,1)$ : paths with a length arbitrarily close to 2 exist, but no path of length 2(figure 1.10).


Fig. 1.10 - Existence of shortest path is not guaranteed in a subset of the plane

However existence of shortest paths is guaranteed for several specific cases.

Applications. An important application of this formalism is again motion planning : this calculation allow to plan trajectories of robots in an environment consisting of obstacles, or in which some position are forbidden.

Approximate numerical methods exists for general spaces [99, 96, 68, 69]. However, it is often advantageous to take advantage of the shape of obstacles in order to obtain dedicated exact algorithms.
For example, if the obstacles are open polygons, it is possible to compute an exact solution in polynomial time. Indeed, this problem can be reduces to a calculation of discrete shortest path in a visibility graph, or by decomposing space into connected cells [138]. An interesting introduction to this topic can be found in [113].

## I.3.1.3 Local speed

Let $E$ be a subset of $\mathbb{R}^{n}$, and let us consider a mapping $\rho: E \rightarrow \mathbb{R}^{+*}$ - called potential over $E$.
Keeping the curve definition above, we can define the length of a curve with respect to this potential as

$$
\begin{equation*}
\mathcal{L}_{\rho}(f) \stackrel{\text { def. }}{=} \int_{0}^{1} \rho(f(t))\left\|f^{\prime}(t)\right\| d t \tag{I.3.4}
\end{equation*}
$$

If we parametrise the curve by arc length, we have

$$
\begin{equation*}
\mathcal{L}_{\rho}(f)=\int_{0}^{\mathcal{L}(f)} \rho(f(s)) d s \tag{I.3.5}
\end{equation*}
$$

hence

$$
\begin{equation*}
\frac{\mathcal{L}_{\rho}(f)}{\mathcal{L}(f)}=<\rho>_{f} \tag{I.3.6}
\end{equation*}
$$

where $\left\langle\rho>_{f}\right.$ is the average value of $\rho$ along the curve. If we interpret $\mathcal{L}_{\rho}(f)$ as a travel time to go from $f(0)$ to $f(1), \mathcal{L}(f)$ being the Euclidean length of the curve, $\rho$ can be seen as the inverse of a local speed of displacement.
For practical purposes, as soon as the considered potential map is non-trivial, there is no analytical form for the shortest paths. Solution will not reside anymore in exact algorithms, but on numerical methods leading to approximate solutions - one of these methods will be thoroughly detailed in II.3.
However, exact algorithms exists in some specific cases, for example if the 2D space is partitioned into polygons in which speed is constant [137].

From a theoretical point of view, there is no general guarantee of the existence of shortest paths. As an example, let us consider the space $E=[0,1]^{2}$ with potential

$$
\rho \stackrel{\text { def. }}{=}(x, y) \rightarrow \begin{cases}1 & \text { si } y<1 / 2 \\ 2 & \text { otherwise }\end{cases}
$$

Then, there is no shortest path from $(0,1 / 2)$ to $(1,1 / 2)$.
Nevertheless, we will see an existence theorem for shortest paths in a more general framework, which guarantees in particular the existence of shortest paths in $[0,1]^{n}$ when $\rho$ is continuous.

## Applications

This problem is particularly important from an historical point of view in geometrical optics [110]. The refractive index of a medium is defined as the ratio between light celerity in void over light celerity in that medium, i.e. $n \stackrel{\text { def. }}{=} \frac{c}{v}$. The Fermat's principle enunciates that the trajectories followed by light rays are of extremal duration. If we consider a medium $E$ and an index $n(x)$ for each point, the duration of light journey along a trajectory $f$ is thus given by

$$
\begin{equation*}
\mathcal{L}(f)=\frac{1}{c} \int_{0}^{1} n(f(t))\left\|f^{\prime}(t)\right\| d t \tag{I.3.7}
\end{equation*}
$$

Shortest paths for this length correspond to possible trajectories of light rays - and in particular we find that lights propagates along straight lines in an homogeneous medium.
The refraction laws (or Snell-Descartes' laws), which describe the behaviour of light rays at the interface between two homogeneous media can also be retrieved from this equation (figure 1.11).
This formalism is also applied in image analysis to contour segmentation either as an alternative to active contours [38] or in the framework of segmentation by region growing [127, 132, 49]. In [65, 95], criteria similar to I.3.6 were also analysed and used to perform contour segmentation. The basic idea - which we will detail further in chapter II - is to compute shortest paths or distance maps in the image plane, setting the potential such that shortest


Fig. 1.11 - Left : refraction of a light ray at the interface of two homogeneous media of index $n_{1}$ and $n_{2}$ with $n_{2}<n_{1}$. The ray follows the shortest path, and its trajectory tends to remain longer in the half-plane with smaller index. More precisely, we have $\sin \left(\theta_{1}\right) n_{1}=\sin \left(\theta_{2}\right) n_{2}$. Right : illustration of this phenomenon at the interface between air and water - water index being approximately 1.3 times bigger. Bottom : distance map and shortest paths in a plane separated in two domains of indices 1 and $4-s$ being in the area of bigger index.
paths or level sets of distance maps follow interesting curves in the image e.g. blood vessels or objects contours.

This kind of methods can be paired with watershed algorithms in order to segment cluster of objects [144].
Distance map and front calculation is also used to estimate arrival times for seismic waves in Earth's mantle [189], or to model propagation of electric signals in the framework of human heart electrophysiological modelling [184]. In [64], the same formalism is used in order to compute correspondences between curves.
Finally, the shape from shading - which consists in reconstructing a tridimensional shape from its illumination - needs the use of a formalism close to the one of distance maps $[94,174,99,162]$. It is also the case for the problem of reconstructing a depth map from the normals of the surface [81].

### 1.3.1.4 Anisotropy

Here is another interpretation of shortest paths computation in a space with a potential. Let $E$ and $\rho$ be defined as previously. Let us define for all $x \in E$ and for all $\mathbf{v} \in \mathbb{R}^{n}$

$$
\begin{equation*}
\|\mathbf{v}\|_{x} \stackrel{\text { def. }}{=} \rho(x)\|\mathbf{v}\| . \tag{I.3.8}
\end{equation*}
$$

If we consider equation (I.3.4), we have,

$$
\begin{equation*}
\mathcal{L}_{\rho}(f)=\int_{0}^{1}\left\|f^{\prime}(t)\right\|_{f(t)} d t \tag{I.3.9}
\end{equation*}
$$

We meet again the definition of length proposed in (I.3.2), but in a space equipped with a different metric.
From now, it is easy to generalise these definitions to anisotropic metrics, for which the potential depends not only on the location, but also on the orientation of the curve.
Let $E$ be a subset of $\mathbb{R}^{n}$, and let us consider a mapping $g: E \rightarrow \mathcal{S}_{n}^{+}(\mathbb{R})$, where $\mathcal{S}_{n}^{+}(\mathbb{R})$ is the set of symmetric positive definite matrices of size $n \times n$. For every point $x \in E$, it defines a metric : for all $\mathbf{v} \in \mathbb{R}^{n}$, we define

$$
\begin{equation*}
\|\mathbf{v}\|_{g(x)} \stackrel{\text { def. }}{=} \sqrt{\mathbf{v}^{T} g(x) \mathbf{v}} \tag{I.3.10}
\end{equation*}
$$



Fig. 1.12 - A path on an ellipsoid

Then, we can define again the length of a curve as follows :

$$
\begin{equation*}
\mathcal{L}_{g}(f) \stackrel{\text { def. }}{=} \int_{0}^{1}\left\|f^{\prime}(t)\right\|_{g(f(t))} d t \tag{I.3.11}
\end{equation*}
$$

(I.3.8) is therefore a specific case of this equation when $g(x)=\rho(x)^{2} I_{n}$ is an homothety.

## Applications

This formalism was mainly used in medical imaging in order to model electrophysiological phenomena [185], or to reconstruct fibers if diffusion tensor imaging [87, 145].

## I.3.1.5 Shortest paths in a manifold

Let $E=V$ be a manifold [176] of dimension $k$, embedded in $\mathbb{R}^{n}$ for some $n \in \mathbb{N}$.
We can define the length of a curve on this manifold as

$$
\begin{equation*}
\mathcal{L}(f) \stackrel{\text { def. }}{=} \int_{0}^{1}\left\|f^{\prime}(t)\right\| d t \tag{I.3.12}
\end{equation*}
$$

where $\|$.$\| denotes the Euclidean norm in \mathbb{R}^{n}$.
Figure 1.12 shows an example of path on an ellipsoid embedded in $\mathbb{R}^{3}$.
Shortest paths problems on manifolds appear in trajectories issues on the surface of the Earth - which is of capital interest to allow navigators to reach one point from another as fast as possible.
It is possible to show that shortest paths on this surface are portions of great circles on the sphere (figure 1.13). This result is known at least from Aristotle.


Fig. 1.13 - Shortest paths on a sphere are portions of great circles

A geometrical demonstration of this result is proposed in [124], as well as results concerning shortest paths on cylinder or cones.
Leonhard Euler [55] was the first one to tackle this problem on a general surface. For a convex surface, Euler solves it by noticing that a shortest path between two points corresponds to a tighten thread on the surface going through those points.
The shortest path notion on a manifold is related with the notion of geodesic. A geodesic is defined a a curve with normal acceleration on the manifold. It is possible to show that a shortest path on a manifold is a geodesic, and that a geodesic is locally a shortest path [66]. These to notions are generally mixed up in the computer vision community, and we will use either of the two words in the sequel.

## Applications

Several geometric problems are based on shortest paths computations on manifolds : parametrisation of surfaces [182], sampling of surfaces [155], Voronoi diagrams calculation on surfaces [188, 99].
Shortest path calculation on polyhedra was also studied, an is applied to problem in motion planning [2, 158, 157].

## I.3.1.6 Shortest paths on a Riemannian manifold

Let $V$ be a manifold of dimension $k$ embedded in $\mathbb{R}^{n}$ for some $n \in \mathbb{N}$. For all $x \in V$, let us denote by $T_{x}(V)$ the tangent space of $V$ at $x$. It is a vector
space of dimension $k$ such that for any curve $f$ on the manifold, and for all point $f(t) \in V$ on the curve, $f^{\prime}(t) \in T_{f(t)}(V)$.
A Riemannian manifold $(V, g)$ is defined as a manifold $V$ such that for all point $x \in V, T_{x}(V)$ is equipped with a symmetric positive definite bilinear form $g(x): T_{x}(V) \times T_{x}(V) \rightarrow \mathbb{R}^{+}$called potential. Usually, a continuity constraint is imposed for $g$. Excellent introduction to the study of Riemannian manifolds can be found in [116] and [66].

$$
\begin{equation*}
\|\mathbf{v}\|_{x} \stackrel{\text { def. }}{=} \sqrt{g(x)(\mathbf{v}, \mathbf{v})} \tag{I.3.13}
\end{equation*}
$$

We can now define the length of a curve on $V$ by

$$
\begin{equation*}
\mathcal{L}_{g}(f) \stackrel{\text { def. }}{=} \int_{0}^{1}\left\|f^{\prime}(t)\right\|_{f(t)} d t \tag{I.3.14}
\end{equation*}
$$

$g$ can be interpreted as the inverse of a speed tensor.
Therefore, shortest paths on manifolds is a specific case of this framework, in which $g(x)(\mathbf{v}, \mathbf{v})$ corresponds with the Euclidean norm of the embedding space.

Applications When the potential is isotropic, this formalism can be used to segment targeted curves on surfaces. In [203, 10], the authors proposed to use it to segment sulci on cortical surface. It was also used to segment surfaces in tridimensional images - viewed as an union of shortest paths belonging to that surface [6, 7].

## I.3.2 Theoretical aspects

It is possible to prove existence of geodesics and to demonstrate properties of the distance maps in the most general case we have mentioned. Complete proofs come under non-trivial mathematics, and will not be detailed here. However, we will give intuitive proofs in a few specific cases.

## I.3.2.1 Distance

## Proposition I.3.2.1

Let $(V, g)$ be a connected complete Riemannian manifold, equipped with a continuous metric. We define the length $\mathcal{L}$ of a curve as previously.
Then, the mapping $d$ induced by $\mathcal{L}$ (I.1.1) is a distance function.

## Proof :

We present a sketch of proof. A complete one can be found in [66].
Triangular inequality holds from I.1.0.1.
Symmetry is derived from the possibility of travelling on the curve in both directions : if $f$ is a path from $a$ to $b$, then $t \rightarrow f(1-t)$ is a path from $b$ to $a$ of same length. Symmetry is obtained by considering the infimum of length of all paths from $a$ to $b$.
The definite character is more difficult to show. Let us consider two distinct points $s$ and $t$. We will prove that $d(s, t)>0$. Let us embed the manifold in some space $\mathbb{R}^{n}$ and let us consider the compact set $B_{s} \stackrel{\text { def. }}{=} V \cap B\left(s, \frac{\|s-t\|}{2}\right)$. By continuity of the metric, there exist $\epsilon \in \mathbb{R}$ such that for all $x \in B_{s}$ and for all $v \in T_{x}(V) g(x)(v, v)>\epsilon\|v\|$. Let us consider a path from $s$ to $t$, and denote $t_{0} \stackrel{\text { def. }}{=} \inf _{t \in[0,1]}\left\{t \in[0,1] \mid f(t) \notin B_{s}\right\}$. Then, $\mathcal{L}_{\rho}(f) \geq \int_{0}^{t_{0}}\left\|f^{\prime}(t)\right\|_{f(t)} d t \geq \epsilon \int_{0}^{t_{0}}\left\|f^{\prime}(t)\right\| \geq \epsilon\left|\int_{0}^{t_{0}} f^{\prime}(t)\right|=\epsilon \frac{\|s-t\|}{2}$. Therefore, we have $d(s, t) \geq \epsilon \frac{\|s-t\|}{2}>0$

## I.3.2.2 Geodesics

The Hopf-Rinow theorem [83] guarantees the existence of geodesics for a large class of Riemannian manifolds.

## Theorem I.3.2.2 (Hopf-Rinow)

For any complete connected Riemannian manifold, and for any couple of points $(s, t)$ of the manifold, there exists a geodesic of minimal length between $s$ and $t$.

## I.3.2.3 Distance map properties

Recall that the distance $\operatorname{map} \mathcal{U}(S)$ to a starting set is defined as $\mathcal{U}(S, t) \stackrel{\text { def. }}{=}$ $d(S,\{t\})$ for all $t \in V$. We can check easily that

## Proposition I.3.2.3

Let $(V, g)$ be a complete connected Riemannian manifold, equipped with a continuous metric. Let $S \subset V$ be a compact set.
Then $\mathcal{U}(S)$ is continuous.
In particular, the distance map to a single point is continuous.
However, even in the simplest cases, the distance map if not differentiable.
As an example, in the case of distance map to a point in $\mathbb{R}^{2}$ (figure 1.7), $\mathcal{U}_{s}$ is not differentiable at point $s$. In the case of distance map to two points (figure 1.8), the distance map is also not differentiable at points which are equidistant from the two starting points.
Yet, we have the following property.

## Proposition I.3.2.4

If $\mathcal{U}_{s}$ is differentiable at $t$, then $\left|\nabla_{t} \mathcal{U}_{s}\right|_{[g(t)]^{-1}}=1$.

## Proof :

We provide a proof when $E=\mathbb{R}^{n}$, equipped with a potential $\rho$. It can be extended to any
Riemannian space, but this requires technical tools we will not develop here.
If $\mathcal{U}_{s}$ is differentiable at $t$, we can write

$$
\mathcal{U}_{s}(t+\mathbf{d t})=\mathcal{U}_{s}(t)+\nabla_{t} \mathcal{U}_{s} \cdot \mathbf{d t}+\mathrm{o}(|\mathbf{d t}|) .
$$

Furthermore, $\mathcal{U}_{s}(t+\mathbf{d t})$ being the length of the shortest path from $s$ to $t+\mathbf{d t}$, and the norm being continuous, we have

$$
\mathcal{U}_{s}(t+\mathbf{d} \mathbf{t}) \leq \mathcal{U}_{s}(t)+\rho(t)|\mathbf{d} \mathbf{t}|+\mathrm{o}(|\mathbf{d} \mathbf{t}|)
$$

In particular, if we set $\mathbf{d t}=\epsilon \nabla_{t} \mathcal{U}_{s}$, and decrease $\epsilon$ toward 0 , we have

$$
\left|\nabla_{t} \mathcal{U}_{s}\right| \leq \rho(t)
$$

Now let us consider a shortest path $\gamma$ from $s$ to $t$. We set $\mathbf{d t}=\gamma(1)-\gamma(1-\epsilon)$.
Let us define $U(x) \stackrel{\text { def. }}{=} \mathcal{U}_{s}(\gamma(x))$. We thus have $U^{\prime}(x)=\nabla_{\gamma(x)} \mathcal{U}_{s} \gamma^{\prime}(x)$, and $x=1, U^{\prime}(1)=$ $\nabla_{t} \mathcal{U}_{s} \cdot \gamma^{\prime}(1) \leq\left|\nabla_{t} \mathcal{U}_{s}\right|\left|\gamma^{\prime}(1)\right|$.
By the way, we have

$$
U(1)-U(1-\epsilon)=\epsilon\left|\gamma^{\prime}(t)\right| \rho(t)+o(\epsilon)
$$

hence

$$
U^{\prime}(1)=\left|\gamma^{\prime}(t)\right| \rho(t)
$$

and

$$
\left|\nabla_{t} \mathcal{U}_{s}\right|_{t} \geq \rho(t)
$$

hence the result.
On the way, we also proved that $\gamma^{\prime}(t)$ and $\nabla_{t} \mathcal{U}_{s}$ are collinear.

## Definition I.3.2.1

We call Eikonal equation the following partial derivative equation :

$$
\begin{equation*}
\left\|\nabla_{x} \mathcal{U}_{S}\right\|_{g^{-1}(x)}=1 \text { with } \forall s \in S \quad \mathcal{U}_{S}(s)=0 \tag{I.3.15}
\end{equation*}
$$

The previous proposition enunciates that if the distance map is differentiable at some point, it is solution of the Eikonal equation at that point. It would be interesting to obtain a converse of this results, which would characterise $\mathcal{U}_{s}$ globally as a solution of Eikonal equation. This is a tough problem, since, as we saw, $\mathcal{U}_{s}$ is not differentiable at any point.
[43] introduced the notion of viscosity solution for a large class of partial differential equations, allowing to circumvent this issue (figure 1.14).

## Definition I.3.2.2

We call $u$ a viscosity solution of the Eikonal equation if and only if for any mapping $\varphi \in \mathcal{C}^{1}(V)$ and for all $x_{0} \in V$ local minimum of $u-\varphi$ we have $\left\|\nabla_{x_{0}} \varphi\right\|_{g^{-1}\left(x_{0}\right)}=1$

This definition disposes of the differentiability constraint on $u$. Some physical insight of this notion are detailed in [186].
A specific case of results proved in [43] can be enunciated as follow

## Theorem I.3.2.5

Let $(V, g)$ be a Riemannian manifold, and $S \subset V$ a compact set.
Then, $\mathcal{U}_{S}$ is the unique viscosity solution of the Eikonal equation (I.3.15).


Fig. 1.14 - Illustration of the viscosity solution definition in dimension 1. u is the distance function to two initial points. $\varphi$ is a $\mathcal{C}^{1}(\mathbb{R})$ mapping. $x_{0}$ is a local minimum $u-\varphi$. Then the equality $\left|\nabla_{x_{0}} \varphi\right|=1$ holds.

The following theorem also holds.

## Theorem I.3.2.6

Let $(V, g)$ be a Riemannian manifold, and $s, t \in V$.
Let $\gamma$ be a geodesic between s and $t$. Then, up to parametrisation, $\gamma$ is solution of the following differential equation

$$
\begin{equation*}
\gamma^{\prime}(t)=-\frac{g(\gamma(t))^{-1} \nabla_{\gamma(t)} \mathcal{U}_{s}}{\left\|g(\gamma(t))^{-1} \nabla_{\gamma(t)} \mathcal{U}_{s}\right\|} \text { with } \gamma(0)=t . \tag{I.3.16}
\end{equation*}
$$

Proof :
In the case of $\mathbb{R}^{n}$ equipped with a potential, we must show that

$$
\begin{equation*}
\gamma^{\prime}(t)=-\frac{\nabla_{\gamma(t)} \mathcal{U}_{s}}{\left\|\nabla_{\gamma(t)} \mathcal{U}_{s}\right\|} \text { with } \gamma(0)=t \tag{I.3.17}
\end{equation*}
$$

The proof is immediately derived from collinearity of $\gamma^{\prime}(t)$ and $\nabla_{\gamma(t)} \mathcal{U}_{s}$ we observed during the proof of I.3.2.4.
This result can be generalised to Riemannian manifolds.

In the case of $\mathbb{R}^{n}$ equipped with a potential, this implies the orthogonality between shortest paths and level sets of distance map (figures 1.7 1.8 1.9). The last two results are extremely important for practical computation of shortest paths and distance maps. Computing a distance map is reduced to the problem of approximating the solution of a partial differential equation (we will detail a method to do so in section II.3), and computing a shortest
path boils down to performing a gradient descent on the obtained map - or more precisely a descent along the characteristics of the solution [56] - which aligns with with gradient direction in the case of an isotropic potential.

## I. 4 Conclusion

Shortest paths naturally appear in the modelling of several problems, either in the discrete case (shortest paths in a graph) or in the continuous one (shortest path in $\mathbb{R}^{n}$ or in a manifold). The explicit calculation of shortest paths is thus of primary interest for the resolution of numerous problems. The next chapter details some methods allowing to compute exact or approximate solutions to these problems.

## Chapitre II

## Shortest paths computation

## Introduction

This chapter is an attempt to propose a clear presentation of algorithms to compute shortest paths - in particular Fast-Marching.
We will present Dijkstra algorithm for computation of shortest paths on graphs (section II.1). Then we will show an fruitless attempt to use this algorithm in a continuous framework (section II.2). We will thus present the state-of-the art solution to this problem - i.e. Fast-Marching. . Section II. 3 will consist in a full exposition of the method - our formalism being different than the classical one, which will allow both to have a point-ofview unified with Dijkstra algorithm, and to perform easy generalisations. A proof of convergence will be proposed in this case. We will therefore show how to extend this algorithm to any dimension, and to anisotropic potentials with principal components aligned with the grid. Finally, in section II. 4 we will detail the algorithm and give a proof in the most general framework i.e. shortest paths on Riemannian spaces. This presentation, while keeping a geometrical point-of-view, is a generalisation of results indicated in [186] and [30].
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## II. 1 Discrete shortest paths computation

Depending on the targeted application, numerous methods exist in order to compute discrete shortest paths.
We will restrict ourselves to the the problem of computing distance maps and shortest paths from a fixed set of initial vertices (notice that it is possible to compute distances between any couple of points using algorithms such that Floyd-Warshall and Johnson [181] .)

If negative values are permitted in the graph, there is no guarantee of the existence of shortest paths between two vertices (figure 1.2). In this context, finding a shortest path between to vertices is a NP-complete problem [92]. When the graph does not contain any loop of negative length, one can prove that shortest paths exist, and they can be found using polynomial algorithms such that Bellman-Ford algorithm [123, 1, 139].

In the sequel, we will only consider graphs with positive weights. In this case, our problem can be solved in polynomial time by using Dijkstra algorithm which we are going to detail.
Notice also that if all weights in the graph are equal to 1 , dedicate algorithms exists to compute shortest paths[19].

## II.1.1 Dijkstra algorithm

In this section, we will focus on methods to compute distance maps from one given vertex $s$ - along with shortest paths from any other vertex to $s$. In the sequel, a graph will be denoted as $(S, A)$, where $S$ represents the vertices, and $A$ the edges. Furthermore we will denote $n \stackrel{\text { def. }}{=}|S|$ and $m \stackrel{\text { def. }}{=}|A|$. $w: A \rightarrow \mathbb{R}^{+}$is a weight defined on the edges of the graph. $\mathcal{N}(s) \subset S$ represents the neighbors of $s$ in the graph, and $p \stackrel{\text { def. }}{=} \max _{s \in S}\{|\mathcal{N}(s)|\}$ is the maximal connectivity for a vertex.
We have the following fundamental property for the distance map $\mathcal{U}_{s}$ from a vertex $s$ on a graph.

Proposition II.1.1.1
$\mathcal{U}_{s}(t)=\min _{v \in \mathcal{N}(t)} \mathcal{U}_{s}(v)+w(v, t)$

## Proof :

For any neighbor $v$ of $t$, we have $\mathcal{U}_{s}(t) \leq \mathcal{U}_{s}(v)+w(v, t)$.
Furthermore, let us consider a shortest path from $s$ to $t$, namely $(s, \ldots u,(u, t), t)$ (cf. I.1.0.2). Then, the sub-path $(s, \ldots u)$ is a shortest path from $s$ to $u$. We then have $\mathcal{U}_{s}(u)=$ $l(s, \ldots u)$, and $\mathcal{U}_{s}(t)=l((s, \ldots u,(u, t), t))=\mathcal{U}_{s}(u)+w(u, t)$.

The proof also shows that if $(s, \ldots u,(u, t), t)$ is a shortest path, the minimum in (II.1.1.1) is reached for $v=u$.
Some vertex $s$ being chosen, Dijkstra algorithm [54, 119] allows to compute the distance map $\mathcal{U}_{s}$ as long as a shortest paths tree in $\mathrm{O}(n(\log (n)+p))$ time. At any stage, the algorithm keeps up an estimate $d$ of $\mathcal{U}_{s}$. It is based on a local update routine derived from II.1.1.1. This routine allows to estimate $d$ for a vertex $t$, knowing values of $d$ for its neighbors. Furthermore, it updates the father $p(t)$ of $t$ in the shortest paths tree.

```
Algorithm 1 update \((t)\)
InPUT: A vertex \(t\).
    for all \(v \in \mathcal{N}(t)\) do
        if \(d(v)+w((v, t))<d(t)\) then
            \(d(t) \leftarrow d(v)+w((v, t))\)
            \(p(t) \leftarrow v\)
        end if
    end for
```

Dijkstra algorithm travels all over the graph, and sequentially performs such update steps. The order in which to perform these operations is critical.
A first attempt is to iteratively perform them on all the vertices. One gets the algorithm described in 2 .

```
Algorithm 2 Iterative algorithm for shortest paths computations
Input: A graph \((S, A), s \in S\)
Output: \(\forall t \in V \quad d(t)=\mathcal{U}_{s}(t)\)
```


## Initialization:

```
Set \(d(s)=0\) and \(d(t)=+\infty\) for all \(t \neq s\).
\(p(s) \leftarrow 0\)
while convergence is not reached do
for all \(t \in S\) do
update \((t)\)
end for
end while
```

It is possible to show that $n$ iterations are sufficient to reach convergence. This algorithm thus runs in $\mathrm{O}\left(n^{2} p\right)$ time.
However, it is possible to improve this complexity. Refining II.1.1.1, we obtain :

Proposition II.1.1.2
$\mathcal{U}_{s}(t)=\min _{\substack{v \in \mathcal{N}(t) \\ \mathcal{U}_{s}(v)<\mathcal{U}_{s}(t)}} \mathcal{U}_{s}(v)+w(v, t)$
This means that $\mathcal{U}_{s}$ value for a given vertex only depends on values of neigh-
boring vertices with lower values - in particular, the update routine is performing useless operations.
This property - which introduces a causality or upwinding notion in $\mathcal{U}_{s}-$ allows one to design a new dynamic-programming-like algorithm to compute shortest paths : one can compute $\mathcal{U}_{s}$ for vertices " close" from $s$, and then extend the computation to further vertices. In the case when weights are all 1 in the graph, this corresponds to a breadth first exploration.
Three disjoint sets of vertices are kept up :

- $\mathcal{A}$ (alive) : the set of vertices for which $d=\mathcal{U}_{s}$.
- $\mathcal{T}$ (trial) : the set of vertices for which an estimation $d$ of $\mathcal{U}_{s}$ is available i.e. points being considered.
- $\mathcal{F}($ far $)$ : the set of vertices for which no estimation $d$ of $\mathcal{U}_{s}$ is available At every iteration, the algorithm selects a vertex $t \in \mathcal{T}$ with minimal $d(t)$ estimation. One can show that $d(t)=\mathcal{U}_{s}(t)$ for such a vertex. This vertex is transferred in $\mathcal{A}$. Its neighbors are transferred in $\mathcal{T}$, and their estimated distance is updated by using the value found for $d$ The algorithm is synthesised in 3 and 4 .

```
Algorithm 3 update \((v, t)\)
InPut: A vertex \(v\). A neighboring vertex \(t\).
    if \(d(t)+w((t, v))<d(v)\) then
        \(d(v) \leftarrow d(t)+w((t, v))\)
        \(p(v) \leftarrow t\)
    end if
```

Figure 2.1 shows an iteration of the algorithm. At anytime during the computation, $\mathcal{T}$ can be seen as a front propagating from $s$.
Dijkstra algorithm can be easily generalised to a set of starting vertices $S$ : one just need to replace $\mathcal{T} \leftarrow\{s\}$ with $\mathcal{T} \leftarrow S$, and by setting $\forall s \in S$ $d(s)=0$ during the initialisation.

Proof of correctness Let us prove the correctness of Dijkstra algorithm. We want to prove that for any vertex $t$, we have $d(t)=\mathcal{U}_{s}(t)$ after execution of the algorithm.

```
Algorithm 4 Dijkstra algorithm
Input: A graph \((S, A), s \in S\)
Output: \(\forall t \in V \quad d(t)=\mathcal{U}_{s}(t)\)
```


## Initialization:

Set $d(s)=0$ and $d(t)=+\infty$ for all $t \neq s$. Set $\mathcal{A}=\emptyset, \mathcal{T}=\{s\}$ and $\mathcal{F}=V \backslash\{s\}$.
while there exists $t \in \mathcal{T}$ do
Select $t \in \mathcal{T}$ such $d(t)$ is minimal.
$\mathcal{T} \leftarrow \mathcal{T} \backslash\{t\}, \mathcal{A} \leftarrow \mathcal{A} \cup\{t\}$
for all $v \in \mathcal{N}(t) \backslash \mathcal{A}$ do
if $v \in \mathcal{F}$ then
$\mathcal{F} \leftarrow \mathcal{F} \backslash\{v\}, \mathcal{T} \leftarrow \mathcal{T} \cup\{v\}$
end if
update ( $v, t$ )
end for
end while


Fig. 2.1 - One iteration of Dijkstra algorithm. Black vertices : $\mathcal{A}$. Red vertices : $\mathcal{T}$. Green vertices : $\mathcal{F}$. Vertex of $\mathcal{T}$ with minimal weight (in bold) is selected, and transferred to $\mathcal{A}$. The vertex under it is transferred from $\mathcal{F}$ to $\mathcal{T}$.

At any time, and for every vertex $t, d(t) \geq \mathcal{U}_{s}(t)$ : indeed $(s, \ldots p(t),(p(t), t), t)$ is a path from $s$ de $t$, and its length is $d(t)$.
We are going to recursively show that at any time $\forall t \in \mathcal{A} \quad d(t)=\mathcal{U}_{s}(t)$. Notice that this property holds after initialisation.
Let us consider the instant when a vertices of $\mathcal{T}$ of minimal distance is chosen. let us denote by $t_{0} \in \mathcal{T} \cup \mathcal{F}$ a vertex minimising $\mathcal{U}_{s}(t)$. We have
$\mathcal{U}_{s}\left(t_{0}\right)=\min _{\substack{v \in \mathcal{N}\left(t_{0}\right) \\ \mathcal{U}_{s}(v)<\mathcal{U}_{s}\left(t_{0}\right)}} \mathcal{U}_{s}(v)+w\left(v, t_{0}\right)$
Furthermore, if $v \notin \mathcal{A}$, then $\mathcal{U}_{s}(v) \geq \mathcal{U}_{s}\left(t_{0}\right)$. Therefore,
$\mathcal{U}_{s}\left(t_{0}\right) \geq \min _{v \in \mathcal{N}(t) \cap \mathcal{A}} \mathcal{U}_{s}(v)+w\left(v, t_{0}\right)$
Let us consider all the update operation that occurred to $t_{0}$ until now. For all neighbors $v$ of $t_{0}$ in $\mathcal{A}$, the operation $d\left(t_{0}\right) \leftarrow \min \left\{d\left(t_{0}\right), d(v)+w\left(\left(v, t_{0}\right)\right)\right\}$ took place when $v$ was transferred in $\mathcal{A}$.
We thus have
$d\left(t_{0}\right)=\min _{v \in \mathcal{N}(t) \cap \mathcal{A}} d(v)+w\left(\left(v, t_{0}\right)\right)=\min _{v \in \mathcal{A} \cup \mathcal{N}(t)} \mathcal{U}_{s}(v)+w\left(\left(v, t_{0}\right)\right)$.
$d\left(t_{0}\right)=\mathcal{U}_{s}\left(t_{0}\right)$ thus holds. Furthermore, for all $v$ in $\mathcal{T}, d\left(t_{0}\right)=\mathcal{U}_{s}\left(t_{0}\right) \leq$ $\mathcal{U}_{s}(v) \leq d(v)$.
In particular, $d\left(t_{0}\right) \leq d(v)$. The inequality is strict, unless if $\mathcal{U}_{s}\left(t_{0}\right)=\mathcal{U}_{s}(v)$. We thus can assert that the set of vertices of $\mathcal{T}$ of minimal evaluated distance coincides with the set of vertices of $\mathcal{T}$ of minimal actual distance.
The chosen vertex $t$ is therefore a vertex with minimal distance, and we have $d(t)=\mathcal{U}_{s}(t)$, which concludes the proof.

Complexity Every iteration is of $\mathrm{O}(p)$ complexity. If an unstructured set is used to implement $\mathcal{T}$, the selection of the minimal element in $\mathcal{T}$ runs in linear time with respect to the size of $\mathcal{T} . n$ iterations being necessary, the overall time complexity of Dijkstra algorithm is thus de $\mathrm{O}(n(n+p)) \subset \mathrm{O}\left(n^{2}\right)$. Many implementations were proposed to decrease this complexity. In particular, it is interesting to consider $\mathcal{T}$ as a priority queue. It can thus be implemented as a heap[217, 62]. A heap is an ordered data structure in which insertion and update of an element runs in logarithmic time, while access to the smallest element runs in constant time. The complexity of the algorithm therefore becomes $\mathrm{O}(n(\log (n)+p))$.

Improving the running time Other improvements can be made to the running time of the algorithm.

- If one is only interested in finding the shortest path between two vertices $s$ and $t$, it is possible to stop the algorithm as soon as $t$ is transferred to $\mathcal{A}$ - which can bring a substantial gain of time by avoiding the exploration of a large part of the graph.
- If a prior for distance map is available, it is possible to use meta-heuristics such as $A^{*}$ algorithm, which allows to guide the exploration of the graph in a supposedly "good" direction [150].
- When no precise prior is available, if one is only interested in quickly finding an approximation of shortest paths, it is possible to use Best First Searchlike algorithms, which guide the exploration in some direction heuristically - and stops as soon as the target point $t$ is reached [150].


## II. 2 From discrete to continuous - a first attempt

Let us consider the problem described in I.3.1.3 for $\Omega=[-1,1] \times[-1,1] \subset \mathbb{R}^{2}$ with a potential $P$. In this section, we present a first attempt to solve a discretized version of this problem.
Let us discretize $\Omega$ with a regular grid with step $h=1 / N:\left\{\frac{i}{N}, \left.\frac{j}{N} \right\rvert\,-N \leq i, j \leq N\right\}$. We build a graph which vertices correspond to the grid points - and which edges link all points in a 4-neighborhood (figure 2.2).


Fig. 2.2 - Local neighborhood system with 4 neighbors : the 4 red vertices are neighbors of the blue vertex.

Then we discretize the Eikonal Equation

$$
\begin{equation*}
\|\nabla U\|=P \tag{II.2.1}
\end{equation*}
$$

along the edges.
Let us consider two adjacent points $x$ and $y$. We then have :

$$
\begin{equation*}
\left|\frac{U(x)-U(y)}{h}\right| \approx P(x) \tag{II.2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
U(x) \approx U(y)+h P(x) \text { or } U(x) \approx U(y)-h P(x) \tag{II.2.3}
\end{equation*}
$$

In view of updating $U(x)$ from $U(y)$, we have the constraint $U(x)>U(y)$, and with thus select the first equation.
Let us define the weight of an edge $(x, y)$ as $w(x, y) \stackrel{\text { def. }}{=} h P(x)$. The obtained graph is then "compatible" with the continuous problem, in the sense that the length of a path in the graph is equal to the length of the corresponding geometric path in the plane.
Therefore, we can apply Dijkstra algorithm to this graph in order to compute distance maps and shortest paths (a similar formalism is proposed in $[98,101]$ ).
When the potential is uniform, many shortest paths exist between two different points, and they can be distant from the actual straight line shortest path (figure 2.3).


Fig. 2.3 - Shortest paths obtained by Dijkstra algorithm with a 4-neighbors system, for a uniform potential. The obtained shortest paths (in blue) between the two blue points are distant from the actual shortest path (red).

Figure 2.4 shows the result obtained by this method for a uniform potential over a bigger grid, with $s=(0,0)$.

## Proposition II.2.0.3

After the execution of Dijkstra algorithm for a discretization step $N$, , the approximation $d_{N}$ of $\mathcal{U}_{s}$ is equal to $d_{N}\left(\frac{i}{N}, \frac{j}{N}\right)=\frac{|i|}{N}+\frac{|j|}{N}$.

In particular, as the discretization is refined, if we denote for all $(x, y) \in$ $[-1,1]^{2} d_{N}(x, y) \stackrel{\text { def. }}{=} d_{N}\left(\frac{\lfloor N x\rfloor}{N}, \frac{\lfloor N y\rfloor}{N}\right)$, we have $\lim _{N \rightarrow+\infty} d_{N}(x, y)=|x|+|y|=$


FIG. 2.4 - Results obtained by Dijkstra algorithm with a 4-neighbors system for a uniform potential over a $100 \times 100$ grid, starting point $s$ being at the centre. Left : distance map $\left(\mathcal{U}_{s}\right)$. Right : distance map $\left(\mathcal{U}_{s}\right)$ along with level sets (red), and some shortest paths from different points to $s$ (cyan)
$\|(x, y)\|_{1}$.
The trajectories are constrained to the axis directions - and thus this methods outputs an approximation of Manhattan distance from $s\left(t \rightarrow\|s-t\|_{1}\right)$ instead of the correct $\mathcal{U}_{s}=t \rightarrow\|s-t\|_{2}$ distance.
It is possible to consider bigger neighborhood-systems, so that trajectories should follow more precise directions. For example, one can consider 8 or 16 neighbors for a generic point (fig 2.5).


Fig. 2.5 - Local neighborhood-systems with 8 (left) and 16 (right) neighbors. For both figures, red vertices are neighbors of the blue one.

At the sake of an increase of running time, ont can thus improve the quality
of computed solutions (fig 2.6) - in particular when the neighborhood-system increases, level-sets get closer to circles, and the distance map gets closer from its theoretical value. Figure 2.7 also shows some results for a plane separated in two half-planes with constant potentials (1 and 4). The precision of the results increase while the neighborhood-system become more important, but the paths coming from the lower half-plane are still converging near the interface, which is contradictory with the Snell-Descartes law.
Figures 2.14 (top) and 2.15 (bottom) show errors obtained by the algorithm with different neighboring-systems for a uniform potential. Quality of the results improves as expected. Still, for all the considered systems, the trajectories are still constrained to follow a discrete set of directions, and the algorithm remains unable to evaluate distances correctly on other directions, even in refining the discretization.
Furthermore, if one which to increase the number of possible direction, one need to consider from each point neighbors further away. If the potential if varying quickly, this will result in a loss of precision - the neighborhoodsystem establishes links between spatially far away points, potentially losing precise value of potential between these two points.


Fig. 2.6 - Distance maps, level sets and shortest paths for a uniform potential. Top : 4 neighbors. Middle : 8 neighbors. Bottom : 16 neighbors.


Fig. 2.7 - Distance maps, level sets and shortest paths for a plane separated in two half-planes with constant potentials (1 and 4). Top : 4 neighbors. Middle : 8 neighbors. Bottom Notice that even for the 16 neighbors experiment, trajectories in the bottom half-plane are still far away from the true solution.

## II. 3 Fast-Marching on a regular grid

The solution proposed in the last section is not fully satisfactory. Another method, based on the acceleration of numerical schemes - through ideas inspired from Dijkstra algorithm - was proposed in [187]. This approach called Fast-Marching - is a continuous version of the algorithms proposed in the previous sections. It was initially written for the 2D case. The general road map for Fast-Marching algorithm is basically the same than for Dijkstra algorithm. A more precise update step allows to relax the constraint of propagation in a finite number of directions. In this section, we will present the algorithm on a regular grid in 2D. The numerical scheme is equivalent to the one proposed in [187] - despite a different shape - which will allow a direct generalisation to more complex cases. We will propose a convergence proof for our scheme - which will be easily extensible to $n D$ and to anisotropic potentials.

## II.3.1 Update step

The whole idea behind Fast-Marching update step is to bypass the constraint of propagation along the edges (figure 2.8.)


Fig. 2.8 - From Dijkstra to Fast-Marching

Let us consider $E=[-1,1]^{2}$, discretized with a regular square grid with step $h$, and a point $(i, j)$ on the discretization. Its 4 neighbors are $(i+h, j)$, $(i-h, j),(i, j+h)$ and $(i, j-h)$. These five points define four triangles $\left\{S_{i}^{(2)}\right\}_{i \in[1 . .4]}$ and four edges $\left\{S_{i}^{(1)}\right\}_{i \in[1.4]}$ (figure 2.9).
It is possible to discretize the Eikonal equation on each of the triangles. As an example, on $S_{1}^{(2)}$, we obtain


Fig. 2.9 - Neighborhood system induced by 4 neighbors in 2D.

$$
\begin{equation*}
\nabla U \approx\left(\frac{U(i+h, j)-U(i, j)}{h}, \frac{U(i, j+h)-U(i, j)}{h}\right) \tag{II.3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
(U(i+h, j)-U(i, j))^{2}+(U(i, j+h)-U(i, j))^{2}=h^{2} P(i, j)^{2} \tag{II.3.2}
\end{equation*}
$$

denoting $u \stackrel{\text { def. }}{=} U(i, j)$, we have

$$
\begin{equation*}
2 u^{2}-2 u(U(i+h, j)+U(i, j+h))+U(i+h, j)^{2}+U(i, j+h)^{2}-h^{2} P(i, j)^{2}=0 \tag{II.3.3}
\end{equation*}
$$

The quadratic equation has 0,1 or 2 solutions depending on the sign of $\Delta^{\prime} \stackrel{\text { def. }}{=} 2 h^{2} P(i, j)^{2}-(U(i+h, j)-U(i, j+h))^{2}$.
Furthermore, we wish to have $u \geq U(i+h, j)$ and $u \geq U(i, j+h)$. The sum of the roots of the equation being $U(i+h, j)+U(i, j+h)$, only the biggest root $u_{2}$ can satisfy this condition. We have

$$
\begin{equation*}
u_{2}=\frac{U(i+h, j)+U(i, j+h)+\sqrt{\Delta^{\prime}}}{2} \tag{II.3.4}
\end{equation*}
$$

A simple calculation shows that a sufficient condition so that $u_{2} \geq \max \{U(i+$ $h, j), U(i, j+h)\}$ is

$$
\begin{equation*}
(U(i+h, j)-U(i, j+h))^{2} \leq h^{2} P(i, j)^{2} . \tag{II.3.5}
\end{equation*}
$$

Notice that this condition is stronger than the positivity condition of $\Delta^{\prime}$.
To sum up, we define :

$$
\begin{gather*}
\theta_{P}^{(2)}:(x, y) \in \mathbb{R}^{2} \mapsto\left\{\begin{array}{cc}
\frac{x+y+\sqrt{2 P^{2}-(x-y)^{2}}}{2} & \text { if }(x-y)^{2} \leq P^{2} \\
+\infty & \text { otherwise }
\end{array}\right.  \tag{II.3.6}\\
s_{1}^{(2)} \stackrel{\text { def. }}{=} \theta_{h P(i, j)}^{(2)}(U(i+h, j), U(i, j+h)) \tag{II.3.7}
\end{gather*}
$$

In other words, $s_{1}^{(2)}$ is $+\infty$ or a value :

- which makes the Eikonal equation true in the triangle,
- which is superior to the values of other vertices of the triangles.

Similarly, let us define $s_{2}^{(2)}, s_{3}^{(2)}$ and $s_{4}^{(2)}$ the solutions in the triangles $S_{2}^{(2)}$, $S_{3}^{(2)}$ and $S_{4}^{(2)}$ :

$$
\begin{align*}
& s_{2}^{(2)} \stackrel{\text { def. }}{=} \theta_{h P(i, j)}^{(2)}(U(i-h, j), U(i, j+h)) \\
& s_{3}^{(2)} \stackrel{\text { def. }}{=} \theta_{h P(i, j)}^{(2)}(U(i-h, j), U(i, j-h))  \tag{II.3.8}\\
& s_{4}^{(2)} \stackrel{\text { def. }}{=} \theta_{h P(i, j)}^{(2)}(U(i+h, j), U(i, j-h))
\end{align*}
$$

Let us also define $\left\{s_{i}^{(1)}\right\}_{i \in[1 . .4]}$ as the update values obtained by discretizing the Eikonal equation along the edges $\left\{S_{i}^{(1)}\right\}_{i \in[1 . .4]}$ :

$$
\begin{gather*}
\theta_{P}^{(1)}: x \in \mathbb{R} \mapsto x+P  \tag{II.3.9}\\
s_{1}^{(1)} \stackrel{\text { def. }}{=} \theta_{h P(i, j)}^{(1)}(U(i+h, j)) \\
s_{2}^{(1)} \stackrel{\text { del. }}{=} \theta_{h P}^{(1)}(U(i, j)  \tag{II.3.10}\\
s_{3}^{(1)} \stackrel{\text { def. }}{=} \theta_{h P(i, j)}^{(1)}(U(i-h, j)) \\
s_{4}^{(1)} \stackrel{\text { def. }}{=} \theta_{h P(i, j)}^{(1)}(U(i, j-h))
\end{gather*}
$$

Let us define

$$
\begin{align*}
& \theta_{P}:(a, b, c, d) \in \mathbb{R}^{4} \rightarrow \\
& \min \left\{\theta_{P}^{(2)}(a, b), \theta_{P}^{(2)}(b, c), \theta_{P}^{(2)}(c, d), \theta_{P}^{(2)}(d, a), \theta_{P}^{(1)}(a), \theta_{P}^{(1)}(b), \theta_{P}^{(1)}(c), \theta_{P}^{(1)}(d)\right\} \tag{II.3.11}
\end{align*}
$$

The update scheme of Fast-Marching algorithm consists in computing the solutions of Eikonal equation in all triangles and edges, and to select the minimal value among them.
$U(i, j) \leftarrow \min _{\substack{i=1.2 \\ j=1.4}}\left\{s_{j}^{(i)}\right\}=\theta_{h P_{(i, j)}}(U(i+h, j), U(i, j+h), U(i-h, j), U(i, j-h))$

Notice that the update scheme in Dijkstra algorithm is

$$
\begin{equation*}
U(i, j) \leftarrow \min _{j=1 . .4}\left\{s_{j}^{(1)}\right\} \tag{II.3.13}
\end{equation*}
$$

Let us recall that in Dijkstra algorithm, the update step could be refined by considering only neighbors with a value smaller than the current point (property II.1.1.2).
The same reasoning holds in the current situation : indeed, for all $j \in[1 . .4]$, if we denote by $S_{j}^{(1)}$ the edge $((i, j), A), s_{j}^{(1)}>U(A)$, and if we denote by $S_{j}^{(2)}$ the triangle $((i, j), A, B), s_{j}^{(1)}>\max \{U(A), U(B)\}$. An edge or a triangle cannot be taken into account in the update if the value of one of its vertices is strictly superior to the current value of $(i, j)$.
let us denote by

$$
\mathcal{S}_{-}(i, j)
$$

the set of edges or triangles which are adjacent to $(i, j)$ and such that all its vertices distinct from $(i, j)$ have a value inferior to $U(i, j)$.
Then, the update step is equivalent to :

$$
\begin{equation*}
U(i, j) \leftarrow \min _{S_{j}^{(i)} \in \mathcal{S}_{-}(i, j)}\left\{s_{j}^{(i)}\right\} \tag{II.3.14}
\end{equation*}
$$

This formulation, in addition to allowing to save up computations, will also be useful in the convergence proof.
This update state can be performed iteratively for all the discretization points. However - as for Dijkstra algorithm - one can use causality in order to choose a more clever order.
Fast-Marching algorithm is synthesised on figure 5.
As in Dijkstra algorithm case, in order to avoid unnecessary operations, the update step can be performed by taking into account only triangles/edges

```
Algorithm 5 Fast-Marching
InPUT: \(\left\{\frac{i}{N}, \left.\frac{j}{N} \right\rvert\,-N \leq i, j \leq N\right\}\) as a discretization of \([0,1]^{2} . s \in S\).
Output: \(\forall t \in V \quad d(t)=\mathcal{U}_{s}(t)\)
    Initialization:
    Set \(d(s)=0\) and \(d(t)=+\infty\) for all \(t \neq s\). Set \(A=\emptyset, T=\{s\}\) and
    \(F=V \backslash\{s\}\).
    while there exists \(t \in T\) do
        Select \(t \in T\) such that \(d(t)\) is minimal.
        \(T \leftarrow T \backslash\{t\}, A \leftarrow A \cup\{t\}\)
        for all \(v \in \mathcal{N}(t) \backslash A\) do
            if \(v \in F\) then
                \(F \leftarrow F \backslash\{v\}, T \leftarrow T \cup\{v\}\)
            end if
            update \(v\) using equation (II.3.14).
        end for
    end while
```

that contains the current point - and in the case of triangles, such that the remaining point belongs to $\mathcal{A}$.

Complexity. The analysis performed for Dijkstra algorithm holds. It shows that the complexity of this algorithm is $\mathrm{O}(N \log (N))$, where $N$ is the number of points explored by the algorithm.

## II.3.2 Convergence proof

In this section, we will prove the convergence of this numerical scheme, i.e. prove that when the discretization step $h$ tends toward 0 , the solution computed by the algorithm tends toward the viscosity solution of Eikonal equation. Notice that another convergence proof is given in [174] - the authors are using a different but equivalent formulation for the update step. The benefit of our framework resides in the ease of generalisation of both the scheme and the convergence proof to more complex cases.
Let us define

$$
\begin{align*}
& S(h,(x, y), t, U) \stackrel{\min _{\substack{i=1.2}}\left\{s_{j}^{(i)}\right\}-t}{=} \frac{\operatorname{din}_{1.2}}{h} \\
& =\frac{\theta_{h P_{(x, y)}}(U(x+h, y), U(x, y+h), U(x-h, y), U(x, y-h))-t}{h} \tag{II.3.15}
\end{align*}
$$

The update scheme (II.3.12) can thus be rewritten :

$$
\begin{equation*}
S(h,(i, j), U(i, j), U)=0 \tag{II.3.16}
\end{equation*}
$$

The complete convergence proof lies on two steps.

- Proving that any fix-point of the discrete problem II.3.12 tend toward the viscosity solution of (II.2.1) - which is mainly a specific case of a general proof made in [9] and taken up by [174].
The proof is based on three characteristics of the scheme ([9]) :
- monotony of the update scheme II.3.12, which can be enunciated as follows :
(II.3.16) is monotonous if and only if

$$
U \leq V \Rightarrow S(h,(i, j), t, U) \leq S(h,(i, j), t, V)
$$

- stability of II.3.12 : the scheme is stable if the solution to the discrete problem exists, and is bounded with a bound independent from the discretization step.
- consistency of II.3.12 - which denote the fact that II.3.12 is a discretization of Eikonal equation or an equivalent equation. In our case, this can be written

$$
\lim _{\substack{h \rightarrow 0 \\\left(x^{\prime}, y^{\prime} \rightarrow(x, y) \\ \xi \rightarrow 0\right.}} S\left(h,\left(x^{\prime}, y^{\prime}\right), \varphi\left(x^{\prime}, y^{\prime}\right)+\xi, \varphi+\xi\right)=H(\nabla \varphi,(x, y))
$$

for every function $\varphi \in \mathcal{C}^{\infty}$ bounded over $E$, and where

$$
H(\nabla \varphi,(x, y))=0
$$

is equivalent to Eikonal equation ( $H$ is called Hamiltonian associated with the Eikonal equation).

- Prove that the ordering of updates allows to compute such a fix-point. The reasoning is somewhat similar to the one made during Dijkstra algorithm proof. Notice that the first demonstration of this fact was given in [187], yet with a different proof.

Some results. Some preliminary results will be needed during the convergence proof.
Let us define $\Omega_{P}=\left\{(x, y) \in \mathbb{R}^{2} \mid(x-y)^{2} \leq P^{2}\right\}, \Omega_{P}^{+}=\left\{(x, y) \in \mathbb{R}^{+2} \mid x \geq\right.$ $y$ et $\left.(x-y)^{2} \leq P^{2}\right\}$ and $\Omega_{P}^{-}=\left\{(x, y) \in \mathbb{R}^{+2} \mid x \leq y\right.$ et $\left.(x-y)^{2} \leq P^{2}\right\}$.

Lemma II.3.2.1 Properties of $\theta_{P}^{(2)}$
Let $(x, y) \in \Omega_{P}$.

- $\theta_{P}^{(2)}$ is continuous over $\Omega_{P}$.
- if $(x, y) \in \Omega_{P}, a \mapsto \theta_{P}^{(2)}(x+a, y+a)$ is non-decreasing over $\mathbb{R}^{+}$.
- if $(x, y) \in \Omega_{P}, a \mapsto \theta_{P}^{(2)}(x+a, y)$ is non-decreasing over $\mathbb{R}^{+}$.
- if $(x, y) \in \Omega_{P}, a \mapsto \theta_{P}^{(2)}(x, y+a)$ is non-decreasing over $\mathbb{R}^{+}$.
- if $(x-y)^{2}=P^{2}, \theta_{P}^{(2)}(x, y)=\min \{x, y\}+P$.

These properties are illustrated on figure 2.10.


Fig. 2.10 - Illustration of some properties of $\theta^{(2)}$ : the function is nondecreasing in all the directions indicated by blue arrows.

Lemma II.3.2.2 Properties of $\theta_{P}^{(1)}$

- $\theta_{P}^{(1)}$ is continuous over $\mathbb{R}$.
- $\theta_{P}^{(1)}$ is non-decreasing over $\mathbb{R}$.

We can therefore deduce the following properties for $\theta_{P}$
Lemma II.3.2.3 Properties of $\theta_{P}$

- $\theta_{P}$ is continuous over $\mathbb{R}^{4}$.
- $\theta_{P}$ is a non-decreasing function of each of its variables.


## Proof :

- Using the continuity of $\theta_{P}^{(1)}$ and $\theta_{P}^{(2)}, \theta_{P}$ is continuous everywhere, except possibly in points such that $(a-b)^{2}=P^{2},(b-c)^{2}=P^{2},(c-d)^{2}=P^{2}$ or $(d-a)^{2}=P^{2}$. As an example, let us assume that $(a-b)^{2}=P^{2}$ and $a>b$. Then we have $a=b+P$
Then $\theta_{P}^{(2)}(a, b)=\frac{a+b+\sqrt{P^{2}}}{2}=\frac{2 a+2 P}{2}=a+P=\theta_{P}^{(1)}(a)$.
Similarly, if $a<b$, we get $\theta_{P}^{(2)}(a, b)=\theta_{P}^{(1)}(b)$.
The $\theta^{(1)}$ mappings "stick" continuously on the border of the set where $\theta^{(2)}<+\infty$, which shows that $\theta_{P}$ is continuous at those points.
- The growing of $\theta$ results from the growing of $\theta_{P}^{(1)}$ and $\theta_{P}^{(2)}$.

Continuity can be geometrically interpreted in the following way : let us assume that for current values of $U(i \pm h, j \pm h)$, the update is done from the the $((i, j),(i+h, j),(i, j+h))$ triangle - II.3.5 being true in this triangle. Let us also assume that $U(i+h, j)$ increases until equality is reached in II.3.5. Then, the solution is equal to $U(i+h, j)$, i.e. the gradient of $U$ est collinear with $((i, j),(i, j+h))$. The update value for the triangle is then equal to the update value for the $((i, j),(i, j+h))$ edge (figure 2.11).
Updates from edges are therefore continuously taking over from the updates from triangles when the laters become impossible.
We now present the convergence proof of the algorithm :
Proof:
monotony :
Follows immediately from proposition II.3.2.3.
stability :
The existence of a solution of discrete problem can be demonstrated by borrowing an argument from [174].


Fig. 2.11 - Continuity of $\theta_{p}$ : the update step from the $\theta_{P}^{(1)}(a)$ edge continuously taking over from the updates from $\theta_{P}^{(2)}(a, b)$ triangle when the gradient becomes collinear with the edge - after an increase of $b$.

Let us consider an algorithm which apply the update state to all the points of the discretization, in the same order as Fast-Marching algorithm, but an infinite number of times (which correspond to the iterative version of Dijkstra algorithm proposed in II.1.1).
For every point $(i, j), d(i, j)$ is thus non-increasing, and inferiorly bounded by 0 . Therefore it tends toward some limit denoted $d_{i t}(i, j)$.
After an update step over $(i, j)$, we have $S(h,(i, j), U(i, j), U)=0 . S(h,(i, j), t, U)$ being continuous in $t$ and in $U, S(h,(i, j), t, U)$ tends toward $S\left(h,(i, j), d_{i t}(i, j), d_{i t}\right)$ along the iterations. Furthermore, after an infinite number of iterations, we have $S(h,(i, j), U(i, j), U)=0$. This implies $S\left(h,(i, j), d_{i t}(i, j), d_{i t}\right)=$ 0 , and $d_{i t}$ is therefore a solution of the discrete scheme.
$d_{i t}$ is inferiorly bounded by 0 . It is possible to show the existence of an upper bound which depends on the diameter of $E$, on the minimal potential over $E$ - which is not zero by compacity of $E$ an continuity of the potential.
consistency :
let us consider a function $\varphi \mathcal{C}^{\infty}$ bounded over $E,(x, y) \in E$, and $\xi \in \mathbb{R}^{+*}$.

- Firstly, let us note that

$$
\begin{equation*}
s_{1}^{(1)}=\varphi\left(x^{\prime}+h, y\right)+\xi+h P_{x^{\prime} y^{\prime}} \tag{II.3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{s_{1}^{(1)}-\varphi\left(x^{\prime}, y^{\prime}\right)-\xi}{h}=\frac{D^{+x} \varphi\left(x^{\prime}, y^{\prime}\right)}{h}+P_{x^{\prime} y^{\prime}} \tag{II.3.18}
\end{equation*}
$$

tends toward

$$
\begin{equation*}
d_{x} \varphi(x, y)+P_{x y}=\theta_{P_{x y}}^{(1)}\left(d_{x} \varphi(x, y)\right) \tag{II.3.19}
\end{equation*}
$$

when $\left(x^{\prime}, y^{\prime}\right) \rightarrow(x, y), h \rightarrow 0$ and $\xi \rightarrow 0$.
Similarly, for the other edges, we find limits $\theta_{P_{x y}}^{(1)}\left(-d_{x} \varphi(x, y)\right), \theta_{P_{x y}}^{(1)}\left(d_{y} \varphi(x, y)\right)$ and $\theta_{P_{x y}}^{(1)}\left(-d_{y} \varphi(x, y)\right)$.

- Let us now consider $S_{1}^{(2)}$ triangle, and let us assume that $\left(d_{x} \varphi(x, y)-d_{y} \varphi(x, y)\right)^{2}<$ $P_{x y}^{2}$.
$P$ is continuous, and $\varphi \mathcal{C}^{\infty}$. For any $h$ close enough to 0 and $\left(x^{\prime}, y^{\prime}\right)$ close enough to $(x, y)$, we thus have $\left(\varphi\left(x^{\prime}+h, y^{\prime}\right)+\xi-\varphi\left(x^{\prime}, y^{\prime}+h\right)-\xi\right)^{2}=\left(\varphi\left(x^{\prime}+h, y^{\prime}\right)-\right.$ $\left.\varphi\left(x^{\prime}, y^{\prime}\right)+\varphi\left(x^{\prime}, y^{\prime}\right)+\varphi\left(x^{\prime}, y^{\prime}+h\right)\right)^{2} \leq h^{2} P_{x^{\prime} y^{\prime}}^{2}$.
Then,

$$
s_{1}^{(2)}=\frac{2 \xi+\varphi\left(x^{\prime}+h, y^{\prime}\right)+\varphi\left(x^{\prime}, y+h^{\prime}\right)+\sqrt{2 h^{2} P_{x^{\prime} y^{\prime}}^{2}-\left(\varphi\left(x^{\prime}+h, y^{\prime}\right)-\varphi\left(x^{\prime}, y^{\prime}+h\right)\right)^{2}}}{2}
$$

and

$$
\begin{align*}
& \frac{s_{1}^{(2)}-\varphi\left(x^{\prime}, y^{\prime}\right)-\xi}{h}= \\
& \frac{D^{+x} \varphi\left(x^{\prime}, y^{\prime}\right)}{h}+\frac{D^{+y} \varphi\left(x^{\prime}, y^{\prime}\right)}{h}+\sqrt{2 P_{x^{\prime} y^{\prime}}^{2}-\left(\frac{D^{+x} \varphi\left(x^{\prime}, y^{\prime}\right)}{h}-\frac{D^{-y} \varphi\left(x^{\prime}, y^{\prime}\right)}{h}\right)^{2}} \tag{II.3.20}
\end{align*}
$$

When $h$ and $\left(x^{\prime}, y^{\prime}\right)$ converge toward their limits, this expression tends to

$$
\begin{align*}
& d_{x} \varphi(x, y)+d_{y} \varphi(x, y)+\sqrt{2 P_{x y}^{2}-\left(d_{x} \varphi(x, y)-d_{y} \varphi(x, y)\right)^{2}}= \\
& \theta^{(2)}\left(d_{x} \varphi(x, y), d_{y} \varphi(x, y)\right) \tag{II.3.21}
\end{align*}
$$

Similar results can be obtained for the three remaining triangles :

- if $\left(d_{x} \varphi(x, y)+d_{y} \varphi(x, y)\right)^{2}<P_{x y}^{2}$,
$\frac{s_{2}^{(2)}-\varphi\left(x^{\prime}, y^{\prime}\right)-\xi}{h}$ tends toward $\theta^{(2)}\left(d_{x} \varphi(x, y),-d_{y} \varphi(x, y)\right)$.
- if $\left(-d_{x} \varphi(x, y)+d_{y} \varphi(x, y)\right)^{2}<P_{x y}^{2}$,
$\frac{s_{3}^{(2)}-\varphi\left(x^{\prime}, y^{\prime}\right)-\xi}{h}$ tends toward $\theta^{(2)}\left(-d_{x} \varphi(x, y),-d_{y} \varphi(x, y)\right)$.
- if $\left(-d_{x} \varphi(x, y)-d_{y} \varphi(x, y)\right)^{2}<P_{x y}^{2}$,
$\frac{s_{4}^{(2)}-\varphi\left(x^{\prime}, y^{\prime}\right)-\xi}{h}$ tends toward $\theta^{(2)}\left(-d_{x} \varphi(x, y), d_{y} \varphi(x, y)\right)$.
Furthermore, these results remain true in the cases when $\left( \pm d_{x} \varphi(x, y) \pm d_{y} \varphi(x, y)\right)^{2}>$ $P_{x y}^{2}$ - when the limit is $+\infty$.
- Thus - outside the limit cases where $\left( \pm d_{x} \varphi(x, y) \pm d_{y} \varphi(x, y)\right)^{2}=P_{x y}^{2}$, we have

$$
\begin{align*}
S\left(h,\left(x^{\prime}, y^{\prime}\right), \Phi\left(x^{\prime}, y^{\prime}\right)+\xi, \Phi+\xi\right) & =\frac{\min \left\{s_{j}^{(i)}-\varphi(x, y)\right\}}{h} \\
\underset{\substack{h \rightarrow 0 \\
\left(x^{\prime}, y^{\prime}\right) \rightarrow(x, y) \\
\xi \rightarrow 0}}{\rightarrow} & P_{P_{x y}}\left(d_{x} \varphi(x, y), d_{y} \varphi(x, y),-d_{x} \varphi(x, y),-d_{y} \varphi(x, y)\right) \tag{II.3.22}
\end{align*}
$$

It is possible to show that this equation still holds in the limit cases : for example, let us assume that $\left(d_{x} \varphi(x, y)-d_{y} \varphi(x, y)\right)^{2}=P_{x y}^{2}$ and $d_{x} \varphi(x, y)>d_{y} \varphi(x, y)$. Let us consider $\left(\left(x_{k}, y_{k}\right), h_{k}, \xi_{k}\right) \rightarrow((x, y), 0,0)$.
let us denote by $\left(\left(x_{\psi(k)}, y_{\psi(k)}\right), h_{\psi(k)}, \xi_{\psi(k)}\right)$ the subsequence made from terms such that $\left(\varphi\left(x_{\psi(k)}+h, y_{\psi(k)}\right)-\varphi\left(x_{\psi(k)}, y_{\psi(k)}+h\right)\right)^{2} \leq h^{2} P_{x_{\psi(k)} y_{\psi(k)}}^{2}$, and $\left(x_{\psi^{\prime}(k)}, y_{\psi^{\prime}(k)}, h_{\psi^{\prime}(k)}, \xi_{\psi^{\prime}(k)}\right)$ the complementary subsequence.
Let us consider $s_{k}=\frac{s_{1}^{2}-\varphi\left(x_{k}, y_{k}\right)}{h_{k}}$. Like above, we have
$\lim _{k \rightarrow+\infty} s_{\psi(k)}=\theta^{(2)}\left(d_{x} \varphi(x, y), d_{y} \varphi(x, y)\right)$.
Furthermore, we still have $\lim _{k \rightarrow+\infty} \frac{s_{1}^{(1)}-\varphi\left(x_{k}, y_{k}\right)}{h_{k}}=\theta^{(1)}\left(d_{x} \varphi(x, y)\right)$
As observed during the continuity proof of $\theta$, these two quantities are equal. We deduce that

$$
\frac{\min \left\{s_{1}^{2}, s_{1}^{1}\right\}-\varphi\left(x_{k}, y_{k}\right)}{h_{k}} \rightarrow \theta^{(1)}\left(d_{x} \varphi(x, y)\right)
$$

The other cases can be tackled in the same way. Thus II.3.22 is valid for any value of $\varphi$.
The scheme is thus consistent with the following Hamiltonian

$$
\begin{equation*}
H(\nabla \varphi,(x, y)) \stackrel{\text { def. }}{=} \theta_{P_{x y}}\left(d_{x} \varphi(x, y), d_{y} \varphi(x, y),-d_{x} \varphi(x, y),-d_{y} \varphi(x, y)\right) \tag{II.3.23}
\end{equation*}
$$

Furthermore, $\theta^{(1)}$ and $\theta^{(2)}$ being non-decreasing, we have

$$
\begin{align*}
& H(\nabla \varphi,(x, y))= \\
& \quad \min \left\{\theta^{(2)}\left(-\left|d_{x} \varphi(x, y)\right|,-\left|d_{y} \varphi(x, y)\right|\right), \theta^{(1)}\left(-\left|d_{y} \varphi(x, y)\right|\right), \theta^{(1)}\left(-\left|d_{y} \varphi(x, y)\right|\right)\right\} . \tag{II.3.24}
\end{align*}
$$

One easily sees that $H(\nabla \varphi,(x, y))=0$ if and only if $|\nabla \varphi(x, y)|^{2}-P_{x y}^{2}=0$.
The scheme is thus consistent.

## ordering :

the proof of Dijkstra algorithm can be exactly transposed here. For any point $t$ of the discretization, let us denote by $d_{i t}(t)$ the distance obtained by the algorithm described in the stability proof.. $d_{i t}$ is thus a fix-point of the update scheme. Furthermore, we have $d \geq d_{i t}$ (the first iteration correspond exactly to the one of Fast-Marching algorithm, and the following iterations can only decrease the values of each point.)
Let us consider the Fast-Marching algorithm.
We are going to prove inductively that, at any step of the algorithm, $\forall t \in \mathcal{A} d(t)=$ $d_{i t}(t)$. Notice that this property holds after the initialisation.

Let us consider the time when a point with minimal distance is chosen in $\mathcal{T}$. Let us consider $t_{0} \in \mathcal{T} \cup \mathcal{F}$ minimising $d_{i t}(t)$.
let us denote by

- $\mathcal{S}_{-}\left(t_{0}\right)$ the set of triangles/edges adjacent to $t_{0}$ and such that all the points of the triangle/edges different from $t$ have a value smaller than $d_{i t}\left(t_{0}\right)$,
- $\mathcal{S}_{\mathcal{A}}\left(t_{0}\right)$ the set of triangles/edges adjacent to $t_{0}$ and such that all the points of the triangle/edges different from $t$ are in $\mathcal{A}$.
$d_{i t}$ verifies II.3.14. Thus, we have
$d_{i t}\left(t_{0}\right)=\min _{S_{j}^{i} \in \mathcal{S}_{-}\left(t_{0}\right)} s_{j}^{i}\left(d_{i t}\right)$
Furthermore, if $v \notin \mathcal{A}$, we have $d_{i t}(v) \geq d_{i t}\left(t_{0}\right)$.
We deduce $d_{i t}\left(t_{0}\right) \geq \min _{S_{j}^{i} \in \mathcal{S}_{\mathcal{A}}\left(t_{0}\right)} s_{i t}{ }_{j}^{i}\left(d_{i t}\right)$
Let us consider all the update operation that occurred to $t_{0}$ until now. The update from a triangle or an edge in $\mathcal{S}_{\mathcal{A}}\left(t_{0}\right)$ occurred when the last vertex but one of this triangle or this edge was transferred in $\mathcal{A}$.
We then have $d\left(t_{0}\right)=\min _{S_{j}^{i} \in \mathcal{S}_{\mathcal{A}}\left(t_{0}\right)} s_{j}^{i}=\min _{S_{j}^{i} \in \mathcal{S}_{\mathcal{A}}\left(t_{0}\right)} s_{j}^{i}\left(d_{i t}\right)$
by hypothesis.
Then $d\left(t_{0}\right) \leq d_{i t}\left(t_{0}\right)$. Furthermore, for all $v$ in $\mathcal{T}, d\left(t_{0}\right) \leq d_{i t}\left(t_{0}\right) \leq d_{i t}(v) \leq d(v)$.
In particular, $d\left(t_{0}\right) \leq d(v)$. This inequality is strict, unless if $d_{i t}\left(t_{0}\right)=d_{i t}(v)$. We thus can assert that the set of vertices of $\mathcal{T}$ of minimal evaluated distance coincides with the set of vertices of $\mathcal{T}$ of minimal actual distance.
The chosen vertex $t$ is therefore a vertex with minimal distance, and we have $d(t)=$ $d_{i t}(t)$, which concludes the proof.

The monotonicity condition will be the main obstacle to the generalisation of Fast-Marching algorithm to more general Riemannian manifolds.

## II.3.2.1 Improving the running time

The calculation (II.3.12) request up to four resolutions of second degree equations. It is possible to reduce this amount of operations.
Let us define $A_{x}=(i-1, j)$ and $A_{x}^{\prime}=(i+1, j)$ if $\mathcal{U}(i-1, j) \leq \mathcal{U}(i+1, j)$, $A_{x}=(i+1, j)$, and $A_{x}^{\prime}=(i-1, j)$ otherwise. Similarly, let us define $A_{y}$ and $A_{y}^{\prime}$. Up to a switch of two coordinates, we can assume that $A_{y} \leq A_{x}$. Figure 2.12 illustrates two possible configurations of $s_{1}^{(2)}, s_{2}^{(2)}, s_{3}^{(2)}$ and $s_{4}^{(2)}$. Let us


Fig. 2.12 - Some possible configurations for $s_{j}^{(i)}$.
note that we can also draw points corresponding to values of $s_{1}^{(1)}, s_{2}^{(1)}, s_{3}^{(1)}$ and $s_{4}^{(1)}$.

A case-study of the different configurations gives the following results :

## | Proposition II.3.2.4

$\min \left\{s_{j}^{(i)}\right\}$ is

- either reached for the $\left((i, j), A_{x}, A_{y}\right)$ triangle if the corresponding value is finite,
- or reached for the $\left((i, j), A_{y}\right)$ edge.

To summarise, we define

$$
U(i, j) \leftarrow\left\{\begin{array}{c}
s_{*}^{(2)}=\frac{U\left(A_{x}\right)+U\left(A_{y}\right)+\sqrt{2 h^{2} P(i, j)^{2}-\left(U\left(A_{x}\right)-U\left(A_{y}\right)\right)^{2}}}{2} \\
\text { if }\left(U\left(A_{x}\right)-U\left(A_{y}\right)\right)^{2} \leq h^{2} P(i, j)^{2} \\
s_{*}^{(1)}=\min \left\{U\left(A_{x}\right), U\left(A_{y}\right)\right\}+h P(i, j) \\
\text { otherwise }
\end{array}\right.
$$

which reduces the number of operations to perform with respect to (II.3.12) to at most one resolution of a quadratic equation.

Despite the different formulation, this scheme is equivalent to the one proposed in [188, 174] :
$\left(\max \left\{U_{i, j}-U_{i-1, j}, U_{i, j}-U_{i+1, j}, 0\right\}\right)^{2}+\left(\max \left\{U_{i, j}-U_{i, j-1}, U_{i, j}-U_{i, j+1}, 0\right\}\right)^{2}=P_{(i, j)}^{2}$

Other improvements of the running time have been proposed, most of them inspired by variations of Dijkstra algorithm.

- When one is willing to compute a shortest path between two points, it is possible to stop the front propagation when the second point is reached. Another approach consists in propagating fronts simultaneously from both points, and to stop when the two fronts intersect. A gradient descent from the intersection in each front will then give an approximation of the shortest path between the two considered points [50].
- In the same article, a freezing strategy is proposed - which allows to stop front propagation in high-potential areas.
- Inspired by Best First Search algorithm, [156] proposes to use heuristics to drive the propagation of the front in the correct direction.
- At the sake of a slight lost of precision, [219] has shown the possibility of implementing the algorithm with a $\mathrm{O}(n)$ time complexity, using a untidy priority queue data structure instead of a heap to implement $\mathcal{T}$.
Notice that all these strategies can also be applied to the more general versions of Fast-Marching algorithm we will describe in the sequel.


## II.3.3 Increasing the neighborhood system

Even if convergence of this algorithm is proved when the discretion steps converges toward 0 , it is not an exact algorithm. Figures 2.14 and 2.15 show errors obtained by the algorithm. Unlike the results obtained by Dijkstra algorithm, we can observe that the relative error vanishes as we move away from the origin. This means dually that - for a constant potential - the evaluated distance map converge toward its theoretical value when the the discretization step tends toward zero.
The numerical error of the algorithm is more important in the neighborhood of $s$, in directions where no edges are present in the neighborhood system. Not unlike the case of Dijkstra algorithm, it is possible to improve the precision of the algorithm by considering a more important neighborhood system (figure $2.13)$ - as proposed in [46]. The presented system consists in 8 triangles and 8 edges.


Fig. 2.13-8-neighbors system for 2D Fast-Marching
The Fast-Marching algorithm remains the same. The update scheme consists
in selecting the triangle or the edge which produces the minimal value. However, the are two differences with the previously exposed algorithm :

- We need to compute update values for triangles with a different shape - and therefore to find an equivalent of II.3.1 for those triangles. It is a specific case of a more general equation we will introduce in section II.4.
- It is not possible to reduce the amount of necessary calculations as much as in the previous case.


## II.3.4 Numerical results

We compare numerical results obtained by the methods exposed in the previous sections.
Figures 2.14 and 2.15 shows results obtained by the increase of the neighborhood system. Figure 2.16 presents similar results for a space consisting of two half-planes with uniform potentials 1 and 4 - for which it is possible to compute the distance map with arbitrary precision.
Increasing the neighborhood system results in an improvement of the results obtained by Dijkstra algorithm. However, as shown in 2.15, the error does not vanish as we move away from the origin - or dually when the the discretization step tends toward zero. On the opposite, it is the case for approximation computed by Fast-Marching algorithm.
Figure 2.17 shows some shortest paths computed from the distances maps.

## II.3.5 Generalisation to $n D$

It is straightforward to generalise the presented algorithm to arbitrary dimension.
Let us consider a $n$-dimensional space, discretized with a regular grid, and a neighborhood system consisting of $2 n$ neighbors. Such a system defines $K_{n} \stackrel{\text { def. }}{=} 2^{n}$ simplices of dimension $n, K_{n-1} \stackrel{\text { def. }}{=}\binom{n}{1} 2^{n-1}=n 2^{n-1}$ simplices of dimension $n-1 \ldots K_{1} \stackrel{\text { def. }}{=} 2\binom{n}{n-1}=2 n$ simplices de dimension 1 - i.e. $3^{n}-1$ simplices (figure 2.18 shows some of these simplices in the case of dimension 4). These simplices are a generalisation of triangles and edges in dimension 2.


FIG. 2.14 - Relative errors obtained by the different algorithms for a uniform potential over a regular $100 \times 100$ grid. Left column, top to bottom : the potential, Fast-Marching with 4 neighbors, Fast-Marching with 8 neighbors. Right column, top to bottom : Dijkstra with 4 neighbors, Dijkstra with 8 neighbors, Dijkstra with 16 neighbors. All the images are represented with the same gray level scale : black : $0 \%$, white $: \geq 40 \%$


Fig. 2.15 - Relative errors obtained by the different algorithms for a uniform potential over a regular $100 \times 100$ grid. Top : maximum of relative error for a fixed distance to origin. Bottom : $\mathcal{L}_{2}$ norm of relative error for a fixed distance to origin.


Fig. 2.16 - Relative errors obtained by the different algorithms for a piecewise-constant potential over a regular $100 \times 100$ grid. Left column, top to bottom : the potential, Fast-Marching with 4 neighbors, Fast-Marching with 8 neighbors. Right column, top to bottom: Dijkstra with 4 neighbors, Dijkstra with 8 neighbors, Dijkstra with 16 neighbors. All the images are represented with the same gray level scale : black : $0 \%$, white $: \geq 40 \%$


FIG. 2.17 - Shortest paths obtained for a constant potential (top), and for a piecewise constant potential (bottom), for the Fast-Marching algorithm with 4 (left) and 8 (right) neighbors.

It is possible to discretize the Eikonal equation on each simplex, and thus to obtain a generalisation of (II.3.1) and (II.3.3). Let us consider a simplex $S_{l}^{(k)}$ of dimension $k$, and let us denote by $v_{1} \ldots v_{k}$ the values on its vertices. Let us define $u=U\left(i_{1}, i_{2} \ldots i_{n}\right)$. We have

$$
\begin{equation*}
\nabla U \approx\left(\frac{v_{1}-u}{h}, \ldots \frac{v_{k}-u}{h}\right) \tag{II.3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
k u^{2}-2 u \sum_{i=1}^{k} v_{i}+\sum_{i=1}^{k} v_{i}^{2}-h^{2} P(i, j)^{2} \tag{II.3.27}
\end{equation*}
$$



Fig. 2.18 - Some simplices adjacent to $x$ in dimension 3.

Properties shown in 2D can easily be generalised.
In the case when

$$
\begin{align*}
\Delta^{\prime} & \stackrel{\text { def. }}{=}\left(\sum_{i=1}^{k} v_{i}\right)^{2}-k\left(\sum_{i=1}^{k} v_{i}^{2}\right)+k h^{2} P(i, j)^{2} \\
& =k h^{2} P(i, j)^{2}-\frac{1}{2}\left(\sum_{i=1}^{k} \sum_{j=1}^{k}\left(v_{i}-v_{j}\right)^{2}\right) \geq 0 \tag{II.3.28}
\end{align*}
$$

the bigger solution of this equation is

$$
\begin{equation*}
u_{2} \stackrel{\text { def. }}{=} \frac{\left(\sum_{i=1}^{k} v_{i}\right)+\sqrt{\Delta^{\prime}}}{n} \tag{II.3.29}
\end{equation*}
$$

In the case when $\Delta^{\prime} \geq 0$, we thus have

$$
\begin{gather*}
u_{2} \geq v_{l} \\
\Leftrightarrow \\
\sum_{i=1}^{k}\left(v_{i}-v_{l}\right) \geq 0 \text { or }\left(\sum_{i=1}^{k}\left(v_{i}-v_{l}\right)\right)^{2} \leq h^{2} \Delta^{\prime} \tag{1}
\end{gather*}
$$

If the set $\mathbf{C}$ of all conditions $\left(\mathbf{C}_{\mathbf{l}}\right)$ is verified, we have $\Delta^{\prime} \geq 0$ have $\forall l u_{2} \geq v_{l}$.

We thus define

$$
\begin{align*}
& \theta_{P}^{(k)}:\left(x_{i}\right) \in \mathbb{R}^{2 k} \mapsto \\
& \qquad\left\{\begin{array}{c}
\frac{\sum_{i=1}^{k} x_{i}+\sqrt{k P^{2}-\frac{1}{2} \sum_{i=1}^{k} \sum_{j=1}^{k}\left(x_{i}-x_{j}\right)^{2}}}{2} \\
+\infty \\
\text { otherwise }
\end{array}\right.  \tag{II.3.30}\\
& s_{l}^{(k)} \stackrel{\text { def. }}{=} \theta_{h P(i, j)}^{(2)}\left(U\left(i_{1}+h \ldots i_{k} \ldots i_{n}\right) \ldots U\left(i_{1} \ldots i_{k}+h \ldots i_{n}\right)\right) \tag{II.3.31}
\end{align*}
$$

and

$$
\begin{equation*}
\theta_{P}\left(a_{1}^{+}, \ldots a_{n}^{+}, a_{1}^{-}, \ldots a_{n}^{-}\right) \in R^{+2 n} \stackrel{\text { def. }}{=} \min _{\substack{k=1 . . n \\ a_{i_{1}}^{ \pm} \ldots a_{i_{k}}^{ \pm}}}\left\{\theta_{P}^{(k)}\left(a_{i_{1}}^{ \pm} \ldots a_{i_{k}}^{ \pm}\right)\right\} \tag{II.3.32}
\end{equation*}
$$

Therefore, we use the following update scheme :

$$
\begin{array}{r}
U\left(i_{1}, \ldots i_{n}\right) \leftarrow \min _{\substack{i=1 . k \\
j=1 . . K_{i}}}\left\{s_{j}^{(i)}\right\}=\theta_{h P_{(i, j)}}\left(U\left(i_{1}+h, \ldots, i_{n}\right), \ldots, U\left(i_{1}, \ldots, i_{n}+h\right),\right. \\
\left.U\left(i_{1}-h, \ldots, i_{n}\right), \ldots, U\left(i_{1}, \ldots, i_{n}-h\right)\right) \tag{II.3.33}
\end{array}
$$

As in the case of 2 D , it is possible to restrict the calculations to simplices such that their vertices have values smaller than current value $U(i, j)$.
The algorithm is then the same as in dimension 2.

Complexity. The update state requires $3^{n}$ total computations for each vertex. The complexity of the algorithm is thus a priori $\mathrm{O}\left(N\left(\log (N)+n 3^{n}\right)\right)$, where $N$ is the number of vertices explored by the algorithm.

Correctness. The 2D proof can be exactly transposed. It mainly relies on the following lemma :

## Lemma II.3.5.1

- $\theta_{P}$ is continuous.
- $\theta_{P}$ is non-decreasing in each of its variables.

[^1]
## Proof :

- As in the 2D case, continuity is derived from the study of connections at points belonging to the border of $\mathbf{C}$ conditions. More precisely, we can show that if equality holds in $\left(\mathbf{C}_{\mathbf{l}}\right)$, the solution obtained on the current simplex is equal to the solution obtained on the subsimplex obtained by removing the $l^{\text {th }}$ vertex. This generalises the property illustrated by figure 2.11 :
Assume that we are on the border of the domain defined by $\mathbf{C}$. Then there exists $l$ such that $\left(\sum_{i=1}^{k}\left(v_{i}-v_{l}\right)\right)^{2}=h^{2} \Delta^{\prime}, \sum_{i=1}^{k}\left(v_{i}-v_{l}\right) \leq 0$ and $u_{2}=v_{l}$. After some calculations, we can write

$$
v_{l}=\frac{\sum_{i \neq l} v_{i}+\sqrt{(k-1) h^{2} P_{x y}^{2}-\frac{1}{2} \sum_{i \neq l} \sum_{j \neq l}\left(v_{i}-v_{j}\right)^{2}}}{k-1}
$$

hence

$$
u_{2}=v_{l}=\frac{\sum_{i \neq l} v_{i}+\sqrt{(k-1) h^{2} P_{x y}^{2}-\frac{1}{2} \sum_{i \neq l} \sum_{j \neq l}\left(v_{i}-v_{j}\right)^{2}}}{k-1},
$$

which corresponds with the solution on the sub-simplex obtained by removing the $l^{\text {th }}$ vertex (this solution being clearly bigger than $v_{i}$ for all $i \neq l$ ).

- Growing is derived from growing of the $\theta^{(k)}$ functions with respect to each of their variables in the domain where they are finite.

The convergence proof is now exactly parallel to the one in 2D : stability and ordering are proved in the same way. Monotony of the scheme comes from monotony of $\theta_{P}$. In order to prove consistency, we can demonstrate as in dimension 2 that if we define

$$
\begin{equation*}
S\left(h,\left(x_{1}, \ldots, x_{n}\right), t, U\right) \stackrel{\text { def. }}{=}=\frac{\theta_{h P_{(x, y)}}\left(U\left(x_{1}+h, \ldots x_{n}\right), \ldots\right)-t}{h} \tag{II.3.34}
\end{equation*}
$$

then we have

$$
\begin{array}{r}
\lim _{\substack{h \rightarrow 0 \\
\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right) \rightarrow\left(x_{1}, \ldots, x_{n}\right) \\
\xi \rightarrow 0}} S\left(h,\left(x^{\prime}, y^{\prime}\right), \varphi\left(x^{\prime}, y^{\prime}\right)+\xi, \varphi+\xi\right)=  \tag{II.3.35}\\
\theta_{h P_{(x, y)}}\left(d_{1} \varphi(x, y), \ldots d_{n} \varphi(x, y),-d_{1} \varphi(x, y), \cdots-d_{n} \varphi(x, y),\right) .
\end{array}
$$

This quantity vanishes if and only if $\nabla \varphi$ satisfies the Eikonal equation.

## II.3.5.1 Improving the running time

The computation of (II.3.33) requires up to the resolution of $3^{n}$ quadratic equations. As in the 2D case, it is possible to reduce this number of operations.
Let us define $A_{k}=\left(i_{1} \ldots, i_{k}+h, \ldots i_{n}\right)$ if $U\left(i_{1} \ldots, i_{k}+h, \ldots i_{n}\right) \leq U\left(i_{1} \ldots, i_{k}-\right.$ $\left.h, \ldots i_{n}\right)$, and $U\left(i_{1} \ldots, i_{k}-h, \ldots i_{n}\right)$ otherwise. Up to a permutation of coordinates, we can assume that $U\left(A_{1}\right) \leq \cdots \leq U\left(A_{n}\right)$.
We then define

$$
\begin{align*}
& S_{*}^{(n)}=\left(\left(i_{1} \ldots i_{n}\right), A_{1}, \ldots A_{n}\right) \\
& S_{*}^{(n-1)}=\left(\left(i_{1} \ldots i_{n}\right), A_{1}, \ldots A_{n-1}\right)  \tag{II.3.36}\\
& \ldots \\
& S_{*}^{(1)}=\left(\left(i_{1} \ldots i_{n}\right), A_{1}\right)
\end{align*}
$$

and $s_{*}^{n} \ldots s_{*}^{1}$ the corresponding values.
We thus have the following result - which generalise the result obtained in II.3.2.1 :

## Proposition II.3.5.2

- For all $k \in[1 . . n]$, for all simplex $S_{l}^{(k)}$ of dimension $k$, if $s_{*}^{(k)} \neq \infty$ then $s_{*}^{k} \leq s_{l}^{(k)}$.
- For all $k \in[2 . . n]$ if $s_{*}^{(k)} \neq+\infty$, then $s_{*}^{(k-1)} \neq+\infty$ and $s^{(k)} \leq s_{*}^{(k-1)}$.


## Proof :

Comes immediately from monotony properties of $\theta_{P}^{(k)}$ in $\Omega_{P}^{k}$.

We can then use the following algorithm to compute the update step - which was proposed in the appendix of [99]:
which reduces the number of quadratic equations to solve to $n-1$ instead of $3^{n}$.

## II.3.6 A step toward anisotropy

The update scheme for an anisotropic is theoretically more complex than the schemes we studied in the previous sections. It will be studied in full generality in section II.4.

```
Algorithm 6 update \((t)\)
INPUT: A vertex \(t=\left(i_{1} \ldots i_{n}\right)\).
    for \(k\) varying from \(n\) to 1 do
        Compute \(s_{*}^{(k)}\).
        If \(s_{*}^{(k)} \neq \infty, U\left(i_{1} \ldots i_{n}\right) \leftarrow s_{*}^{(k)}\) and quit
    end for
```

However, in this section, we will study a useful specific case of anisotropic Fast-Marching algorithm on a regular grid - for which the principal components of the potentials are collinear with the grid axis. For this problem, the previously exposed method works directly. Notice that [186] rapidly mentions a method to solve the equivalent problem of finding distance maps for isotropic potential on orthogonal irregular grid, without explaining precisely how to solve the discretized equation.
Let us consider a $n$ dimensional space, discretized with a regular grid. Let us assume that for any point, the potential has the following expression : $g(x)(\mathbf{v})=\lambda_{x 1} v_{1}^{2}+\cdots+\lambda_{x n} v_{n}^{2}-i . e$. the tensor $g$ has its principal components aligned with the axis of the grid.
Let us consider a simplex $S_{l}^{(n)}$ of dimension $n$, and denote by $v_{1} \ldots v_{n}$ the values on the vertices. Let us define $u=U\left(i_{1}, i_{2}, \ldots i_{n}\right)$. Injecting the discrete form of the gradient in I.3.15, we have

$$
\begin{equation*}
\sum_{i=1}^{n} \lambda_{x i}\left(u-v_{i}\right)^{2}=1 \tag{II.3.37}
\end{equation*}
$$

hence

$$
\begin{align*}
\sum_{i=1}^{n} \lambda_{x i}\left(\frac{\left(u-v_{i}\right)}{h}\right)^{2} & =1  \tag{II.3.38}\\
u^{2}\left(\sum_{i=1}^{n} \lambda_{x i}\right)-2 u\left(\sum_{i=1} v_{i} \lambda_{x i}\right)+\sum_{i=1}^{n} \lambda_{x i} v_{i}^{2}-h^{2} & =1 \tag{II.3.39}
\end{align*}
$$

When

$$
\begin{align*}
& \Delta^{\prime} \stackrel{\text { def. }}{=}\left(\sum_{i=1}^{n} \lambda_{x i} v_{i}\right)^{2}-\sum_{i=1}^{n} \lambda_{x i}\left(\sum_{i=1}^{n} v_{i}^{2}\right)+\sum_{i=1}^{k} \lambda_{x i} h^{2} P(i, j)^{2} \\
& \quad=\sum_{i=1}^{n} \lambda_{x i} h^{2} P(i, j)^{2}-\frac{1}{2}\left(\sum_{i=1}^{k} \sum_{j=1}^{k} \lambda_{x i} \lambda_{x j}\left(v_{i}-v_{j}\right)^{2}\right) \geq 0 \tag{II.3.40}
\end{align*}
$$

the bigger solution of this equation is

$$
\begin{equation*}
u_{2} \stackrel{\text { def. }}{=} \frac{\left(\sum_{i=1}^{k} \lambda_{x i} v_{i}\right)+\sqrt{\Delta^{\prime}}}{\sum_{i=1}^{n} \lambda_{i}} \tag{II.3.41}
\end{equation*}
$$

The update step still consists in computing the update values for each simplex, and to select the minimal one. Similar calculations as in isotropic case show the monotony on each simplex of the previous expression - hence we can deduce monotony and continuity of the update scheme, and then its convergence.

## II.3.6.1 Improving the running time

Improving the running time is tougher in this situation.
However, we can notice that if we define $A=\left(i_{1} \pm h, \ldots i_{k}+h, \ldots i_{1} \pm\right.$ $n), B=\left(i_{1} \pm h, \ldots i_{k}-h, \ldots i_{1} \pm n\right)$, and if we assert for example that $U(A) \leq U(B)$, computing solutions on simplices containing $A$ is useless. Indeed, such a solution is bigger than the one in the symmetric simplex obtained by replacing $A$ with $B$.
We thus define $A_{k}=\left(i_{1} \ldots, i_{k}+h, \ldots i_{n}\right)$ if $\mathcal{U}\left(i_{1} \ldots, i_{k}+h, \ldots i_{n}\right) \leq \mathcal{U}\left(i_{1} \ldots, i_{k}-\right.$ $\left.h, \ldots i_{n}\right)$, and $\mathcal{U}\left(i_{1} \ldots, i_{k}-h, \ldots i_{n}\right)$ otherwise. Up to a permutation of coordinates, we can assume that $A_{1} \leq \cdots \leq A_{n}$.
We can use the following algorithm to compute the update value:
The total number of quadratic equation to solve is thus $2^{n}$.
Figure 2.19 shows shortest paths and distance maps computed with this method.

```
Algorithm 7 update \((t)\)
InPUT: A vertex \(t=\left(i_{1} \ldots i_{n}\right)\).
    Initialization: Set \(s_{*}=+\infty\).
    for \(k\) varying from \(n\) to 1 do
        For all \(k\)-uplet of points \(\left(A_{i_{1}} \ldots A_{i_{k}}\right)\), compute the solution \(s\) on the
        simplex \(\left(t, A_{i_{1}} \ldots A_{i_{k}}\right)\).
        \(s_{*} \leftarrow \min \left\{s, s_{*}\right\}\)
    end for
    \(U\left(i_{1} \ldots i_{n}\right) \leftarrow s_{*}\).
```



Fig. 2.19 - Distance maps and shortest paths in anisotropic spaces. Top : horizontal speed is twice the vertical speed. Bottom : in upper half-plane, horizontal speed is twice the vertical speed. The opposite holds in bottom half-plane.

## II. 4 Anisotropic Fast-Marching, general case

In this section, we propose a scheme for the computation of distance maps and shortest paths in Riemannian manifolds. We generalise results proposed in [97] et [30]. This scheme is directly derived for the ones of previous sections. It also relies on the computation of solutions for each simplices adjacent to the current point. The smallest solution verifying conditions which generalise II.3.5 will be selected as update value.

We will also expose a convergence proof for a large class of cases. In the case of isotropic potential, the condition for convergence is that for any point of the discretization and any adjacent simplex, the angles of the simplex at this point are acute. This is a generalisation of known results in dimension 2 [97, 30].
Notice that in the case of a regular grid in dimension 3, our scheme is equivalent with the one proposed in [163].

## II.4.1 Solution computation in a simplex

Generalising the algorithms of previous section on Riemannian manifolds is straightforward. Only the computation of the $s_{j}^{(i)}$ changes. By the way, as we will find out, cases appear in which convergence of the method is lost.
Inasmuch as introducing anisotropic potentials does not result in extra difficulty, we will directly describe the more general case.
The framework of this section in the one described in I.3.1.6. Let $V$ be a Riemannian manifold of dimension $n$, discretized with a set of points. We consider a neighborhood system around this point, which consists of several simplices (2.13 and 2.18 are some examples in dimension 2 and 3).
$V$ is locally diffeomorphic to an open subset of $\mathbb{R}^{n}$, and we will work on such a space to derive the equations in the sequel.
Let $x$ be a point of the discretization of $V$. Let us consider a simplex $S^{(k)}$ of dimension $k$, adjacent to $x$. Up to a translation, we assume that $x=0$. The equation we want to discretize is as follow :

$$
\begin{equation*}
\|\nabla U\|_{x}=1 \tag{II.4.1}
\end{equation*}
$$

which we can rewrite

$$
\begin{equation*}
\|M \nabla U\|=1 \tag{II.4.2}
\end{equation*}
$$

where $M$ is the $n \times n$ symmetric positive definite matrix associated with the potential.
We denote by $x^{1} \ldots x^{k}$ the other vertices of the simplex, $v=\left(v^{1} \ldots v^{k}\right)^{T}$ the corresponding values, and

$$
X \stackrel{\text { def. }}{=}\left(\begin{array}{ccc}
x_{1}^{1} & \ldots & x_{n}^{1}  \tag{II.4.3}\\
\vdots & & \vdots \\
x_{1}^{k} & \ldots & x_{n}^{k}
\end{array}\right)
$$

We want to estimate $u=U(x)=U(0)$ such that (II.4.2) holds.
Asserting $U$ is affine on the simplex defined by $0, x^{1}, \ldots x^{n}$. $\nabla U$ is therefore constant on the simplex.
For all $i \in[1 . . k]$ let us consider the function $u_{i}(\lambda) \stackrel{\text { def. }}{=} U\left(\lambda x_{i}\right)$.
Differentiating this expression, we get : $u_{i}^{\prime}(\lambda)=<\nabla U, x^{i}>-$ which is constant.
Furthermore, we have $u_{i}(0)=u$ and $u_{i}(1)=v^{i}$.
We deduce

$$
\begin{equation*}
<\nabla U, x^{i}>=v^{i}-u \tag{II.4.4}
\end{equation*}
$$

hence

$$
\begin{equation*}
\sum_{j} U_{j} x_{j}^{i}=v^{i}-u \tag{II.4.5}
\end{equation*}
$$

and rewriting this in term of matrices,

$$
\begin{equation*}
X \nabla U=\mathbf{v}-u \mathbf{1} \tag{II.4.6}
\end{equation*}
$$

If we denote by $X^{+} \stackrel{\text { def. }}{=}\left(X^{t} X\right)^{-1} X^{t}$ the pseudo-inverse of $X$, we have

$$
\begin{equation*}
\nabla U=X^{+}(\mathbf{v}-u \mathbf{1}) \tag{II.4.7}
\end{equation*}
$$

Notice that $X^{+}$, only depends on the geometry of the neighborhood, and can thus be pre-computed.

We also have the constraint (II.4.1), which can be rewritten

$$
\begin{gather*}
\nabla U^{t} M M \nabla U=1  \tag{II.4.8}\\
\left(X^{+}(\mathbf{v}-u \mathbf{1})\right)^{t} M M X^{+}(\mathbf{v}-u \mathbf{1})=1 \tag{II.4.9}
\end{gather*}
$$

If we define $b \stackrel{\text { def. }}{=} X^{+t} M M X^{+}$, we thus have

$$
\begin{equation*}
(\mathbf{v}-u \mathbf{1})^{t} b(\mathbf{v}-u \mathbf{1})=1 \tag{II.4.10}
\end{equation*}
$$

Hence

$$
\begin{align*}
1 & =(\mathbf{v}-t \mathbf{1})^{t} b(\mathbf{v}-u \mathbf{1})  \tag{II.4.11}\\
& =u^{2}\left(\mathbf{1}^{t} b \mathbf{1}\right)-2 u\left(\mathbf{v}^{t} b \mathbf{1}\right)+\mathbf{v}^{t} b \mathbf{v} \tag{II.4.12}
\end{align*}
$$

which is a quadratic equation in $u$.
$b$ is a symmetric positive definite matrix. We denote by $<, .,>_{b}$ the associated inner product.
The equation becomes

$$
\begin{equation*}
u^{2}\|\mathbf{1}\|_{b}^{2}-2 u<\mathbf{v}, \mathbf{1}>_{b}+\|\mathbf{v}\|_{b}^{2}-1=0 \tag{II.4.13}
\end{equation*}
$$

When the grid is regular and the potential is isotropic with value $P$, we have $b=P I_{k}$, and we find the equation (II.3.27). The case tackled in II.3.6 corresponds corresponds to a diagonal matrix $b$.
This equation has roots if an only if

$$
\begin{equation*}
\Delta^{\prime}=\|\mathbf{1}\|_{b}^{2}+<\mathbf{v}, \mathbf{1}>_{b}^{2}-\|\mathbf{v}\|_{b}^{2}\|\mathbf{1}\|_{b}^{2} \geq 0 \tag{II.4.14}
\end{equation*}
$$

This has the following geometric interpretation : in the $\mathbb{R}^{n}$ space equipped with the metric induced by $b$, the inequality is equivalent to the distance from $\mathbf{v}$ to $\operatorname{vect}(\mathbf{1})$ being less than 1.
The bigger root is then

$$
\begin{equation*}
u_{2}=\frac{<\mathbf{v}, \mathbf{1}>_{b}+\sqrt{\Delta^{\prime}}}{\|\mathbf{1}\|_{b}^{2}} \tag{II.4.15}
\end{equation*}
$$

## II.4.1.1 Link between anisotropy and geometry

In the anisotropic framework, if we define

$$
\begin{equation*}
X^{\prime} \stackrel{\text { def. }}{=} X M^{-1} \text { et } U^{\prime}=M^{-1} U \tag{II.4.16}
\end{equation*}
$$

we get

$$
b=X^{\prime+t} X^{\prime+}
$$

and

$$
\nabla U^{\prime}=X^{\prime+}(\mathbf{v}-\mathbf{1} u)
$$

Calculations in anisotropic case are then equivalent to calculations in isotropic case where simplices were deformed by the metric of space.
Therefore, from a theoretical, there is no major difference between update steps in isotropic an anisotropic cases.

## II.4.1.2 Conditions for convergence

As in the regular grid case, the convergence proof relies on

- the fact that the solution on each simplex is a non-decreasing function of its variables.
- the fact that the solution on each simplex is bigger that the values on other vertices of the simplex.
This second condition can be written

$$
\begin{equation*}
(u \mathbf{1}-\mathbf{v}) \geq 0 \quad\left(\mathbf{C}_{\mathbf{u}}\right) \tag{II.4.17}
\end{equation*}
$$

In the isotropic case, this has a simple geometric interpretation : it just asserts that the gradient $\nabla U$ of the found solution must be in the opposite direction with respect to all edges of the simplex (figure 2.20 (left)).
Let us look for the monotony condition on the simplex.
We start from equation (II.4.15), and differentiate it with respect to $v^{i}$. We get


Fig. 2.20 - Geometrical interpretation of conditions $\mathbf{C}_{u}$ and $\mathbf{C}_{m}$ for a bidimensional simplex (isotropic case). Top : $\mathbf{C}_{u}$ corresponds to the gradient being in the opposite direction with respect to the edges of the simplex. $\mathbf{C}_{m}$ corresponds to the gradient coming from inside the simplex. Bottom : on the left, a solution which satisfies $\mathbf{C}_{u}$ but not $\mathbf{C}_{m}$. Increasing the value of the right vertex while keeping the norm of the gradient constant results in a decrease of the solution (black arrows). On the right, a solution satisfying $\mathbf{C}_{u}$ and $\mathbf{C}_{m}$.

$$
\begin{equation*}
\frac{\partial u_{2}}{\partial v^{i}}=\frac{<\frac{\partial \mathbf{v}}{\partial v^{i}}, \mathbf{1}>\sqrt{\Delta^{\prime}}+<\frac{\partial \mathbf{v}}{\partial v^{i}}, \mathbf{1}><\mathbf{v}, \mathbf{1}>-<\frac{\partial \mathbf{v}}{\partial v^{i}}, \mathbf{v}><\mathbf{1}, \mathbf{1}>}{\|\mathbf{1}\|_{b}^{2} \sqrt{\Delta^{\prime}}} \tag{II.4.18}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial \mathbf{v}}{\partial v^{i}}=(0,0, \ldots 1 \ldots, 0,0) \tag{II.4.19}
\end{equation*}
$$

hence

$$
\begin{equation*}
\nabla u_{2}=\frac{b \mathbf{1} \sqrt{\Delta^{\prime}}+b \mathbf{1}<\mathbf{v}, \mathbf{1}>-b \mathbf{v}<\mathbf{1}, \mathbf{1}>}{\|\mathbf{1}\|_{b}^{2} \sqrt{\Delta^{\prime}}}=\frac{b(\mathbf{1} u-\mathbf{v})}{\sqrt{\Delta^{\prime}}} \tag{II.4.20}
\end{equation*}
$$

i.e. monotony on the simplex holds if and only if

$$
\begin{equation*}
b\left(u_{2} \mathbf{1}-\mathbf{v}\right) \geq 0 \quad\left(\mathbf{C}_{\mathbf{m}}\right) \tag{II.4.21}
\end{equation*}
$$

In the isotropic case, this condition can be rewritten $X^{+t} \nabla U \leq 0$. From a geometric point of view, it is equivalent to the fact that the gradient comes from inside the considered simplex (figure 2.20 (right)).
In the case of a regular grid with isotropic potential, we have $b=I_{k}$, and the two conditions $\mathbf{C}_{\mathbf{u}}$ and $\mathbf{C}_{\mathbf{m}}$ coincides - which is coherent with the geometric interpretation - but it is no longer the case in the more general framework. However, we have the following property :

## Proposition II.4.1.1

Up to local deformation of the simplex using II.4.16, let us assume that the potential in $x$ is isotropic.
If the angles of the simplex adjacent to $x$ are acute, then
$\mathrm{C}_{\mathrm{m}} \Rightarrow \mathrm{C}_{\mathrm{u}}$.
Proof :
Indeed, if the designated angles are acute, then

$$
X X^{t} \geq 0 .
$$

Furthermore, let us notice that $b^{-1}=\left(X^{+t} X^{+}\right)^{+}=X X^{t}$.
Let us assume that

$$
b\left(u_{2} \mathbf{1}-\mathbf{v}\right) \geq 0 .
$$

Multiplying by $b^{-1}$, we have $\left(u_{2} \mathbf{1}-\mathbf{v}\right) \geq 0$.

Notice that if the current point $x$ is entirely surrounded by simplices (in the sense that the union of simplices adjacent to $x$ contains a topological neighborhood of $x$ ), there will be a simplex containing the gradient, and the $\left(\mathbf{C}_{\mathbf{m}}\right)$ will be verified. In this case, the previous property asserts that $\left(\mathbf{C}_{\mathbf{u}}\right)$ will be verified - which will be necessary to the convergence of the scheme.

Finally we denote by $s^{(k)}$ the solution on the simplex which verifying the monotony condition (if it exists). In particular, this solution is superior to the values of other points of the simplex. If such a solution does not exist, we set $s^{(k)}=+\infty$.
Furthermore, we define $\theta_{b}^{(k)}$ as the function which maps the values on the vertices of the simplex $v^{i}$ to $s^{(k)}$.

## II.4.2 Update scheme

The update scheme simply consists in selecting the smallest value produces by a simplex adjacent to $x$.

$$
\begin{equation*}
U(x) \leftarrow \min _{s} s^{(i)} \tag{II.4.22}
\end{equation*}
$$

As in the previous sections, the points are explored in a non-increasing ordering. When a point $x$ is transferred to $\mathcal{A}$, the update step is applied to its neighbors. It is also possible to compute updates only from simplices contai$\operatorname{ning} x$ and other points in $\mathcal{A}$.

We denote by $\theta=\min \theta_{b}^{k}$ the function that maps the set of values of neighbors of $x$ to the selected update value.

## II.4.3 Convergence proof

Here again, the proof relies on the fact that on the border of $\mathbf{C}_{\mathbf{m}}$ conditions, the computed solution is equal to the solution computed on a sub-simplex which will imply the continuity of $\theta$.

We will need the following lemma :
Lemma II.4.3.1 If $a \in \mathcal{M}_{n}(\mathbb{R})$, let us $a_{[i]}$ the matrix from which the $i^{\text {th }}$ line and $i^{\text {th }}$ column were deleted. If $v \in \mathcal{M}_{n, 1}(\mathbb{R})$, let us denote by $v_{[i]}$ the vector from which the $i^{\text {th }}$ element was suppressed.
Let $b \in \mathcal{M}_{n}(\mathbb{R})$ be a symmetric positive definite matrix.
Then

$$
\begin{gathered}
v \text { solution de } v^{t} b v=1 \text { with } b_{i} v=0 \\
\Rightarrow \\
v_{[i]} \text { solution de } v_{[i]}^{t}\left(\left(b^{-1}\right)_{[i]}\right)^{-1} v_{[i]}=1
\end{gathered}
$$

Proof :
We define $w=b v$, hence $v=b^{-1} w$.
By hypothesis we have $v^{t} b v=1$ and $b_{i} v=0$.
Therefore $w^{t} b^{-1} w=1$ and $w_{i}=0$, and $w_{[i]}^{t}\left(b^{-1}\right)_{[i]} w_{[i]}=1$.
By the way, we have $v_{[i]}=\left(b^{-1}\right)_{[i]} w_{[i]}$, so that $w_{[i]}=\left(\left(b^{-1}\right)_{[i]}\right)^{-1} v_{[i]}$, and $v_{[i]}^{t}\left(\left(b^{-1}\right)_{[i]}\right)^{-1} v_{[i]}=$ 1.

Let us consider again the discretization of Eikonal equation over the $S^{(k)}$ simplex. (II.4.10) : $(\mathbf{v}-u \mathbf{1})^{t} b(\mathbf{v}-u \mathbf{1})=1$. Let us consider a solution of this equation such that it is at the border of $\mathbf{C}_{\mathbf{m}}$ conditions ${ }^{2}$, i.e. $b_{l}(u \mathbf{1}-\mathbf{v})=0$. From the preceding lemma, we have

$$
\left(u \mathbf{1}_{[l]}-v_{[l]}\right)^{t}\left(\left(b^{-1}\right)_{[l]}\right)^{-1}\left(u \mathbf{1}_{[l]}-v_{[l]}\right)=1
$$

[^2]Yet, $b=X^{+t} M M X^{+}$, hence $b^{-1}=X M^{-1} M^{-1} X^{t}$, and
$\left(b^{-1}\right)_{[l]}=\left(X_{[l]}\right) M^{-1} M^{-1}\left(X_{[l]}\right)^{t}$.
$u$ is then solution of the discretized Eikonal equation on the sub-simplex obtained from $S^{(k)}$ by deleting the $l^{\text {th }}$ vertex - this solution being clearly satisfying $\mathbf{C}_{m}$.)
Continuity of $\theta$ follows.
We know give the sketch of convergence proof :
monotony Follows immediately from monotony on each simplex, and from the continuity of $\theta$.
stability The argument is the same as in dimension 2.
consistence In the sequel, we will assume that the simplices of the neighborhoodsystem homothetically tends toward a single point. It will be the case if the considered space is discretized by regular simplices of side $h$ - or if it is consists of simplices build always in the same way on a regular grid of side $h$. It is possible to extend the results presented here : for example, they remain true for simplices which volume tends toward 0 and such that the corresponding normalised simplices tend toward a limit simplex. We restricts ourselves to the latter case, in order not to make the notations too heavy.
Let us consider a function $\varphi \in \mathcal{C}^{\infty}$ and $x=\left(x_{1} \ldots x_{n}\right)$.
Let us consider a point $x^{\prime}=\left(x_{1}^{\prime} \ldots x_{n}^{\prime}\right)$, and a simplex $\left(x^{\prime}, x^{(1)} \ldots x^{(k)}\right)$ - its associated matrix being $h X$.

Let us denote $b_{h x^{\prime}} \stackrel{\text { def. }}{=}(h X)^{+t} M_{x^{\prime}} M_{x^{\prime}}(h X)^{+}$and $u_{h}=\theta_{b_{h x^{\prime}}}$ the solution computed on this simplex (if it exists) when the values on other vertices are $\mathbf{v}_{h}=\left(\varphi\left(x^{(1)}\right) \ldots \varphi\left(x^{(k)}\right)\right)$. Let us consider $\xi \in \mathbb{R}$

$$
\begin{align*}
& u_{h}+\xi-\varphi\left(x^{\prime}\right)-\xi= \\
& \frac{\left\langle\mathbf{v}_{h}-\varphi\left(x^{\prime}\right), \mathbf{1}\right\rangle_{b_{h x^{\prime}}}+\sqrt{\|1\|_{b_{h x^{\prime}}}^{2}+\left\langle\mathbf{v}_{h}-\varphi\left(x^{\prime}\right), \mathbf{1}\right\rangle_{b_{h x^{\prime}}}^{2}-\left\|\mathbf{v}_{h}-\varphi\left(x^{\prime}\right)\right\|_{b_{h x^{\prime}}}^{2}\|1\|_{b_{h x^{\prime}}}^{2}}}{\|11\|_{b_{h x^{\prime}}}^{2}} \tag{II.4.23}
\end{align*}
$$

Furthermore, when $h \rightarrow 0$ and $x^{\prime} \rightarrow x, \mathbf{v}_{h}-\varphi\left(x^{\prime}\right) \approx h X \nabla \varphi$. Therefore, denoting $b \stackrel{\text { def. }}{=} X^{+t} M_{x} M_{x} X^{+}$, we have


Fig. 2.21 - Consistency : different cases

$$
\begin{align*}
& \lim _{\substack{h \rightarrow 0 \\
x^{\prime} \rightarrow x \\
\xi \rightarrow 0}} \frac{u_{h}-\varphi\left(x^{\prime}\right)}{h}= \\
& \frac{<X \nabla \varphi, \mathbf{1}>_{b}+\sqrt{\|\mathbf{1}\|_{b}^{2}+<X \nabla \varphi, \mathbf{1}>_{b}^{2}-\|X \nabla \varphi\|_{b}^{2}\|\mathbf{1}\|_{b}^{2}}}{\|\mathbf{1}\|_{b}^{2}}=
\end{align*}
$$

A similar analysis as the one conducted in 2D and relying on the continuity of $\theta=\min \theta_{b}^{(k)}$ shows that
$\lim _{\substack{h \rightarrow 0 \\ x^{\prime} \rightarrow x \\ \xi \rightarrow 0}}\left(S\left(h, x^{\prime}, \varphi\left(x^{\prime}\right)+\xi, \varphi+\xi\right) \stackrel{\text { def. }}{=} \frac{\theta(.)-\varphi\left(x^{\prime}\right)}{h}\right)$ has as a continuous limit.
The equivalence between the vanishing of this limit and $\varphi$ satisfying Eikonal equation remains to be checked.
The underlying intuition is illustrated figure 2.21 . We will prove that, in the limit, solutions to the discretized equation exist in a simplex which contains $\nabla \varphi$ (after deformation in the anisotropic case). Depending on how $\left\|M_{x} \nabla \varphi\right\|$ compares to 1 , this solution will be strictly inferior, equal, or strictly superior to $\varphi(x)$.
Considering equation (II.4.24), we observe that for each simplex, if $\theta_{b}^{(k)}(X \nabla \varphi) \neq+\infty$ then

$$
\begin{align*}
& \theta_{b}^{(k)}(X \nabla \varphi)=0 \\
& \Leftrightarrow<X \nabla \varphi, 1>_{b} \leq 0 \text { et }\|X \nabla \varphi\|_{b}^{2}=\left\|M_{x} X^{+} X \nabla \varphi\right\|^{2}=1  \tag{II.4.25}\\
& \theta_{b}^{(k)}(X \nabla \varphi)>0 \\
& \Leftarrow\|X \nabla \varphi\|_{b}^{2}=\left\|M_{x} X^{+} X \nabla \varphi\right\|^{2}<1  \tag{II.4.26}\\
& \theta_{b}^{(k)}(X \nabla \varphi)<0 \\
& \Leftarrow<X \nabla \varphi, 1>_{b} \leq 0 \text { et }\|X \nabla \varphi\|_{b}^{2}=\left\|M_{x} X^{+} X \nabla \varphi\right\|^{2}>1 \tag{II.4.27}
\end{align*}
$$

By the way, $X^{+} X \nabla \varphi$ is the projection of $\nabla \varphi$ onto the linear span of the simplex.
Several cases have to be considered :

- If $\left\|M_{x} \nabla \varphi\right\|<1$, then for any simplex, $\left\|M_{x} X^{+} X \nabla \varphi\right\|<1$. From (II.4.26) we have $\theta_{b}^{(k)}(X \nabla \varphi)=+\infty$ or $\theta_{b}^{(k)}(X \nabla \varphi)>0$. Therefore $\lim S>0$.
- If $\left\|M_{x} \nabla \varphi\right\|=1$, let us consider the $n$-dimensional simplex containing $\nabla \varphi$ after deformation - such that $\theta_{b}^{(k)}(X \nabla \varphi) \neq+\infty$. Then we have $\theta_{b}^{(k)}(X \nabla \varphi)=0$ from (II.4.25). For other simplices, as in the previous point, we have $\theta_{b}^{(k)}(X \nabla \varphi)=+\infty$ or $\theta_{b}^{(k)}(X \nabla \varphi)>0$ and then $\lim S=$ 0.
- If $\left\|M_{x} \nabla \varphi\right\|>1$, we wish to show that there exists a simplex such that $\theta_{b}^{(k)}(X \nabla \varphi) \neq+\infty,<X \nabla \varphi, 1>_{b} \leq 0$ and $\|X \nabla \varphi\|_{b}^{2}=\left\|M_{x} X^{+} X \nabla \varphi\right\|^{2}>$ 1. From (II.4.27), this would entail $\lim S<0$.
$\theta_{b}^{(k)}(X \nabla \varphi) \neq+\infty$ is equivalent to the existence of a solution $u$ of discretized Eikonal equation in the simplex associated with $X$, with values $X \nabla \varphi$ on the vertices - $\mathbf{C}_{m}$ being satisfied.
Let us consider a simplex $S^{(n)}$ which contains $\nabla \varphi$ after deformation, and denote by $X_{n}$ its associated matrix. We define $u=\varphi(x)$ - it is clear that $u$ is not solution of the discretized equation on $S^{(n)}$. Let us progressively decrease $u$. Two scenarios can occur.
- Either we get a $u$ value verifying the discretized Eikonal equation, at a stage when $\mathbf{C}_{m}$ still holds. The problem is then solved.
- Either one of the $\mathbf{C}_{m}$ conditions is violated before, which means that $b_{n}\left(u \mathbf{1}-X_{n} \nabla \varphi\right)<0$. In the limit, $\nabla U$ belongs to a sub-simplex $S^{(n-1)}$.
Iterating this process, we travel along a family of decreasing simplices

$$
\left(S^{(n)}, S^{(n-1)}, S^{(n-2)} \ldots\right)
$$

. We will denote by $X_{i}$ and $b_{i}$ the corresponding matrices. Notice that $<X_{i} \nabla \varphi, 1>_{b_{i}} \leq 0$ holds for all these simplices
If a solution $v$ of the discretized Eikonal equation is found a simplex $S^{(i)}$ such that $\left\|M_{x} X_{i}^{+} X_{i} \nabla \varphi\right\|^{2} \leq 1$. Then $v$ verifies $v \geq \varphi(x)$, which is absurd : indeed the value of $u$ when entering the simplex was strictly smaller than $\varphi(x)$.
This processed necessarily lead to a solution - in the worst case in the $S^{(1)}$ simplex, which concludes the proof.
ordering The argument is the same as in dimension 2.

We thus have the following theorem:

## Theorem II.4.3.2

The distance map computed from the algorithm proposed in II.4.2 converges toward the viscosity solution of I.3.15 when the size of the simplices converges to 0 .

If the angles of the simplices have a maximal value $\theta$, no obtuse angle can appear under a deformation by a tensor with anisotropy ratio less than $(\tan (\theta / 2))^{-1}$. This lead to the following sample results.

- In dimension 2 :


## Theorem II.4.3.3

In the following cases, the distance map computed from the algorithm proposed in II.4.2 converges toward the viscosity solution of I.3.15 when the size of the simplices converges to 0 :

- Regular grid (figure 2.9), and isotropic potentials (section II.3) - or anisotropic potentials with principal components collinear with the grid axis (section II.3.6.)
- 8 neighbors system (figure 2.13), potentials with anisotropy ratio less than $(\tan (\pi / 8))^{-1}=\frac{1}{\sqrt{2}-1} \approx 2.4$.
- Neighborhood system consisting of equilateral triangles, potentials with anisotropy ratio less than $(\tan (\pi / 6))^{-1}=\sqrt{3} \approx 1.7$.
- In dimension 3 :


## Theorem II.4.3.4

In the following cases, the distance map computed from the algorithm proposed in II.4.2 converges toward the viscosity solution of I.3.15 when the size of the simplices converges to 0 :

- Regular grid and isotropic potentials (section II.3.5) - or anisotropic potentials with principal components collinear with the grid axis (section II.3.6.)
- $\mathcal{S}_{48} a$ neighborhood system (cf. section II.5.2), potentials with anisotropy ratio less than $\approx 1.9$.
- $\mathcal{S}_{48} b$ neighborhood system (cf. section II.5.2), potentials with anisotropy ratio less than $(\tan (\pi / 6))^{-1}=\sqrt{3} \approx 1.7$.
- Neighborhood system consisting of regular tetrahedron, potentials with anisotropy ratio less than $(\tan (\pi / 6))^{-1}=\sqrt{3} \approx 1.7$.


## II. 5 Numerical Results

## II.5. 1 Dimension 2

This section presents some results obtained by the algorithm in 2D. If need be, we applied the algorithm to simplices with obtuse angles - in this case we selected the smallest solution satisfying both $\mathbf{C}_{m}$ and $\mathbf{C}_{u}$.

Figure 2.22 shows results obtained with a 4 neighbors system (figure 2.9), with anisotropic potentials non-collinear with the axis. Such a potential creates obtuse angles in the deformed simplices, and the distance map does not seem to converge toward their theoretical value.
Figure 2.23 (top and middle) shows results in the same space, obtained with a 8 neighbors system (figure 2.13). In this case, the algorithm converges. In fact as long as the maximal anisotropy ratio is less than $(\tan (\pi / 8))^{-1} \approx 2.4$, the deformed angles remain acute - whatever the direction of the tensor is. On the opposite, if anisotropy keeps on increasing (bottom), obtuse angles appear, and convergence is lost.


Fig. 2.22 - Distance maps, level sets and shortest paths for a uniform anisotropic potential, obtained with a 4 neighbors system. Anisotropy ratio of the tensor is 2. Top : principal direction is collinear with $e_{3 \pi / 4}$. Bottom : principal direction is collinear with $e_{5 \pi / 6}$.


Fig. 2.23 - Distance maps, level sets and shortest paths for a uniform anisotropic potential, obtained with a 4 neighbors system. Top : Anisotropy ratio of the tensor is 2, principal direction is collinear with $e_{3 \pi / 4}$. Middle : Anisotropy ratio of the tensor is 2 , principal direction is collinear with $e_{5 \pi / 6}$. Bottom : Anisotropy ratio of the tensor is 4, principal direction is collinear with $e_{5 \pi / 6}$.

## II.5. 2 Dimension 3

In this section, we present some results obtained by the algorithm in 3D for different uniform potentials, and different neighborhood systems.(figure 2.24). The first system $\left(\mathcal{S}_{8}\right)$ consists in 8 simplices. The second $\left(\mathcal{S}_{48} a\right)$ and third one $\left(\mathcal{S}_{48} b\right)$ are bigger, and consists in 48 simplices.


FIG. 2.24 - Different neighborhood systems in dimension 3

The starting set is reduced to a single point. The algorithm is illustrated for three potentials.

- an isotropic potential (figure 2.25). In the $\mathcal{S}_{8}$ case, the scheme corresponds to the specific case detailed in section II.3.5.
- an anisotropic potential, collinear with the axis - speeds in the different directions being 1,2 and 3 (figure 2.26). In the $\mathcal{S}_{8}$ case, the scheme corresponds to the specific case detailed in section II.3.6.

In these cases, for all the neighborhood systems, convergence is proved. However, the choice of a bigger neighborhood system increases the precision. $\mathcal{S}_{48} a$ or $\mathcal{S}_{48} b$ give qualitatively equivalent results.

- the same anisotropic potential, but non-collinear with the axis(figure 2.27). Convergence is lost for $\mathcal{S}_{8}$. The last figure shows result obtained for $\mathcal{S}_{48} a \cup$ $\mathcal{S}_{48} b$ - which is not significantly better than the ones obtained for the two systems independently.


FIG. 2.25 - Results for a uniform isotropic potential. Top : level sets for $\mathcal{S}_{8}, \mathcal{S}_{48} a$ and $\mathcal{S}_{48} b$. Bottom : mean relative error for the three systems, as a function of distance from starting point


Fig. 2.26 - Results for a uniform anisotropic potential, collinear with the axis. Top : level sets for $\mathcal{S}_{8}, \mathcal{S}_{48} a$ and $\mathcal{S}_{48} b$. Bottom : mean relative error for the three systems, as a function of distance from starting point.


FIG. 2.27 - Results for a uniform anisotropic potential, non-collinear with the axis. Top : level sets for $\mathcal{S}_{8}, \mathcal{S}_{48} a, \mathcal{S}_{48} b$ and $\mathcal{S}_{48} a \cup \mathcal{S}_{48} b$. Bottom: mean relative error for the three systems, as a function of distance from starting point.

## II. 6 Other algorithms for shortest paths computation

In the case of dimension 2 with a constant potential (section I.3.1.1), numerous methods have been developed to compute distance maps. A recent review of main algorithms can be found in [57]. Notice that in this case, exact algorithms exists, with quasi-linear complexity in the size of space.
It is also possible to use the idea of approximating continuous shortest paths by discrete ones in order to compute geodesics on manifolds represented by random point clouds[201, 136].
In dimension 2, [209] proposed an algorithm similar to Fast-Marching almost simultaneously. This algorithm was inspired by control theory, and can be generalised in dimension 3 [87]. It is equivalent with Fast-Marching in the cas of isotropic potentials, but does not converge to the theoretical solution in more general cases.

Several variants of Fast-Marching have been proposed in order to obtain convergent scheme in presence of obtuse angles - or dually when anisotropy is important.
In dimension 2, [97] proposed a method to suppress obtuse angles based on extending the neighborhood. However this extension increase running time, and its implementation seems to be tricky in bigger dimension. In [190], the authors propose a more general method, based on an extended front the amount of extension depending on the anisotropy ratio. In the case of parametric manifolds, [197] proposes a fast method for extending the neighborhood.
In dimension 3 - the deformed space being sampled by a regular grid - [31] proposed a generic splitting algorithm based on integer programming, which extends the method proposed in [197].
It is also possible to keep the Fast-Marching general sketch, but to allow updates for points already in $\mathcal{A}$. When the value of such a point is modified, a recursive correction of its neighboring points is performed [104]. For practical purposes, the increase of running time again depends on anisotropy ratio. While the convergence is not guaranteed, the algorithm seems to behave well
from strongly anisotropic metrics.
Finally, a method was proposed for anisotropic potentials in dimension 3 on regular grids [161]. It appears to be equivalent with our formulation in this case.

## II. 7 Conclusion, discussion

We proposed a new presentation of Fast-Marching algorithm. We emphasised on the connexions with Dijkstra algorithm. Our formulation is easily extended to bigger dimensions, to anisotropic potentials, and to manifolds, and admits a unified proof.
It would be of high interest to compare and synthesise the algorithms for shortest paths computations, in the cases when our scheme is not convergent. To our knowledge, such a work has not been done yet.

## Chapitre III

# Tubular structures segmentation using shortest paths 

## Introduction

In this chapter, we propose an application of shortest paths to the segmentation of tubular structures - mainly vessels in bi-dimensional medical images. After an introduction (section III.1), we propose to recast the 2D segmentation problem as a geodesic computation over a 4-dimensional space in section III.2. An additional scale dimension gives access to the local width of the vessels, and allows the direct extraction of the centerline of the vessel. A rotational dimension reduces erroneous detection when two vessels are overlapping.
In section III.3, we then propose an application of this framework to a flowbased vessel segmentation algorithm for optical cortical imaging.
Finally, in section III. 4 we show how to apply this framework to the extraction of networks of roads or vessels.
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## Publications related to this work

This chapter is based on the work published in the following articles :

- Extraction of Tubular Structures over an orientation domain. [167]
- SIFT-based Sequence Registration and Flow-based Cortical Vessel Segmentation applied to High Resolution Optical Imaging Data. [168]
- an article currently under review in MIA .


## III. 1 Tubular structures segmentation

In the sequel, we will denote by tubular structures either roads in satellite images, or blood vessels in medical images (figure 3.1). As we will see, both share common characteristics, which allow their segmentation in one unified framework. While our method is originally designed for medical imaging applications, we will also show some of its results on high-resolution satellite imaging.


Fig. 3.1 - Left : roads in a satellite image. Right : vessels in a medical image (cortical imaging)

Blood Vessels Extracting tubular structures is a central problem in medical imaging. Detection of vessels and vessels networks in bi-dimensional medical images is of primary interest to help medical diagnostic. The extraction of an accurate network allows one to compute meaningful information such as the local width of the vessels and the connectivity of the networks from a single planar observation. These problems are critical in retinal imaging[143] for example, where they allow to diagnose pathologies such as Diabetic Retinopathy [47].
Several problems arise to correctly perform the segmentation task. Many acquisition modalities produce highly noisy images. Furthermore, vessels usually exhibit complex tree-like structures that require a careful processing. Another specific difficulty in 2D imaging is the overlapping of vessels : two distinct vessels in real anatomy can give rise to a crossing in the plane of the image (figure 3.2).

## Roads



Fig. 3.2 - A crossing of two blood vessels in a cortical image.

Road segmentation is of primary interest for the automatic analysis of satellite images. Automatic or semi-automatic cartography mainly aims at updating geographic information systems [194] - with applications to road traffic management or automated navigation systems.

## III.1. 1 State of the art

The problem of tubular structure extraction has received considerable attention in the computer vision and medical imaging communities. The recent reviews [100] and [44] give extremely good topical outlines of the domain. A survey on several retinal imaging specific methods can also be found in [126]. Several classes of methods have been proposed to segment tubular structures. They generally rely on the use of a local detector, post-processed by a method that links locally detected structures.
Local detectors allow to detect points belonging to tubular structures or portions of tubular structures depending on the modality of the image. Local detectors include various methods : thresholding of images intensities, ridge or crest detection [8, 164, 34], wavelets [89, 195, 41, 105], line detector for low resolution satellite imaging [61, 135], gabor filters [170], differential operators [153, 112], vesselness measures [63, 53, 114] or matching filters [71, 36, 82, 18, 35, 115, 159] - recently combined with learning processes [72].

Many methods allow to link or post-process the locally detected points.
Among classical methods (inspired by ideas which early arose in computer vision community for edge detection [33]), thresholding [200], fusion processes [93, 76, 130, 218], region growing algorithms [58, 180, 220, 80], front
propagation [128, 188, 50], or pixel classification [41, 171, 193] techniques were proposed. Active contours [134, 151, 172], deformable models [142, 133], and more recently geometric flow based methods $[212,53]$ can also be used to fit models of tubular structures or boundaries to the data.
Geodesic based methods are another class of methods allowing the linking of local features - usually pixels intensities : the notion of shortest path proved to be efficient for the extraction of salient curves in 2D or 3D images, see for instance [37]. Geodesic curves can also be used to extract tubular structures centerlines in 3D medical images, as proposed by [49] and by [177]. In [120], the authors proposed to extend the shortest path computation to a higher dimensional domain. They include local radius of the tubular structures as an additional scale dimension in order to stabilize the computations and to select the centerline without any post-processing.
Another way of linking local features is the class of tracking methods which start from a point belonging to a vessel (either user-defined, or detected using a $a d-h o c$ method with respect to the modality), and iteratively track the vessel by analyzing the neighborhood of the current point in the direction of the tubular structures (look-ahead) [152, 111, 179, 67, 121, 224, 206, 45, 199, 24]. Kalman filtering is also used to robustify the tracking process [214, 223]. While some of these methods can handle junctions, they usually fail to deal robustly with crossings in the case of bi-dimensional medical images.

## III.1.2 Shortest paths methods for road/vessels segmentation

Our work was mainly inspired by shortest paths methods such as [37] and [120]. Starting from an image $I:[0,1]^{2} \rightarrow \mathbb{R}$, the basic idea is to compute road/vessels as shortest paths in the plane of the image. A potential must be designed such that computed shortest paths correspond to actual road/vessels in the images. Since in most medical images, vessels appear to be darker than the background, a natural idea is to design the potential as a non-decreasing function of the gray level - doing so, shortest paths are likely to follow dark areas of the images, i.e. vessels. This is illustrated in fig 3.3. The opposite holds for
satellite images, in which roads are usually lighter than the background. Therefore in this case, the potential will be designed as a non-increasing function of the Gray level. These methods can also be extended to 3D images, and can thus be used to segment anatomic structures e.g. in endoscopy.

However, as illustrated in figure 3.4, these methods usually fail to find the centerline of the targeted vessel if the centerline does not correspond to a minima of gray level along the section of the tubular structure. They are, as well, unable to directly recover its radius, which evaluation may have significance, e.g. in retinal imaging. Several attempts have been made to address this problem. One of them is to apply a Gaussian blurring to the image as a pre-processing step, hoping that after this operation, the potential will be lower at the centerline of vessels. It is however unclear how the intensity of the blurring should be chosen, and how it affects the obtained segmentation. It is also possible to refine a first coarse segmentation using skeletizationlike methods as a post-processing [50, 208, 196, 77]. Notice also that there exist an important litterature concerning computation of medial axis (e.g. [192, 28]), but such methods can usually only be applied to binary images. As we will show, our method will be able to compute centerlines in a more intrinsic way.

An attempt to intrinsically compute centerlines and radii is proposed in [120]. The authors propose to lift the 2D image to a 3D space taking into account radius of vessels. They design a local detector which allows to evaluate the likelihood of the presence of the centerline of a vessel of radius $r$ at every point of the image. Then they compute shortest paths in this 3D space, the potential being a non-increasing function of the likelihood. However, due to their choice of local detector, their method is extremely sensitive to initialization and parameters. Their idea of using a radius space was also adapted in a Dijkstra-like framework [160].

Notice that another algorithm inspired from this framework was proposed very recently in [16, 17]. After a preprocessing of the image, it uses an anisotropic fast-marching in such a 3D space to accurately segment vessels - while not handling intersections.


Fig. 3.3 - Vessel segmentation using shortest paths. Top left : original retinal image. Top middle : distance map computed from the white point (gray level was used as potential) and isodistance lines (red). Notice that the front propagates faster along the vessel. Top right : shortest paths computed from another point of the vessel. Bottom : synthesis on the distance function elevation map

## III.1.3 Overview of our method

Our method goes one step further with respect to the method of [120]. It lifts the 2D image in a 4D radius and orientation space using local detectors of vessels at different orientations and scales. The use of 4D orientation space disambiguates crossing configurations [91], and also allows to perform more


Fig. 3.4 - Vessel segmentation using shortest paths - while the path is included in the vessel, the centerline is not correctly evaluated. Top left : original retinal image. Top middle : distance map computed from the white point (gray level was used as potential) and isodistance lines (red). Top right : shortest paths computed from another point of the vessel. Bottom : synthesis on the distance function elevation map
stable and accurate segmentation.
Our method is independent from the local detector used, which can be tuned precisely to the targeted application. It then uses a geodesic based formalism to compute optimal paths in this 4D space, leading to a robust global segmentation of vessels as detailed in section III.2. Unlike methods which rely on a post-processing skeletization to compute the centerlines of the vessels, our method directly and naturally computes both centerlines and radii of
vessels.
We propose an application of this framework to the segmentation of vessels in cortical imaging movies, using the flow information to perform the detection of vessels (section III.3).
Finally, in section III.4, we propose to use this segmentation framework to design an algorithm for network extraction. Based on a tracking framework on extended neighborhoods, our algorithm handles difficult crossing configurations.

## III. 2 A framework for tubular structure segmentation

In this section, we present our new framework for the segmentation of tubular structures in a 4 D radius and orientation space.

## III.2.1 Local Vessel Model

An image will be treated as a 2 D function $I:[0,1]^{2} \rightarrow \mathbb{R}$. The local geometry of a vessel is captured with a vessel model $M(x) \in \mathbf{R}$ for $x=\left(x_{1}, x_{2}\right) \in \Lambda=$ $\left[-\Lambda_{1}, \Lambda_{1}\right] \times\left[-\Lambda_{2}, \Lambda_{2}\right]$. This model is a 2D pattern that incorporates our prior knowledge about both the cross section of the vessels and the regularity of vessel.

The prior on the cross section of the vessel is included by considering models $M\left(x_{1}, x_{2}\right)=m\left(x_{2}\right)$ that only depends on a 1D profile $m$ (figure 3.5). The prior on the regularity of the vessels corresponds to the ratio $\Lambda_{1} / \Lambda_{2}$ of the horizontal and vertical dimensions of the model.

Model cross-section for vessels. A 1D profile adapted to both cortical and optical imaging and retinal imaging is defined as

$$
m\left(x_{2}\right)=\left\{\begin{array}{cl}
1 & \text { for }\left|x_{2}\right|>\Lambda_{2} / 2  \tag{III.2.1}\\
\exp \left(-\alpha \sqrt{(1 / 2)^{2}-\left(x_{2} / \Lambda_{2}\right)^{2}}\right) & \text { otherwise }
\end{array}\right.
$$

This model encompasses medical knowledge about the light reflexion around blood vessels in cortical imaging. The image intensity inside a vessel is as-


Fig. 3.5 - Left : intensity profile along a section. Right : a vessel model
sumed to result from a light absorption (with coefficient $\alpha$ ) proportional to the vessel width at this point. It is also widely used in the retina image community [36].
The value $\alpha \approx 0.05$ was evaluated from a set of typical cortical images. However, section III.2.8.2 shows that our vessel extraction method is robust with respect to approximate choices of this absorption parameter.

Model for road extraction. A typical road in satellite imaging has a slow variation of intensity along a section. It is efficiently captured by a binary model defined as

$$
m\left(x_{2}\right) \stackrel{\text { def. }}{=} \begin{cases}0 & \text { for }\left|x_{2}\right|>\Lambda_{2} / 2  \tag{III.2.2}\\ 1 & \text { otherwise }\end{cases}
$$

Regularity selection. The ratio $\Lambda_{1} / \Lambda_{2}$ of the model dimensions acts as a prior on the regularity of typical vessels. The more typical vessels are curved, the smaller $\Lambda_{1} / \Lambda_{2}$ should be. Also, robustness to noisy images forces to use a model with a large enough area $\Lambda_{1} \times \Lambda_{2}$. The value of $\left(\Lambda_{1}, \Lambda_{2}\right)=(1,2)$ is used in our numerical experiments. This choice is further discussed in the numerical experiments section.

To overcome the inherent difficulties of the 2D detection problem, additional scale and orientation dimensions are introduced to increase the detectability
of vessels.

## III.2.2 Rotated and Scaled Models

The normalized pattern $M(x)$ is rotated and scaled to match the varying orientation and width of vessels. Beside the choice of the pattern cross section $m$ and the dimension $\Lambda_{1} \times \Lambda_{2}$ of the model $M(x)$, the scaling of $\Lambda(r)$ with $r$ is another avenue to introduce some prior about vessels in the image. Small scales cortical and retinal vessels are less regular than large scale vessels. We thus chose to scale the dimensions of the model $\Lambda(r)=r \Lambda$ linearly with the radius $r$. This causes thin vessels to be detected using a finer correlation analysis.
The warped model $M_{r, \theta}(x)$ for $x \in \Lambda(r, \theta)=R_{\theta} \Lambda(r)$ is defined as

$$
\begin{equation*}
\forall x \in \Lambda(r, \theta), \quad M_{r, \theta}(x) \stackrel{\text { def. }}{=} M\left(R_{-\theta}(x / r)\right) \tag{III.2.3}
\end{equation*}
$$

where $R_{\theta}$ is the planar rotation of angle $\theta$.
Figure 3.6 shows examples of models defined with (III.2.1) and (III.2.2) that are rotated and scaled according to (III.2.3).


Fig. 3.6 - Vessel models (left) and roads models (right) for different orientations and scales. Here, $\Lambda_{1} / \Lambda_{2}=1 / 2$ and $m($.$) is given by (III.2.1).$

## III.2.3 Scale/Orientation Lifting

The image $I$ is lifted in a 4D space by adding a scale and an orientation dimension. Let $\Omega$ be defined by

$$
\begin{equation*}
\Omega \stackrel{\text { def. }}{=}[0,1]^{2} \times\left[r_{\min }, r_{\max }\right] \times[0, \pi) \tag{III.2.4}
\end{equation*}
$$

the last dimension being periodic. $\Omega$ is thus a 4 -dimensional manifold.
We call lifting the function $F$ computed as the normalized cross-correlation [73] between the image and the local model (III.2.3)

$$
\begin{equation*}
\forall \omega=(x, r, \theta) \in \Omega, F(\omega) \stackrel{\text { def. }}{=} \mathrm{NCC}_{\Lambda(r, \theta)}\left(M_{r, \theta}(\cdot), I(x+\cdot)\right) \tag{III.2.5}
\end{equation*}
$$

where $I(x+\cdot)$ is the image translated by $x, \mathrm{NCC}_{A}(f, g)$ is the normalized cross-correlation between $f$ and $g$ over the domain $A$, defined by :

$$
\begin{equation*}
\mathrm{NCC}_{A}(f, g) \stackrel{\text { def. }}{=} \frac{\int_{A}(f-\bar{f})(g-\bar{g})}{\sqrt{\int_{A}(f-\bar{f})^{2}} \sqrt{\int_{A}(g-\bar{g})^{2}}} \tag{III.2.6}
\end{equation*}
$$

where $\bar{h}=\left(\int_{A} h\right) /|A|,|A|$ being the area of $A$.
This lifting separates real 3 D vessels that overlaps when projected at the same location by the imaging system but have different orientations.
$r_{\text {min }}$ and $r_{\text {max }}$ are respectively set as the minimum and maximum values of the vessels radius one wishes to detect in the image.
The value $F(x, r, \theta)$ ranges from -1 to 1 and measures the likelihood of observing a vessel at a given location $x$ with a width $r$ and an orientation $\theta$. The normalization of the detector makes it invariant under to intensity variations that occurs in medical images due to the elevation variation of the vessels and the imperfection of the imaging system. Adding a scale dimension yields a robust and regularized estimation of the radius and the center of vessels.
Figure 3.7 shows an example of a cortical image where orientation lifting is crucial to distinguish locally between orientations.

Numerical computations. A medical image is acquired on a on discrete grid of $n \times n$ pixels. The 4 D lifting is computed for $n_{r}$ radii evenly spaced in $\left[r_{\min }, r_{\max }\right]$ and $n_{\theta}$ orientations evenly spaced in $[0, \pi)$, with $n_{r}=12$ and


Fig. 3.7 - left : An original 2D image. right : Its 4D lifting (fixed radius), ranging from -1 (black) to 1 (white). White values indicate likely positions and orientations of vessels.
$n_{\theta}=12$ in the experiments. This requires $O\left(\left(r_{\max } n\right)^{2} n^{2} n_{r} n_{\theta}\right)$ operations with $r_{\max } \ll 1$ and $n_{r}, n_{\theta} \ll n$.

## III.2.4 Lifted Potential

The 4D lifting (III.2.5) defines an isotropic potential $\rho$ over the 4D domain $\Omega$

$$
\begin{equation*}
\forall \omega \in \Omega, \quad \rho(\omega) \stackrel{\text { def. }}{=} \max (1-F(\omega), \epsilon) . \tag{III.2.7}
\end{equation*}
$$

The parameter $\epsilon$ prevents the potential to vanish and is set to $\epsilon=10^{-3}$ in the numerical tests.
This potential encodes local information about the presence of a vessel at a given position, scale and orientation.
Notice that this choice is somewhat arbitrary. Any non-increasing function of $F$ could be considered.

## III.2.5 Distance Map and Geodesic Computation

The length of a lifted curve $\gamma:[0,1] \rightarrow \Omega$ over the lifted domain is defined as

$$
\begin{equation*}
\mathcal{L}_{F}(\gamma) \stackrel{\text { def. }}{=} \int_{0}^{1} \rho(\gamma(t))\left\|\gamma^{\prime}(t)\right\| \mathrm{d} t \tag{III.2.8}
\end{equation*}
$$

where the length of the speed vector $v=\gamma^{\prime}(t)=\left(v_{x}, v_{r}, v_{\theta}\right)$ is

$$
\begin{equation*}
\|v\|^{2} \stackrel{\text { def. }}{=} v_{x}^{2}+\lambda v_{r}^{2}+\mu v_{\theta}^{2} \tag{III.2.9}
\end{equation*}
$$

$(\lambda, \mu)$ being normalizing constants that controls the penalty on scale and orientation variations along the vessels in the images. In practice, as we will demonstrate in the numerical experiments section, we observed strong robustness with respect to the choice of $(\lambda, \mu)$.
Given a set $\mathcal{A} \subset \Omega$ of seeds points and a set $\mathcal{B} \subset \Omega$ of ending points, a shortest lifted curve $\gamma^{*}(t) \subset \Omega$ joining $\mathcal{A}$ to $\mathcal{B}$ is defined as a shortest path for the metric $\mathcal{L}_{F}$

$$
\begin{equation*}
\gamma^{*}(\mathcal{A}, \mathcal{B}) \stackrel{\text { def. }}{=} \underset{\gamma \in \mathcal{C}(\mathcal{A}, \mathcal{B})}{\operatorname{argmin}} \mathcal{L}_{F}(\gamma), \tag{III.2.10}
\end{equation*}
$$

where $\mathcal{C}(\mathcal{A}, \mathcal{B})$ is the set of curves $\gamma$ such that $\gamma(0) \in \mathcal{B}$ and $\gamma(1) \in \mathcal{A}$. The corresponding geodesic distance is $d_{F}(\mathcal{A}, \mathcal{B})=\mathcal{L}_{F}\left(\gamma^{*}\right)$. This definition can be specialized to a single starting point $\mathcal{A}=\left\{\omega_{0}\right\}$ and/or to single ending point $\mathcal{B}=\left\{\omega_{1}\right\}$ to define the geodesic distance between points and/or sets, e.g. $d_{F}\left(\omega_{0}, \omega_{1}\right) \stackrel{\text { def. }}{=} d_{F}\left(\left\{\omega_{0}\right\},\left\{\omega_{1}\right\}\right)$.

Therefore, we are in exactly in the framework of shortest paths on a Riemannian manifold introduced in section I.3.1.6.
The tensor associated with the potential is proportional to

$$
\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \lambda & 0 \\
0 & 0 & 0 & \mu
\end{array}\right)
$$

i.e. its principal components are aligned with the canonical basis of the space. Furthermore, up to the periodicity of the $\theta$ dimension, we can assume that $\Omega$ is a cuboid of $\mathbb{R}^{4}$.
$\Omega$ is discretized as a grid of $N \stackrel{\text { def. }}{=} n^{2} n_{r} n_{\theta}$, where extra links are set between points $(i, j, r, 0)$ and $\left(i, j, r,\left(n_{\theta}-1\right) \frac{\pi}{n_{\theta}}\right)$ and therefore we can apply the framework developed in section II.3.6 to compute shortest paths.
A first order Euler-scheme was used to perform the gradient descent - therefore computing $\gamma^{*}$ with sub-pixel accuracy.

## III.2.6 Shortest Paths and 4D curves

A 4 D curve $c\left(x, x^{\prime}\right)$ between two points $x, x^{\prime} \in[0,1]^{2}$ is computed as a 4 D geodesic in $\Omega$ between the 4D lifted sets $\mathcal{A}(x)$ and $\mathcal{A}\left(x^{\prime}\right)$ defined as

$$
\begin{equation*}
\mathcal{A}\left(x^{\left({ }^{\prime}\right)}\right) \stackrel{\text { def. }}{=}\left\{\left(x^{\left({ }^{\prime}\right)}, r, \theta\right) \backslash r \in\left[r_{\min }, r_{\max }\right], \theta \in[0 ; \pi)\right\} . \tag{III.2.11}
\end{equation*}
$$

The 4D curve is then defined as

$$
\begin{equation*}
c_{x, x^{\prime}} \stackrel{\text { def. }}{=} \gamma^{*}\left(\mathcal{A}(x), \mathcal{A}\left(x^{\prime}\right)\right) \tag{III.2.12}
\end{equation*}
$$

This 4D curve contains three components $c_{x, x^{\prime}}(t)=(\tilde{x}(t), r(t), \theta(t))$. The path $\tilde{x}(t) \subset[0,1]^{2}$ is the actual centerline over the image plane, whereas $r(t)$ and $\theta(t)$ give the local width and orientation of the vessel, see Figure 3.8.




Fig. 3.8 - Left : centerline extraction of a vessel in a cortical image. Starting point : white square. Ending point : black square. Right : corresponding orientation $\theta(t)$ and radius $r(t)$.

## III.2.7 Another interpretation

Due to the structure of the targeted images, we observed that the direction of a shortest path projected in the image plane is approximately equal to the
current angular position $\theta$ of a curve. Up to a renormalization, $v_{\theta}$ is then the curvature of the projection of $\gamma$ in the image plane.
The length of a lifted curve is written

$$
\begin{equation*}
\mathcal{L}_{F}(\gamma)=\int_{0}^{1} \rho(\gamma(t)) \sqrt{v_{x}^{2}+\lambda v_{r}^{2}+\mu v_{\theta}^{2}} \mathrm{~d} t \tag{III.2.13}
\end{equation*}
$$

and then its minimization leads to curves with both small length and curvature - which is somewhat similar to an optimization in a Sobolev space.

## III.2.8 Evaluation of the Geodesic Centerlines

In this section, we present some results obtained by our method.

## III.2.8.1 Accuracy and robustness to noise and parameters choice

The accuracy of the centerline extraction is compared on synthetic data to the two other methods mentioned in the introduction :

- the method of [39, 38], in which a 2 D metric is computed from an image intensity blurred with a Gaussian filter. The filtering helps to re-center the geodesic since the smoothed image exhibits a local maxima around the center of the vessels, at the cost of a loss of spatial resolution,
- the method of [120], in which a 3D (space+scale) metric is computed. All the parameters of this 3D model are optimized to give the best results.

In the experiments, our method was used with an absorption parameter $\alpha=$ 0.1 , which is not optimized to fit the $\alpha$ of all benchmark images.

The precisions of the three algorithms are tested on several phantoms images. This phantoms images are build from five centerlines and radii analytical forms - thus with sub-pixelic accuracy. The cross section corresponds to the model (III.2.1) with parameter $\alpha=0.01, \alpha=0.1$ and $\alpha=1$. An additive Gaussian white noise with various amplitudes are added to the phantoms. Ten phantoms are generated for each condition, and each noise level. This leads to a total database of about 3000 images. Figure 3.9 shows some of the obtained phantoms.

For each experiment, the true starting and ending points of each phantom are used, as well as the true starting and ending radii for the [120] method.

Default parameters $\Lambda_{1} / \Lambda_{2}=0.5, n_{\theta}=12, n_{r}=12, \mu=1 \frac{\pi}{n_{\text {theta }}}$ and $\lambda=$ $1 \frac{r_{\text {max }}-r_{\text {min }}}{n_{r}}$ were used for our algorithm. Its sensibility with respect to this choice will be discussed.


Fig. 3.9 - Some of the phantoms used in our benchmark (basic intensities range from 0 to 1 ), shown here with a spatially independent Gaussian noise of variance 0.15 .

The extracted 4D curve $c(t)=(\tilde{x}(t), r(t), \theta(t))$ is compared to the ground trust $c^{*}$ using the following errors :

$$
\left\{\begin{array}{c}
\operatorname{Error}_{C}(c)^{2}=\int_{0}^{1}\left\|\tilde{x}(t)-\tilde{x}^{*}\left(t^{*}\right)\right\|^{2} \mathrm{~d} t  \tag{III.2.14}\\
\operatorname{Error}_{R}(c)^{2}=\int_{0}^{1}\left|r(t)-r^{*}\left(t^{*}\right)\right|^{2} \mathrm{~d} t
\end{array}\right.
$$

where $t^{*}$ is such that $\tilde{x}^{*}(t)$ is the ground truth centerline point closest to $\tilde{x}(t)$, and where $r$ is the radius computed by the method (proposed method and [120] only), and $r^{*}$ the ground truth radius.
Figures $3.10,3.11,3.12,3.13$ and 3.14 shows $\operatorname{Error}_{C}(c)$ and $\operatorname{Error}_{R}(c)$ curves for several synthetic images as a function of the noise level.
Using the 3D space + scale lifting [120] produces results of varying quality, and requires a careful tuning of the parameters to achieve the optimal error rate. [39, 38] with an optimal smoothing generally provides a precise evaluation of the centerline locations, but without any evaluation of the local radius. Notice also that the smoothing parameter achieving the best result varies from one phantom to another. Our method provides both positions and radii with more robustness and accuracy - and outperforms other existing methods, even when the model is not precisely tuned.
Furthemore, figure 3.15 shows an experiment where start and end points have been shifted two pixels to the right. Due to the slow variation of intensity
along the section of the benchmark, the 2D method is sensitive to this shift, while the 4D method recenters the paths, and does not suffer harshly from the shift.

Robustness to $\frac{\Lambda_{1}}{\Lambda_{2}}$ Figure 3.16 shows the influence of the choice of $\frac{\Lambda_{1}}{\Lambda_{2}}$ on the results. $\frac{\Lambda_{1}}{\Lambda_{2}}=0$ corresponds to a model reduced to a segment. The choice of low values of $\frac{\Lambda_{1}}{\Lambda_{2}}$ allows to evaluate radius with a good accuracy when noise level is low, but leads to some instability. On the opposite, a too important value choice leads to precision lost. $\frac{\Lambda_{1}}{\Lambda_{2}}=0.5$ is a good compromise.

Robustness to discretization Figure 3.17 demonstrates the effect of the choice $n_{\theta}-i . e$. the number of angles used in the discretization. It appears that for low $n_{\theta}$, the quality of the segmentation depends on whether or not the angle of the vessel is approximately present in the discretization of $[0, \pi)$. We thus performed quality tests for 31 rotations of the benchmarks (of angles $\{i / 10\}_{i=1 . .31}$ ). Low values of $n_{\theta}$ lead to a higher variability in the segmentation, depending on whether or not the vessel direction is aligned with one of the discretized $\theta$ value. Overall the algorithm is quite robust to the choice of this quantity.
A similar experiment was run for $n_{r}$ (figure 3.18). Although the centerline detection is robust to choices of small $n_{r}$, the radius evaluation is extremely sensitive to it.

Robustness to speed parameters We performed experiments to asses the dependence of the algorithm with respect to the choice of the angular speed $\mu$ (figure 3.19) and radius speed $\lambda$ (figure 3.20). Centerline segmentation shows little sensitivity with respect to the choice of speed parameter in angular direction - radius estimation is slightly affected is the speed is to low. The choice of speed parameter in radius direction seems to be more important : a too important value will lead to good results for radius estimation when noise level is low, but will show a more unstable behavior when the noise increases. $\lambda=0.5 \frac{r_{\max }-r_{\min }}{n_{r}}$ seems to be a good choice.

In all the subsequent sections, the results were obtained with parameters $\Lambda_{1} / \Lambda_{2}=0.5, n_{\theta}=12, n_{r}=12\left(r_{\min }=1\right.$ and $\left.r_{\max }=6.5\right), \lambda=0.5 \frac{r_{\max }-r_{\min }}{n_{r}}$
and $\mu=0.1 \frac{\pi}{n_{\theta}}$. The choice of a low $\mu$ is motivated by the necessity of having a space $\Omega$ "wide enough" in angular direction in order to disambiguate crossing configurations.

## III.2.8.2 Evaluation on Synthetic Crossings

The 4D lifting (III.2.5) is challenged by testing the extraction of a curved vessel with a self crossing. Figure 3.21 shows that the vessel curve is not correctly extracted with a metric that does not take into account the local orientation. A 2D purely spatial metric or a 3D space+scale metric extracts a curve that does not capture the correct topology of the vessel. Our 4D centerline position + scale + orientation favors the extraction of a longer curve that is both well centered and geometrically faithful to the true vessel.

## III.2.8.3 Evaluation on Medical/Satellite Images

Figure 3.22, left, shows vessels extraction for a complex optical imaging of the cortex with several branches and intersections. The centerlines computed from different ending points are overlapping.
Figure 3.22, right, shows vessels extraction on a retinal image from the DRIVE database [198, 143]. The starting point is shown with a white square and several end points are shown with black squares. The crossings in this retinal image show the interest of the 4D lifting, that allows to correctly detect the geometry of the vessels.
Figure 3.23 shows a similar experiment in a satellite image.
In figure 3.24, two initial seeds were provided, on the roads going down and to the right from the crossing. Shortest paths were then computed from the two others segments of roads. The crossing is handled correctly, which can not be done by the other methods which do not use an orientation lifting.
Figure 3.8 shows the estimated radius $r(t)$ and orientation $\theta(t)$ for a vessel extracted in a cortical image. Both the centerline position, the radius and the orientation are computed with sub-pixel accuracy.

The precision of our 4D lifting method is evaluated on the DRIVE database [198, 143]. Approximate ground truth centerlines positions and radii are computed from the binary masks available with the database. Figure
3.25 , shows the binary segmented vessels together with the ground trust centerline position and boundaries (top and middle), as well as the result of our segmentation algorithm (bottom).
The three geodesic extraction algorithms are applied to these three images between the indicated starting and ending points. Table III. 1 report the centerlines position and radii errors $\operatorname{Error}_{C}(\gamma)$ and $\operatorname{Error}_{R}(\gamma)$ for each method. For the centerline extraction, due to the lack of precision of the ground truth, there is no significant difference between the proposed 4D lifting method and the space only geodesic extraction with smoothing of the metric. The 3D space + scale lifting [120] method showed unstable behavior with respect to its initialization and parameters, which had to be chosen carefully - for the second image, we did not manage to find parameters giving a correct result. Our 4D lifting method is also more precise for the radii estimation than the 3D lifting.

|  | DRIVE 1 |  | DRIVE 2 |  | DRIVE 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Error $_{C}$ | Error $_{R}$ | Error $_{C}$ | Error $_{R}$ | Error $_{C}$ | Error $_{R}$ |
| 2D metric | 0.40 | - | 0.38 | - | 0.30 | - |
| 3D metric | 1.33 | 1.67 | 3.13 | 3.31 | 0.53 | 1.90 |
| 4D metric | 0.31 | 0.43 | 0.35 | 0.44 | 0.40 | 0.47 |

TAB. III. 1 - Centerlines positions Error $_{C}$ and radii Error ${ }_{R}$ estimation errors on retina images for the three different methods.

## III.2.9 Conclusion and Discussion

We proposed a reliable algorithm to segment tubular structure in bi-dimensional images, between user provided points. Experiments on real and synthetic data show the accuracy and the robustness of the proposed methods.
Furthermore, as it is widely independant of the local detector we used, it is virtually applicable to other modalities. As an example, it could be interesting to consider less naive roads detectors than the simple one that was used in our work.

Questions remains about the choice of the metric and of the potential function. Although we did not notice high sensibility with respect to the choice of any reasonnable potential in our experiments, it would be interesting to understant how design it in order to reach an optimal segmentation for the targeted application. Metric choice could also be used for example to favor faster rotations for smaller vessels. Tuning it would require a careful statistical analysis of a database of manually segmented tubular structures. Theoretically, this framework could be extended to tri-dimensional images, but the lifting would lead to a 6 or 8 dimensional space - depending if the section of a vessel is modelised by a circle (1 parameter) or an ellipse (3 parameters) - which is likely to be computationally untractable. Moreover, as there is no need of orientation disambiguation in tri-dimensional images, it is not clear that this algorithm would lead to improvments with respect to existing methods. However, as explained in IV.2, several tracks may be followed in order to reduce computational complexity in that case, for example computations on a partial volume or approximation of the update step.


Fig. 3.10 - Centerlines positions and radii estimation errors for the phantom 1 of Figure 3.9.
Top, middle and bottom row respectively show results for phantoms generated with parameters $\alpha=0.01, \alpha=0.1$ and $\alpha=1$.
Left column : error $\operatorname{Error}_{C}(\gamma)$ (in pixel) for the three methods, as a function of the noise level ( $100 \sigma$ where $\sigma$ is the independent Gaussian noise variance). (red : 4D metric (space + scale + orientation), green : 3D metric (space + scale) [120], blue : 2D metric with different pre-smoothing [39, 38])
Right Column : Radii error $\operatorname{Error}_{R}(\gamma)$ (in pixel) for the 3D and 4D methods, as a function of the noise level.


Fig. 3.11 - Centerlines positions and radii estimation errors for the phantom 2 of Figure 3.9. See 3.10 for legend.


Fig. 3.12 - Centerlines positions and radii estimation errors for the phantom 3 of Figure 3.9.See 3.10 for legend.


Fig. 3.13 - Centerlines positions and radii estimation errors for the phantom 4 of Figure 3.9. See 3.10 for legend.


Fig. 3.14 - Centerlines positions and radii estimation errors for the phantom 5 of Figure 3.9.See 3.10 for legend.


FIG. 3.15 - Centerlines positions and radii estimation errors for the phantom 2 of Figure 3.9 with $\alpha=0.01$, with start and end points shifted two pixels on the right. Compare results with 3.11 (top left)


Fig. 3.16 - Influence of the choice of $\frac{\Lambda_{1}}{\Lambda_{2}}$ : experiments for benchmark 1. Different curves are for several values of $\frac{\Lambda_{1}}{\Lambda_{2}}$ (dark blue $\rightarrow$ cyan $\rightarrow$ red). Top Left : mean centerline errors. Bottom Left : standard deviation of centerline errors. Top Right : mean radius errors. Bottom Right : standard deviation of radius errors.


Fig. 3.17 - Influence of the choice of discretization step in angular direction. Results for phantoms 1 (Top row) and 5 (Bottom row) with noise 0.4. $x$-axis : number of angles of the discretization. Left : centerline errors, bars represent standard deviation. Right : radius errors, bars represent standard deviation.


Fig. 3.18 - Influence of the choice of discretization step in radius direction. Results for benchmark 1 (Top row) and 4 (Bottom row) with noise 0.4. $x$ axis : number of radius of the discretization. Left : centerline errors, bars represent standard deviation. Right : radius errors, bars represent standard deviation.


Fig. 3.19 - Influence of the choice of speed in angular direction. Results for benchmark 1 (Top row) and 5 (Bottom row) as a function of noise level. Left : centerline errors. Right : radius errors.


Fig. 3.20 - Influence of the choice of speed in radius direction. Results for benchmark 1 (Top row) and 4 (Bottom row) as a function if noise level. Left : centerline errors. Right : radius errors.


Fig. 3.21 - Comparison of the 2D [39, 38], 3D [120] and 4D lifting (our method) when encountering a self-crossing.


Fig. 3.22 - Centerlines positions and radii extraction of vessels in a cortical image (left), and in a retinal image (right).


FIG. 3.23 - Centerlines positions and radii extraction of roads in a satellite image.


Fig. 3.24 - Centerlines and radii extraction of roads for the three tested methods. Two starting points (white squares/circles) and two ending points (black squares/circles) were provided for each method. From top to bottom : 2D, 3D, 4D methods.


Fig. 3.25 - Binary segmented images from the DRIVE database, together with the extracted ground trust. middle : corresponding images with groundtruth centerline and boundary and initial and ending points. bottom : centerlines positions and boundaries computed with our method.

## III. 3 Application to flow-based extraction

In this section, we present an application of our shortest paths vessels segmentation algorithm to the analysis of cortical optical imaging.

## III.3.1 Introduction

Magnetic Resonance Imaging (MRI) is a widely used medical imaging modality, discovered in the1̌970's [11, 129]. It allows the tri-dimensional imaging of several tissues with good contrast and high spatial definition, while being non-invasive. Its basic principle is to put a subject in a high intensity magnetic field, therefore aligning the protons in water molecules with the field. A second field is then applied briefly, changing the alignment of protons. When relaxing to the alignment induced by the first magnetic field, the protons emit a signal in radio frequency, which can be detected. The use of non-constant magnetic fields allows one to locate the spatial position from which the signal was emitted. Furthermore, the intensity of this signal is related to properties of the tissues from which it originates. This leads to a tri-dimensional image of an organ, usually discretized in voxels whose resolution can be under $1 \mathrm{~mm}^{3}$ (figure 3.26).


FIg. 3.26 - A sagittal slice of my head, acquired with MRI.
Functional Magnetic Resonance Imaging (fMRI) [109, 146] is a variant of MRI for the imaging of neural activity. When neurons in an area of brain activate, one can observe a subsequent increase in blood flow in the area, aiming at providing glucose and oxygen to the neurons. This phenomenon is called Hemodynamic Response. fMRI is able to detect this response, through
the detection of changes in oxyhemoglobin concentration, and can thus issue an activation map of brain. Due to its high spatial precision, fMRI has become in a few years one of the most widely used technique for functional imaging of the brain.
However, fMRI does not directly measure the neural electric activity, but the hemodynamic response. There is therefore a strong need for relating hemodynamic response to neural activity [32, 48].
Moving red blood cells (RBCs) can be directly "seen" by optical imaging of the cortex at adequate wavelengths [26], allowing to quantify blood flow in vascular networks [75]. However, to achieve a robust, fast and reliable determination of the small, eventually activity-evoked changes in cerebral blood flow (CBF), some obstacles still have to be overcome [211].
In particular, vessels segmentation is a highly time-consuming task if relying on user input, but is a challenge for standard automatic methods due to the weakness of contrast of small vessels and ambiguities posed by crossing and branching points.
Here, we present a new algorithmic approach based on our shortest path algorithm, allowing to segment vessels by using flow information rather than anatomical information.

## III.3.2 Pre-processing

## III.3.2.1 Sequence Registration

Images were acquired at 200 Hz with a CCD, upon illumination at 570 nm , from the primary visual cortex of an awake macaque who had a $1 \mathrm{~cm}^{2}$ transparent cranial window chronically implanted above the area of interest. Even though, during the experiment, the monkey's head is thoroughly stabilized, the curvature of the cortical surface, its position with respect to the camera and the exact morphology of the vasculature change slightly under the effects of the heart-beat and the monkey's body movements. These movements can be as large as a few pixels, and can be relatively fast (until hundred of Hz ). An inter-frame spatial matching step is therefore required to be able to further process each image-sequence. [225] offers a recent survey of several image such image registration methods.


FIG. 3.27 - Left : Blue : SIFT points on a part of the first frame of the sequence. Red : corresponding Delaunay triangulation. Right : Registration between two frames : a point belonging to a triangle in the first image is registered to the point with same barycentric coordinates in the corresponding triangle of the second image.Scale-bar is $500 \mu \mathrm{~m}$ in all figures

We used a ad-hoc features-based method for registering a complete sequence, based on Scale-Invariant Feature Transform (SIFT) descriptors [122]. SIFT is a state-of-the-art fast and robust algorithm for extracting and characterizing salient features from an image which can deal with several computer vision problems. For each image, the SIFT algorithm yields a number (controlled by a threshold) of 2 D points $p$ with sub-pixel precision, along with a descriptor vector $v_{p}$ in $\mathbb{R}^{128}$ for each point $p$, which represents the image around the detected point. The main feature of the SIFT detector is that the points and descriptors obtained are invariant with respect to scale, rotation, and illumination changes.
Our method can be described by the following steps :

1. Features Detection : the SIFT algorithm is applied to each image of the sequence, to detect characteristic points along with their descriptors (figure 3.27) after images have been smoothed with a narrow Gaussian filter ( $\sim 2$ pixels) to remove high spatial frequency components.
2. Features Matching : we use one frame (usually the first, 0) as a reference and match its SIFT keypoints to those of other frames. Using some threshold $\delta$, we keep from the set of these keypoints only those $p_{0}$
which match with one and only one keypoint $p_{i}\left(\left\|v_{p_{0}}, v_{p_{i}}\right\|_{2}<\delta\right)$ in every other frame $i$. Notice that no spatial information is used during this step : only the points' descriptors are used during the matching process, not their positions. This potentially allows for large movements between frames.
3. Full Image Matching : the third step is intended to extend the matching of the characteristic points to the whole space. For this purpose, we first apply Delaunay triangulation [25] to form a mesh $M_{0}$ which vertices are the SIFT points of the reference frame (figure 3.27). Then each triangle $\left(p_{0 a}, p_{0 b}, p_{0 c}\right)$ of this mesh is matched to its counterpart ( $p_{i a}, p_{i b}, p_{i c}$ ) in each other image $i$ using an affine transformation (figure 3.27).

However naive, this method seems to be fast and to be well suited for the registration of almost unchanging (up to a rigid transform) images.

## III.3.2.2 Beer-Lambert correction

The Beer-Lambert law predicts the measured signals as a function of the absorption of the illumination light by the tissues. If we separate the absorption by the RBCs from the one from vessels or other cortical tissues, we get $I \approx I_{0} e^{-\alpha 2 d} e^{-\beta 2 d^{\prime}}$, where $I$ is the reflected light intensity, $I_{0}$ the incident light, $\alpha$ the absorption coefficient of vessel, $d$ the width of the vessel at the considered point, $\beta$ the absorption coefficient of the RBCs and $d^{\prime}$ its width. Thus the signal of interest - e.g. the presence of RBCs can be extracted by applying the following filter to each point of the sequence : $d^{\prime} \backsim-\log \left(\frac{I}{I_{\text {base }}}\right)$ where $I_{\text {base }}=I_{0} e^{-\alpha 2 d}$
For each point $I_{\text {base }}$ is evaluated as a robust minimal intensity throughout the registered sequence. Such a normalization using the minimal intensity instead of average intensity [211] enhances the signal from RBCs motion in the vessels without increasing the noise outside.

## III.3.3 Flow-based vessels extraction

Blood-flow based image segmentation To adapt the shortest path formalism to a flow-based extraction of vessels, we replace the light-intensity


FIG. 3.28 - Extraction of the space - time image. Left : neighborhood of $p$ in the direction $\theta$. Right : corresponding space - time image.
(gray level) information by a value depending on the presence - or absence of blood-flow. For a point $p$ and an orientation $\theta$, we determine whether flow following the direction $\theta$ is present at $p$ throughout the sequence. To achieve this, we first extract a 2 -dimensional space - time image from a small neighborhood of $p$ in our sequence of frames in direction $\theta$ (figure 3.28), yielding an image $I(l, t)$. Using the same structure tensor formalism as in [211], we compute the following tensor :

$$
T(x, \theta, t)=\left\langle\left(\frac{\partial I}{\partial t}, \frac{\partial I}{\partial l}\right)\left(\frac{\partial I}{\partial t}, \frac{\partial I}{\partial l}\right)^{T}\right\rangle
$$

As noted in [211], this orientation of this tensor can be used to locally evaluate the inclination of stripes in the image, and therefore the speed of flow. Furthermore, the ratio between its two eigenvalues (i.e. its anisotropy) gives an indicator of the presence of flow in that direction - the more the tensor is anisotropic, the more likely there is significant flow.
Let $\bar{T}(x, \theta)$ be the mean of this tensor over the time sequence. We propose to use the ratio $\rho(x, \theta)$ between the two eigenvalues of $\bar{T}(x, \theta)$ as an indication of the presence of flow at point $x$ in direction $\theta$.
Let $\Omega$ be defined by

$$
\begin{equation*}
\Omega \stackrel{\text { def. }}{=}[0,1]^{2} \times\left[r_{\min }, r_{\max }\right] \times[0, \pi) \tag{III.3.1}
\end{equation*}
$$

We propose the following approach inspired by the work presented in section III.2.3 to segment vessels based on flow information as shortest paths.

Assuming that the anisotropy of the tensors is constant across the section of a vessel, we propose the following model for anisotropy, for a vessel of width $\Lambda_{2}$ :

$$
m\left(x_{2}\right) \stackrel{\text { def. }}{=} \begin{cases}1 & \text { for }\left|x_{2}\right|>\Lambda_{2} / 2  \tag{III.3.2}\\ 0 & \text { otherwise }\end{cases}
$$

This assumes that the anisotropy is constant inside and outside a vessel, and that it is more important inside. Notice that this rough assumption should be further investigated. We then define a set of scaled and rotated models as defined in (III.2.3).
Then, we denote by $F$ the following quantity :

$$
\forall \omega=(x, r, \theta) \in \Omega, F(\omega) \stackrel{\text { def. }}{=} \operatorname{NCC}_{\Lambda(r, \theta)}\left(M_{r, \theta}(\cdot), \bar{T}(x+\cdot, \theta)\right)
$$

A potential is thus defined over the 4D domain as

$$
\begin{equation*}
\forall \omega \in \Omega, \quad \rho(\omega) \stackrel{\text { def. }}{=} \max (1-F(\omega), \epsilon) \text {. } \tag{III.3.3}
\end{equation*}
$$

Vessels as then extracted as shortest paths for this potential, as explained in III.2.5.

Figure 3.29 shows some results of vessels extracted by this method, superimposed on the first image of the sequence. Note how the smoothness in orientation imposed by our method allows the extraction of the vessel, even when crossings are cluttering the image. Also, in the left image, the segmented vessels has a very bad contrast with respect to the background, but is still segmented, which shows the interest of using a flow based segmentation for this modality.

## III.3.4 Results

## III.3.4.1 Frame registrations : rigid vs. non-rigid

Figure 3.30 compares the performance of our SIFT-based registration method with a classical rigid registration algorithm. Notice our method correctly registers the borders of the vessels.


Fig. 3.29 - Automatically extracted vessels. Initial and final points are shown with squares. Notice that only flow information (vs anatomic information) was used to perform these segmentations.

## III.3.4.2 Average flow in the vasculature

Figure 3.31 shows RBCs' speeds in three automatically segmented vessels. RBCs were found to cross any given section of the vessel one-by-one. Also, linear RBC density along the vessels'axis was found to be essentially equal for all three vessels ( $D_{1} \sim D_{2} \sim D_{3} \sim 6.7 \pm 1.18 \mathrm{~mm}^{-1}$ ). The RBC current conservation equation $V_{1} D_{1}+V_{2} D_{2}+V_{3} D_{3}=0$ is therefore satisfied within the variability of the data (where $V_{i}$ are the RBCs' speeds in the vessels, and $D_{i}$ the density of RBCs).

## III.3.4.3 Variations of the flow in time

Estimation of velocity changes of the RBCs flow inside the vessels is much sensible to the accuracy of frame registration and vessel extraction. We performed such estimations on a trial of our monkey experiment presenting a high level of vibrations. Figure 3.32 shows that in the rigid registration case, the data remains too much polluted by signals originating from outside the vessel and no flow estimation is possible; whereas the SIFT registration allows to deal with these vibrations most of the time (except when they are faster than frame acquisition rate, resulting in blurred raw images).


Fig. 3.30 - Top : ratio between frame 0 and frame 300 of a representative sequence, on an area of interest. From left to right : raw (no registration), rigid registration, SIFT-based registration (clipping range - i.e. gray-level intensity scale - is the same for the 3 images), SIFT-based registration with a clipping range ten times smaller. Bottom : \| $\|_{2}$ comparison of each frame in the whole sequence to frame 0 (for the area of interest). Raw, rigid registration and SIFT-based registration are respectively represented in green, blue and red. Left : whole sequence. Right : zoom on frames 250 to 350


Fig. 3.31 - RBCs' speeds in three automatically segmented vessels

## III.3.5 Conclusion and Discussion

Using the non-rigid image registration described here, we were able to achieve far better spatial matching between the vasculature in different frames. As a result, the blood flow signal could be recovered in vessels that did not yield any signal upon rigid registration. The obtained RBC flow could also be validated for conservation in vascular branching points, the total number of RBCs flowing in and out being found to match. The described data processing will hopefully allow increasing the accuracy and the sensitivity of optical imaging-based blood flow measurements, in particular with respect to reliably mapping over large vascular networks the small activity dependent blood flow changes elicited by neuronal activation. However, in view of the great difficulty of cortical imaging acquisition, we had only one sequence at our disposal in order to assess the quality of our methods. Validation on other data set should thus be needed.




Fig. 3.32 - Comparison of the estimations of RBCs velocity changes after rigid vs non-rigid sequence registration. (F) Vessel considered, extracted using flow-based segmentation. (A,B) Space-time data extracted along this vessel after rigid and non-rigid registrations respectively. (C,D) Corresponding estimates of RBCs velocity, using the tensor structure information : only in the non-rigid case it is possible to estimate the velocity and then detect heartpulsation changes. (E) Estimation in the non-rigid case, when averaging the structure tensor over the whole section of the vessel : only little information is added compared to using only the middle line of the vessel (D)

## III. 4 Application to Network of Curves Extraction

## III.4.1 Introduction

In section III.2, we presented a framework for the extraction of vessels or roads between two user-defined points. It is however interesting for many medical applications to automatically extract full networks of vessels. In this section, we propose an extension of this work to extract full networks of vessels.
The proposed algorithm consists in an iterative growing of the network. At each step of the algorithm, a set of key points and junction points is added to seed new geodesic branches that are connected to the current network. The length $\tau$ of these branches is fixed and defines the granularity of the network. Notice that [15] recently proposed a similar growing-of-minimal-paths framework, but it is specialized in the segmentation of closed curves in 2D and meshing of surfaces in 3D.

## III.4.2 Extension Domain

Given a network $\mathcal{A}=\mathcal{A}^{(i)}$ obtained after $i$ steps of the algorithm, the growing process computes an extended network $\mathcal{A}^{(i+1)}$ by adding new geodesics that have an Euclidean length $\tau>0$. This ensures that the branches of $\mathcal{A}^{(i+1)}$ have equal length so that its distribution is uniform, avoiding clusters of geodesic curves.
As in section A.2.1, the Euclidean geodesic distance $\mathcal{U}_{\mathcal{A}}^{\text {Euc }}\left(\omega_{0}\right)$ from $\omega_{0}$ to $\mathcal{A}$ is the Euclidean length of the geodesic $\gamma^{*}=\gamma\left(\mathcal{A}, \omega_{0}\right)$ joining $\omega_{0}$ to $\mathcal{A}$

$$
\mathcal{U}_{\mathcal{A}}^{\mathrm{Euc}}\left(\omega_{0}\right)=\int_{0}^{1}\left\|\left(\gamma^{*}\right)^{\prime}(t)\right\| d t
$$

The extension domain is defined as

$$
\begin{equation*}
\mathcal{E}(\mathcal{A}, \tau)=\partial \mathcal{B}^{\mathrm{Euc}}(\mathcal{A}, \tau) \cap \mathcal{B}(\mathcal{A}, \tau \sigma) \tag{III.4.1}
\end{equation*}
$$

with notations :

$$
\begin{gather*}
\mathcal{B}^{\mathrm{Euc}}(\mathcal{A}, r)=\left\{\omega \in \Omega \backslash \mathcal{U}_{\mathcal{A}}^{\mathrm{Euc}}(\omega) \leq r\right\} \\
\partial \mathcal{B}^{\mathrm{Euc}}(\mathcal{A}, r)=\left\{\omega \in \Omega \backslash \mathcal{U}_{\mathcal{A}}^{\mathrm{Euc}}(\omega)=r\right\}  \tag{III.4.2}\\
\mathcal{B}(\mathcal{A}, r)=\left\{\omega \in \Omega \backslash \mathcal{U}_{\mathcal{A}}(\omega) \leq r\right\} \\
\partial \mathcal{B}(\mathcal{A}, r)=\left\{\omega \in \Omega \backslash \mathcal{U}_{\mathcal{A}}(\omega)=r\right\}
\end{gather*}
$$

It is composed of points $\omega \in \Omega$ that can be reached from $\mathcal{A}$ by geodesics of Euclidean length $\tau$. We also want these points to be meaningful according to their geodesic distance to $\mathcal{A}$, which requires that $\mathcal{U}_{\mathcal{A}}(\omega) \leq \tau \sigma$. This imposes that for any point on $\mathcal{E}(\mathcal{A}, \tau), \mathcal{U}_{\mathcal{A}}(\omega) / \mathcal{U}_{\mathcal{A}}^{\mathrm{Euc}}(\omega) \leq \sigma$, e.g. the average value of $\rho$ along the geodesic curve joining $\omega$ to $\mathcal{A}$ is better than $\sigma$. The threshold $\sigma$ thus guarantees that the extension domain does not extend in areas where no vessel is present. $\sigma$ must be selected according to the average response $\rho$ of the vessel detector for the targeted application.
Figure 3.33 shows a typical extension domain around a single vessel.

Numerical computation. The computation of $\mathcal{U}_{\mathcal{A}}^{\mathrm{Euc}}$ is described in appendix A.
In order to save time, the propagation for the computation of both $\mathcal{U}_{\mathcal{A}}^{\mathrm{Euc}}$ and $\mathcal{U}_{\mathcal{A}}$ is performed only on the grid points $\omega$ that satisfy $\mathcal{U}_{\mathcal{A}}(\omega) \leq \tau \sigma$.
Figure 3.33 shows the level sets of the geodesic distance, computed inside the region where $\mathcal{U}_{\mathcal{A}}(\omega) \leq \tau \sigma . \mathcal{E}(\mathcal{A}, \tau)$ is the intersection of the Euclidean ball border (light) and the geodesic ball (gray).

## III.4.3 Network Extension

A set $\mathcal{K}(\mathcal{A})$ of locally optimal key points are seeded on the extension domain $\mathcal{E}(\mathcal{A}, \tau)$. Theses points are the extremities of the new geodesic branches added to the current network $\mathcal{A}$.

Key points selection. A key point $\omega \in \mathcal{K}(\mathcal{A})$ is a local minimum of the geodesic distance, as measured using a neighborhood of size $\delta$ in the spatial domain. A point $\omega=(x, r, \theta) \in \mathcal{E}(\mathcal{A}, \tau)$ is a local minimum of the geodesic distance if

$$
\begin{equation*}
\forall \tilde{\omega}=(\tilde{x}, \tilde{r}, \tilde{\theta}) \in \mathcal{E}, \quad|x-\tilde{x}| \leq \delta \quad \Longrightarrow \quad \mathcal{U}_{\mathcal{A}}(x) \leq \mathcal{U}_{\mathcal{A}}(\tilde{x}) \tag{III.4.3}
\end{equation*}
$$



Fig. 3.33 - left : retinal image. Projection of the starting set $\mathcal{A}$ is indicated by a white square. middle : 2D schematic representation of the distance from $\mathcal{A}$, restricted to $\mathcal{B}(\mathcal{A}, \tau \sigma)$ (for each 2 D point $x, \min _{r, \theta} \mathcal{U}_{\mathcal{A}}(x, r, \theta)$ is represented). Corresponding level-sets are shown. A 2D representation of $\partial \mathcal{B}^{\text {Euc }}(\mathcal{A}, \tau)$ is superimposed, and key points are indicated by white squares. right : key points connexions to $\mathcal{A}$.

The set of key points is

$$
\begin{equation*}
\mathcal{K}(\mathcal{A})=\underset{\omega \in \mathcal{E}(\mathcal{A}, \tau)}{\operatorname{loc} \cdot \operatorname{argmin}} \mathcal{U}_{\mathcal{A}}(\omega), \tag{III.4.4}
\end{equation*}
$$

Extraction of local minimum of geodesic saliency is sensitive to noisy data sets, in particular in flat areas where no vessel is present. The size $\delta$ of the spatial neighborhood should be adapted to the noise level of the image. $\delta$ is set to 4 pixels in the numerical experiments.
Figure 3.34 shows a key point detected on the boundary of the extension domain in a synthetic example. Figure 3.33 shows that several key points are detected on a medical image near a branching of vessels.

Key points connexion. An augmented network is obtained by linking each $\omega \in \mathcal{K}(\mathcal{A})$ to the current network $\mathcal{A}$. The geodesic $\gamma^{*}(\omega, \mathcal{A})$ linking $\omega$ to $\mathcal{A}$ is computed and is added to the existing network. These paths are likely to be vessels segments starting from the initial set $\mathcal{A}$. This requires no additional computation since $\mathcal{U}_{\mathcal{A}}(\omega)$ is readily available inside $\mathcal{B}(\mathcal{A}, \tau \sigma)$, and $\gamma^{*}(\omega, \mathcal{A}) \subset \mathcal{B}(\mathcal{A}, \tau \sigma)$.
We denote the union of these paths by:


Fig. 3.34 - Schematic display of the extension domain extension domain $\mathcal{E}(\mathcal{A}, \tau)$ where a single key point $\omega \in \mathcal{K}(\mathcal{A})$ is detected.

$$
\begin{equation*}
\mathbf{K}(\mathcal{A})=\bigcup_{\omega \in \mathcal{K}(\mathcal{A})} \gamma^{*}(\omega, \mathcal{A}) \tag{III.4.5}
\end{equation*}
$$

## III.4.4 Network Junctions

In the case when $\mathcal{A}$ consists of several starting points, the procedure described in the previous section may not be sufficient to extract a complex network. Linking different part of the network is required in some cases (figure 3.35). Also, noisy images generate a network whose topology might progressively diverge from the true network, and correcting this requires to join several parts of it. This is achieved by computing a set of junction points $\mathcal{J}(\mathcal{A}) \subset$ $\mathcal{B}(\mathcal{A}, \tau \sigma) \cap \mathcal{B}^{\text {Euc }}(\mathcal{A}, \tau)$ and linking these points to the network with geodesics.

Junction points selection. The geodesic distance $\mathcal{U}_{\mathcal{A}}$ is singular at a points $\omega$ that are connected by two geodesics to two different networks points $\omega_{1}, \omega_{2} \in \mathcal{A}$. These two points are necessarily at equal geodesic distances $d_{F}\left(\omega, \omega_{1}\right)=d_{F}\left(\omega, \omega_{2}\right)=\mathcal{U}_{\mathcal{A}}(\omega)$. To ensure that these two points belong to different parts of the network that should be joined, we impose that they are far away according to the topology of $\mathcal{A}$, as measured by their distance $D_{\mathcal{A}}\left(\omega_{1}, \omega_{2}\right)$ defined as the Euclidean length of the shortest path from $\omega_{1}$ to $\omega_{2}$ in $\mathcal{A}$. Also, like in the case of extension domain, we require that the points are meaningful from the point of view of underlying vessels, e.g. that $\mathcal{U}_{\mathcal{A}}\left(\omega_{1}\right) / \mathcal{U}_{\mathcal{A}}^{\text {Euc }}\left(\omega_{1}\right)$ and $\mathcal{U}_{\mathcal{A}}\left(\omega_{2}\right) / \mathcal{U}_{\mathcal{A}}^{\text {Euc }}\left(\omega_{2}\right)$ are less than $\sigma$.

We denote as $\omega \in \mathcal{J}_{0}(\mathcal{A})$ the set of singular points whose closest network points $\left(\omega_{1}, \omega_{2}\right)$ satisfy $D_{\mathcal{A}}\left(\omega_{1}, \omega_{2}\right)>\eta, \mathcal{U}_{\mathcal{A}}\left(\omega_{1}\right) / \mathcal{U}_{\mathcal{A}}^{\text {Euc }}\left(\omega_{1}\right) \leq \sigma$ and $\mathcal{U}_{\mathcal{A}}\left(\omega_{2}\right) / \mathcal{U}_{\mathcal{A}}^{\text {Euc }}\left(\omega_{2}\right) \leq$ $\sigma . \eta$ is set to 10 pixels in the numerical experiments.
Similarly to key points (III.4.4), junctions points are local minimum of the geodesic distance, but are restricted to be singular points

$$
\begin{equation*}
\mathcal{J}(\mathcal{A})=\underset{\omega \in \mathcal{J}_{0}(\mathcal{A})}{\operatorname{loc} \cdot \operatorname{argmin}} \mathcal{S}_{\mathcal{A}}(\omega) \tag{III.4.6}
\end{equation*}
$$

where (III.4.3) defines a local minimum. Figure 3.35 shows an example of junction points where two parts of $\mathcal{A}$ are aligned along the same vessel.


FIG. 3.35 - Junction point $\omega \in \mathcal{J}(\mathcal{A})$.

Junction connexion. Each junction point $\omega \in \mathcal{J}(\mathcal{A})$ is linked to the network $\mathcal{A}$ by extracting the two geodesics $\gamma_{1}^{*}$ and $\gamma_{2}^{*}$ linking $\omega$ to its two closest points $\omega_{1}, \omega_{2} \in \mathcal{A}$. Numerically, the set $\mathcal{J}_{0}$ is determined during the Fast Marching propagation as points where the fronts emanating from different base points in $\mathcal{A}$ are collapsing. A careful initialization of the gradient descent around the point $\omega$ is needed because the distance function $\mathcal{U}_{\mathcal{A}}$ is singular at this location. In order to compute the geodesic to $\omega_{1}$, we perform a gradient descent by using a numerical approximation of the gradient that only depends on values at points belonging to the front emanating from $\omega_{1}$. The same holds for $\omega_{2}$. Two proper gradients are therefore computed that define the two descent directions for $\gamma_{1}^{*}$ and $\gamma_{2}^{*}$.
We denote the union of these paths by :

$$
\begin{equation*}
\mathbf{J}(\mathcal{A})=\bigcup_{\omega \in \mathcal{J}(\mathcal{A})} \gamma_{1}^{*}(\omega, \mathcal{A}) \cup \gamma_{2}^{*}(\omega, \mathcal{A}) \tag{III.4.7}
\end{equation*}
$$

## III.4.5 Vessels Cropping

Using geodesics that emanate from both key points and junctions points, a refined network $\overline{\mathcal{A}}^{(i+1)}$ is obtained that extend the initial network $\mathcal{A}=\mathcal{A}^{(i)}$

$$
\begin{equation*}
\overline{\mathcal{A}}^{(i+1)}=\mathcal{A}^{(i)} \cup \mathbf{K}\left(\mathcal{A}^{(i)}\right) \cup \mathbf{J}\left(\mathcal{A}^{(i)}\right) \tag{III.4.8}
\end{equation*}
$$

Since the extremities of this refined network lie at a fixed distance $\tau$ from $\mathcal{A}$, the network might extend slightly beyond the boundaries of vessels. The final extended network $\mathcal{A}^{(i+1)}$ is obtained from $\overline{\mathcal{A}}^{(i+1)}$ using a cropping process that remove part of the network that are unlikely to belong to vessels.
For each curve $\left\{\gamma^{*}(t)\right\}_{t=0}^{1}$ emanating from a key point in the refined network $\overline{\mathcal{A}}^{(i+1)}$, a cropped curve is computed as $\left\{\gamma^{*}(t)\right\}_{t=0}^{t_{c}}$, where $t_{c}$ is the minimum $t$ satisfying $F\left(\gamma^{*}(t)\right) \leq \sigma$. The final network $\mathcal{A}^{(i+1)}$ is obtained from $\overline{\mathcal{A}}^{(i+1)}$ by cropping all the geodesic curves.

## III.4.6 Overview of the Algorithm

Starting from an initial set $\mathcal{A}^{(0)}$ of (either isolated or not) seed points, the network is progressively grown by inserting new key points and junction points. In practice, a set $\left\{x_{1}, \ldots, x_{K}\right\}$ of spatial locations are provided either by the user or in an automatic way depending on the modality, and $\mathcal{A}^{(0)}=$ $\left\{\mathcal{A}\left(x_{k}\right)\right\}_{k=1}^{K}$. This leads to the following steps :

1. Initialization : the initial points are $\mathcal{A}^{(0)}$, set $i \leftarrow 0$.
2. Computing the extension domain : compute $\mathcal{E}\left(\mathcal{A}^{(i)}, \tau\right)$ as explained in Section III.4.2.
3. Seeding key points : compute the set of key points $\mathcal{K}\left(\mathcal{A}^{(i)}\right)$ as explained in Section III.4.3.
4. Seeding junction points : compute the set of key points $\mathcal{J}\left(\mathcal{A}^{(i)}\right)$ as explained in Section III.4.4.
5. Network extension : compute the extended network $\overline{\mathcal{A}}^{(i+1)}$ defined in (III.4.8) by connecting seeded point.
6. Network pruning : compute $\mathcal{A}^{(i+1)}$ from $\overline{\mathcal{A}}^{(i+1)}$ as explained in Section III.4.5.
7. Stop : if $\mathcal{A}^{(i+1)} \neq \mathcal{A}^{(i)}$, set $i \leftarrow i+1$ and go back to 2 .

Multi-pass refinement. The algorithm presented in the previous section uses a fixed $\tau$, and might thus fail to detect vessel extremities. Indeed, if the vessel extremity is located far from $\mathcal{E}\left(\mathcal{A}^{(i)}, \tau\right)$, it might not be part of a geodesic starting from the key points $\mathcal{K}\left(\mathcal{A}^{(i)}\right)$. To address this issue, a refinement pass is added if $\mathcal{A}^{(i+1)}=\mathcal{A}^{(i)}$, which lower the value of $\tau$. In the numerical experiments, we have used a set of values $\tau=\left\{\tau_{\max }, \tau_{\max } / 2, \tau_{\max } / 4\right\}$. Reducing the value of $\tau$ does not require to re-compute $\mathcal{U}_{\mathcal{A}}$ and $\mathcal{U}_{\mathcal{A}}^{\text {Euc }}$.

## III.4.7 Numerical Experiments

Experiments were carried out on both synthetic and medical images. For all the presented results, we used discretization $n_{r}=12$ and $n_{\theta}=12$ for radius and orientation dimensions. The speed on the orientation dimension what set to $\mu=0.1 \frac{\pi}{n_{\theta}}$, and the speed on the radius dimension what set to $\lambda=0.5 \frac{r_{\max }-r_{\min }}{n_{r}}$. Otherwise indicated, the values $\sigma=0.25$ and $\tau_{\max }=48$ where used for synthetic examples, and $\sigma=0.33$ and $\tau_{\max }=36$ for medical examples where the quality of vessel is less good on average.
Phantom experiment of figure 3.36 (top) shows the behavior of our method in case of junctions. All the junctions are handled correctly by the algorithm. Phantom experiment of figure 3.36 (bottom) shows the behavior of our method in case of a (self-)crossing. The correct segmentation of the vessel is retrieved by the algorithm. All the examples where computed from a single user-provided seed point.
Figures $3.37,3.38$ and 3.39 show results on medical images. For figures 3.37, 3.38 , the only required human-interaction is to set the initial points, e.g. to point out the relevant structure to segment in the image. For figure 3.38, initial points were computed automatically as local minima of $\rho$. Notice that depending on the image modality, the initial point could be computed automatically (e.g. detection of optical papilla on retinal images).


FIG. 3.36 - top : Multiple junctions example on synthetic data, after full running of the proposed method $\left(\tau_{\max }=96\right)$ White square : user provided initial seed. Black squares : key points. Black circles : junction points. bottom: Crossing examples on synthetic data, after full running of the proposed method. White square : user provided initial seed.

## III.4.8 Conclusion and discussion

The networks of curves extraction algorithm proposes a framework which naturally extend the geodesic method by defining the network extension notion. This method was tested on several synthetic and medical examples, and for


Fig. 3.37 - Experiments of the network extraction algorithm on cortical images. White square : user-defined initial seed. Notice the correct handling of intersections and forks.


Fig. 3.38 - Experiments of the network extraction algorithm on retinal images. Two initial points were provided (white squares). Intersections and forks are correctly handled.
different kinds of initial conditions.
Some problems remain, and their precise analysis could lead to improvments in our algorithm.

- The overall speed of the algorithm could be improved. One could consider implementing speed-up versions of Fast-Marching. Furthermore, as Fast-


Fig. 3.39 - Experiments of the network extraction algorithm on retinal images. Initial seeds (white squares) were computed automatically as local minima of $\rho$ over an extended 15 pixels neighborhood. Junction between different parts of the network are correctly handled. Notice that an incorrect seed (bottom), did not give birth to any local network.

Marching starts from the full current network at each step, many computations are performed several times - one could thus consider freezing like strategies, or partially reuse already computed distances map in some way.

- The algorithm does not make an actual difference between crossings and junctions - which are just disriminated by the angle of incidence of the vessel(s). The speed parameter on angular direction acts as a selection parameter for an admissible junction angle. Two vessels crossing with a small angle will lead to a false segmentation. It seems difficult to overcome this limitation without the help of a post-processing step.
- In our implementation, the parameters $\tau$ and $\sigma$ were set globally by hand, and will decide wether or not an intersection is crossed or not. It would be interesting to be able to learn those parameters, or to make them be (locally) adaptable to characteristics of the image.
- Extremities of vessels are sometimes miss-handled (cf figure 3.39). This is due to the fact that parameter $\tau$ cannot be decreased too much without having incertainty in the speed along the shortest path. Again, a postprocessing could handle this case.


## Chapitre IV

## HARDI-tracking using shortest paths

## Introduction

In this chapter, we propose an application of shortest paths formalism to the problem of fiber tracking in High Angular Resolution Diffusion Imaging.
Diffusion Magnetic Resonnance Imaging (DMRI) [11] is derived from MRI (cf. section III.3.1), but allows to evaluate the probability distribution of water molecules in any direction at any point of a tissue. Its main application is to produce an image of white water fiber bundles in the human brain : due to organization and physico-chimical properties of the neurons axones, water molecules tend to diffuse faster along such bundles. Using DMRI imaging, one can then assess the presence of a white matter fiber at a given point of the brain, in a given direction. White matter fibers bundles are known to convey neural information between different part of the brain, and studying their anatomy helps to improve the knowledge of neuroscientists with respect to the connexion of different parts of the brain, and to its way of operating. Many new diffusion models and fiber tracking algorithms have recently appeared in the literature always seeking better brain connectivity assessment, in particular regarding complex fiber configuration such as crossing, branching or kissing fibers. Clinical applications are also asking for robust tractography methods, as they are the unique in vivo tool to study the integrity
of brain connectivity.
The most commonly used model is the diffusion tensor (DTI) [12], in which diffusion is measured in the three principal directions (figure 4.1, left). This modality is only able to characterize one fiber compartment per voxel, and is not adapted to areas of fibers crossings.
Several alternatives have been proposed to overcome this limitation of DTI, mainly using high angular resolution diffusion imaging (HARDI) [210]. Several competing HARDI reconstruction technique exist in the literature, which all have their advantages and disadvantages. Nonetheless, the community seems to now agree that a sharp orientation distribution function (ODF), often called fiber ODF or fiber orientation density function (fODF) [86, 207, 90, 51], able to discriminate low angle crossing fibers needs to be used for fiber tractography (figure 4.1, right).


Fig. 4.1 - DTI of a human brain (left) and fODF (right) on the same coronal slice. Fibers of the Corpus Callosum (CC) and of the Corticospinal Tract can be seen in the plane of the image, as well as a section of Cingulum (Cing).

Three classes of algorithms exist to compute fibers or evaluate connectivities between different part of the brain from the volumic data : deterministic, probabilistic and geodesic. A large number of tractography algorithms have been developed for DTI, which are limited in regions of fiber crossings. While HARDI-based extensions of streamline deterministic [210, 107, 20, 215, 51] and probabilistic [147, 154, 191, 14, 178, 221, 51] tracking algorithms have
flourished in the last few years, there has not been, to our knowledge, any proposition to generalize DTI geodesic tracking [163, 88] for HARDI measurements.
In this chapter, we develop an algorithm for brain connectivity assessment using geodesics in HARDI. We propose to recast the problem of finding connectivity maps in the white matter to the calculation of shortest paths on a Riemannian manifold. This Riemannian manifold is a cross-product between white matter volume and a unit sphere representing the possible direction of fibers. The potential will be defined from fiber ODFs computed from HARDI measurements.
Anisotropy will be used in order to constraint the paths to follow a direction in the white matter which is coherent with the position on path on the unit sphere. Notice that in chapter III, this was unnecessary, due to the structure of the vessels : with our model, it is very unlikely for example to find shortest paths perpendicular to vessels.

## Contents

IV. 1 Method ..... 157
IV.1.1 HARDI Riemannian manifold ..... 159
IV. 2 Implementation ..... 162
IV. 3 Experimental results ..... 164
IV.3.1 Real HARDI data ..... 164
IV.3.2 Geodesic connectivity results ..... 164
IV.3.3 Comparison with existing methods ..... 168
IV.3.4 Approximation quality ..... 169
IV. 4 Conclusion and Discussion ..... 169

## Publication related to this work

This chapter is based on the work published in [165].

## IV. 1 Method

Firstly, let us recall some basics definitions about Riemannian manifolds these definitions were already introduced in section I.3.

Let $(V, g)$ be a Riemannian manifold i.e.

- $V$ is a $k$-dimensional manifold
- for all $x \in V, g(x)$ is a bilinear symmetric positive definite application on $T_{x} V$, inducing a metric $\|y\|_{x} \stackrel{\text { def. }}{=} \sqrt{g(x)(y, y)}$ over that manifold.
The length of a smooth curve $\gamma:[0,1] \rightarrow V$ is then defined as

$$
\begin{equation*}
\mathcal{L}(\gamma) \stackrel{\text { def. }}{=} \int_{0}^{1}\left\|\gamma^{\prime}(t)\right\|_{\gamma(t)} \mathrm{d} t \stackrel{\text { def. }}{=} \int_{0}^{1} \sqrt{\gamma^{\prime}(t)^{T} g(\gamma(t)) \gamma^{\prime}(t)} d t \tag{IV.1.1}
\end{equation*}
$$

Given a set $\mathcal{A} \subset V$ of seeds points and a set $\mathcal{B} \subset V$ of ending points, a geodesic $\gamma^{*}(t) \subset V$ joining $\mathcal{A}$ to $\mathcal{B}$ is defined as a curve with minimal length between $\mathcal{A}$ and $\mathcal{B}$ :

$$
\begin{equation*}
\gamma^{*}(\mathcal{A}, \mathcal{B}) \stackrel{\text { def. }}{=} \underset{\gamma \in \mathcal{C}(\mathcal{A}, \mathcal{B})}{\operatorname{argmin}} \mathcal{L}(\gamma), \tag{IV.1.2}
\end{equation*}
$$

where $\mathcal{C}(\mathcal{A}, \mathcal{B})$ is the set of curves $\gamma$ such that $\gamma(0) \in \mathcal{A}$ and $\gamma(1) \in \mathcal{B}$. The corresponding geodesic distance is $d(\mathcal{A}, \mathcal{B}) \stackrel{\text { def. }}{=} \mathcal{L}\left(\gamma^{*}(\mathcal{A}, \mathcal{B})\right)$.
Following A, let us also define the Euclidean length of the curve $\gamma$

$$
\begin{equation*}
\mathcal{L}_{e u c}(\gamma) \stackrel{\text { def. }}{=} \int_{0}^{1}\left\|\gamma^{\prime}(t)\right\| \mathrm{d} t \tag{IV.1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{s q}(\gamma) \stackrel{\text { def. }}{=} \int_{0}^{1}\left\|\gamma^{\prime}(t)\right\|_{\gamma(t)}^{2} \mathrm{~d} t . \tag{IV.1.4}
\end{equation*}
$$

If we interpret the metric induced by $g$ as as the inverse of a "speed" tensor over $V$, for any smooth curve $\gamma, \mathcal{L}(\gamma) / \mathcal{L}_{\text {euc }}(\gamma)$ can be thought of as the average of inverse speed along the curve, while
$\sqrt{\mathcal{L}_{\text {sq }}(\gamma) / \mathcal{L}_{\text {euc }}(\gamma)-\left(\mathcal{L}(\gamma) / \mathcal{L}_{\text {euc }}(\gamma)\right)^{2}}$ represents the standard deviation of this quantity.

Connectivity measures. Considering $\mathcal{A}$ and $\mathcal{B}$ two subset of $V$ we then define

$$
\begin{align*}
& \mathcal{C}(\mathcal{A}, \mathcal{B}) \stackrel{\text { def. }}{=} \frac{\mathcal{L}\left(\gamma^{*}(\mathcal{A}, \mathcal{B})\right)}{\mathcal{L}_{\text {euc }}\left(\gamma^{*}(\mathcal{A}, \mathcal{B})\right)}, \quad \mathcal{C}_{\max }(\mathcal{A}, \mathcal{B}) \stackrel{\text { def. }}{=} \max _{t \in[0.1]}\left\|\left(\gamma^{*}(\mathcal{A}, \mathcal{B})\right)^{\prime}(t)\right\|_{\gamma(t)} \\
& \mathcal{C}_{\sigma}(\mathcal{A}, \mathcal{B}) \stackrel{\text { def. }}{=} \sqrt{\frac{\mathcal{L}_{\text {sq }}\left(\gamma^{*}(\mathcal{A}, \mathcal{B})\right)}{\mathcal{L}_{\text {euc }}\left(\gamma^{*}(\mathcal{A}, \mathcal{B})\right)}-\left(\frac{\mathcal{L}\left(\gamma^{*}(\mathcal{A}, \mathcal{B})\right)}{\mathcal{L}_{\text {euc }}\left(\gamma^{*}(\mathcal{A}, \mathcal{B})\right)}\right)^{2}} \tag{IV.1.5}
\end{align*}
$$

$\gamma^{*}(\mathcal{A}, \mathcal{B})$ being a geodesic between $\mathcal{A}$ and $\mathcal{B}, \mathcal{C}(\mathcal{A}, \mathcal{B}), \mathcal{C}_{\sigma}(\mathcal{A}, \mathcal{B})$ and $\mathcal{C}_{\text {max }}(\mathcal{A}, \mathcal{B})$ are respectively measures of average inverse speed, inverse speed standard deviation, and worst inverse speed to reach $\mathcal{B}$ from $\mathcal{A}$. They can therefore be interpreted as three different connectivity measures between $\mathcal{A}$ and $\mathcal{B}$ (see A).

## IV.1.1 HARDI Riemannian manifold

We now explain how we recast the fibers bundles tracking problem from HARDI data to the calculation of connectivity maps on a Riemannian manifold.
let us denote by $E \subset \mathbb{R}^{3}$ the white matter volume, $\mathcal{S}$ the unit sphere and $V \stackrel{\text { def. }}{=} E \times \mathcal{S}$. Using such a 5 -dimensional space can disambiguate crossing configurations since in such a space $\left(x, y, z, e_{\theta, \varphi}\right)$ and $\left(x, y, z, e_{\theta^{\prime}, \varphi^{\prime}}\right)$ are completely different points. The idea was introduced [91], but the authors proposed to segment rather than track bundles using level-sets.
At every point $(x, y, z) \in E$, we can compute the fODF $f_{x y z}: e_{\theta, \varphi} \in \mathcal{S} \rightarrow$ $f_{x y z}\left(e_{\theta, \varphi}\right) \in \mathbb{R}^{+}$.The full data can thus be naturally modelled as a mapping $f$ from $V$ to $\mathbb{R}^{+}: f:\left(x, y, z, e_{\theta, \varphi}\right) \in V \mapsto f_{x y z \theta \varphi} \stackrel{\text { def. }}{=} f_{x y z}\left(e_{\theta, \varphi}\right) \in \mathbb{R}^{+}$.
Let us define the metric $g$ at any point $\left(x, y, z, e_{\theta, \varphi}\right)$ of $V$ as
$g_{x y z \theta \varphi}^{-1} \stackrel{\text { def. }}{=}\left(\begin{array}{ccc:c}\overbrace{\left.f_{x y z \varphi \varphi}\right)} & 0 & 0 & 0 \\ 0 & \rho\left(f_{x y z \theta \varphi}\right) & 0 & 0 \\ 0 & 0 \\ 0 & 0 & \rho\left(f_{x y z \theta \varphi}\right) & 0 \\ \hdashline 0 & 0 & 0 & \alpha \\ \hdashline 0 & 0 & 0 & 0 \\ \hline & \alpha\end{array}\right)=\left(\begin{array}{cc}\rho\left(f_{x y z \theta \varphi}\right) I_{3} & 0 \\ 0 & \alpha I_{2}\end{array}\right)$
where $\rho$ is an increasing function from $\mathbb{R}^{+}$to $\mathbb{R}^{+*}$ and $\alpha$ is a parameter controlling the speed on the angular space $\mathcal{S}$ with respect to the speed on the $E$ volume. Such a metric "favors" paths going through areas of high diffusion (figure 4.2).
Recasting the problem in the white matter volume, let us consider two points $\left(x_{1}, y_{1}, z_{1}\right)$ and $\left(x_{2}, y_{2}, z_{2}\right) \in E$ between which we wish to estimate the connectivity. Let us denote $\mathcal{A}=\left\{x_{1}, y_{1}, z_{1}, e_{\theta, \varphi} \mid e_{\theta, \varphi} \in \mathcal{S}\right\}$ and $\mathcal{B}=$ $\left\{x_{2}, y_{2}, z_{2}, e_{\theta, \varphi} \mid e_{\theta, \varphi} \in \mathcal{S}\right\} \subset E \times \mathcal{S}$.


Fig. 4.2 - Illustration of the proposed potential in 2D. Starting from a $2 D \rightarrow$ $\left(\theta \rightarrow \mathbb{R}^{+}\right)$dataset (top), we interpret it as a $(2 D \times \theta) \rightarrow \mathbb{R}^{+}$mapping. Slices for $\theta=0$ (bottom left) and $\theta=\pi / 2$ (bottom right) are represented. Potential is lower on the $\theta=0$ slice. Paths (in blue and red) are computed on this $(2 D \times \theta)$ space, and then reprojected in 2D. Notice however that the blue path is not consistant as it was computed in the $\theta=0$ slice while having a $\theta=\pi / 2$ direction.
$\mathcal{C}(\mathcal{A}, \mathcal{B}), \mathcal{C}_{\sigma}(\mathcal{A}, \mathcal{B})$ and $\mathcal{C}_{\text {max }}(\mathcal{A}, \mathcal{B})$ are then natural measures of connectivity between $\left(x_{1}, y_{1}, z_{1}\right)$ and $\left(x_{2}, y_{2}, z_{2}\right)$. Furthermore, let us denote by $\pi: E \times \mathcal{S} \rightarrow$ $E$ the projection such that $\pi\left(x, y, z, e_{\theta, \varphi}\right)=(x, y, z)$. To the geodesic $\gamma^{*}(\mathcal{A}, \mathcal{B})$ in $E \times \mathcal{S}$ then corresponds a projected path $\pi\left(\gamma^{*}(\mathcal{A}, \mathcal{B})\right)$ in $E \subset \mathbb{R}^{3}$. Since $\gamma^{*}(\mathcal{A}, \mathcal{B})$ follows a high diffusion trajectory, $\pi\left(\gamma^{*}(\mathcal{A}, \mathcal{B})\right)$ is likely to follow an actual fiber bundle in the volume. With this point of view, $\alpha$ can be seen as a smoothing parameter of the angular variations of the fibers.
However, among the paths $\gamma:[0,1] \rightarrow V$, we would like to favor the ones such that at every point $\pi(\gamma)$ follows the corresponding $e_{\theta, \varphi}$ direction : if $\gamma\left(t_{0}\right)=\left(x_{0}, y_{0}, z_{0}, e_{\theta_{0}, \varphi_{0}}\right)$, we would like to have

$$
\begin{array}{r}
\left(\pi(\gamma)_{x}\left(t_{0}\right), \pi(\gamma)_{y}\left(t_{0}\right), \pi(\gamma)_{z}\left(t_{0}\right)\right) \approx  \tag{IV.1.6}\\
\pm e_{\theta_{0}, \varphi_{0}}\left\|\left(\pi(\gamma)_{x}\left(t_{0}\right), \pi(\gamma)_{y}\left(t_{0}\right), \pi(\gamma)_{z}\left(t_{0}\right)\right)\right\|
\end{array}
$$

The blue curve in figure 4.2 shows a path which is not satisfying this constraint, but as the same length as the red path.
In order to encourage these paths and thus to penalize paths which are transversal to fibers, we propose the following approach : let us consider a point $\left(x, y, z, e_{\theta, \varphi}\right)$. Instead of using an isotropic metric $\rho\left(f_{x y z \theta \varphi}\right) I_{3}$ in the first three directions, one would like to favor propagation along the $e_{\theta, \varphi}$ direction. In order to do so, $\rho\left(f_{x y z \theta \varphi}\right) I_{3}$ is replaced by the following matrix :

$$
\left(R_{\theta, \varphi}\right)^{T}\left(\begin{array}{ccc}
\rho\left(f_{x y z \theta \varphi}\right) & 0 & 0 \\
0 & \min \left(\epsilon, \rho\left(f_{x y z \theta \varphi}\right)\right) & 0 \\
0 & 0 & \min \left(\epsilon, \rho\left(f_{x y z \theta \varphi}\right)\right)
\end{array}\right) R_{\theta, \varphi}
$$

where $R_{\theta, \varphi}$ is a rotation which maps the first axis to the $e_{\theta, \varphi}$ direction, and $\epsilon$ is some constant. As long as $\rho\left(f_{x y z \theta \varphi}\right)>\epsilon$, this tensor favors propagation in the $e_{\theta, \varphi}$ direction. However if $\rho\left(f_{x y z \theta \varphi}\right) \leq \epsilon$ (i.e. if the diffusion is small at this point), this does not make sense, and we keep the isotropic tensor defined by $\rho\left(f_{x y z \theta \varphi}\right) I_{3}$. Figure 4.3 illustrate this : in the $\theta=0$ slice, where potential is low, we encourage propagation in the $\theta=0$ direction. The red curve will then be shorter than the blue one.


FIg. 4.3 - Illustration of the proposed corrected potential in 2D.
The choice of this metric is a natural way of handling the 5-dimensional

HARDI data and to obtain connectivity maps and fibers. It ensures that (i) the full HARDI angular information is used, (ii) geodesics go through areas of high diffusion, (iii) geodesics travel in those areas in the correct directions and (iv) crossing configurations are disambiguated.

Notice also that the analysis conducted in III.2.7 apply to this framework : the choice of the metric described above favors curves with low curvature.

## IV. 2 Implementation

For our problem, $E$ was discretized as a subset of a 3 -dimensional grid, at the HARDI measurement spatial definition - notice that due to the nonrectangular shape of $E$, we use the method desribed in appendix A. 1 to prevent the front to be computed outside $E$, e.g. to propagate outside the white matter volume. $\mathcal{S}$ was meshed in such a way that every vertex of the mesh corresponds to a direction of HARDI measurements - leading to a 6 neighbors system. Furthermore, in order to achieve good precision, we chose to use a 26-neighborhood in the discretization of $E$.
However, computing distance map using Fast-Marching algorithm is this framework is unreallistic. Recall that the update state is of exponential complexity in the dimension of the space. In the proposed framework, every point of the discretization has 156 neighbors, and is surrounded by thousands of simplices.
Since we are mainly interested in precision in the high diffusion directions, we propose to compute $d(\mathcal{A},\{x\})$ at each point by using Dijkstra local update step for the 156 neighbors. The Fast-Marching local update step is then only applied for the simplices $S_{d}$ of $\mathcal{S}_{48} a$ (see section II.5.2) in the 3 first dimensions which contain $\pm e_{\theta, \varphi}$ direction, and their sub-simplices (see figure 4.4, second scheme). Furthermore, we perform this computation only if the diffusion is important enough (i.e. $\rho\left(f_{x y z \theta \varphi}\right)>\epsilon$ ) at current point. We also chose to update from a simplice only if the computed values satisfies monoticity and upwinding conditions described in II.4. The update step is thus the following.

$$
\begin{equation*}
U(x) \leftarrow \min \left\{\min _{S_{j}^{(1)}}\left\{s_{j}^{(1)}\right\}, s_{d}\right\} \tag{IV.2.1}
\end{equation*}
$$



Fig. 4.4 - Illustration of the simplices used in the update step, in 2D, with a 8 -neighbors system. All the 1-dimensional simplices are used, while for simplices of bigger dimension, only the ones containing $\pm e_{\theta, \varphi}$ direction are used.

Figure 4.5 shows an application of this strategy to a uniform anisotropic potential in dimension 2.


Fig. 4.5 - Results of the mixed Dijkstra-FastMarching algorithm for a uniform anisotropic potential in dimension 2, using the neighborhood system described in 2.9.

This leads to tracktable computations, while the precision in the fibers direction is preserved. This choice will be further discussed in the experimental results section.

## IV. 3 Experimental results

## IV.3.1 Real HARDI data

The HARDI dataset was acquired on a whole-body 3 Tesla Magnetom Trio scanner (Siemens, Erlangen) equipped with an 8-channel head array coil [4]. The spin-echo EPI sequence, $\mathrm{TE}=100 \mathrm{~ms}, \mathrm{TR}=12 \mathrm{~s}, 128 \times 128$ image matrix, $\mathrm{FOV}=220 \times 220 \mathrm{~mm}^{2}$, consists of 60 evenly distributed diffusion encoding gradients with a b-value of $1000 \mathrm{~s} / \mathrm{mm}^{2}$ and 7 images without any diffusion weightings. The measurement of 72 slices with 1.7 mm thickness (no gap), which covered the whole brain, was repeated three times, resulting in an acquisition time of about 45 minutes. The SNR in the white matter of this $S_{0}$ image was estimated to be approximately 37 . Additionally, fat saturation was employed, $6 / 8$ partial Fourier imaging, Hanning window filtering and parallel GRAPPA imaging with a reduction factor of 2 .
From these HARDI measurements, the fiber ODF was reconstructed. As mentioned in the introduction, several fiber ODF reconstruction algorithm exist [86, 207, 90, 51]. Here, we used the analytical spherical deconvolution transform of the q-ball ODF using spherical harmonics [51]. We used an order 4 estimation with symmetric deconvolution fiber kernel estimated from the real data, resulting in a profile with $\mathrm{FA}=0.7$ and $[355,355,1390] \times$ $10^{-6} \mathrm{~mm}^{2} / \mathrm{s}$.
The geodesic tracking is performed within a white matter mask was obtained from a minimum fractional anisotropy (FA) value of 0.1 and a maximum ADC value of 0.0015 . These values were optimized to produce agreement with the white matter mask from the T1 anatomy. The mask was morphologically checked for holes in regions of low anisotropy due to crossing fibers.

## IV.3.2 Geodesic connectivity results

For each bundle except the Superior Longitudinal Fasciculus (SLF), experiments were carried out with $\rho(f)=\ln (f) / \ln (2), \epsilon=1$ and $\alpha=2$ after thresholding values of the fODF under 1 to avoid negative values - the choice of a logarithmic function for $\rho$ was driven by both the need to compact the highly variable values of the fODF (many other methods perform a linear
voxelwise rescale - which is not suitable for our purpose), and the need to avoid strong anisotropy that will lead to violations of the upwinding conditions (II.4.17). Our method however demonstrates robustness with respect to the exact choice of these parameters.
Since SLF has high curvature, we set angular speed $\alpha=8$ in order to favor tracking of actual SLF rather than projections on the occipital cortex. Runtime was about 75 min for each bundle. It can be further reduced by computing only some of the connectivity maps, or by computing them only on a subset of white matter. While results presented below show connectivity maps on the full maps, experiments show that the bundles can be retrieved by stopping the algorithm when $20 \%$ of the mask has been visited. The runtime is then reduced to about 12 min .
Figure 4.6 shows connectivity measures and some geodesics obtained from different seeds manually placed into major fibers bundles, which agree with our knowledge of the white matter anatomy. Notice the correctness of the maps on Corticospinal Tract (CST), which does not spread into the Corpus Callosum (CC). Also, the Cingulum (Cg), which is a thin structure close to CC is correctly handled by our method. This clearly shows the advantage of using a 5D space : since fibers in Cg and CC are perpendicular, these two bundles are very distant in our 5D space, while they are extremely close in 3D. Other fibers bundles are also correctly retrieved, such as the Inferior Fronto-Occipital Fasciculus (IFO) and the Anterior Thalamic Radiations (ATR). Furthermore, coherent results are obtained by the three proposed connectivity measures.
On figure 4.7 isosurfaces of the connectivity maps are shown for all the previous fibers bundles, and for the corresponding fibers in the right hemisphere. Notice that the lower part of SLF is missed in the right hemisphere.
Figure 4.8 shows some geodesics in the left hemisphere.
Figure 4.9 shows results on Corpus Callosum (CC). Several experiments were ran from manually provided seeds. Notice that CC is not segmented by our method. Rather, fibers - include spenium on the posterior part of CC are tracked from each given seed. Cingulum is also represented. While this anatomical structure is very close to CC in 3D space, it is not in our 5 D segmentation space, and thus it is correctly not retrieved by our method.


Fig. 4.6 - Geodesic tracking results on five major fibers bundles in left hemisphere. From left to right, $\mathcal{C}, \mathcal{C}_{\max }, \mathcal{C}_{\text {sigma }}$ and FA.


Fig. 4.7 - Geodesic tracking results on major fibers bundles - left and right hemispheres. Isosurfaces of the connectivity measures are shown. Each bundle in a different color. In yellow, the $\operatorname{CST}(\mathcal{C})$; in blue, the $\mathrm{Cg}(\mathcal{C})$; in red, the IFO $\left(\mathcal{C}_{\text {max }}\right)$; in orange, the $\operatorname{SLF}\left(\mathcal{C}_{\text {max }}\right)$; in green, the $\operatorname{ATR}(\mathcal{C})$. Bottom Row : some corresponding geodesics.


Fig. 4.8 - Geodesics corresponding to major fibers bundles in left hemisphere. In yellow, the CST ; in blue, the Cg ; in red, the IFO ; in orange, the SLF ; in green, the ATR.


Fig. 4.9 - Geodesic tracking results on Corpus Callosum (CC). Seeds are indicated in red. Cingulum in left hemisphere is also represented (Red)

## IV.3.3 Comparison with existing methods

In this section, we compare our results with results obtained by other methods on the same data :

- The GCM algorithm of [163, 118] (figures 4.10 and 4.11). Tensors were evaluated from the raw data using the framework developped in [117]. Connectivity measures corresponding to our $\mathcal{C}$ and $\mathcal{C}_{\sigma}$ were computed as indicated in $[163,118]$. We furthermore computed the $\mathcal{C}_{\max }$ connectivity measure.
- The deterministic HARDI tracking algorithm described in [52] (figure4.12).

While GCM are faster than our method, the obtained $C$ and $C_{\text {max }}$ results are less focussed on the bundles of fibers, and are subject to "leaks" in other bundles (Cg, SLF, and link to the opposite hemisphere through CC for CST). Moreover, shallow bundles not aligned with the grid seem to be missed by the method (e.g. Cg, lower part of CST)

On all experiments, $C_{\text {sigma }}$ is sensitive to the grid orientation, and gives results of varying quality (figure 4.10).
The deterministic tracking approach (figure 4.12) gives generally satisfying results, but is also subjet to leaks (leak in opposite hemisphere for ATR, leak in CC from Cg ). Due to its high curvature and its ambiguity, SLF is also not tracked correctly.
Overall, while these two methods are faster, our method seems to perform in a comparable or better way on the selected tracks.

## IV.3.4 Approximation quality

In this section, we discuss the choice of (IV.2.1) as an approximation of more complete Fast-Marching update steps. We computed connectivity maps using 4 different update schemes : (1) pure Dijkstra algorithm, (2) (IV.2.1) scheme, (3) : (2) + Fast-Marching update state applied to the neighboring simplices in the three first directions (4) Fast-Marching update state applied to all simplexes in the three first directions. Figure 4.13 synthesizes those schemes. Isosurfaces of connectivity maps are shown figure 4.14, for the 4 schemes, and the same connectivity value. While pure Dijkstra algorithm produces different results, the other methods provided qualitatively equivalent results. This plaid for the use of scheme (2), which is the fastest among those three.

## IV. 4 Conclusion and Discussion

We presented a geodesic based tracking algorithm on HARDI data. Our method rapidly estimates connectivity maps inside a white matter mask from seed points, without the need for an explicit computation of fibers. All the directions of HARDI measurments are used by our method. Our experiments plaid for the use of a 5D space and show that our method is able to recover complex fiber bundles, which are often difficult to track.
However, our experiments are preliminar. A full validation of the method would imply a systematic study on a inter-subject large database, as well as a the study of the dependancy of the method with respect to its parameters, including the choice of $\rho$.


Fig. 4.10 - GCM results on five major fibers bundles in left hemisphere.
From left to right, $\mathcal{C}, \mathcal{C}_{\max }, \mathcal{C}_{\text {sigma }}$ and FA.


Fig. 4.11 - GCM results on major fibers bundles in the left hemispheres. Isosurfaces of the connectivity measures are shown. Each bundle in a different color. In yellow, the $\operatorname{CST}(\mathcal{C})$; in blue, the $\operatorname{Cg}(\mathcal{C})$; in red, the $\operatorname{IFO}\left(\mathcal{C}_{\text {max }}\right)$; in orange, the $\operatorname{SLF}\left(\mathcal{C}_{\text {max }}\right)$; in green, the $\operatorname{ATR}(\mathcal{C})$.


Fig. 4.12 - Deterministic tracking results on five major fibers bundles. From top to bottom and from left to right : ATR, Cg, IFO, ATR, SLF


Fig. 4.13 - Illustration of the simplices used in the different update schemes in 2D, with a 8 -neighbors system. From left to right : (1), (2), (3) and (4).


Fig. 4.14 - Isosurfaces of $\mathcal{C}$ for Cingulum (top), and $\mathcal{C}_{\text {max }}$ for IFO (bottom).
From left to right, schemes (1), (2), (3) and (4) were used.

## Conclusion générale

Le travail de thèse dont il est rendu compte dans ce manuscrit a porté sur l'application de méthodes de calcul de plus courts chemins à différentes problématiques tirées du domaine de l'imagerie médicale : segmentation de vaisseaux et de réseaux de vaisseaux pour différentes modalités, et calculs de cartes de distances dans la matière blanche à partir de données d'IRM de diffusion à haute résolution angulaire.
D'un point de vue théorique, sa contribution principale est une présentation unifiée de différentes versions des Fast-Marching - donnant une vision géométrique de l'algorithme, et permettant d'effectuer une preuve de convergence relativement simple dans le cas le plus général. Le chapitre correspondant se veut également une tentative de clarification par rapport à des références considérées comme classiques, mais qui contiennent néanmoins nombre d'imprécisions. Le cœur de cette thèse porte sur des applications de ces algorithmes.
Du point de vue applicatif, une idée centrale du travail présenté est celle de se placer dans des espaces où l'orientation des structures anatomiques considérées est représentée explicitement. Ceci est évidemment naturel et important dans le cadre de calculs de cartes de connectivités au sein de la matière blanche, les données que nous avons à disposition rendant essentiellement compte de l'orientation des faisceaux de fibres. Mais nous avons également montré l'intérêt d'introduire ce genre de méthodes dans le cadre de segmentation d'images bidimensionnelles, pour lesquelles il n'y a aucune information a priori concernant l'orientation des structures à segmenter.

Dans le cadre d'images bidimensionnelles, nous avons proposé un formalisme permettant de segmenter de façon robuste des structures tubulaires, tout en évaluant leur rayon. Les applications à différentes modalités, et en particu-
lier l'extension proposée à la segmentation à partir de flot optique suggère que notre méthode pourrait trouver d'autres applications dans le cadre de l'imagerie médicale. Le travail concernant la segmentation automatique de réseaux ouvre également des perspectives vers la création de nouveaux systèmes automatiques ou semi-automatiques de traitement d'images médicales. L'optimisation du temps de calcul n'a pas été une préoccupation centrale de notre travail. Son amélioration pourrait permettre l'inclusion de nos méthodes dans des interfaces de type livewire.
Concernant les applications au calcul de cartes de connectivité dans la matière blanche, l'algorithme que nous avons proposé - s'il n'a pas encore été testé sur des jeux de données complet - offre des premiers résultats intéressants : en un temps faible comparé à celui de l'acquisition des données, il permet d'obtenir des cartes de connectivité correspondant à nos connaissances anatomique, y compris pour des faisceaux fins et/ou proches d'autres faisceaux, tels le Cingulum. Étant donné la dimension de l'espace considéré pour cette méthode, notre parti pris a été de sacrifier la précision - en particulier, notre schéma ne converge pas vers une solution théorique - afin de diminuer le temps de calcul. Nous avons cependant veillé à conserver la précision dans les directions principales des fibres. Une étude plus approfondie de ce que nous perdons par rapport aux Fast-Marching complets serait intéressante. Il serait également judicieux de valider cette méthode sur une étude à plusieurs sujets, et de la comparer à d'autres méthodes existantes.

## Annexe A

## Appendix to shortest paths computation

Let us consider the framework described in II.4.

## A. 1 Shortest paths computation on a subset of $\mathbb{R}^{n}$ or $V$

Fast-Marching can be easily adapted to the computation of shortest paths on a subset $\Omega$ of $\mathbb{R}^{n}$ or of the considered manifold $V$ (section I.3.1.2).
A first solution is to put the points of the discretization outside $\Omega$ in $\mathcal{A}$ at the beginning of the algorithm with $+\infty$ value - or to simply remove them from the discretization. Therefore, those points will not be update, nor they will participate in updates of their neighbors.

However, in view of performing a gradient descent to compute geodesics, it is desirable to dispose of the value of $U$ at any point immediately outside $\Omega$ - which will allow a unified evaluation of the gradient in $\Omega$. One possible solution is to label such points, and to set their initial value to $+\infty$. These points we behave as $\Omega$ points during the execution of the algorithm, with the exception that they will not be used to update their neighbors values. An evaluation of $U$ will thus be available for those points, without perturbing the values obtained for points in $\Omega$.


Fig. 1.1 - Approximation of the shortest path in the simplex used during the update step.

## A. 2 Connectivity measures

## A.2.1 Definitions, computations

If we interpret the local metric as the inverse of a speed tensor (section I.3.1.6), we saw that a shortest path can be considered as shortest in a temporal sense. The average potential of the shortest path between two points can then be interpreted as a connectivity measure between these two points in several contexts (chapter II). The standard deviation of speed, as long as its minimal value along the path can also be meaningfull for the connectivity assesment between two points (chapter III.)
In order to estimate those quantities, we propose to use a generalization of the process described in [163]. Let us consider an update step in a simplex of matrix $X$. Condition $\mathbf{C}_{m}$ implies that $M^{-2} \nabla U$ comes from inside the simplex (figure 1.1).
Inside the simplex, we can approximate the shortest path to $x$ with the line going through $x$ of direction $M^{-2} \nabla U$. Let us denote by $y$ the intersection of this line and the facet opposed to $x$ in the simplex.
Furthermore, we write $y=\sum_{i=1}^{n} \lambda_{i} x_{i}$ in barycentric coordinates ${ }^{1}$.

[^3]For any point $x$, let us denote by $U_{\text {euc }}(x)$ the estimated Euclidean length along the shortest path from $x$ to the origin. We will use the following approximation :

$$
\begin{equation*}
U_{\text {euc }}(x) \approx \sum_{i=1}^{n} \lambda_{i} U_{\text {euc }}\left(x_{i}\right)+\|x-y\| \tag{A.2.1}
\end{equation*}
$$

Average potential along a geodesic is then given by $\mathcal{C}=U / U_{\text {euc }}$.
Similarly, we can estimate the square of the potential, averaged along a geodesic $\left(U_{s q}\right)$ and the maximal potential (or the minimal speed) along a geodesic $\left(U_{\max }\right)$.

$$
\begin{align*}
U_{s q}(x) & \approx \sum_{i=1}^{n} \lambda_{i} U_{s q}\left(x_{i}\right)+\|x-y\| \frac{\|x-y\|_{b}^{2}}{\|x-y\|^{2}}  \tag{A.2.2}\\
U_{\max }(x) & \approx \max \left\{\min _{i=1}^{n}\left\{\lambda_{i} U_{\max }\left(x_{i}\right)\right\}, \frac{\|x-y\|_{b}}{\|x-y\|}\right\} \tag{A.2.3}
\end{align*}
$$

$\mathcal{C}_{\text {max }}=U_{\max }$ can be seen directly as a connectivity measure.
The standard deviation of potential along a geodesic $-\mathcal{C}_{\sigma}=\sqrt{U_{s q} / U_{e u c}-\left(U / U_{e u c}\right)^{2}}$ - measures the "regularity" of the trajectory between two points.

## A.2.2 Numerical results

We will not give any convergence results for the calculation of $\mathcal{C}, \mathcal{C}_{\text {max }}$ et $\mathcal{C}_{\sigma}$. We present results obtained for these measures for two different potential maps in dimension 2. A 4 neighbors system is used in all the experiments.

## A.2.2.1 "Vessels" Potential

The first tested potential mimics a vessel (cf. section III.1). It is equal to 1 in all the space except in a shallow vessel in which its value is $1 / 4$ - which favors front propagation (figure 1.2, left).
Figure 1.3 presents the obtained results. The three connectivity measures are minimal inside the vessel.
Figure 1.4 shows similar results for a noisy potential. Gaussian noise was added in the lower left part, and the vessels was cut in its right part (figure


Fig. 1.2 - Potentials used for testing connectivity measures. Noise free (left) and noisy (right).


Fig. 1.3 - Connectivity measures for "vessel" potential. Top, from left to right : $U, U_{\text {euc }}$ and $U_{s q}$. Bottom, from left to right : the extremal intensity values being given, $\mathcal{C}(0.2,1), \mathcal{C}_{\sigma}(0,0.4), \mathcal{C}_{\max }(0.2,1)$.


Fig. 1.4 - Connectivity measures for noisy "vessel" potential. Top, from left to right : $U, U_{\text {euc }}$ and $U_{\text {sq }}$. Bottom, from left to right : the extremal intensity values being given, $\mathcal{C}(0.2,1), \mathcal{C}_{\sigma}(0,0.4), \mathcal{C}_{\max }(0.2,1)$.
1.2, right). $\mathcal{C}_{\sigma}$ et $\mathcal{C}_{\text {max }}$ seem to be more sensitive to noise than $\mathcal{C}$. These to measures are also more disturbed by the delete piece of vessel.

## A.2.2.2 Anisotropic Potential

The second potential is a uniform anisotropic potential. The tensor is alogned with the axis, and horizontal speed is twice as much as horizontal vertical speed. Figure 1.5 shows some results for this potential. $\mathcal{C}$ et $\mathcal{C}_{\text {max }}$ exhibit the expected behavior - i.e. they are smaller in the horizontal direction. Since the shortest paths are straight lines in this context, the expected value for $\mathcal{C}_{\sigma}$ is 0 at any point. In this experiments, we found exact values in this axis directions. In other direction, they range between 0 and 0.2 , with maximum around the starting point.


Fig. 1.5 - Connectivity measures for anisotropic potential. Top, from left to right : $U, U_{\text {euc }}$ and $U_{\text {sq }}$. Bottom, from left to right : the extremal intensity values being given, $\mathcal{C}(0.5,1), \mathcal{C}_{\sigma}(0,0.5)$ - maximale value in the plane is lower than $0.2, \mathcal{C}_{\max }(0.5,1)$.

## Annexe B

## Electrodes registration in EEG using discrete optimization

This appendix has been adapted from the research report [140] corresponding to a work published in [166]. It is an early work in this thesis, independant from the rest of the presented methods. However, since the algorithm described here is currently used by EEG experimenters, and since developping a full framework for the localization of EEG electrodes from pictures would be of high interest, we believe it is interesting to reproduce this appendix as a reference.

## B. 1 Introduction

Electroencephalography (EEG) is a widely used method for both clinical and research purposes. Clinically, it is used e.g. to monitor and locate epilepsy, or to characterize neurological disorders such as sleeping or eating disorders and troubles related to multiple sclerosis. Its main advantages are its price compared to magnetoencephalography (MEG), and its very good time resolution compared e.g. to fMRI. Conventionally, EEG readings were directly used to investigate brain activity from the evolution of the topographies on the scalp. Nowadays, it is also possible to reconstruct the brain sources that gave rise to such measurements, solving a so-called inverse problem. To this purpose, it is necessary to find the electrode positions and to relate them to
the head geometry recovered from an anatomic MRI. Current techniques to do so are slow, tedious, error prone (they require to acquire each of the electrodes in a given order with a device providing 3D coordinates[106]) and/or quite expensive (a specialized system of cameras is used to track and label the electrodes[175]). Our goal is to provide a cheap and easy system for electrode localization based on computer vision techniques.
In modern EEG systems, the electrodes (64, 128 or even 256) are organized on a cap that is placed on the head. system, electrodes, obtain such a once to obtain used as a some roots between the and those multiple pictures of the head wearing the cap from various positions. As a preliminary step, electrodes are localized and their 3D positions are computed from the images by self-calibration (a technique that recovers the cameras' positions from the image information [59]) and triangulation. These are standard techniques that can provide 3D point coordinates with a quite good accuracy. Remains the problem of electrode identification which labels each 3D position with the name of the corresponding electrode. Finding a solution to this last problem is the focus of this paper. Note, that a good labeling software can also improve current systems by removing acquisition constraints (such as the recording of the electrodes in a given order) and by providing better user interfaces.
We propose a method that recovers this labeling from just a few (two or three) manually annotated electrodes. The only prior is a reference, subject independent, 3D model of the cap. Our framework is based on combinatorial optimization (namely on an extension of the Loopy Belief Propagation algorithm[148]) and is robust to soft deformations of the cap caused both by sliding effects and by the variability in subjects' head geometry.

## B. 2 Problem definition

The inputs of our method consist in :

- a template EEG cap model providing labeled electrodes, along with their 3D positions (in fact, as we will explain further, an important feature of our method is that only the distances between close electrodes are used). $\mathcal{L}$ will denote the set of labels (e.g. $\mathcal{L}=\{F p z, O z, \cdots\}$ ), and $C=\left\{C_{l}, l \in \mathcal{L}\right\}$ will be their corresponding 3D positions. $C_{l}$ could be for example the average
position of electrode $l$ among a variety of prior measures. However, in our experiments, it was just estimated on one reference acquisition.
- the measured 3D positions of the electrodes to label, obtained by 3D reconstruction from images. We will denote by $M=\left\{M_{i}, i \in[1 . . n]\right\}$, these $n$ 3D points.
The output will be a labeling of the electrodes, i.e. a mapping $\varphi$ from [1..n] to $\mathcal{L}$. Note that $n$ could be less than the total number $|\mathcal{L}|$ of electrodes in cases where some electrodes are of the cap are not used.


## B. 3 Motivation

In this section, we discuss other possible approaches for the electrode labeling problem. As it will be detailed in section B.6, we have tried some of these methods without any success. This will motivate our energy-based combinatorial approach. A simple method could consist in a 3D registration step, followed by a nearest-neighbor labeling. Let $T$ be a transformation that sends $M$ into the spatial referential of $C$. A straight labeling could be:

$$
\varphi(i)=\arg \min _{l \in \mathcal{L}} d\left(C_{l}, T\left(M_{i}\right)\right)
$$

where $d(A, B)$ denotes the Euclidean distance between points $A$ and $B$. Actually, we first tested two direct ways of obtaining an affine transformation $T$ :

- moment-based affine registration : in this case, we computed first and second order moments of the sets of points $M$ and $C$ and choose $T$ as an affine transformation which superimposes these moments.
- 4 points manual registration : here, we manually labeled 4 particular electrodes in $M$ and took for $T$ the affine transformation which exactly sends these 4 electrodes to the corresponding positions in $C$.
As explained in section B.6, we observed that these two approaches give very bad average results. One could argue that this might be caused by the quality of the registration. A solution could be to use more optimal affine registration methods, like Iterative Closest Points[222, 22]. Yet, a close look at what caused bad labeling in our experiments, reveals that this would not improve the results. The main reasons are indeed that (i) the subject whose

EEG has to be labeled does not have the same head measurements than the template, and moreover that (ii) the cap is a soft structure that shifts and twists from one experiment to another.
It is clear that only a non-rigid registration could send $M$ close to $C$. However, modeling the problem in term of space deformation is not suitable. For instance, a Thin-Plate Spline[27, 79] based algorithm would not be adapted. Actually, a more suitable framework could be a deformable shape matching one. We could see our problem as a shape registration one, based on shape deformation and intrinsic shape properties[183], rather than on deforming the ambient space in order to make the shapes match. Because of the topology of the electrodes on the cap, relations between points are also of importance. In that sense, our problem is close to the one investigated by Coughlan et al. [42, 5], which they solve recovering both deformations and soft correspondences between two shapes. Yet, in our case, we see two main differences : (i) labeling, rather than shape matching, is the key issue, and (ii) enforcing relational constraints between points are more important than regularizing deformations. For these reasons, we propose a method based on optimal labeling for which the only (soft) constraints are the distances between nearby points, without modeling any deformation.
In the remaining of the article, we first state our model and the associated energy; we then discuss our choice for an energy minimization algorithm. Finally, we validate our method giving qualitative and quantitative results on real experiments.

## B. 4 Proposed framework

The complete pipeline of our system is depicted figure 2.1. As we already explained, we do not consider here the 3D reconstruction step, but only the labeling one. From the measured data $M$, we construct an undirected graph $G=(V, E)$, where $V=[1 . . n]$ is the set of vertices and $E$ a certain set of edges which codes the relations between nearby electrodes. As it will become clear in the following, the choice of $E$ will tune the rigidity of the set of points $M$. Practically, the symmetric $k$-nearest neighbors or all the neighbors closer than a certain typical distance, are two valid choices. Given an edge $e=(i, j) \in E$


Fig. 2.1 - Complete pipeline : we obtain 3D positions $M$ (bottom left) by reconstruction from several (usually 6) pictures (top left). A graph $G$ then is constructed from these positions (bottom right). Considering a template cap and associated positions $C$ (top right), we label the measured electrodes by estimating $\varphi^{*}=\arg \min (U(\varphi))$. In this example, $\varphi(i)=k, \varphi(j)=l$.
for $i \in V$ and $j \in V$, we denote by $d_{i j}=d\left(M_{i}, M_{j}\right)$ the distance between points $M_{i}$ and $M_{j}$ in the measured data and by $\tilde{d}_{i j}=d\left(C_{\varphi(i)}, C_{\varphi(j)}\right)$ the reference distance between the electrodes $\varphi(i)$ and $\varphi(j)$. In order to preserve in a soft way the local structure of the cap, we propose to simply minimize the following energy :

$$
\begin{equation*}
U(\varphi)=\sum_{(i, j) \in E} \rho\left(d_{i j}, \tilde{d}_{i j}\right) \tag{B.4.1}
\end{equation*}
$$

where $\rho$ is a cost-function which penalizes differences between the observed and template distances. Note that, whereas the global one-to-one character of $\varphi$ is not explicitly enforced by this model, the local rigidity-like constraints enforce it. Graph rigidity theory is a very complex domain (see for example [23] as an introduction), beyond the purpose of this article.
Following the classical framework of Markov Random Fields (MRF) [125, 21, 70], this can be rewritten as maximizing the following function :

$$
\begin{equation*}
P(\varphi)=\exp (-U(\varphi))=\prod_{(i, j) \in E} \exp \left(-\rho\left(d_{i j}, \tilde{d}_{i j}\right)\right)=\prod_{(i, j) \in E} \Psi_{i, j}(\varphi(i), \varphi(j)) \tag{B.4.2}
\end{equation*}
$$

Normalizing $P$ by dividing by the sum over all the possible mappings $\varphi$,
yields a Gibbs distribution over a MRF derived from graph $G$ with $\mathcal{L}$ as the set of possible labels each vertex. The problem is thus reduced to the classical case of finding a Maximum A Posteriori (MAP) configuration of a Gibbs distribution :

$$
\begin{equation*}
p(\varphi)=\frac{1}{K} \prod_{i \in V} \psi_{i}(\varphi(i)) \prod_{(i, j) \in E} \psi_{i, j}(\varphi(i), \varphi(j)) \tag{B.4.3}
\end{equation*}
$$

where $K$ is a normalizing constant and $\psi_{i}(\varphi(i))=1$ in our case.

## B. 5 Energy minimization

The problem of finding a MAP configuration of a Gibbs distribution being NP-complete [102], we cannot expect to get an algorithm that optimally solves every instance of the problem. Since the seminal work of Geman \& Geman [70], who proposed an algorithm that warrants the probabilistic convergence toward the optimal solution - however with an unreasonable run-time - several methods have been investigated to maximize general distributions like (B.4.3). Among these, minimal-cut based methods (often referred to as GraphCuts), introduced in computer vision and image processing by [74], has received many attention (see [85, 29]). These methods can achieve global optimization for a restricted class of energies[84]. For more general energies, approximations were proposed [169]. As we experimented[140], these approximations fail to recover a correct labeling in our problem, which belongs to a class of multilabel problems that are not easily tackled by GraphCuts.
As a consequence, we opted for a completely different but widely spread algorithm, namely Belief Propagation (BP), and more precisely for its variant adapted to graphs : Loopy Belief Propagation (LBP). Please see [60] for a recent reference. Briefly, it consists in propagating information through the edges of the graph : each node $i$ sends messages to its neighbors $k$, measuring the estimated label of $k$ from its own point of view. Messages are passed between nodes iteratively until a convergence criterion is satisfied. This algorithm is neither guaranteed to converge nor to converge to an optimal solution. However, it behaves well in a large variety of early vision problems. Empirical and theoretical convergence of this family of methods were studied
for instance in [141, 216].
Actually, we designed for this work an original and faster version of LBP. It is an improved version of LBP based on the idea of [103].
Let us first explain classical LBP algorithm.

## B.5.1 LBP

Loopy Belief Propagation (LBP) algorithm [60] is a widely used method to find approximate solutions to the MAP problem when the sub-modularity condition is not fulfilled. It consists in propagating information through the vertices of the mesh seen as a graph : roughly speaking, each node $i$ sends messages to its neighbors $k$, measuring the estimated label of $k$ from the point of view of $i$.
The LBP algorithm is derived from an exact algorithm working on trees called Belief Propagation (BP) or Max-Product algorithm [149]. In the original BP, messages measuring belief in a local labeling propagate from the leafs to the root of the tree. Then a backward pass is computed in which label that maximizes the belief is chosen at each node, knowing the label of the father. Let us introduce some notations :
$r$ the root of the tree, $s$ the application that maps a node to its sons and $f$ the application that maps a node to its father. $L$ is the set of the leafs of the tree.
$m_{i \rightarrow j}$ will denote the message passed by node $V_{i}$ to node $V_{j} . m_{i \rightarrow j}(l)$ is a measure of how confident node $V_{i}$ is that node $V_{j}$ is given the $l$ label, i.e. $\varphi\left(V_{j}\right)=l$.
We denote by $b_{i}\left(l_{i}, l_{f(i)}\right)=\psi_{i}\left(l_{i}\right) \psi_{f(i) i}\left(l_{f(i)}, l_{i}\right) \prod_{j \in s(i)} m_{j \rightarrow i}\left(l_{i}\right)$ for $l_{i} \in C$ and $l_{f(i)} \in C$ the joint belief that node $V_{f(i)}$ is assigned label $l_{f(i)}$ and node $V_{i}$ is assigned label $l_{i}$.
The BP algorithm is described in algorithm 8.
When the graph is not a tree, the ordered treatment of BP is impossible to apply. However, disregarding the relation of paternity of the nodes, it is still possible to pass messages from nodes to nodes in the graph. A belief can also be computed the same way as for BP. The idea of LBP is then to apply the message passing simultaneously or sequentially to all the neighboring

```
Algorithm 8 Belief Propagation
    \(K=L\)
    Forward pass
    while \(V_{i} \in K\) do
        remove \(V_{i}\) from \(K\)
        compute \(m_{i \rightarrow f(i)}\left(l_{f(i)}\right)=\max _{l_{i}}\left(b_{i}\left(l_{i}, l_{f(i)}\right)\right)\) for all \(l_{f(i)} \in C\).
        compute \(\delta\left(l_{f(i)}\right)=\operatorname{argmax}_{l_{i}}\left(b_{i}\left(l_{i}, l_{f(i)}\right)\right)\) for all \(l_{f(i)} \in C\).
        if all sons of \(V_{f(i)}\) have been treated, add \(V_{f(i)}\) to \(K\)
    end while
    BaCKWARD PASS
    \(\bar{\varphi}_{r}=\delta_{r}\)
    \(K=s(r)\)
    while \(V_{i} \in K\) do
        remove \(V_{i}\) from \(K\)
        compute \(\bar{\varphi}_{i}=\delta_{i}\left(\bar{\varphi}_{f(i)}\right)\)
        \(K=K \cup s\left(V_{i}\right)\)
    end while
    return \(\bar{\varphi}\)
```

nodes of the graph. A stopping criterion is then to be defined - usually a convergence criterion or a fixed number of iterations.
Let us adapt slightly the notations and denote by $N(i)$ the set of neighbor nodes of $V_{i}$.
$m_{i \rightarrow j}^{t}$ is the message passed by node $V_{i}$ to node $V_{j}$ at time $t$. Let $b_{i}^{t}\left(l_{i}, l_{j}\right)=$ $\psi_{i}\left(l_{i}\right) \psi_{i j}\left(l_{i}, l_{j}\right) \prod_{k \in N(i), k \neq j} m_{k \rightarrow i}^{t}\left(l_{i}\right)$ for $\left(l_{i}, l_{j}\right) \in C^{2}$ be the joint belief for neighbor nodes $V_{i}$ and $V_{j}$. Finally, let $b_{i}^{t}\left(l_{i}\right)=\psi_{i}\left(l_{i}\right) \prod_{k \in N(i)} m_{k \rightarrow i}^{t}\left(l_{i}\right)$ be the belief vector at node $V_{i}$ and time $t$ (taking into account all the neighbors of node $V_{i}$ ).
This leads to algorithm 9.
This algorithm is neither guaranteed to converge nor to converge to an optimal solution. However, it behaves well in a large variety of early vision problems. Empirical and theoretical convergence of this kind of methods were studied for instance in [141] and [216].
Notice that the complexity of one step of this algorithm is basically $|(C)|^{2}|E|$

```
Algorithm 9 Loopy Belief Propagation
    set \(m_{p \rightarrow q}^{0}\left(l_{q}\right)=1\) for all \((p, q) \in E\).
    for \(t=1, t \leq T, t++\) do
        for all \((i, j)\) in \(V\) do
            \(m_{i \rightarrow j}^{t}\left(l_{j}\right)=\max _{l_{i} \in C}\left(b_{i}^{t-1}\left(l_{i}, l_{j}\right)\right)\)
        end for
    end for
    return \(\bar{\varphi}_{i}=\operatorname{argmax}_{l_{i} \in C} b_{i}^{T}\left(l_{i}\right)\)
```

where $|E|$ is the number of edges of the graph.

## B.5.2 Improving belief propagation

Several methods have been proposed to improve both the convergence and the quality of results obtained by LBP algorithm. [213] proposed a slightly different algorithm based on a different theoretical framework with interesting convergence properties. More recently, [103] proposed an interesting modification of LBP based on label pruning according to current belief at each node, and on a choice of a priority order for covering all nodes. But, their method show a greedy behavior, since a label cannot appear again once it has been pruned.
A new intermediate and simpler version of LBP based on label pruning is proposed here. It is based on the idea that if a label is very unlikely for a given vertex, it ought to be useless to use this label for the calculation of the outgoing messages for this vertex. Hence, after each step, the belief vector $b_{i}^{t}\left(l_{i}\right)$ is computed for each node as well as its maximum and minimum values $M_{i}^{t}$ and $m_{i}^{t}$. Then, each label with a belief lower than the geometric mean $g_{i}^{t}$ of $m_{i}^{t}$ and $M_{i}^{t}$ is declared inactive for the next iteration only, e.g. it won't be considered as a candidate label in computing outgoing messages toward the neighbors of $V_{i}$ (notice that the choice of the mean is somewhat arbitrary. It should be adapted to the structure of the belief vector. For our application, we didn't notice effect of the choice of a threshold between 0.5 and 0.8 over speed nor quality of results).
Let us denote by $A c t_{i}^{t}$ the set of active labels of $V_{i}$ computed at iteration $t$.

Our method is described algorithm 10.

```
Algorithm 10 Fast Loopy Belief Propagation
    set \(A c t_{i}^{0}=C\) for all \(V_{i} \in V\)
    set \(m_{p \rightarrow q}^{0}\left(l_{q}\right)=1\) for all \((p, q) \in E\).
    for \(t=1, t \leq T, t++\) do
        for all \((i, j)\) in \(V\) do
            \(m_{i \rightarrow j}^{t}\left(l_{j}\right)=\max _{l_{i} \in \operatorname{Act}_{i}^{t-1}}\left(b_{i}^{t-1}\left(l_{i}, l_{j}\right)\right)\)
            set \(A c t_{i}^{t}=\left\{l_{i}: l_{i} \geq g_{i}^{t}\right\}\)
        end for
    end for
    return \(\bar{\varphi}_{i}=\operatorname{argmax}_{l_{i} \in C} b_{i}^{T}\left(l_{i}\right)\)
```

The $|C|^{2}$ factor for each edge in the complexity for one step is then replaced by a $\left|C \| C^{\prime}\right|$ where $\left|C^{\prime}\right|$ is the number of active labels of the original node.

## B. 6 Experiments

We used 6 sets of 63 electrodes. Each set consists in 63 estimated three dimensional points, acquired on different subjects with the same EEG cap and manually labeled. To test our algorithm as extensively as possible, we ran the algorithm on each set, taking successively each of the other sets as a reference. We hence simulated 30 different pairs $(M, C)$. At least one electrode in $M$ was manually labeled (see further).
$E$ was chosen the following way : we first estimated a typical neighbor distance by computing the maximum of the nearest neighbor distance for all electrodes in $M$, and then considered as belonging to $E$, every pair of distinct electrodes within less than three times this distance. In order to accelerate and enforce convergence, we used the three following technical tricks :

- we used our modified LBP algorithm
- we added a classical momentum term [141]
- denoting by $V_{f}$ the subset of $V$ of the manually labeled electrodes, we added the set of edges $V_{f} \times V$ to $E$, allowing accurate information to propagate quickly in the graph.

Although non indispensable, this led to a mean running time of less than 11s on a standard 3 GHz PC and to a smaller number of non converging optimization.
The cost-function $\rho$ was of the form $\rho(x, y)=\frac{x}{y+\epsilon}+\frac{y}{x+\epsilon}$ where $\epsilon$ is a small positive constant. We did not notice sensitivity with respect to this choice, as far as the following key conditions are fulfilled : (i) penalizing differences between $x$ and $y$ and (ii) penalizing small values of $x$ or $y$. This latest condition enforces (yet does not warrant) a one-to-one mapping $\varphi$.
Different experiments where carried out. First, the prior consisted in manually labeling electrodes $F p z, O z$, and $T 8$. In that case, our method recovers all the electrodes, which was, as expected, not at all the case with an affine registration + nearest neighbor approach (see figure 2.2). Actually, we observed that labeling ( $O z, T 8$ ) seems sufficient. Yet, without any further data, we do not consider that labeling two electrodes only is reliable. Figure 2.4 shows a result on a case where affine registration does not work and the final 3D reconstruction with our method.

To demonstrate the robustness of our algorithm, we also tested hundreds of other conditions, in which 1, 2 or 3 randomly chosen electrodes were "manually" labeled. Non-convergence was only observed for non reasonable choices of "manually" labeled electrodes : indeed, if they are chosen on the sagittal medium line, there is an undetermination due to the left-right symmetry of the cap. This does not occur when the electrodes are set by a human operator. The classification error rates are low (see figure 2.2 again) but not negligible. This makes us plead for a manual labeling of two or three fixed and easy to identify electrodes, e.g. ( $F p z, O z, T 8$ ).
Finally, we also successfully tested cases for which $n<|\mathcal{L}|$, i.e. when some electrodes are missing : if a few electrodes were forgotten in the 3D reconstruction process, our algorithm should still be able to label the detected ones. This should allow us to find which electrodes were forgotten, to compute their approximate 3D position from the template cap model and to use this information to detect them back in the pictures. To carry our experiments, we removed randomly from 1 to 10 electrodes in the data sets to be labeled. Labelisation was performed using the $(F p z, O z, T 8)$ prior as explained above. Results are synthetized figure 2.3.

|  | $N C$ | misclassified labels |
| :--- | :---: | :---: |
| Affine registration (moment based) | - | $48.7 \%$ |
| Affine registration (4 manual points) | - | $21.3 \%$ |
| Our method - $(F p z, O z, T 8)$ manually labeled | $0 \%$ | $0 \%$ |
| Our method - $(O z, T 8)$ manually labeled | $0 \%$ | $0 \%$ |
| Our method - 3 random electrodes labeled | $0 \%$ | $0.03 \%$ |
| Our method - 2 random electrodes labeled | $0.3 \%$ | $0.2 \%$ |
| Our method - 1 random electrode labeled | $4.2 \%$ | $3,7 \%$ |

Fig. 2.2 - Classification errors. $N C$ gives the percentage of instances of the problem for which our method did not converge. Misclassified labels percentages are estimated only when convergence occurs.

| missing electrodes | mislabeled electrodes |
| :---: | :---: |
| 1 | $0 \%$ |
| 2 | $0 \%$ |
| 3 | $0.01 \%$ |
| 4 | $0.02 \%$ |
| 5 | $0.02 \%$ |
| 6 | $0.04 \%$ |
| 7 | $0.04 \%$ |
| 8 | $0.3 \%$ |
| 9 | $1.1 \%$ |
| 10 | $1.1 \%$ |

Fig. 2.3 - Results with missing electrodes.

## B. 7 Discussion

Experiments show that our framework leads to fast, accurate and robust labeling on a variety of data sets. We consider providing on the WEB in a near future an complete pipeline including our algorithm - ranging from 3D reconstruction of electrodes to their labeling. Such a system would only require a standard digital camera and would imply minimal user interaction


Fig. 2.4 - A sample result. $M$ is in red and $C$ in green. Top left : 63 estimated 3D electrodes positions. Top center : reference. Bottom left : subset of a labeling with the moment based algorithm ; C4 is wrongly labeled CP4, and F1 is labeled F3 (not shown). Bottom center : a subset of correct correspondences retrieved by our algorithm. Top and bottom right : full labeling retrieved by our algorithm, superimposed with anatomical MRI
(manually labeling three electrodes).
Note that the flexibility of our $M R F$ formulation allows different priors. We plan for instance to use the color of electrodes on the images as a further prior for labeling. This could lead to a fully automated system, where no user interaction would be required.
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[^0]:    ${ }^{1}$ still, it is not necessary : it is possible to define a length for a more general class of curves, namely rectifiable curves

[^1]:    ${ }^{1}$ For practical purposes, in order to check this condition, one just need to compute the maximal solution of the equation. If this solution exists and is bigger than all the $v_{i}$, then C holds.

[^2]:    ${ }^{2}$ There is a technical difficulty here - related to positivity condition of $\Delta^{\prime}$ : indeed, $\Delta^{\prime} \geq 0$ is a necessary condition to the existence of a solution verifying $\mathbf{C}_{\mathbf{m}}$. Therefore, it seems necessary to analyse the behaviour of the solution in the limit case $\Delta^{\prime}=0$. However, as in the case of dimension 2 on a regular grid, we can show that $\mathbf{C}_{\mathbf{m}}$ is "stronger" than $\Delta^{\prime} \geq 0$, i.e. one never has $\Delta^{\prime}=0$ and $\mathbf{C}_{\mathbf{m}}$. Indeed, if we assume $\Delta^{\prime}=0, \mathbf{C}_{\mathbf{m}}$ is rewritten $b 1<v, 1>_{b}-b v\|1\|_{b}^{2} \geq 0$. Multiplying with $\mathbf{v}^{t}$, we have $<v, 1>_{b}^{2}-\|v\|_{b}^{2}\|1\|_{b}^{2} \geq 0$, which is contradictory with $\Delta^{\prime}=\|\mathbf{1}\|_{b}^{2}+\left\langle v, 1>_{b}^{2}-\|v\|_{b}^{2}\|1\|_{b}^{2}=0\right.$.

[^3]:    ${ }^{1}$ The equation of the opposite facet of the simplex is given by $\sum e_{i} t_{i}=1$, where $\mathbf{e} \stackrel{\text { def. }}{=} X^{+} \mathbf{1}$. We immediately deduce the coordinates of point $y . \lambda$ is then expressed as $X^{+t} y$.

