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Abstract

There are fast progresses in the experimental study of rare decays
of mesons containing a b-quark, and involving a pair of leptons and
an s-quark. The present work measures the indirect implications of
these progresses on the supersymmetric extensions of the Standard
Model. Even within constrained models, the indirect limits obtained
in this way can in some cases be stronger than those coming from
direct searches of supersymmetric particles. The accuracy gained
by the form factors and higher order corrections newly implemented
in the public code ”SuperIso” are then fully relevant.
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Résumé

Des progrès expérimentaux importants sont en cours dans l’étude
des désintégrations rares de mésons contenant un quark beau et
impliquant un quark étrange et une paire de leptons. Le travail
présent mesure la portée indirecte de ces progrés sur des extensions
supersymétriques du modèle standard. Même dans des modèles con-
traints, les limites indirectes ainsi obtenues peuvent dans certains
cas être plus fortes que celles provenant de la recherche directe de
particules supersymétriques. La précision gagnée par les facteurs de
forme et les corrections d’ordre supérieur nouvellement implémentés
dans le programme public ”SuperIso” montrent alors leur impor-
tance.
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CHAPTER 1

Introduction

The Standard Model (SM) is an elaborate theoretical construction that has met remark-
able empirical success. However, the SM has shortcomings. Some are observational
deficiencies, such as the inability to account for neutrino masses and mixings, and to
provide an explanation for the baryon asymmetry of the universe, or a viable dark mat-
ter candidate. Moreover, the SM has theoretical caveats (of a more conceptual and/or
aesthetic nature). Among the latter are the incomplete unification of gauge symmetries,
the hierarchy problem, the flavour problem, etc.

In the SM there are 19 arbitrary parameters, many of which are related to flavour dynam-
ics. In particular, in the quark sector the difficulty of explaining why there are so many
different types of fermions and why their weak interactions behave in the peculiar way
observed, is referred to as the flavour problem. Specifically, it is important to understand
whether the Cabibbo-Kobayashi-Maskawa matrix fully describes the flavour dynamics in
the quark sector. In the past years, substantial theoretical and experimental progress has
been achieved in flavour physics. These progresses, in addition to testing the SM descrip-
tion, also provide a powerful tool to indirectly probe possible underlying New Physics
(NP) effects.

The SM has two features that are crucial to its successful description of the (so far) ob-
served mixing pattern in the quark sector. The first is the unitarity of the CKM matrix
and its small mixing angles. The second is the suppression of flavour changing neu-
tral current (FCNC) processes due to the Glashow-Iliopoulos-Maiani (GIM) mechanism.
Since within the Standard Model, FCNC processes vanish at tree level, NP effects can be
comparable with the SM loop level contributions. Hence, these processes offer sensitive
probes of extensions of the Standard Model. In particular rare B decays with quark level
transition b→ s can provide strong constraints on many new physics models.

Since there are several energy scales involved in the weak decay of mesons, there are
subtleties in studying FCNC processes. The energy scales pertinent to B decays are: the

1



2

QCD scale (ΛQCD), the mass of the b quark, mb, the electroweak scale which is of the order
of the masses of the W and Z bosons and the top quark, and higher scales of possible new
physics. An important theoretical tool which allows for the description of separate scales
as well as the convenient inclusion of NP effects, is operator product expansion (OPE).
Within the OPE framework, the weak (and higher) scales are separated, leading to an
effective weak Hamiltonian. This Hamiltonian is described in terms of effective operators
and their associated effective couplings, referred to as Wilson coefficients. While all the
short distance effects are contained in the Wilson coefficients, there are long distance
contributions from the hadronic matrix elements of the effective operators. The long
distance effects usually include non-perturbative QCD effects which are the major source
of theoretical uncertainties.

In B decays, since mb � ΛQCD, the otherwise troublesome long distance strong interaction
effects are generally less important than for the lighter mesons and further simplifications
are possible. Hence b → s and b → d quark level transitions are of great interest. How-
ever, the amplitude for b→ d transitions are suppressed by a factor of |Vtd/Vts| compared
to b → s transition amplitudes, and current experimental results for b → d transitions
are not yet at the level of precision to constrain NP effects. On the other hand, for b→ s
transitions, there are many results already available from past B-physics experiments
such as CLEO, BaBar and Belle, as well as CDF and D0. The experimental results for
exclusive B decays have recently made significant progress with the LHCb collaboration,
thanks to the massive b-quark production at the LHC.

In particular, the LHCb has provided remarkable experimental results for two rare b→ s
transitions: the leptonic and semileptonic decays, Bs → µ+µ− and B → K∗µ+µ−, respec-
tively. The leptonic decay is free of hadronic final states, and hence theoretically cleaner.
However, the only observable it provides is a branching ratio (BR). On the other hand,
the semileptonic decay is theoretically more challenging as it has a hadron in its final
state and requires information on B → K form factors. Nonetheless, with large enough
statistics, this decay offers a variety of angular observables, in addition to the branching
ratio. The angular observables can be designed to minimise the hadronic dependence.
Moreover, they have different dependences on different Wilson coefficients, and can pro-
vide information on some of the Wilson coefficients which are otherwise not accessible
from the branching ratio of the leptonic decay. All this renders the study of the semilep-
tonic decay specially interesting.

In this thesis, we discuss the theoretical description of the Bs → `+`− and B → K∗`+`−

decays. We present the Standard Model predictions and carefully estimate the theoretical
errors. To demonstrate the NP effects in these decays, we consider one specific exten-
sion of the SM: supersymmetric models. In minimal supersymmetric standard model
(MSSM), new particles such as charged Higgs, charginos and squarks can modify the
predicted values of flavour changing observables. In particular we consider constrained
MSSM (CMSSM) and study the implications of the recent measurements of B → K∗µ+µ−

observables and update the constraints from BR(Bs → µ+µ−).



3

This thesis is organised as follows: in Chapter 2, we give a brief description of the Standard
Model and address the topic of flavour changing neutral currents. Chapter 3 contains an
overview of the minimal supersymmetric standard model (MSSM) , with possible FCNC
contributions within the MSSM. In Chapter 4, we introduce the effective Hamiltonian
within the operator product expansion framework. In Chapter 5, the generic effective
Hamiltonian for b→ s transitions is introduced. We later discuss the theoretical descrip-
tion of the B → K∗`+`− decay, and present the associated observables along with the
SM predictions, concentrating mostly on the large recoil region. We continue with the
description of the Bs → `+`− decay, and discuss the SM value for its branching ratio.
In Chapter 6, we present recent LHCb results and discuss the effect of supersymmetric
particles (within CMSSM) on the different Wilson coefficients. We later discuss the con-
straining power of BR(Bs → µ+µ−) and B → K∗µ+µ− observables on the parameters
of the CMSSM and a less constrained model (NUHM). Finally in the last Chapter, we
outline the most relevant aspects discussed in this thesis.





CHAPTER 2

Standard Model

In this chapter we give a brief description of the Standard Model (SM), focusing on the
charged and neutral currents, as well as flavour changing neutral currents (FCNC) in the
quark sector.

2.1 Standard Model with unbroken symmetry

The Standard Model [1] is a gauge theory invariant under the local symmetry group
SU(3)c × SU(2)L × U(1)Y , where SU(3) describes the symmetries of the strong inter-
actions, and SU(2) × U(1) the electroweak sector in the massless limit. The charges
associated with SU(2) and U(1) are weak isospin (T ) and hypercharge (Y ), respectively.
The hypercharge is defined by requiring the particles to have the correct charge according
to the quasi-Gell-Man-Nishijima relation

Q = T3 +
Y

2
, (2.1)

where T3 is the third component of the weak isospin. The L in SU(2)L corresponds to the
fact that for fermions, only left-handed states transform nontrivially under weak isospin.
Here, left- and right-handed, refers to the decomposition of Dirac four component spinors
via the chirality projectors PL and PR

ψR = PRψ ≡
1 + γ5

2
ψ, ψL = PLψ ≡

1− γ5

2
ψ. (2.2)

The different behaviour of left- and right-handed particles under SU(2)L transformations
is addressed by writing the left-handed particles as doublets (Q,L), and the right-handed
ones as singlets (D,U,E), as given in Table 2.1.

The free field Lagrangian, constructed only with the fermion fields, does not preserve
local gauge invariance, due to the appearance of derivative terms of the type (∂µψ).

5
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Fields SU(3)c × SU(2)L × U(1)Y Q T3

Fermion lepton fields

L ≡
(
ν ′L
`′L

)
(1, 2,−1)

(
0
−1

) (
1/2
−1/2

)
E ≡ `′R (1, 1,−2) −1 0

Fermion quark fields

Q ≡
(
u′L
d′L

)
(3, 2, 1/3)

(
2/3
−1/3

) (
1/2
−1/2

)
U ≡ u′R (3, 1, 4/3) 2/3 0

D ≡ d′R (3, 1,−2/3) −1/3 0
Gauge fields
Bµ (1, 1, 0)
W a
µ , (a = 1, 2, 3) (1, 3, 0)

Ga
µ, (a = 1, . . . , 8) (8, 1, 0)

Scalar field

Φ ≡
(
φ+

φ0

)
(1, 2, 1)

(
1
0

) (
1/2
−1/2

)

Table 2.1.: Gauge, fermion and scalar fields of the SM. The fermion fields each appear
in three generations: (e, µ, τ) for the charged lepton fields (and correspond-
ing νe, νµ, ντ ), and (u, c, t) and (d, s, b) for the up- and down-type quarks,
respectively.
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The Lagrangian can be made locally gauge invariant by introducing spin 1 gauge fields,
coupling minimally to the fermion fields by the replacement of ∂µ with

Dµ = ∂µ + ig1Bµ
Y

2
+ ig2W

a
µ τ

a + igsG
a
µT

a. (2.3)

Here, g1, g2 and gs are the coupling constants associated with U(1)Y , SU(2)L and SU(3)c,
respectively, indicating the strength with which the gauge fields couple to the fermion
fields. The gauge fields Bµ, W a

µ (a = 1, 2, 3) and Ga
µ(a = 1, · · · , 8) are respectively

associated with the symmetries U(1)Y , SU(2)L and SU(3)c, while τa and T b are the
generators of the latter. For these generators we use

τa =
σa

2
, T a =

λa

2
, (2.4)

where σa and λa are the Pauli and Gell-Mann matrices, respectively. The Lagrangian,
including fermion and gauge fields then becomes

LFermion-Gauge = Q̄iγµDµQ+ Ū iγµDµU + D̄iγµDµD + L̄iγµDµL+ ĒiγµDµE, (2.5)

where summation over the three generations for both lepton and quarks is implied.

In order for the gauge fields to become dynamical, the locally gauge invariant kinetic
terms must be added

LKinetic Gauge = −1

4
BµνB

µν − 1

4
W a
µνW

a,µν − 1

4
Ga
µνG

a,µν . (2.6)

Here Bµν ,W
a
µν and Ga

µν are the field strength tensors

Bµν = ∂µBν − ∂νBµ, (2.7)

W a
µν = ∂µW

a
ν − ∂νW a

µ − g2ε
abcW b

µW
c
ν , (2.8)

Ga
µν = ∂µG

a
ν − ∂νGa

µ − gsfabcGb
µG

c
ν , (2.9)

where εabc and fabc are the structure constants of SU(2)L and SU(3)c, respectively.

Dirac mass terms for the fermions (mψ̄ψ = mψ̄LψR + mψ̄RψL ) are not allowed in the
SM Lagrangian since left- and right-handed fermions transform differently under SU(2)L.
Moreover, local gauge invariance requires all the gauge bosons to be massless. This is
obviously at odds with observation and can be successfully addressed via spontaneous
breaking of the SU(2)L × U(1)Y symmetry.
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2.2 Mass terms of the SM Lagrangian

Spontaneous symmetry breaking

Mass terms can be included into the Lagrangian through the Englert-Brout-Higgs mech-
anism [2] by introducing a scalar SU(2)L doublet

Φ =

(
φ+

φ0

)
=

(
1√
2
(φ3 + iφ4)

1√
2
(φ1 + iφ2)

)
. (2.10)

In the above, φ+ and φ0 are both complex fields and the superscripts denote their elec-
tric charges; alternatively they can be written in terms of four real scalar fields φ1...4.
Considering that the scalar potential has a renormalisable (Mexican hat) form

V (Φ) = −µ2ΦΦ† + λ(ΦΦ†)2, (2.11)

and provided that λ, µ2 > 0, the lowest energy classical solution for the scalar field (Φ0)
becomes nonzero. For the vacuum expectation value (VEV) of the scalar field we then
have

〈Φ†0Φ0〉 =
µ2

2λ
≡ v2

2
. (2.12)

This is known as spontaneous symmetry breaking (SSB), where the Lagrangian is invariant
under the gauge transformations, but the vacuum state is not. A particular gauge can be
chosen in such a way that three of the four real degrees of freedom of the scalar doublet
vanish (φ2 = φ3 = φ4 = 0), hence for the ground state we find

〈Φ0〉 =

(
0
v√
2

)
. (2.13)

For excitations above the vacuum, the scalar field can be written as

Φ =

(
φ+

v+h+iφ2√
2

)
, (2.14)

where h(x) = φ1(x)−v. Using the local symmetry, different SU(2)L transformations may
be performed at each point in space so that Φ gets reduced to1

Φ =

(
0
v+h(x)√

2

)
. (2.15)

The scalar field coupling to the fermion and gauge fields further gives rise to mass terms.

1The unphysical scalars, φ2,3,4 are the would-be Goldstone bosons, absorbed as the longitudinal degrees
of freedom of the weak bosons.
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Gauge fields mass terms

The scalar field couples the the gauge fields in a gauge invariant way as follows

LScalar-Gauge = (DµΦ)†(DµΦ)− V (Φ) = (DµΦ)†(DµΦ) + µ2ΦΦ† − λ(ΦΦ†)2, (2.16)

with Dµ given in (2.3). Considering Φ as mentioned in (2.15), from the above Lagrangian
one can obtain the mass terms for the weak gauge bosons

(DµΦ)†(DµΦ) =
1

2
(∂µh)2 +

g2
2v

2

8

[
(W 1

µ)2 + (W 2
µ)2
]

+
v2

8

[
g2W

3
µ − g1Bµ

]2
+ · · · . (2.17)

The gauge fields mass eigenstates are related to the interaction ones as

W±
µ =

1√
2

(W 1
µ ∓ iW 2

µ),

(
Aµ
Zµ

)
=

(
cos θW sin θW
− sin θW cos θW

)(
Bµ

W 3
µ

)
, (2.18)

where W± and Zµ are the charged and neutral fields associated with the weak bosons and
θW is the Weinberg angle defined via

cos θW =
g2

(g2
1 + g2

2)1/2
, sin θW =

g1

(g2
1 + g2

2)1/2
. (2.19)

Aµ corresponds to photon with the electromagnetic coupling constant

e = g1 cos θW = g2 sin θW . (2.20)

Finally, the masses of W±
µ and Zµ can be written as

MW± =
g2v

2
, MZ =

(g2
1 + g2

2)1/2v

2
, (2.21)

while the gauge field of the photon remains massless (MA = 0).

The mentioned process is known as electroweak symmetry breaking (EWSB) and can be
expressed as SU(2)L×U(1)Y → U(1)EM , since the U(1) to which the photon corresponds
remains unbroken.

Fermion fields mass terms

Moreover, fermion fields couple to the scalar field and obtain mass terms

LScalar-Fermion = −
∑
i,j

(
Q̄i(Y

u)ijUjΦ
c + Q̄i(Y

d)ijDjΦ + L̄i(Y
e)ijEjΦ

)
+ h.c., (2.22)

with,

Φc = iσ2Φ∗, (2.23)
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and i, j denote the three generations of fermions. The couplings of the scalar field to the
fermion fields are referred to as Yukawa couplings (Y u, Y d, Y e) which are 3 × 3 complex
matrices.2

Upon EWSB, the scalar VEV (v) produces quadratic mass terms in LSF (2.22), which in
the gauge basis (primed) can be expressed as

LScalar-Fermion → Lmass = −ū′RiMU ′
ij u

′
Lj
− d̄′RiMD′

ij d
′
Lj
− ē′RiME′

ij e
′
Lj

+ h.c., (2.24)

with

M ′
U =

v2

√
2

(Y u)T , M ′
D =

v2

√
2

(Y d)T , M ′
E =

v2

√
2

(Y e)T . (2.25)

In general the Yukawa couplings, and hence the mass matrices, are not diagonal. The mass
matrices can be diagonalised via unitary field transformations that relate the interaction
(primed) and physical mass basis (unprimed) as follows

uL = V u
L u
′
L, uR = V u

Ru
′
R, dL = V d

Ld
′
L, dR = V d

Rd
′
R, (2.26)

eL = V e
Le
′
L, eR = V e

Re
′
R.

The mass matrices then become diagonal

MU = V u
RM

′
UV

u
L
† = diag(mu,mc,mt), MD = V d

RM
′
DV

d
L

†
= diag(md,ms,mb), (2.27)

ME = V e
RM

′
EV

e
L
† = diag(me,mµ,mτ ).

In summary, the Standard Model Lagrangian can be written as

L = LFG + LKG + LSG + LSF, (2.28)

where LFG,LKG,LSG and LSF are given in (2.5),(2.6),(2.16) and (2.22) respectively.

2.3 Quark interactions

In this work we are mostly interested in flavour changing neutral current (FCNC) processes
in the quark sector; the rest of this Chapter will thus be focused on flavour violating
interactions and processes in the quark sector.

2In the SM, as originally proposed, no νR is present, and neutrinos remain massless.
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Charged current interactions

Using the SU(2)L × U(1)Y formulation introduced above, the charged part of the inter-
action Lagrangian for the quark sector in LFG can be written as

LCharged Current = − g2√
2
J+µW+

µ + h.c., (2.29)

with the charged current given by

J+µ =
∑
i

ū′Liγ
µd′Li ,=

(
ū′L c̄′L t̄′L

)
γµ

 d′L
s′L
b′L

W+
µ (2.30)

= − g2√
2

(
ūL c̄L t̄L

)
γµ
(
V u
L V

d†
L

) dL
sL
bL

W+
µ ,

where the first line corresponds to the interaction basis while and the second line is cast
in the mass basis; moreover, J−µ = (J+µ)

†
. The matrix (V u

L V
d†
L ) is the so called Cabibbo-

Kobayashi-Maskawa (CKM) matrix [3,4]. In general, both the up- and down-type gauge
eigenstates are different from the mass eigenstates. However, either the up- or down-type
quarks can be chosen in such a way that they are the same in both mass and gauge basis.
Usually it is the up-type quarks that are considered to be the same (V u

L ≡ 11), in this case
the down-type gauge eigenstates (d′, s′, b′) are related to the mass eigenstates (d, s, b) via
the CKM matrix (V d

L ≡ VCKM) d′L
s′L
b′L

 = VCKM

 dL
sL
bL

 =

 Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 dL
sL
bL

 . (2.31)

The CKM matrix is a unitary 3× 3 matrix, as it is the product of two unitary matrices.
It can be parametrised by three mixing angles and one complex phase which means it can
be viewed as an Eulerian construction of three rotation matrices and a phase matrix. The
standardised parametrisation of the Particle Data Group (GDP) is of this sort. There are
other parametrisations of VCKM; an approximate form of VCKM due to Wolfenstein [5]

VCKM =

 1− 1
2
λ2 λ Aλ3(ρ− iη)

−λ 1− 1
2
λ2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4), (2.32)

separates a Cabibbo suppression parameter λ ∼ 0.22, from O(1) parameters (A, ρ) and
a phase (η). Within this approximate representation, the unitarity of VCKM only holds
up to corrections of O(λ4). Nonetheless, in the SM the unitarity of VCKM is exact. The
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unitarity relations for the CKM matrix can be written as∑
k=u,c,t

V ∗kiVkj = δij, i, j = d, s, b. (2.33)

The fact that the CKM matrix is not diagonal results in tree level flavour changing charged
current (FCCC) processes.

Neutral current interactions

While the misalignment between interaction and mass eigenstates results in FCCC pro-
cesses, neutral currents do not give rise to flavour changing processes. In the interaction
basis, considering (2.5), neutral current interactions among quarks are given by terms
∝ g1q̄

′
L(R)γ

µq′L(R)Bµ and g2q̄
′
Lγ

µq′LW
3
µ with q = u, d. However, expressed in the quark

mass basis, the primes can simply be removed since the rotation matrices are unitary
(V q

L(R)V
q†
L(R) = 11). For completeness, the neutral part of interactions among quarks in the

mass basis are given below

LNeutral Current = −eJµemAµ −
e

sin θW cos θW

(
Jµ3 − sin2 θWJ

µ
em

)
Zµ, (2.34)

where the neutral currents are

Jµem =
∑
i

Qa (ūLiγ
µuLi + ūRiγ

µuRi) +Qd
(
d̄Liγ

µdLi + d̄Riγ
µdRi

)
, (2.35)

Jµ3 =
∑

iT u3 ūLiγ
µuLi + T d3 d̄Liγ

µdLi . (2.36)

Here Qq and T q3 denote the charge and third component of the isospin of the quarks,
respectively. The relevant charges for the fields can be found in Table 2.1.

2.4 FCNCs in the Standard Model

As mentioned, tree level FCNCs are not allowed in the SM, nonetheless, at the loop level
they can appear through the so called penguin3 and box diagrams4 as shown in Figure 2.1.
However, these processes are very rare in the SM due to GIM and CKM suppressions. It
is possible to have FCNCs both for external up-type quark transitions (e.g. b → s) and
down-type ones (e.g. c→ u).

3 The etymology of this diagram is described in [6].
4Notice these are 4-point functions; loop corrections to 2-point function FCNCs between on-shell quarks

are reabsorbed by renormalising the quark fields and mass terms.
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b s

ℓ ℓ

u, c, t

W

γ

b

s

ℓ

ℓ
u, c, t

W

W

ν

Figure 2.1.: Typical FCNC penguin and box diagrams for b→ s`` transitions.

Down-type FCNCs

For instance, in the case of b→ s transitions, the relevant one-loop amplitude can schemat-
ically be expressed as

M = VubV
∗
us F (m2

u/M
2
W ) + VcbV

∗
cs F (m2

c/M
2
W ) + VtbV

∗
ts F (m2

t/M
2
W ), (2.37)

where F (m2
i /M

2
W ) are Inami-Lim loop functions [7]. If all the up-type quark masses were

degenerate, these functions could be factored out, and from the unitarity relation (2.33)

VubV
∗
us + VcbV

∗
cs + VtbV

∗
ts = 0, (2.38)

the amplitude would vanish. This is known as “GIM cancellation”, named after Glashow,
Iliopoulos and Maiani [8]. However, due the large mass difference between the top quark
and the charm and up quarks, b→ s transitions are not highly GIM suppressed.

Up-type FCNCs

By the same argument, the GIM suppression is very efficient for the the up-type FCNCs,
since the down-type quarks appearing in the loops are much more degenerate in mass,
than the up-type quarks. Hence FCNCs are more “visible” i.e. likely to be experimentally
observed in the down sector.

Overall, both the GIM and CKM suppressions, embedded in the structure of the SM,
play an important part in limiting the size of FCNC processes. On the other hand, new
physics, present at some high energy scale Λ, can introduce additional sources of FCNCs.
In our work we consider supersymmetry as the new physics model. A brief description
of the minimal supersymmetric standard model and possible new sources of FCNCs are
given in the next chapter.





CHAPTER 3

Minimal Supersymmetric Standard Model

In recent years many experiments have tested the Standard Model (SM) of electroweak
and strong interactions to unprecedented accuracy. So far, the SM has provided a remark-
ably successful description of the observed particles and their interactions. Nevertheless,
the SM is not the ultimate theory of fundamental particles and their interactions. To
understand why this is so, let us first point out that although being able to interpret and
account for the experimental data, the SM does not explain fundamental issues, like the
particle quantum numbers, such as electric charge, weak isospin, hypercharge and colour,
and contains 19 arbitrary parameters. The latter include three gauge couplings, one CP
violating strong interaction parameter, six quark and three charged lepton masses, three
weak mixing angles, one CP violating phase, and two independent masses for a weak
boson and a scalar.
Moreover, we are yet to understand the reasons behind the choice of the SU(3)c×SU(2)L×
U(1)Y gauge group, the existence of three chiral families, and the mixings of the different
quark flavours under weak interactions. The SM also offers little insight into the true
nature of electroweak symmetry breaking processes, and the generation of mass – the
Brout-Englert-Higgs mechanism [2].
At energies above the Planck scale, quantum gravitational effects become significant, and
the SM must necessarily be replaced by a more fundamental theory that incorporates
gravity. It is also conceivable that the SM breaks down at an intermediate scale, so that
the SM degrees of freedom are no longer appropriate to describe physics above that scale
and new physics (NP) must enter. Note that these scales are separated by several orders
of magnitude, in particular 17 orders of magnitude spread between the weak and the
Planck scales. This introduces another fundamental issue: the understanding of the gap
between the two major energy scales of the four fundamental interactions. This is usually
referred to as the hierarchy problem: why the weak scale is so small when compared to
the Planck scale, MP ' 1019GeV, or equivalently why the Newton constant is so much
smaller than the Fermi constant GN � GF . Since in the SM there is no mechanism
to protect the mass of a scalar boson (chiral and gauge symmetries protect fermion and
gauge boson masses), radiative corrections to the Higgs mass can be arbitrarily large, since

15
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δm2
H = O(α/π) Λ2 , where Λ is an ultraviolet cut-off scale that reflects the appearance

of new physics beyond the SM. By adjusting the Lagrangian counterterm so to cancel
this large quantum correction, one can bring down the renormalised Higgs mass to the
electroweak scale. Note that this cancellation must be done order-by-order, and amounts
to a fine-tuning of one part in 1032. Such an unnatural cancellation is in the very heart
of the hierarchy problem and it poses a serious problem to any theory which aims at
naturalness as a guiding principle.

In summary, the standard model of electroweak interactions is not a fundamental theory.
At best it is an effective field theory, that provides an extremely good description of all
observable low energy phenomena. One of the most acclaimed candidates for a theory
that naturally includes the SM and establishes a bridge to gravity is supersymmetry or
“SUSY” for short.

3.1 Supersymmetry

The basic idea of supersymmetry is the existence of transformations that convert a bosonic
state into a fermionic state and vice-versa. These transformations are generated by an
operator Q, that relates bosons and fermions,

Q |Boson〉 = |Fermion〉 , Q |Fermion〉 = |Boson〉 . (3.1)

The Hermitian conjugate of Q, Q†, can be shown to be a distinct symmetry generator.
Note that Q and Q† are fermionic operators, which means that they carry spin angular
momentum 1/2, so it is clear that in addition to being an internal symmetry, SUSY must
be a spacetime symmetry. In this case the Poincaré group of spacetime transformations
is extended to Q and Q†.

As first noticed by Wess and Zumino [9], SUSY evades the Coleman-Mandula no-go theo-
rem [10], which states that one cannot mix internal and spacetime symmetries, if the spin
of the new symmetry generators are integer. The Haag-Lopuzanski-Sohnius extension of
the theorem [11] shows that the no-go condition can be evaded with half-integer spins,
provided the generators Q and Q† satisfy an algebra of commutation relations that has
the schematic form:

{Q,Q†} = P µ , {Q,Q} = {Q†, Q†} = 0 , [P µ, Q] = [P µ, Q†] = 0 . (3.2)

The appearance of the momentum generator of spacetime translations, P µ, on the right
hand side of the first equation is not surprising, since it transforms under Lorentz boosts
and rotations as a spin-1 object, while Q and Q† are spin-1/2 objects. Introducing the
Weyl two-component spin notation (see for example [12]), let us summarise explicitly the
algebra of the SUSY generators:

{Qα, Qβ} = {Q̄ .
α, Q̄ .

β
} = 0 , {Qα, Q̄ .

β
} = 2 (σµ)

α
.
β
Pµ ,

[P µ, Qα] = 0 , [Mµν , Qα] = −i (σµν)α
β Qβ , (3.3)
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where Mµν is the 4-angular momentum tensor and
(.)
α and

(.)

β are Weyl spinor indices
running from 1 to 2.

In order to reconcile Special Relativity and Quantum Mechanics, Dirac postulated a
doubling of states, by introducing an antiparticle for each particle. The generators Q have
a similar effect, causing a further splitting into particle and superparticle (or “sparticle”).
Due to the spinorial nature of Q, the superpartners differ the SM partners in spin, by an
amount of 1/2. Each fermion and sfermion (a scalar), as well as each gauge boson and
gaugino (a fermion) are joined together to form irreducible representations of the algebra,
called supermultiplets. Each supermultiplet contains both fermion and boson states,
which can be related one to the other by means of some combination of the generators,
up to a spacetime translation or rotation.

Since the squared-mass operator P 2 commutes withQ andQ†, as well as with all spacetime
and translation operators, it follows that the members of a supermultiplet must have the
same eigenvalue of P 2, that is, the same mass.

The anticommutation of Q and Q† with the operator (−1)2s where s is the spin angu-
lar momentum, results in the number of bosonic degrees of freedom (nB) to be equal
to the number of fermionic degree of freedom (nF ), for a supermultiplet. Depending on
the number of distinct copies of supersymmetry generators Q and Q†, supermultiplets
can be written as various combinations of particle with spins that satisfy nF = nB. If
the interactions are to be renormalisable and there is only one supersymmetry generator
(N = 1 supersymmetry), the supermultiplets can be written as chiral and gauge super-
multiplets. The chiral (matter) supermultiplet consists of a two-component Weyl fermion
and a complex scalar field called the sfermion. The vector (gauge) supermultiplet consists
of a massless spin-1 gauge boson and a massless spin-1/2 Weyl fermion called the gaugino.
For both of these multiplets nF = nB = 2. The superpartners within a supermultiplet
differ in spin by 1/2 unit.

In the first page of this Chapter, we have mentioned a number of unsettling issues of the
SM. Although SUSY does not offer an answer to all of them, supersymmetric extensions
of the SM do manage to provide a viable and elegant solution to many of those issues.
Let us discuss a few examples:

Hierarchy problem

The hierarchy problem [13, 14] is related to the large radiative corrections to the Higgs
boson mass. To overcome the associated fine-tuning problem, one requires a mechanism
that acts in the same fashion as gauge and chiral symmetries in protecting the gauge
boson and fermion masses. In particular, quantum corrections to fermion masses are
only logarithmically sensitive to the cut-off scale Λ. If SUSY was an exact symmetry,
then both elements of a chiral multiplet would have the same mass (radiative effects
included). Since the Higgs boson would be associated with a higgsino (fermion), it would
display an analogous logarithmic sensitivity to Λ. In particular, since the couplings and
the masses of the particles entering the radiative corrections are the same, but fermion
and scalar loops contribute with opposite sign, the corrections would vanish. Given that
no sparticle has yet been observed, we have good reasons to believe that SUSY is in
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fact broken. In this case, we have non-vanishing, yet mild corrections to the Higgs mass
(δm2

H = O(α/π) δm2 , where δm2 would be the mass splitting between partners and
spartners). In particular, if the masses of the superpartners are in the TeV range, a
Higgs mass around the electroweak breaking scale can be naturally obtained, without any
miraculous cancellations.

It is worth mentioning that even though SUSY was not originally developed having in
view a solution to the hierarchy problem, the fact that SUSY eliminates many divergences
in certain quantum field theories became one of its most attractive and motivating as-
pects: it is only one of the many theoretical virtues of building maximal extensions of the
Poincaré algebra.

Unification of gauge couplings

Although perhaps accidental, this feature has often been identified as the only quantitative
prediction (or even as the only s-experimental hint) of supersymmetry, and is related to
the strengths of the different interactions. In Grand Unified theories (GUT), the energy-
scale evolution of the three gauge couplings is such that they should meet in one common
point at some large energy. In a theory of particle physics, the behaviour of a parameter
as a function of the energy scale is given by the renormalisation group equations (RGE),
and these depend on the specific model being considered. If we take the SM RGEs, the
requirement of unification at some high energy scale would translate into a low-energy
measurement of the Weinberg weak mixing angle, sin2 θW = 0.214 ± 0.004, that would
not be compatible with the current experimental value, sin2 θW = 0.23116± 0.00012 [15].
Including SUSY in the RGEs, the couplings unify at a scale around 2×1016 GeV [16] safe
from the experimental lower limit on the lifetime of the proton, and the low-energy value
of sin2 θW predicted by minimal SUSY GUTs is sin2 θW ∼ 0.232, in fair agreement with
the experiment. Note that the SUSY prediction depends on the value of the sparticle
masses, that were here estimated to be in the 0.1→ 10 TeV range.

Spontaneous electroweak symmetry breaking

As we will discuss at a later stage, in minimal SUSY models we have necessarily at least
two Higgs doublets. In the presence of a heavy top quark, radiative corrections to the
mass of the Higgs associated with the up-quark sector induce its running from a positive
value at the ultraviolet scale, down to negative values in the infrared, thus triggering elec-
troweak symmetry breaking (see, for example [17]). Unlike in the SM, where the negative
value of the squared scalar mass is put by hand, in SUSY we have a natural framework for
the radiative breaking of SU(2)L×U(1)Y . From a wider perspective, SUSY also provides
a symmetry argument for the necessary existence of fundamental scalar doublets, whose
existence is now established.
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3.2 MSSM

3.2.1 Particle content

The minimal supersymmetric extension of the standard model (MSSM) [17–19] consists
of taking the SM particles, and adding the corresponding SUSY partners, so that a gauge
or matter supermultiplet is formed. In Table 3.1, we summarise the MSSM superfield con-
tent, splitting the multiplets, which are denoted by a hat superscript, into their fermionic
and bosonic components, and presenting their common gauge quantum numbers.

Superfields Boson Fields Fermionic Partners SU(3)c × SU(2)L × U(1)Y
Gauge Multiplets

B̂ B B̃ (1, 1, 0)

V̂ W W̃ (1, 3, 0)

Ĝ g g̃ (8, 1, 0)
Matter Multiplets

L̂ L̃ ≡
(
ν̃L
˜̀
L

)
L ≡

(
νL
`L

)
(1, 2,−1)

Ê Ẽ ≡ ˜̀∗
R E ≡ (`R)c (1, 1,+2)

Q̂ Q̃ ≡
(
ũL
d̃L

)
Q ≡

(
uL
dL

)
(3, 2, 1/3)

Û Ũ ≡ ũ∗R U ≡ (uR)c (3∗, 1,−4/3)

D̂ D̃ ≡ d̃∗R D ≡ (dR)c (3∗, 1, 2/3)

Ĥ1 H1 ≡
(
H0

1

H−1

)
H̃1 ≡

(
H̃0

1

H̃−1

)
(1, 2,−1)

Ĥ2 H2 ≡
(
H+

2

H0
2

)
H̃2 ≡

(
H̃+

2

H̃0
2

)
(1, 2,+1)

Table 3.1.: Gauge and matter supermultiplets of the MSSM.

Note that in Table 3.1 we listed the interaction eigenstates, and not the physical parti-
cles, and we did not consider flavour or colour dependence. Two Higgs supermultiplets
were introduced in the superfield content. This is done to ensure the cancellation of the
anomalies induced by chiral fermion partners, and to give mass to both up and down
quarks, without violating the analytical properties of the superpotential. It should be
stressed that all the SM fermions are chiral, which means that the left parts of the fields
interact differently from the right parts. Hence they can only be members of the chiral
supermultiplet.

It is also worth emphasising that all supersymmetric partners are indeed new particles,
and cannot be identified with any of the original SM bosons or fermions. Originally, and
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from the comparison of the quantum numbers, it was attempted to assign the sneutrino
and one of the Higgs scalars as members of the same supermultiplet [20]. Although an
appealing attempt, it was soon realised that it would not work; even ignoring the problem
of anomaly cancellation, phenomenological inconsistencies were present, like sizable lepton
number violation, and a large mass for one of the neutrinos.

Regarding the labeling of these new particles, we have a spin-1/2 gluino g̃ as the spartner
of the SU(3)c gluon. In association with the electroweak gauge symmetry spin-1 bosons,
we have the spin-1/2 superpartners W̃ 0, W̃± and B̃0, called Winos and Bino, respectively.
After electroweak symmetry breaking the mixtures of W̃ 0 and B̃0 give mass eigenstates
zino Z̃0 and photino γ̃. The Higgs spartners are labeled higgsinos, and symbolically
denoted H̃0,±

i , or h̃0,±
i . Depending on the SUSY breaking Lagrangian (discussed later in

the text) the neutral components mix with the neutral Bino and Wino, and give rise to the
physical neutralinos χ̃0, while the admixture of the charged components with the charged
winos forms the physical charginos χ̃±. The fermionic and leptonic matter content finds
its superpartners in the squarks, sleptons and sneutrinos.

In general, supersymmetric extensions of the SM can have gauge invariant interactions
that violate baryon and lepton numbers. This leads to some disturbing results such as
unacceptably fast proton decay. To avoid these types of phenomenological results, the
MSSM is postulated to preserve a new symmetry called R-parity. The R-parity is a
multiplicative quantum number

PR = (−1)3(B−L)+2s, (3.4)

where s refers to the spin and B and L are the baryon and lepton number, respectively.
All the SM particles and the Higgs bosons have even R-parity (PR = +1), while their
supersymmetric partners have odd R-parity (PR = −1). The fact that the MSSM is R-
parity conserving leads to useful phenomenological results. All supersymmetric particles
are produced in pairs and the lightest supersymmetric particle (LSP) is automatically
stable. The existence of such a stable LSP is well motivated by the need for non-baryonic
dark matter [21]. Another welcome result of R-parity conservation is the elimination of
tree level flavour changing neutral currents.

3.2.2 Supersymmetric Lagrangian

Chiral Lagrangian

The Lagrangian of the chiral supermultiplet can be obtained from a superpotential that
is assumed to preserve R-parity

W = WYukawa +WHiggs, (3.5)
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with

WYukawa = εαβ

(
Q̂α
i Y

u
ij ÛjĤ

β
2 − Q̂α

i Y
d
ijD̂jĤ

β
1 − L̂αi Y e

ijÊjĤ
β
1

)
, (3.6)

WHiggs = −µεαβĤα
1 Ĥ

β
2 , (3.7)

where i, j = 1, 2, 3 denote generation indices, α, β = 1, 2 are SU(2) indices, and ε is a
completely antisymmetric 2 × 2 matrix with ε12 = 1. The matrices Y u, Y d, and Y e give
rise to the usual Yukawa interactions, which generate the masses of quarks and leptons.

Including the fermion fields of the chiral supermultiplet, the Lagrangian can be expressed
as1

Lchiral = ∂µφ
†
i∂
†φi + iψ̄iσ̄

µ∂µψi −
1

2

(
∂2W

∂φi∂φj
ψiψj + h.c.

)
−
(
∂W

∂φi

)∗(
∂W

∂φi

)
. (3.8)

Here φ refers to a massless complex spin-0 field and ψ corresponds to a massless left-
handed Weyl spinor. In the above equation i and j stand for different superfields of the
chiral supermultiplet (e.g. L̂, Ê, Q̂, ...) of the chiral supermultiplet.

Gauge Lagrangian

The gauge Lagrangian can be expressed in terms of the massless gauge boson fields (Aaµ)
and of the Weyl fermion gaugino fields (λa), which form the gauge supermultiplets

Lgauge = −1

4
F a
µνF

µν a + iλ†aσ̄µDµλ
a +

1

2
DaDa. (3.9)

Here Da is the nonpropagating auxiliary field of the gauge supermultiplet and Dµ is the
covariant derivative

Dµλ
a = ∂µλ

a + gfabcλc, (3.10)

with fabc the totally antisymmetric structure constant that defines the gauge group
([T a, T b] = ifabcT c), and T aG the generators of the gauge group. For the Yang-Mills
field strength tensor we have

F a
µν = ∂µA

a
ν − ∂νAaµ + gfabcAbµA

c
ν . (3.11)

SUSY Lagrangian

While the gauge Lagrangian is both SUSY and gauge invariant, the chiral Lagrangian is
only SUSY invariant. For Lchiral to respect gauge invariance, and similar to what occurs

1The superfields of the superpotential can alternatively be considered as their corresponding scalar
fields [17].
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in the SM, the partial derivative can be replaced with the covariant derivative

∂µφi −→ Dµφi = ∂µφi − igAaµ(T aφ)i, (3.12)

∂µψi −→ Dµψi = ∂µψi − igAaµ(T aφ)i. (3.13)

The covariant derivative restores gauge invariance but it introduces new interaction terms
that break the SUSY invariance (the second terms in the above equations). To restore
SUSY invariance new interaction terms have to be included. Considering renormalisability
and gauge invariance, there are three possible terms that can be added

(φ∗iT
aψi)λ

a, λ†a(ψ†iT
aφi), (φ∗iT

aφi)D
a. (3.14)

Combining the chiral and gauge Lagrangians, and adding the above gauge-restoring terms
with the appropriate numerical factors, the supersymmetric Lagrangian can be schemat-
ically expressed as

LSUSY = −1

4
F a
µνF

µν a + iλ†aσ̄µDµλ
a +Dµφ

†
iD
†φi + iψ̄iσ̄

µDµψi (3.15)

− 1

2

(
∂2W

∂φi∂φj
ψiψj + h.c.

)
−
(
∂W

∂φi

)∗(
∂W

∂φi

)
−
√

2g [(φ∗iT
aψi)λ

a + h.c.]− 1

2
g2 (φ∗iT

aφi)
2 ,

where the auxiliary field (Da) has been eliminated using the equation of motion. As
aforementioned, in an unbroken SUSY theory, both members of a multiplet are degenerate
in mass.

3.2.3 Soft breaking Lagrangian

Since we have not observed any sparticles with the same mass as their SM partners, for
instance a scalar with the same quantum numbers of the electron and couplings, we have
to admit that the mass of the selectron has to be high enough for it to have so far es-
caped detection. Therefore SUSY must be broken. To ensure that the supersymmetric
Lagrangian remains free of quadratic divergences - an original motivation of supersym-
metry, only a small set of terms are allowed to be present in the so called “soft SUSY
breaking” Lagrangian. For detailed analyses, we refer the reader to [12,17,19,22–24].

As a consequence, in addition to the superpotential given by (3.5), we have to specify the
SUSY soft-breaking terms. These are given by
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LSB =
1

2

(
M1B̃B̃ +M2W̃W̃ +M3g̃g̃ + h.c.

)
(3.16)

− Q̃α∗
i

(
M2

Q̃

)
ij
Q̃α
j − Ũi

(
M2

Ũ

)
ij
Ũ∗j − D̃i

(
M2

D̃

)
ij
D̃∗j − L̃α∗i

(
M2

L̃

)
ij
L̃αj − Ẽi

(
M2

Ẽ

)
ij
Ẽ∗j

− εαβ
[
Q̃α
i (AuijY

u
ij )ŨjH

β
2 − Q̃α

i (AdijY
d
ij)D̃jH

β
1 − L̃αi (AuijY

e
ij)ẼjH

β
1

]
−m2

H1
H∗α1 Hα

1 −m2
H2
H∗α2 Hα

2 +Bµ εαβ H
α
1 Hβ

2 ,

where the first line contains the gaugino mass terms and the second line the soft squared
masses for the squarks and sleptons. The third line contains the trilinear soft breaking
terms (also referred to as A terms).

The origin of SUSY breaking is still unknown. Constructing models that break super-
symmetry in an acceptable way is highly non-trivial mostly because the breaking cannot
be brought by one of the MSSM supermultiplets, and must thus occur in a “hidden”
sector and later communicate to the MSSM (see, for instance [25] for an overview). Many
mechanisms have been presented since the 1980’s. To account for the set of terms ap-
pearing in the soft breaking Lagrangian, there are several proposals for the mediation of
SUSY breaking. Let us just cite supergravity [26, 27], gauge mediation [28] and anomaly
mediation [29] models.

The soft breaking Lagrangian has several new parameters compared to the SM. Overall,
the MSSM Lagrangian introduces 62 real parameters and 43 CP -violating phases in ad-
dition to the SM parameters which brings the total number of physical degree of freedom
to:

Unconstrained MSSM: 79 real + 45 imaginary = 124 d.o.f. . (3.17)

However, the MSSM is not phenomenologically viable in a large region of its parameter
space: unless we impose some conditions on the parameters, we encounter some fine-
tuning problems, as the µ problem, naturalness paradigms like the electric dipole moment
problems, unsuppressed contributions to flavour changing neutral currents - the SUSY
flavour problem, just to cite a few issues.

To reduce the MSSM parameter freedom, one can either assume some simplification crite-
ria at high or low energies. Let us just mention that at low energies we can impose some
alignment between quark Yukawa terms and squark soft masses, or assume universality of
the soft breaking terms in the flavour space, for example. At high energies, one treats the
MSSM parameters as running parameters, and imposes some structure for the soft break-
ing terms at some common scale (GUT, or even MP ). The initial conditions depend on the
mechanism for SUSY breaking one is considering. For example, in minimal supergravity
scenarios (mSUGRA), relations of universality among the soft breaking parameters, and
the use of the above referred symmetries, allow us to parameterise the high energy model
by means of five independent parameters: the common soft scalar mass at the GUT scale
(m0), the unified gaugino mass (m1/2), the universal trilinear coupling (A0), the ratio of
the Higgs vacuum expectation values (tan β) and finally the sign of the bilinear Higgs



24 3.2. MSSM

term in the superpotential (sgnµ). By running the RGEs one can then derive the low
energy MSSM parameters. The running of the MSSM parameters can generate a vacuum
instability where the Higgs mass runs from a positive value at the GUT scale to a negative
one at the electroweak scale, thus triggering spontaneous electroweak symmetry breaking,
induced by SUSY breaking.

3.2.4 Low energy spectrum

Depending on the high-energy model we are assuming, different predictions for the low
energy scenario will emerge. Overlooking the fact that each high scale model will establish
specific patterns between the low energy parameters, the phenomenology of the MSSM
can be described by enumerating the properties of the physical states, that is, their
interactions and their masses.

The essential tool to obtain the high-low energy relations is the (RGE) [30] adapted for
the MSSM.

The Feynman rules, particle interaction, and mass matrices of the MSSM have been
extensively listed in the literature, for example in Refs. [17, 22, 23, 31–33]. Here, we shall
pay special attention to the definition of the mass matrices, and hence to the relations
between the interaction and the physical states, which play an essential role in flavour
physics.

We will give a brief description of the mass matrices of the matter sector, that is, fermions
and sfermions, as well as the mixtures of the gauge boson partners and Higgs fermions,
when discussing the charginos and the neutralinos. However, before advancing, we will
consider the implications of finding stable minima for the scalar potential, and present
the MSSM spectrum of scalar Higgs particles.

Minimisation of the potential

As stated before, SUSY requires the presence of - two complex doublets, rather than the
single one present in the SM. The classical standard potential for the Higgs scalar fields
in the MSSM is given by

Vscalar = (µ2 +m2
H1

) (|H0
1 |2 + |H−1 |2) + (µ2 +m2

H2
) (|H0

2 |2 + |H+
2 |2)

+
[
B µ (H−1 H+

2 −H0
1 H

0
2 ) + c.c.

]
+

1

8
(g2

1 + g2
2)
(
|H0

2 |2 + |H+
2 |2 − |H0

1 |2 − |H−1 |2
)2

(3.18)

+
1

2
g2

2 |H0
1
∗
H+

2 +H−1
∗
H0

2 |2 ,

where some terms arise from soft SUSY breaking and others are F - (those proportional
to µ) and D-terms (the ones associated with the weak gauge couplings).

As mentioned before, having a negative value for one of the soft Higgs masses (m2
H1
< 0)

is not only natural, but in fact essential for the spontaneous breaking of electroweak
symmetry (SSB).

Using SU(2)L gauge transformations, and requiring that the potential has a minimum
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with respect to the four Higgs components, lead us to setting 〈H−1 〉 = 〈H+
2 〉 = 0, where

〈φ〉 denotes the vacuum expectation value of the field φ. This has the appealing feature
of preserving electromagnetism, and forcing the product 〈H0

1 〉〈H0
2 〉 to be real and positive

at the minimum of the potential.

The minimisation of the tree level potential after electroweak symmetry breaking leads
to a pair of equations, which can be rewritten as

|µ|2 +m2
H1

= B µ tan β − (M2
Z/2) cos (2β) ,

|µ|2 +m2
H2

= B µ cot β + (M2
Z/2) cos (2β) , (3.19)

where we are already introducing the physical Z boson mass, M2
Z = (v2) (g2

1 +g2
2)/4 with

the numerical value v =
√
v2

1 + v2
2 ' 246 GeV and tan β = v2/v1 is the ratio of the Higgs

VEVs

〈H1〉 =

( v1√
2

0

)
≡
( v cosβ√

2

0

)
, 〈H2〉 =

(
0
v2√

2

)
≡
(

0
v sinβ√

2

)
. (3.20)

.

Requiring the minimum to be stable, and that it corresponds to an electroweak symmetry
breaking minimum (that is, v1,2 6= 0), impose 2 additional conditions,

(B µ)2 > (µ2 +m2
H1

) (µ2 +m2
H2

) ,

m2
H1

+m2
H2

+ 2 µ2 > |B µ| . (3.21)

Equations (3.19) allow us to eliminate two of the Lagrangian parameters, namely µ and
B, just with the requirement of SSB. The disadvantage this introduces is the so-called “µ-
problem” of supersymmetry. In other words, if µ is a superpotential parameter, defined
at some very high-scale, e.g. the GUT scale, why should its value be close to that of
the soft masses appearing in the SUSY breaking Lagrangian, which are not related to
the superpotential? This is one of SUSY’s naturalness problems. The above statement
becomes mathematically clear if we take |µ|2, B and m2

Hi
as input parameters and MZ

and tan β as output parameters, and rewrite (3.19) to obtain

|µ|2 = −1

2
M2

Z +
m2
H2

sin2 β −m2
H1

cos2 β

cos(2 β)
. (3.22)

If we dismiss the possibility of cancellations between the parameters on the right hand
side, we should expect that all parameters present in the equation should be roughly
within one or two orders of magnitude of M2

Z . Therefore, we are led to believe that there
must exist some mechanism at very high energies that somehow relates the value of µ
with the soft supersymmetry breaking mechanism [34].
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Scalar Higgs spectrum

Although we will skip the presentation of the Higgs mixing matrices here (see, for instance
Refs. [35, 36]), we shall discuss the physical Higgs scalar eigenstates of this two-Higgs
doublet model. We originally have 4 complex (or 8 real) degrees of freedom associated
with the 2 doublets. Three of them are “eaten up” by the SM gauge bosons, W± and
Z0, and the remaining five are associated to 5 physical Higgs bosons: two charged scalars
(H±) and three neutral states. Of the latter, one is a CP -odd state, the pseudoscalar A,
and the other two are CP even (H0 and h0), where the upper (lower) case refers to the
heaviest (lightest) state. Their tree level masses are given by

m2
A = m2

H1
+m2

H2
+ 2 µ2 ,

m2
H± = m2

A +M2
W ,

m2
H0,h0 =

1

2

[
m2
A +M2

Z ±
√

(m2
A +M2

Z)2 − 4 m2
A M

2
Z cos2 2 β

]
. (3.23)

Notice that at tree level we have mH± ≥ MW , mH0 ≥ MZ and mh0 ≤ MZ , which
means that in these conditions we have a light Higgs boson. This is a consequence of
having the Higgs quartic coupling defined by the gauge couplings in the supersymmetric
framework. Observe however that radiative corrections play a very important role in the
MSSM: regarding the light Higgs mass, mh, the leading radiative corrections arise from
the top-stop loops, and grow as the fourth power of the top mass,

m2
h → m2

h + δm2
h , with δm2

h ∼ O(α)
m4
t

M2
W

ln

(
m2
t̃

m2
t

)
, (3.24)

so that the upper limit can be pushed up to around 150 GeV. The upper limit depends on
various parameters such as tan β and the supersymmetry breaking scale [37]. A detailed
summary of radiative corrections to mh0 can be found in [38].

Quark and lepton mass matrices

In the weak interaction basis, the quark mass Lagrangian is given by

L = d̄′R M
′
D d′L + ū′R M

′
U u

′
L + ē′R M

′
E e
′
L + h.c. , (3.25)

with the mass matrices written in terms of the Higgs VEV’s and the Yukawa couplings,

M ′
D =

v1√
2

(Y d)T , M ′
U =

v2√
2

(Y u)T . M ′
E =

v1√
2

(Y e)T . (3.26)

The physical and weak (primed) eigenstates are related according to (2.26), and the diago-
nalised mass matrices are given in (2.27). The Cabibbo-Kobayashi-Maskawa matrix, that

parameterises the flavour mixing in charged weak interactions is defined as VCKM = V u
L V d

L
†

(see Section 2.2).
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Squark mass matrices

A convenient basis when addressing problems of CP violation, or flavour physics, is the so
called “super-CKM” (SCKM) basis [39], where left and right handed squarks are rotated
parallel to the left and right handed quarks. In this basis, the 6 × 6 mass matrices of
the up-squark (ũL, c̃L, t̃L, ũR, c̃R, t̃R) and down-squarks (d̃L, s̃L, b̃L, d̃R, s̃R, b̃R) , can each
be expressed as

M2
ũ =

(
M2

ULL
M2

ULR

M2†
ULR

M2
URR

)
, M2

d̃
=

(
M2

DLL
M2

DLR

M2†
DLR

M2
DRR

)
(3.27)

The 3× 3 submatrices are given by

M2
ULL

= M2
ŨL

+M2
U +

1

6
M2

Z cos 2β(3− 4s2
W )11, (3.28)

M2
ULR

= MU(Au∗ − µ cot β11), (3.29)

M2
URR

= M2
ŨR

+M2
U +

2

3
M2

Z cos 2βs2
W 11, (3.30)

M2
DLL

= M2
D̃L

+M2
D −

1

6
M2

Z cos 2β(3− 2s2
W )11, (3.31)

M2
DLR

= MD(Ad∗ − µ tan β11), (3.32)

M2
DRR

= M2
D̃R

+M2
D −

1

3
M2

Z cos 2βs2
W 11. (3.33)

where s2
W ≡ sin2 θW . In the above relations, MX̃L,R

(X = U,D) are the soft breaking
mass-squared matrices in the SCKM basis which are related to the interaction basis via

M2
ŨL

= V u
LM

2
Q̃
V u†
L , M2

ŨR
= V u

RM
2T
Ũ
V u†
R , (3.34)

M2
D̃L

= V d
LM

2
Q̃
V d†
L , M2

D̃R
= V d

RM
2T
D̃
V d†
R . (3.35)

Due to SU(2) gauge symmetry, M2
D̃L

and M2
ŨL

are connected through the CKM matrix,

this can readily be seen by considering the above relations

M2
D̃L

= V †CKMM
2
ŨL
VCKM. (3.36)

While the mass matrices (MU ,MD) are diagonal in the SCKM basis, the squark mass-
squared matrices are not. The matrices M2

ũ and M2
d̃

can be diagonalised by unitary field
rotations to obtain the mass eigenstates of the squarks

ΓUM2
ũΓU† = diag(m2

ũ1
, · · · ,m2

ũ6
), (3.37)

ΓDM2
d̃
ΓD† = diag(m2

d̃1
, · · · ,m2

d̃6
). (3.38)

Finally it proves useful to define the 6 × 6 mixing matrices ΓU and ΓD in terms of their
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6× 3 block components,

ΓU6×6 =
(

ΓUL6×3 ΓUR6×3

)
, (3.39)

ΓD6×6 =
(

ΓDL6×3 ΓDR6×3

)
. (3.40)

Slepton mass matrices

Similar to the squark case, the slepton mass matrices can also be built from four, 3 × 3
submatrices,

M2
˜̀ =

(
M2

ELL
M2

ELR

M2†
ELR

M2
ERR

)
, (3.41)

where the 3× 3 submatrices are

M2
ELL

= M2
L̃L

+M2
E −

1

2
M2

Z cos 2β(1− 2s2
W )11, (3.42)

M2
ELR

= ME(Ae∗ − µ tan β11), (3.43)

M2
ERR

= M2
L̃R

+M2
E −M2

Z cos 2βs2
W 11. (3.44)

ML̃L
and ML̃R

are the soft breaking mass matrices in the basis where the charged leptons
are diagonal, they are related to the interaction basis through

M2
L̃L

= V e
LM

2
L̃
V e†
L , M2

L̃R
= V e

RM
2T
Ẽ
V e†
R . (3.45)

For the sneutrinos we have

M2
ν̃ = M2

L̃L
+

1

2
M2

Z cos 2β11. (3.46)

In this basis, the matrices M2
˜̀ and M2

ν̃ are not diagonal. Similar to the squark mass
matrices, the mass eigenstates of the sleptons and sneutrinos can be obtained by the
mixing matrices (ΓE)6×6 and (ΓN)3×3

ΓEM2
˜̀ΓE† = diag(m2

˜̀
1
, · · · ,m2

˜̀
6
), (3.47)

ΓNM2
ν̃ΓN† = diag(m2

ν̃1
, · · · ,m2

ν̃3
). (3.48)

As before, the 6× 6 mixing matrix ΓE can be defined in terms of 6× 3 submatrices

ΓE6×6 =
(

ΓEL6×3 ΓER6×3

)
. (3.49)

Chargino mass matrices

We now turn our attention to the four-component Dirac fermions, χ̃±1,2, which arise from
the mixing of the W -gauginos and the charged higgsinos. Within the MSSM, the chargino
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mass terms in the Lagrangian are

L = −1

2
(ψ±)T

(
0 MT

χ±

Mχ± 0

)
ψ± + h.c., (3.50)

where ψ± = (W̃+, H̃+
2 , W̃

−, H̃−1 ). In a general SUSY model, the chargino mass matrix is
given by

Mχ± =

(
M2

√
2 MW sin β√

2 MW cos β µ

)
, (3.51)

where M2 is the soft SU(2) gaugino mass. This mass matrix can be diagonalised by means
of a biunitary transformation,

U∗ Mχ± V
† = Mdiag

χ± . (3.52)

The positive and negative eigenstates are then defined as(
χ̃+

1 , χ̃
+
2

)T
= V (W̃+, H̃+

2 )T ,
(
χ̃−2 , χ̃

−
2

)T
= U (W̃−, H̃−1 )T , (3.53)

and we emphasise that positively and negatively charged states mix in a different fashion.

Neutralino mass matrices

The mixture of the four Majorana spinors (photino, zino and neutral higgsinos) is parametrised
by the mass term in the Lagrangian

L = −1

2
(ψ0)T Mχ0 ψ0 + h.c., (3.54)

where (ψ0)T = (B̃, W̃ 0, H̃0
1 , H̃

0
1 )T , and the neutralino mass matrix can be written in terms

of the physical masses as

Mχ̃0 =


M1 0 −MZ sW cβ MZ sW sβ
0 M2 MZ cW cβ −MZ cW sβ

−MZ sW cβ MZ cW cβ 0 −µ
MZ sW sβ −MZ cW sβ −µ 0

 , (3.55)

where sW ≡ sin θW , cW ≡ cos θW , sβ ≡ sin β, cβ ≡ sin β, and M1,2 are the soft gaugino
masses. This matrix can be diagonalised by an orthogonal matrix

N∗ Mχ̃0 N † = diag(Mχ̃0
1
,Mχ̃0

2
,Mχ̃0

3
,Mχ̃0

4
), (3.56)

with (Mχ̃0
1
< Mχ̃0

2
< Mχ̃0

3
< Mχ̃0

4
).
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Physical particles in the MSSM

The additional physical particles to the SM which were discussed in this section are listed
in Table 3.2.

Mass eigenstates Composed of
CP -even neutral Higgs h0 and H0 Re(H0

1 ) and Re(H0
2 )

CP -odd neutral Higgs A0 (and Z0
long.) Im(H0

1 ) and Im(H0
2 )

charged Higgs H± (and W±
long.) H±1 and H±2

charged sleptons ˜̀
i=,··· ,6 LH and RH charged sleptons (˜̀

i=e,µ,τ ;L,R)
sneutrinos ν̃i=1,2,3 LH sneutrinos (ν̃i=e,µ,τ ;L)
up-squarks ũi=1,··· ,6 LH and RH up-squarks (ũi=u,c,t;L,R)

down-squarks d̃i=1,··· ,6 LH and RH down-squarks (d̃i=d,s,b;L,R)

neutralino χ̃i=1,2,3,4 neutral Higgsinos (H0
1 , H

0
2 ), Wino (W̃ 3) and

Bino (B̃)

charginos χ̃±i=1,2 charged Higgsinos (H̃±1 and H̃±2 ) and

charged Winos (W̃±)

Table 3.2.: Physical particles in the MSSM.

MSSM interactions contributing to down type FCNC

As mentioned in Chapter 2, in the SM tree-level flavour changing interactions can only
take place via the exchange of a charged W between up- and down-quarks (u-d-W±). In
the MSSM there are additional interactions that result in change of flavour. In terms of
the mass eigenstates, the most relevant vertices leading to di → dj transitions are

• down-quark - up-quark - charged Higgs (d-u-H±)

• down-quark - up-squark - chargino (d-ũ-χ±)

• down-quark - down-squark - neutralino (d-d̃-χ0)

• down-quark - down-squark - gluino(d-d̃-g)
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In the SCKM basis, the Lagrangian for the above interactions can be expressed as [40,41]

LduH± =
g2√

2MW

[
ū(cot β MUVCKMPL + tan β VCKMMDPR)d

]
H+ + h.c., (3.57)

Ldũχ̃± =
2∑
i=1

{
χ̃−i
[
ũ†(XUL

i PL +XUR
i PR)d

]}
+ h.c., (3.58)

Ldd̃χ̃0 =
4∑
i=1

{
χ̃0
i

[
d̃†(ZDL

i PL + ZDR
i PR)d

]}
+ h.c., (3.59)

Ldd̃g̃ = −
√

2g3

8∑
a=1

{
g̃a

[
d̃†(ΓDLPL − ΓDRPR)T ad

]}
+ h.c., (3.60)

where

XUL
i = −g2

[
V ∗i1ΓUL − V ∗i2ΓUR

MU√
2MW sin β

]
VCKM, (3.61)

XUR
i = g2Ui2ΓULVCKM

MD√
2MW cos β

, (3.62)

ZDL
i = − g2√

2

[
(−N∗i2 +

1

3
tan θWN

∗
i1)ΓDL +N∗i3ΓDR

MD

MW cos β

]
, (3.63)

ZDR
i = − g2√

2

[2

3
tan θWNi1ΓDR +Ni3ΓDL

MD

MW cos β

]
. (3.64)

The flavour changing nature of these interactions is due to the CKM matrix (VCKM)
and/or the squark-mixing matrices (ΓU ,ΓD). The flavour mixing effect of ΓU and ΓD can
be understood by noting that for instance in the SCKM basis the squark mass-squared
matrices (M2

ũ) and (M2
d̃
) are in general not flavour diagonal which results in ΓU and ΓD

to have flavour off-diagonal entries. All terms proportional to MU,D come from higgsino
interactions; the others from Winos.

At one-loop level, charged Higgs contributions to down-type FCNC processes are only
due to the CKM matrix. On the other hand, gluino and neutralino contributions emerge
only from flavour mixing among the down squarks. However, charginos contribute to
down-type FCNC processes due to both the CKM matrix and flavour mixing among the
up squarks.

Depending on the structure of M2
ũ and M2

d̃
there can be different contributions from d-

ũ-χ̃± and d-d̃-(χ̃0, g̃) interactions at one-loop level. Consider the following illustrative
limits:

• M2
d̃

block-diagonal: while left- and right-handed mixing in the same flavour is al-
lowed, no flavour mixing takes place among the down-squarks. Hence there will be
no FCNC contributions from gluinos and neutralinos since the only source of flavour
violation from χ̃0 and g̃ is due to flavour off-diagonal entries in ΓD (which in this
limit is diagonal in flavour space).
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• M2
ũ block-diagonal: left- and right-handed mixing among up-squarks is present.

However, even if flavour mixing does not occur and ΓU will be flavour diagonal
there are still chargino contributions to FCNC processes at one-loop level from the
CKM matrix.

3.3 MFV

Although illustrative, the simple limiting cases discussed in the previous section are not
realistic: the many new degrees of freedom introduced by the (in general) complex and
non-diagonal soft breaking terms give rise to abundant sources of flavour and CP -violation
The appearance of various degrees of freedom in the MSSM results in new sources of
FCNCs as well as CP violation. These flavour- and CP -violating interactions lead to
phenomenologically unacceptable results (see for example [42] and references therein).
Hence any realistic low energy manifestation of the MSSM requires flavour- and CP -
violating parameters to be small. However, according to the naturalness principle as
formulated by ’t Hooft [43]: small numbers are natural only if the symmetry of the theory
increases in the limit where they vanish. Equivalently, these terms should be protected by
a symmetry, and generated only through a breaking of that symmetry. One of the main
challenges in supersymmetry is to understand the smallness of flavour- and CP -violating
effects from a theoretical viewpoint. The difficulty of explaining the smallness of these
parameters is referred to as the “flavour problem” and “CP problem” [44], as an extension
of the “strong CP problem” of the SUSY models.
There are various methods to guarantee the smallness of flavour and CP -violation. For
instance, one way to suppress large FCNCs is to have squarks with the same electric charge
to be highly degenerate [45]. This is automatically implemented in the low energy limit of
spontaneously broken supergravity theories [46], or minimal supergravity inspired models,
as is the case of the constrained MSSM (CMSSM). Models of new physics (supersymmetric
or not), where no sources of flavour violation - other than the CKM - are present, are
known a Minimal Flavour Violating (MFV) scenarios. There are various formal definitions
of MFV [47, 48]; from a phenomenological point of view, a common feature of these
realisations is that FCNC processes are, to a very good approximation, governed by the
CKM matrix.
In MFV SUSY scenarios, and in order to avoid large FNCNs, it can be assumed that
Au, Ad,M2

ŨR
and M2

D̃R
are to a good approximation, diagonal in flavour space

Au ≈ diag(Au, Ac, At), Ad ≈ diag(Ad, As, Ab), (3.65)

M2
ŨR
≈ diag(mũR ,mc̃R ,mt̃R

), M2
D̃R
≈ diag(md̃R

,ms̃R ,mb̃R
). (3.66)

Moreover, to avoid CP -violating phases besides the CKM, the matrices Au, Ad as well as
µ are considered to be real. Within the latter conditions, M2

ũ and M2
d̃

are not necessarily
flavour diagonal and can still induce flavour violation due to the off-diagonal terms in
M2

ŨL
and M2

D̃L
. As already mentioned in (3.36), due to SU(2) gauge invariance, M2

ŨL
and

M2
D̃L

are intimately connected.



CHAPTER 4

Effective field theory

At any energy scale there can be various physical effects from known and unknown par-
ticles. If we needed the full theory that describes the physics of these particles at any
given scale, we would not be able to do much. Fortunately this is not the case, effective
theories are one way of getting around complicated computations or more importantly
unknown underlying physics from heavy particles. Effective theories are used all the time
in physics. For example Hooke’s law is an effective theory, used to describe the behavior
of a spring and while it would be possible to derive it by considering the particle structure,
it would not be very convenient to do so for most applications.
The main idea in effective theories is to divide the parameter space into different regions
to achieve a more convenient effective description of the region of interest. In particle
physics the only relevant parameter in the relativistic and quantum limit is the distance
scale, or alternatively the energy scale. In effective field theory (EFT) the parameters that
are either very large or very small compared to the regime of interest, are respectively
put to infinity and zero, in a first approximation. Setting these parameters to their
true values have small effects which can be treated as perturbations. In the case of
effective quantum field theory (EQFT), all the short distance effects due to the heavier
particles, that cannot be produced at the energy under consideration, are integrated
out and the result is a framework that is considerably simpler than the full quantum
field theory. In the full theory, the effect of these heavy particles can be integrated
out, resulting in nonlocal interactions, while in the effective theory these interactions
will be described by local interactions in such a way as to match the full theory at
low energies. The resulting effective theory’s validity is bounded from above in energy
by the masses of the heavy particles that have been integrated out. The reason this
can be done is due to the decoupling theorem of Appelquist and Carazzone [49] which
states that for a renormalisable theory with different mass scales, the heavy fields can be
effectively decoupled and the low-momentum behavior of the theory can be described by
the light particles only. Part of the effects of the heavy fields can be absorbed into finite
renormalisation of the fields and of the free parameters (e.g. coupling constant) of the
underlying theory. An unavoidable consequence of this procedure is a nonrenormalisable
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theory [50]. But from an EFT point of view that is only a problem if we want the
effective theory to be also capable of describing the physics of energies higher than the
heavy particles.
One of the processes for which the decoupling theorem is useful is the weak decay of a
meson where the relevant energy of the process is of the order of the decaying hadron
mass, while the weak interactions involve scales of the order of the weak boson mass,
MW . To study these processes where two disparate energy scales appear, based on the
decoupling theorem it is possible to construct an effective field theory where the explicit
dynamical degrees of freedom due to the W and Z bosons and the top quark and any
other heavier particle existing beyond the Standard Model, can be integrated out.
Furthermore, while weak interactions are responsible for the hadrons’ decay, it is the
strong force that binds quarks into hadrons. The theory describing the strong interac-
tions among quarks is a non-Abelian gauge theory (quantum chromodynamics, QCD),
where the gauge group is an SU(3)c that acts on the colour degree of freedom. How-
ever, the observed processes involve hadrons, thus presenting some theoretical subtleties
since the latter do not possess the same degrees of freedom as the SM Lagrangian for
quarks. The phenomenon that quarks cannot be observed individually and only appear
as hadronic volumes of quarks and gluons, is addressed by colour confinement which pos-
tulates that the appearance of isolated colour charged particles are not allowed. One of
the characteristics of QCD is the negative value of the β-function, which causes an in-
crease in the coupling constant at large distances, and so the quarks and gluons can not
be separated enough to form individual quarks which leads to confinement.1

The coupling constant at small energies (ΛQCD ≈ 300MeV) can become so large that per-
turbation theory is no longer applicable. However, at higher energies the constituents of
hadrons behave almost as free particles and their effective interactions are relatively weak.
The fact that the coupling constant progressively decreases at short distances is a proven
property of non-Abelian gauge theories, known as asymptotic freedom. Asymptotic free-
dom then allows for perturbative calculations. The running of the coupling constant is
essential to asymptotic freedom: the fact that the value of the coupling constant depends
on the energy at which the process is taking place involves concepts such as renormal-
isation scale and renormalisation group which will be needed for the discussion of the
effective theory.
There are two approaches to effective theories. One is the ”bottom up“ application of
effective theory where the full underlying theory is not known, an example of this is the
historical development of the description of weak interactions. Another approach is the
”top down“ application used when the fundamental theory is known and using the EFT
can be helpful in making the calculations simpler or just possible, as in the case of QCD
(where separation of the perturbative calculable contributions from the more delicate
non-perturbative ones is needed). By exploring approximate symmetries which would
be hidden in the fundamental theory, EFTs can offer stronger predictive power.Another
reason for using EFT is that a common feature when dealing with disparate energy scales
is the appearance of large logs (ln

MHeavy

MLight
) which need resummation in order to keep the

1This has not yet been proved at the level of mathematical rigor. It is known as the Yang Mills problem
and remains as one of the unsolved problems of the Clay Institute Millennium Prize [51].
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perturbation theory under control; this is easier to perform in EFT.

4.1 ”Bottom up“ approach to weak interactions

The Fermi interaction is a perfect example of the ”bottom up“ approach in EFT. In
1933, Fermi made the first attempt to construct a weak interaction to explain the β-
decay [52]. Fermi considered a 4-point interaction (Figure 4.1), and in accordance with

n p

νe e

Figure 4.1.: 4-point interaction

the electromagnetic interaction he introduced the following current-current interaction

Lβ−decay = GF j
n→p
µ jµe→ν = GF (p̄γµn)(ēγµν). (4.1)

This interaction was successful in also describing some other weak processes such as pion
and muon decay. All these processes showed nearly the same strength in weak interac-
tions which suggested a universality of weak interactions. However, some unexplainable
behaviour was observed in other weak processes, such as the theta-tau puzzle (θ and τ
which had the same mass and lifetime would decay into final states with different parities).
This peculiarity was resolved in 1956 by the bold assumption of Lee and Yang, who consid-
ered the weak interactions to be parity violating [53] and that θ and τ are in fact the same
particle (now known as K+). In 1957-1958, Marshak and Sudarshan [54] and Feynman
and Gell-Mann [55] incorporated parity violation into the Lagrangian by modifying it to
a V-A (Vector-Axial vector) theory. At that time, experiments suggested that there was
a suppression of strangeness-changing processes compared to the strangeness-conserving
ones in weak decays and the universality of weak interactions was again questioned. To
keep the universality of weak interactions, in 1963 Cabibbo used current algebra to show
that the V-A current should have unit length [3]. In the quark language (which would be
later developed), the Hamiltonian that Cabibbo proposed is

H = ūγµ(1− γ5)[d cos θ + s sin θ], (4.2)
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where θ is the Cabibbo angle. Cabibbo’s hypothesis further implied that flavour-changing
neutral current (FCNC) processes should be of the same order as those mediated by
flavour-changing charged currents, and this was in contradiction with observation. To
solve this problem, in 1970 Glashow, Iliopoulos and Maiani suggested a mechanism (the
GIM mechanism) which required a fourth quark (the charm quark), and which would
lead to a cancellation of FCNC processes [8]. Still there remained some theoretical prob-
lems with the now modified Fermi interaction: when parity violation was observed, it
was assumed that charge conjugation accompanied with parity would be conserved (CP -
conservation). However, in 1964, CP violation was observed in the decay of some neutral
Kaons [56] while there was no theoretical explanation to justify it. To explain and ac-
commodate CP violation observed in experiments, Kobayashi and Maskawa postulated
in 1974 the existence of a third family of quarks, and replaced the orthogonal Cabibbo
rotation of down quarks with a unitary rotation (the CKM matrix) which allows for CP
violation. Another lingering problem was the nonrenormalisability of Fermi’s interaction,
since until the late 1960s, weak interactions were described by a set of nonrenormalisable
dimension 6 four-fermion operators. The nonrenormalisability of the Fermi interaction
would work as one of the strongest incentives for the construction of the SU(2)×U(1)
gauge structure which is now incorporated into the Standard Model.

An effective description which began as a way to explain β-decays proved to be crucial
in the development of the Standard Model. Even in modern particle physics, where the
full theory that describes weak interactions is well known, it is still convenient to use
an effective electroweak theory to describe the low energy behavior of weak interactions.
Not only does it simplify some calculations, but it also allows for higher order calcula-
tions by resummation of large logarithms. Moreover, new physics effects is conveniently
implemented in the effective framework.

4.2 Effective field theory for quark weak interactions

In this section we will present the EFT for weak transitions of quarks using the top down
approach. To demonstrate how this is done, it is interesting to derive Fermi’s interaction
from the full electroweak theory. One of the fundamental tools in deriving an effective
theory is operator product expansion (OPE), introduced by Kenneth Wilson [57, 58];
in this framework if two operators A(x1) and B(x2) are separated by a small distance
((x1 − x2) ≈ 0), then the product of operators can be replaced with a linear combination
of local operators

A(x1)B(x2) ≈
(x1−x2)µ→0

∑
i

Ci(x1 − x2)Oi

(
x1 + x2

2

)
, (4.3)

where the Ci(x1 − x2) are c-number functions – Wilson coefficients –, and Oi are local
operators that have the same quantum numbers as AB. The Wilson coefficients Ci(x)
are singular at x → 0 and dimensional analysis shows the dimension of Ci(x) to be
dCi = dA + dB − dOi , where dA, dB and dOi are the dimensions of the operators A,B
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and Oi, respectively. The higher the dimension of the corresponding operator Oi, the
less singular will the coefficients Ci(x) be; this makes the operators with the smallest
dimension the most relevant, and usually a small number of operators is sufficient in
the expansion. For renormalisable theories, the expansion is valid to any finite order
of perturbation provided (x1 − x2) is sufficiently small. The Wilson coefficients contain
the short distance physics contribution and are process independent, which makes them
relevant for different decays.

As an example of the top down approach, we use the electroweak theory to write the
amplitude of the quark transition c→ sud̄ at tree level (Figure 4.2);

Mfull = (i)
ig2

2
√

2
V ∗cs s̄γ

µ(1− γ5)c

( −igµν
q2 −M2

W

)
ig2

2
√

2
Vud ūγ

ν(1− γ5)d, (4.4)

where q is the four momentum of the W boson. The amplitude contains the product of
two dimension 3 operators, (s̄PLc) and (ūPLd), at two different points, with PL defined
in (2.2). We would like to replace the product of the operators with a linear combination
of local operators; an effective Hamiltonian containing local operators can be written as

Heff =
4GF√

2
V ∗csVud

{
C × [(s̄PLc)(ūPLd)] + . . .

}
, (4.5)

where C is the Wilson coefficient and O = [(s̄PLc)(ūPLd)] the local dimension six operator,
the ellipsis denotes higher dimension operators which usually involve derivative terms and
GF is the Fermi constant

GF√
2

=
g2

2

8M2
W

. (4.6)

The operator O can be considered as an effective vertex and the Wilson coefficient C
the corresponding coupling. The value of the Wilson coefficient can be obtained by
equating the full and effective amplitudes since the amplitudes should be the same in
both ”theories“. This procedure is called matching, and is the first step in constructing
the effective theory.

In the full theory, if we consider that the momentum of the W propagator is much smaller
than the W boson mass (q2 � M2

W ), the propagator can be expanded in powers of the
small ratio (q2/M2

W ), so that in this limit the amplitude in (4.4) becomes

Mfull =
4GF√

2
V ∗csVud(s̄γ

µPLc)(ūγµPLd)×
(

1 +
q2

M2
W

+ . . .

)
. (4.7)

On the other hand, for the amplitude of the effective theory we find

Meff = 〈Heff〉 =
4GF√

2
V ∗csVud

{
C × 〈O〉+ . . .

}
. (4.8)
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c s

d u

c s

d u

Figure 4.2.: The c → sud̄ transition in the full theory on left and in the effective theory
on right.

Matching the first terms in (4.7) and (4.8), the Wilson coefficient is obtained

C = 1. (4.9)

However, this value for the Wilson coefficient is only valid at tree-level and gets modified
at loop-level. In terms of Feynman diagrams, the effective operators are obtained by
contracting the lines corresponding to heavy particles to a point. In Figure 4.2, the tree
level W -exchange diagram corresponding to the full theory is shown on the left while the
diagram corresponding to the first term in the effective Hamiltonian is depicted on the
right.

To better see how OPE is crucial in obtaining the effective theory, the W propagator can
alternatively be expanded in position space

〈0|T{Wµ(x1)Wν(x2)}|0〉 =

∫
d4q

(2π)4
e−iq(x1−x2) −igµν

M2
W − q2

(4.10)

=
−igµν
M2

W

(
1− ∂2

M2
W

+ . . .

)
δ4(x1 − x2),

where T is the time ordering operator. The nonlocality of the product of the charged
currents in the full theory is determined by the Compton wavelength, 1/MW . Since
for small momenta of the W , the distance between the currents is close to zero, it is
appropriate to use OPE. From (4.10), it is clear that if higher dimension operators in
(4.5) were to be considered, they would correspond to the derivative terms.

Considering the underlying quark process involved in the β-decay (Figure 4.3), Fermi’s
interaction can now be obtained from the effective theory. Replacing the charm-strange-W
vertex in (4.5) with an electron-antineutrino-W vertex we get

Hd→u e ν̄ =
GF√

2
Vud[(ēν)V−A (ūd)V−A] + · · · . (4.11)

Noting that Vud ≈ 1, Fermi’s interaction is recovered with the neutron and proton replaced
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d
u
d

d
u
u

W− e−

ν̄e

Neutron Proton

Figure 4.3.: The tree level quark process of the β-decay where a d-quark decays to a
u-quark, with the emission of an electron-antineutrino pair.

with a d- and u-quark, respectively. The other two quarks are spectators and do not play
a role in the decay.

So far QCD effects were neglected in obtaining the effective Hamiltonian in (4.5). The
inclusion of QCD effects will result in the appearance of new operators, as well as in modi-
fications in Wilson coefficients. To include the QCD corrections, further integrations over
virtual momenta has to be done, resulting in infinite terms which require renormalisation.
We proceed to address these issues in the following section.

4.3 Renormalisation procedure

The QCD Lagrangian is [59]:

LQCD = −1

4
(∂µA

a
ν − ∂νAaµ)(∂µAaν − ∂νAaµ)− 1

2ξ
(∂µAaµ)2

+ q̄α(i 6∂ −mq)δαβqβ + χa∗∂µ∂µχ
a

− gs
2
fabc(∂µA

a
ν − ∂νAaµ)AbµAcν − g2

s

4
fabef cdeAaµA

b
νA

cµAdν

+ gsq̄αT
a
αβγ

µqβA
a
µ + gsf

abc(∂µχa∗)χbAcµ. (4.12)

Here Aaµ and χa are the gluon and ghost fields, respectively, and ξ is the gauge parameter.
For qα, α(= 1, 2, 3) indicates the colour of the quark flavour q (q = u, d, c, s, t, b) and gs is
the QCD coupling. T a, fabc (a, b, c = 1,. . . ,8) are the generators and structure constants
of SU(3), respectively.

Using the Feynman rules derived from LQCD, the amplitude of any process can be calcu-
lated at any order in perturbation theory. However, going beyond tree level calculations
necessarily includes contributions of divergent loop integrals, but these divergences can
be isolated by regularisation, where the divergent integral is written as the limit of a
convergent integral. These mathematically manageable integrals can then be taken care
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of by renormalisation. There are several techniques of regularisation such as dimensional
regularisation [60], the cut-off method [61] and Pauli-Villars regulator method [62]. De-
pending on the method of regularisation, some of the underlying physical requirements
such as Lorentz invariance, unitarity and gauge invariance might be violated. Unlike the
cut-off method, dimensional regularisation preserves the gauge invariance of the regu-
larised theory. It further preserves Lorentz invariance and unitarity, and is hence suitable
for gauge theories.

4.3.1 Dimensional regularisation

The basic idea of dimensional regularisation is rendering a divergent integral into a con-
vergent one, by reducing the number of multiple integrals. For example, while

∫
d4k/k3 is

divergent in 4-dimensional spacetime, it is convergent in 2-dimensions. By reducing the
D = 4 spacetime to D = 4−2ε, the D-dimensional integral

∫
dDk becomes convergent and

can be expressed in terms of an analytical function of D. The original divergence can be
recovered in the limit D → 4. Since the action S =

∫
dDxL, has to be dimensionless, the

Lagrangian should have dimension D. As a result, the different parameters of the QCD
Lagrangian will have modified dimensions. In D-dimensions, the strong coupling constant
gs acquires mass dimension (4 − D)/2. To keep the coupling constant dimensionless, as
it was in D = 4, one uses the following replacement

gs → gsµ
(4−D)/2, (4.13)

where µ is an arbitrary mass scale, called the renormalisation scale. With the replacement
in relation (4.13), we now have a dimensionless coupling constant on the right hand side.
The divergences will then manifest themselves as 1/ε poles.

Dimensional regularisation preserves all of the physical requirements (e.g. gauge invari-
ance, unitarity), but there is no mathematically consistent generalisation of γ5, in D
dimension. However, various computational rules are available, where an operational
definition of γ5 is used. Among the different schemes available are, Naive Dimensional
Regularisation (NDR) [63–65], and the ’t Hooft-Veltman (HV) scheme [66–68].

4.3.2 Renormalisation

In the renormalised theory, the divergences emerging from loop integrals can be removed
by adjusting the parameters and fields in the Lagrangian. The unrenormalised, so-called
bare quantities, can be written as products of suitable multiplicative factors and renor-
malised quantities

mB = Zmm, gBs = Zggsµ
ε, ξB = Z3ξ, (4.14)

Aa,Bµ = Z
1/2
3 Aaµ, qB = Z1/2

q q, χB,a = Z̃
1/2
3 χa,

where the superscript B stands for bare. On the right hand side of the above equations,
the quantities without superscript are the renormalised parameters. The multiplicative
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factors Zi(i = m, g, 3 and q) are called renormalisation constants, and are chosen such
that they compensate the divergences. The unrenormalised truncated connected Green
function G̃tc(p; gBs ,m

B), with nF quark and nG gluon external legs, is thus related to the
renormalised Green function by

G̃tc(p; gBs ,m
B) = Z

−nG/2
3 Z−nF /2q G̃tc

R(p; gs,m, µ). (4.15)

However, there is an ambiguity in defining the divergent piece within the Green function.
This leads to further ambiguities in the values of the renormalisation constants. The
prescription to choose the renormalisation constants is called the renormalisation scheme,
and the most common one for QCD calculations is the modified minimal subtraction
(MS) scheme [69]. In this scheme, the 1/ε poles, and the accompanying (−γE + ln 4π)
term, which is peculiar to dimensional regularisation are removed from the unrenormalised
theory.

Regardless of the choice of scheme, any two renormalisation schemes are connected by a
finite renormalisation. Even though calculations depend on the chosen scheme, the physi-
cal predictions should not: this statement leads to the Renormalisation Group Equations
(RGE).

4.3.3 Renormalisation Group Equation

Let us consider two different renormalisation procedures, R and R′, since both are derived
from the same bare Lagrangian we must have

LR(R-quantities) = LR′(R′-quantities). (4.16)

In terms of these two schemes, for the quark fields we can write

qB = Z1/2
q (R)qR = Z1/2

q (R′)qR
′
, (4.17)

and therefore

qR
′
= Z−1/2

q (R,R′)qR, (4.18)

where

Zq(R
′, R) =

Zq(R
′)

Zq(R)
. (4.19)

The quark field renormalisation constants in different schemes are related by a multi-
plicative factor which is finite [70]. Similar equations can be written for other fields and
parameters as well as for the Green function. The operators that relate one scheme to
another can be viewed as transformations between different schemes. Nonetheless, the
physics of the theory should be invariant under these transformations. The set of all these
transformations form the renormalisation group, and the differential equations which en-
code the effect of change in renormalisation scale µ, on the Green functions and on the
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different parameters are renormalisation group equations.
Using (4.14) and noting that the bare coupling constant and mass are independent of µ,
we find

dgB

dµ
=
dZg
dµ

gsµ
ε +

dgs
dµ

Zgµ
ε + εµε−1Zggs = 0, (4.20)

dmB

dµ
=
dZm
dµ

m+
dm

dµ
Zm = 0. (4.21)

Defining the β-function and γm through

β ≡ dg(µ)

d lnµ
, (4.22)

−mγm ≡
dm

d lnµ
, (4.23)

we can obtain the RGEs for the coupling constant and mass:

β = −εgs − gsµ
1

Zg

dZg
dµ

, (4.24)

γm =
1

Zm

dZm
d lnµ

, (4.25)

where γm is called the anomalous mass dimension2.
Although in general Zg and Zm are functions of µ, gs, m and ξ, in the MS (MS) scheme,
they are only explicitly dependent on gs, making this scheme of particular interest in
QCD. The fact that in the MS (MS) scheme, β and γm become independent of m is why
the MS scheme is referred to as the mass-independent renormalisation scheme.
The RGEs are crucial for deriving the properties of QCD. The β-function encodes the
dependence of the coupling constant on the scale µ and the energy-dependence of the
coupling constant manifests in its designation: effective or running coupling constant
gs(µ). The β-function has the perturbative expansion

β(g) = − g3
s

16π2
β0 −

g5
s

(16π2)2β1 −
g7
s

(16π2)4β2 + · · · . (4.26)

The calculation of the leading term in β-function (β0), requires the renormalisation con-
stant Zg up to one loop. Considering the loop correction to the gluon-quark-quark vertex,
we have

Zg = 1− g2
s

16π2

1

2

(
11Nc − 2Nf

3

)
+O(g4

s), (4.27)

where NC is the number of colours and Nf is the number of active quark flavours. Hence

2It is called the anomalous dimension since it indicates the deviation of the canonical dimension from
the scale dimension [71].
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using (4.24), we get

β0 =
11Nc − 2Nf

3
. (4.28)

The lowest order solution to the coupling constant RGE, in terms of αs = g2
s/4π, gives us

the relation between the coupling constant at two different scales, µ and µ0

αs(µ) =
αs(µ0)

1− αs(µ0)
4π

β0 ln
µ20
µ2

. (4.29)

The sign of β0 is crucial in describing the behavior of the coupling constant: since for
QCD Nc = 3, if the number of flavours is less than 33/2, β0 has a positive sign: and this
means that by increasing the energy scale, the QCD coupling constant decreases, resulting
in the theory being asymptotically free [72,73]. Conversely, for quantum electrodynamics,
the sign of β0 is negative and hence QED is not an asymptotically free theory. On the
other hand, decreasing the energy scale implies that the QCD coupling constant becomes
stronger, up to the point where perturbation theory is no longer suitable. The energy scale
at which this happens is referred to as the QCD scale parameter ΛQCD, and is defined in
such way that for an arbitrary scale Q, we have [74]

αs(Q) =
1

β0
4π

ln Q2

Λ2
QCD

, (4.30)

which formally means that at ΛQCD, αs → ∞. The value of ΛQCD depends on the
renormalisation scheme as well as on the number of effective flavours that we are consid-
ering. Its definition also depends on the number of loops that have been accounted for,
when solving the RGE of the coupling constant. The strong scale ΛQCD is determined by
comparing experimental data with QCD predictions. Considering terms up to β3 in the
expansion of the β-function (4.26) and using αs(MZ) = 0.1184, the value of ΛQCD in the
MS scheme is [15]

Λ
(5)

MS
= (213± 8) MeV. (4.31)

Here the superscript denotes the number of active flavours which for example in the case
of B-decays is five.

The power of RGEs can be better realised by noticing that in perturbation theory, the
running term (αs(µ0) ln(µ0/µ)) is actually the leading radiative correction term. Usually
the scale at which renormalisation is performed (µ0), is of the same order of the typical
momentum scale of the process (µ). Hence the argument of the logarithm which is typical
to radiative corrections is of order O(1). Therefore the first few terms of an expansion
in αs are sufficient. However, for a process involving disparate energy scales (µ � µ0),
which is the case of weak decays of hadrons, radiative corrections due to the appearance
of large logarithms can be substantial, and a truncation in the expansion of αs is no longer
justified. On the other hand, solving the RGE provides automatic summation of these
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large logarithms, and this can be easily seen by expanding (4.29) in powers of αs

αs(µ) =
αs(µ0)

1− αs(µ0)
4π

β0 ln
µ20
µ2

(4.32)

= αs(µ0)

[
1 +

β0

4π
αs(µ0) ln

µ2
0

µ2
+

(
β0

4π
αs(µ0) ln

µ2
0

µ2

)2

+ . . .

]

= αs(µ0)
∑
n=0

(
β0

4π
αs(µ0) ln

µ2
0

µ2

)n
.

Here, the solution of RGE contains all powers of (αs(µ0) ln(µ0/µ)). The RGE gives an
improvement of the perturbation theory, and in that sense results in the renormalisation
group improved perturbation theory.

To obtain the solution of the coupling constant RGEs we considered only one-loop cor-
rections, a level of accuracy which is called ”leading logarithm (LL) approximation“. At
next-to-leading order (NLO), two-loop corrections must also be considered. Solving the
RGE, terms of the form

αs(µ0)n
(

ln
µ0

µ

)n−1

, (4.33)

appear, resulting in a summation of next-to-leading logarithm (NLL) approximation. In
a similar way, three-loop corrections results in the summation of

αs(µ0)n
(

ln
µ0

µ

)n−2

(4.34)

terms in a next-to-next-to-leading logarithm (NNLL) approximation.

4.4 QCD corrections to electroweak processes

In this section we, introduce the QCD corrections from [59, 75] for the sake of being
self-contained. QCD corrections have a profound effect on the weak interactions. At
order αs in the full theory the c → sud̄ process receives one-loop QCD corrections from
the diagrams of Figure 4.4. In order to calculate the NLO Wilson coefficients of the
effective theory, the QCD effects should be computed both for the full and effective theory.
Matching the effective and full theory as in Section 4.2 allows to obtain the Wilson
coefficients. The inclusion of QCD effects will not only change the value of the Wilson
coefficients but it will also introduce new operators.

The contribution of the second diagram in Figure 4.4 to the amplitude (in the Feynman-
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Figure 4.4.: Illustrative examples of QCD contributions in the full theory.

t’ Hooft gauge) is [75]∫
d4k

(2π)4
V ∗csVud

4GF√
2

(
M2

W

M2
W − k2

)
g2
s

k2

k6
(s̄γνT aαβγ

λγµPLc)(ūγνT
a
λργλγµPLd), (4.35)

where the loop momentum k is taken to be much larger than all external momenta. Using
Fierz identities, in four dimension we can write

(s̄Lγ
νγλγµcL)(ūLγνγλγµdL) = 16(s̄Lγ

νPLc)(ūγνdL), (4.36)

with qL(R) the left(right)-handed quark.

qL(R) = PL(R)q. (4.37)

Were it not for the T aαβT
a
λρ term, the above gluon loop would only give a correction to the

operator

O2 = (s̄γµPLc)(ūγµPLd) ≡ (s̄αγ
µPLcα)(ūβγµPLdβ), (4.38)

which was already present in the tree level weak interaction. However, considering the
SU(N) generator identity for the T aαβT

a
λρ term we have

T aαβT
a
λρ =

1

2
δαρδλβ −

1

2N
δαβδλρ. (4.39)

and it becomes clear that the first term on the right hand side of the above equation will
give rise to a new operator

O1 = (s̄αγ
µPLcβ)(ūβγµPLdα), (4.40)

while the second term on the right hand side of (4.39) results in an operator with the same
structure as O2. Likewise, the third diagram in Figure 4.4 involves both of the operators
O1 and O2. Let us now bring together all the diagrams contributing to c→ sud̄ process:
tree-level, as well as the one-loop QCD corrections3 depicted in Figure 4.4, we find the

3 The first diagram in Figure 4.4 corresponds to quark field renormalisation. One-loop external quark
field renormalisation is the same in both the full and effective theory, therefore they can be omitted
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Figure 4.5.: QCD contributions in the effective theory.

following amplitude [75]

Mfull =
4GF√

2
V ∗csVud

[
1×O2 +

3

N

αs
4π

ln
M2

W

p2
O2 − 3

αs
4π

ln
M2

W

p2
O1

]
, (4.41)

where the lower limit of the logarithm (p2) is set by the external momenta. The coefficient
of the first term (= 1) corresponds to the tree-level diagram while the second and third
terms are the corrections emerging from the one-loop diagrams of Figure 4.4, discussed
above.

To perform the matching, the QCD contributions to the effective theory shown in Fig-
ure 4.5 should be considered. The effective Hamiltonian should then be generalised to
contain both the operators O1 and O2

Heff =
4GF√

2
V ∗csVud (C1O1 + C2O2) . (4.42)

Considering (4.35), it can easily be seen that the loop diagrams of the full theory are not
divergent. For the effective theory however, since the W -boson propagator is replaced by
1/M2

W , the loop diagrams diverge. In this case the M2
W/(M

2
W − k2) term in the integral

in (4.35) is replaced by 1 which removes a k2 factor from the denominator. In order to
match the effective theory onto the full theory the divergences should be removed, and
this can be achieved by operator renormalisation

Oi = ZijO
R
j , (4.43)

where Zij are the matrix elements of the operator renormalisation constant. The ampli-
tude of the renormalised theory

Meff =
4GF√

2
V ∗csVud

(
C1O

R
1 + C2O

R
2

)
, (4.44)

in both cases as they will not have any consequence in the matching.
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written in terms of the operators O1 and O2 is

Meff = −i4GF√
2

{
C1

[
(1 +

3

N

αs
4π

ln
µ2

p2
O1)− 3

αs
4π

ln
µ2

p2
O2

]
(4.45)

+C2

[
− 3

αs
4π

ln
µ2

p2
O1 + (1 +

3

N

αs
4π

ln
µ2

p2
O2)

]}
.

Matching the above equation to that of (4.41) we finally have the Wilson coefficients

C1 = −3
αs
4π

ln
M2

W

µ2
, C2 = 1 +

3

N

αs
4π

ln
M2

W

µ2
. (4.46)

Due to the renormalisation, a scale dependence has appeared in the Wilson coefficients.
In the matching the value of µ should be O(MW ), otherwise the NLO results would be
comparable to the LO terms, which would break the validity of the perturbation theory.

However, the energy of the decay is of order of the quark masses (∼ mc), and the ln
M2
W

mc
should be resummed which can be done by RG methods as mentioned in Section 4.3.

4.5 RGE for the Wilson coefficients

The renormalisation procedure of the effective theory in the previous section (performed
for the operators) can alternatively be done for the corresponding Wilson coefficients

CB
i = ZC

ijC
R
j . (4.47)

Nonetheless, the operator renormalisation constant (Ẑ) and the Wilson coefficient renor-
malisation constant (ẐC) are related. Noting that renormalising Cis or Ois should lead
to the same result for the amplitude, we have

ZC
ij = Z−1

ji . (4.48)

To obtain the RGE for the Ci(µ)s, as mentioned in Section 4.3 we use the fact that the
bare quantities are µ-independent. From (4.47) we get

dCR
i

d lnµ
= Z−1

ij

dZij
d lnµ

Ci, (4.49)

and defining the anomalous dimension as

γ̂ = Z−1 dẐ

d lnµ
, (4.50)

the solution to (4.49) is found to be

~C(µ) = Û(µ, µ0)~C(µ0), (4.51)
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where Û is the evolution matrix from the matching scale µ0 to the low energy scale of the
decay (µ)

Û(µ, µ0) = exp

∫ g(µ)

g(µ0)

dg′
γ̂T (g′)

β(g′)
. (4.52)

The anomalous dimension is in general a matrix which can be perturbatively obtained
in gs

γ̂ =
g2

16π2
γ̂(0) + (

g2

16π2
)2γ̂(1) + . . . , (4.53)

with γ(0) andγ(1) the one and two loop anomalous dimension matrices. In the special case
in which γ is a number the lowest order solution for the Wilson coefficient at the scale µ
is obtained by using the first term of the γ expansion, as well as the first term of the β
expansion (4.26)

C(µ) = η
γ0

2β0 , (4.54)

where η ≡ αs(µ0)/αs(µ). The general case where the anomalous dimension is a matrix
is given in Appendix A. The RG running of the Wilson coefficients to low energies is the
second step in obtaining the effective low energy weak theory.

4.6 Matrix elements

To obtain physical results for a process we need the decay amplitude, which within the
effective theory can be written as

A(i→ f) = 〈f |Heff |i〉 ≡
4GF√

2
f(VCKM)

∑
i

Ci(µ)〈f |Oi(µ)|i〉. (4.55)

Here f(VCKM) stands for some product of the CKM matrix entries which depends on
the process under consideration and 〈f |Oi(µ)|i〉 are the matrix elements of Oi. The
computation of the matrix elements is the last step within the effective theory.

The matrix elements encode all the long-distance (LD) physics effects from scales lower
than µ. This can be understood by considering that loop corrections to the effective
four-fermion vertex have integrals that can be cast as∫ MW

p

d4k
1

k4
=

∫ µ

p

d4k +
1

k4

∫ MW

µ

d4k
1

k4
, (4.56)

clearly manifesting the separation between the short-distance (SD) and LD contributions
through the renormalisation scale (µ), which is present due to dimensional regularisation.
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The amplitude obtained from the renormalised effective theory takes the general form(
1 + αs ln

M2
W

µ2

)(
1 + αs ln

µ2

p2

)
, (4.57)

where the high-energy logarithms (lnM2
W/µ

2) enter the Wilson coefficients (e.g. (4.46))
and the low-energy logarithms (lnµ2/p2) are contained in the matrix elements. Thus it
is the choice of µ that dictates whether a contribution is encoded in Ci or 〈Oi〉 .

So far, in the matching process and in the running of the Wilson coefficients, the effective
theory has been constructed in a perturbative way. However, when there are hadrons in
the initial and/or final states, calculations of the matrix elements require non-perturbative
methods.

Extracting quark interactions from hadronic interactions is a highly nontrivial task. Thus,
in general one can achieve more precise results if less hadrons are involved. One example
where there is only one hadron present is the leptonic decay of the π meson. The amplitude
of the π− → `ν̄ decay within the effective theory is

A = 〈`ν|Heff |π−〉 ≡
4GF√

2
f(VCKM)

∑
i

Ci(µ)〈`ν̄|Oi(µ)|π〉. (4.58)

At leading order for this process there is only one relevant operator

O = (ūγµPLd)(¯̀γµPLν), (4.59)

with Wilson coefficient C = 1 and f(VCKM) = Vud , which can be easily understood
from the previous discussions. At leading order this decay has the same structure of the
c → sud̄ process with the c and s quarks replaced with a lepton and an antineutrino.
This operator can be factorised into leptonic and hadronic currents as follows

O = (ūγµPLd)(¯̀γµPLν) ≡ OHO`, (4.60)

which leads to the factorisation of the matrix elements into leptonic and hadronic parts

A =
4GF√

2
Vud〈`ν|O`|0〉〈0|OH |π〉. (4.61)

The leptonic matrix element 〈O`〉, can be calculated in a straightforward way since ` and
ν are asymptotic states, whose annihilation and creation operators appear in OL. On the
other hand, the hadronic matrix element requires non-perturbative techniques since the
initial and final states are not asymptotic quarks but physical hadrons in the confinement
regime of QCD. Writing the hadronic current in terms of a vector and axial vector part
we have

OH = ūγµPLd =
1

2

[
(ūγµd)− (ūγµγ5d)

]
. (4.62)

While the hadronic matrix element cannot be calculated from first principles it can
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nonetheless be parametrised in terms of a decay constant which is defined via the ax-
ial vector current as [76]

〈0|ūγµγ5d|π−〉 = ipµfπ. (4.63)

In the above, pµ is the momentum of the π meson (the only available dynamical variable)
and its presence is necessary to get the required Lorentz structure. fπ is the pion decay
constant which encodes all the information relevant for the confinement of the quark-
antiquark pair in the meson. The amplitude can thus be written in terms of the pion
decay constant as

A =
4GF√

2
Vud

(
ipµfπ

2

)
〈`ν|O`|0〉. (4.64)

The reason why only the axial current part of OH is relevant for the 〈0|OH |π〉 matrix
element can be understood by noting that π is a pseudoscalar with odd parity while the
vacuum is parity even. Since the vectorial current is a parity even operator, only the
axial part of OH can have a non-vanishing contribution to the amplitude [77]. This type
of symmetry argument can be useful when there are various operators of the form (ūΓ d)
giving the same quark transition but each associated to a different Dirac structure ( Γ ).

In general, one-particle matrix elements are described through decay constants. Moreover,
in processes where two hadrons are present, the matrix elements can be parametrised in
terms of form factors. The semileptonic decay B̄ → D∗+ ¯̀ν is an example where a two
particle matrix element (〈D∗+|Oi|B̄〉) is required.

There are different methods for the evaluation of decay constants and form factors, such
as lattice calculations, QCD sum rules, 1/N expansion, chiral perturbation theory, heavy
quark effective theory, etc. These calculations have some limitations and usually are
responsible for the largest part of theoretical uncertainties.

In the one and two particle matrix elements mentioned, the u→ d and b→ c quark level
transitions were considered to be exclusive, or in other words, the initial and final states
were completely specified. However, decays can also be studied inclusively where either
the initial or final state is specified while the other one is a combination of all the hadrons
containing a specific quark. For example, the b → c transition can also be studied via
the inclusive decay B → Xc`ν, where Xc stands for any state that contains a c quark.
Here one can use the quark-hadron duality principle which states that at high energies,
certain inclusive hadronic cross sections which are averaged over an appropriate energy
range, can be approximately calculated in the quark-gluon perturbation theory [78]. In
other words, this duality indicates that for partial width

B → Xc`ν ≈ b→ c`ν, (4.65)

where there should be an emphasis on the symbol ”≈“. For the inclusive modes, non-
perturbatively estimated decay constants and form factors are not required, resulting in
more precise theoretical predictions. However, the experimental data for inclusive modes
are usually less accurate.
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The framework described in this Chapter can be applied to FCNC processes. In particular,
the effective Hamiltonian for b→ s transitions is given in the next Chapter.





CHAPTER 5

SM predictions for B → K∗`` and Bs → `` decays

In this chapter we will give the effective Hamiltonian for b → s`` transitions within the
effective framework introduced in Chapter 4. Later we will apply this framework to the
B → K∗`` and Bs → `` decays along with their associated observables and the Standard
Model predictions.

5.1 Effective Hamiltonian of b→ s``

The effective Hamiltonian describing the b→ s`+`− transitions has the following generic
structure12 [79, 80]:

Heff = −4GF√
2
VtbV

∗
ts

[ 6∑
i=1

Ci(µ)Oi(µ) +
10∑
i=7

(
Ci(µ)Oi(µ) + C ′i(µ)O′i(µ)

)
(5.1)

+
2∑
i=1

(
CQi(µ)Qi(µ) + C ′Qi(µ)Q′i(µ)

)]
.

Physics contributions at scales higher than µ are summarised in the Wilson coefficients
C

(′)
i,Qi

(µ); a typical choice of the scale µ for B decays is µb = O(mb). The Wilson coefficients
include contributions from all particles heavier than µb. In the SM these contributions are
the top quark and the electroweak bosons, and beyond standard model (BSM), possible
heavy new physics (NP) particles are also accounted for in the Wilson coefficients. On

the other hand, the matrix elements of the local operators O
(′)
i and Q

(′)
i include the long

1The unitarity relation VcbV
∗
cs = −VtbV ∗ts − VubV ∗us has been used and we neglect the GIM and doubly

Cabibbo suppressed contributions from (VubV
∗
us) terms, which would only bring two new operators

like O1 and O2
2 The tensor operators of the form (s̄σµνb)(¯̀σµν`) and (s̄σµνb)(¯̀σµνγ5`) have negligible effects in the

scenarios that we consider. For further discussion on how these operators can be introduced in the
MSSM, see [81]. The effects of the tensor operators on B decays can be found in [82–84]
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distance contributions from scales lower than µb. A choice of independent operators is:

O1 = (s̄γµT
aPLc)(c̄γ

µT aPLb) , O2 = (s̄γµPLc)(c̄γ
µPLb) , (5.2)

O3 = (s̄γµPLb)
∑
q

(q̄γµq) , O4 = (s̄γµT
aPLb)

∑
q

(q̄γµT aq) , (5.3)

O5 = (s̄γµ1γµ2γµ3PLb)
∑
q

(q̄γµ1γµ2γµ3q) , O6 = (s̄γµ1γµ2γµ3T
aPLb)

∑
q

(q̄γµ1γµ2γµ3T aq) ,

O7 =
e

(4π)2
mb(sσ

µνPRb)Fµν , O8 =
g

(4π)2
mb(s̄σ

µνT aPRb)G
a
µν , (5.4)

O9 =
e2

(4π)2
(sγµPLb)(¯̀γµ`) , O10 =

e2

(4π)2
(sγµPLb)(¯̀γµγ5`) , (5.5)

Q1 =
e2

(4π)2
(s̄PRb)(¯̀`) , Q2 =

e2

(4π)2
(s̄PRb)(¯̀γ5`) , (5.6)

where four-quark operators O1−6 have been taken from [85], the magnetic operators O7−8,
as well as the semi-leptonic operators O9,10, from [86]. The scalar and pseudo-scalar
operators Q1,2 are from [87]. The primed operators are chirality flipped versions of the
non-primed operators, obtained by exchanging PL ↔ PR. In the SM, the primed and
(pseudo-) scalar operators are either highly suppressed or absent.

There are several interesting rare decays with b → s transitions such as B̄ → Xs γ,
B̄ → Xs`

+`−, B → K∗ ` ` and Bs → ``. All of these decays can be studied using the
above effective Hamiltonian. In this thesis we focus our attention to the semi-leptonic
and leptonic B meson decays of the form

B → K∗``, Bs → ``. (5.7)

5.2 B → K∗``

Using the effective Hamiltonian and neglecting for the moment the primed operators, the
matrix element for the B → K∗`` decay can be written as

M =
GFαem√

2π
VtbV

∗
ts

{[
Ceff

9 〈K∗|s̄γµPLb|B〉 −
2mb

q2
Ceff

7 〈K∗|s̄iσµνqνPRb|B〉
]
(¯̀γµ`) (5.8)

+

[
C10〈K∗|s̄γµPLb|B〉

]
(¯̀γµγ5`) +

[
CQ1〈K∗|s̄PRb|B〉

]
(¯̀̀ ) +

[
CQ2〈K∗|s̄PRb|B〉

]
(¯̀γ5`)

}
.

The four-quark operators (O1−6) present in the effective Hamiltonian contribute to the
matrix elements via the loops of Figure 5.1. These contributions result in expressions with
the same structure as O7 and O9 [88, 89]. Hence, instead of explicitly being considered



5.2. B → K∗`` 55

b s b s

ℓ ℓ ℓℓ
γ γ

c

C1,2

C3−6

(u, d, s, c, b)

(a) (b)

Figure 5.1.: Four-quark operator insertions into penguin diagrams that contribute to the
B → K∗ ` ` decay. In (a), the bullets “••” denote the insertion of operators
O1,2 and in (b), the bullets stand for insertion of O3−6.

in (5.8), they are absorbed in the definition of Ceff
7 and Ceff

9 [90, 91]3

Ceff
7 = C7 −

1

3
C3 −

4

9
C4 −

20

3
C5 −

80

9
C6, (5.9)

Ceff
9 = C9 + Y (q2). (5.10)

Here, Y contains the short distance contributions from the four-quark operators [92,93]

Y (q2) = h(q2,mc)

(
4

3
C1 + C2 + 6C3 + 60C5

)
(5.11)

− 1

2
h(q2,mpole

b )

(
7C3 +

4

3
C4 + 76C5 +

64

3
C6

)
− 1

2
h(q2, 0)

(
C3 +

4

3
C4 + 16C5 +

64

3
C6

)
+

4

3
C3 +

64

9
C5 +

64

27
C6.

For the function h(q2,mq) we have

h(q2,mq) = −4

9

(
ln
m2
q

µ2
− 2

3
− z
)
− 4

9
(2 + z)

√
|z − 1| ×


arctan

1√
z − 1

z > 1

ln
1 +
√

1− z√
z

− iπ

2
z ≤ 1

(5.12)
where z = 4m2

q/q
2. The functions h(q2,mc), h(q2,mb) and h(q2, 0) correspond to the

internal c, b and massless (u, d, s) quark, respectively [79]. Depending on the operator set,

3 There is no effective C10 since the four-quark loops couple to the lepton pair through the (vectorial)
photon.
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the definitions of the effective Wilson coefficients can become different. The coefficients
Ceff

7,9 can be modified in such a way to include the long-distance contributions as well4 [93].

In order to calculate (5.8), the following matrix elements are required [94,95]

〈K∗|V µ|B〉 = i
2V (q2)

MB +MK∗
εµνρσpνp′ρε∗σ, (5.13)

〈K∗|Aµ|B〉 = 2MK∗A0(q2)
ε∗ · q
q2

qµ + (MB +MK∗)A1(q2)

[
ε∗µ − ε∗ · q

q2
qµ
]

(5.14)

− A2(q2)
ε∗ · q

MB +MK∗

[
pµ + p′µ − M2

B −M2
K∗

q2
qµ
]
,

〈K∗|T µνqν |B〉 = −2T1(q2)εµνρσpνp′ρε∗σ, (5.15)

〈K∗|T µν5 qν |B〉 = −iT2(q2)
[
(M2

B −M2
K∗)ε

∗µ − (ε∗ · q)(pµ + p′µ)
]

(5.16)

− iT3(q2)(ε∗ · q)
[
qµ − q2

M2
B −M2

K∗
(pµ + p′µ)

]
,

〈K∗|P |B〉 = − 1

mb +ms

〈K∗|i∂µAµ|B〉 =
2MK∗

mb +ms

(ε∗ · q)A0(q2), (5.17)

〈K∗|S|B〉 = 0. (5.18)

Here, p is the momentum of the B meson and p′ and εµ are the momentum and polarisation
vector of the K∗ vector mesons, and q2 is the momentum transfer between the B and K∗

mesons or alternatively the dilepton invariant mass

qµ ≡ pµ − p′µ = pµ`+ + pµ`− , (5.19)

where pµ`+ and pµ`− are the momenta of `+ and `−, respectively.

In (5.13–5.18), S, P, V µ, Aµ, T µν and T µν5 are respectively the scalar, pseudoscalar, vector,
axial, tensor and pseudotensor currents defined as

S ≡ s̄b, V µ ≡ s̄γµb, T µν ≡ s̄σµνb, (5.20)

P ≡ s̄γ5b, Aµ ≡ s̄γµγ5b, T µν5 ≡ s̄σµνγ5b.

The matrix elements have been written as the most general linear combination of the
available dynamical variables (pµ, pµ′, εµ), while respecting the Lorentz structure and dis-
crete symmetries like parity. For instance the matrix elements of the scalar current (5.18)
vanishes since there is no combination of pµ, pµ′ and εµ that has the correct Lorentz struc-
ture while respecting parity. The non-perturbative QCD effects are parametrised in terms
of the seven independent Lorentz invariant full form factors (full FF) V (q2), A0,1,2(q2) and
T1,2,3(q2). The non-perturbative effects are due to the hadronisation of quarks, where the
energy scales are of order ΛQCD and QCD interactions are no longer asymptotically free.

4 Ceff7,9 including the long-distance effects for the low and high q2 region can be found in [96] and [97],
respectively.
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5.2.1 Differential decay distribution

For the B̄0 → K̄∗`+`− decay, there are only two kinematical variables:

• q2: the dilepton invariant mass

• cos θ`: the angle between `− and the z-direction (defined as the B̄0 flight direction
in the dilepton rest frame)

However, the K̄∗ itself mostly decays into a π+ and K−, providing additional information
from the two other kinematical variables:

• cos θK∗ : the angle between K− and the z-direction in the K∗ rest frame

• φ: the angle between the decay planes of `+`− and K−π+ in the B̄0 rest frame

The information obtained from these two variables is sensitive to the polarisation state
of K∗ meson. The different angles are depicted in figure 5.2 [98].

Figure 5.2.: Symbolic representation of the B̄ → K−π+`` decay. The plane of the paper
is the B̄0 rest frame and the yellow and green planes are the rest frames of
the dilepton and K̄∗, respectively. The z-direction is defined as the B̄0 flight
direction in the dilepton rest frame. cos θ` is the angle between `− and the
z-direction, φ is the angle between the decay planes of `+`− and K−π+ in the
B̄0 rest frame and cos θK∗ is the angle between K− and the z-direction.

Considering the full decay, B̄ → (K̄∗ →)K−π+``, the matrix element, can be organised
in terms of the Lorentz structure of the hadronic part and the chirality of the leptonic
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part

M =
GFαem

2
√

2π
VtbV

∗
ts

{〈
K−π+`+`−

∣∣∣∣ (5.21)[(
(Ceff

9 + Ceff ′
9 ) + (C10 + C ′10)

)
V µ −

(
(Ceff

9 − Ceff ′
9 ) + (C10 − C ′10)

)
Aµ

− 2mb

q2
iqν(C

eff
7 + Ceff ′

7 )T µν − 2mb

q2
iqν(C

eff
7 − Ceff ′

7 )T µν5

]
× (¯̀γµPR`)

+

[(
(Ceff

9 + Ceff ′
9 )− (C10 + C ′10)

)
V µ −

(
(Ceff

9 − Ceff ′
9 )− (C10 − C ′10)

)
Aµ

− 2mb

q2
iqν(C

eff
7 + Ceff ′

7 )T µν − 2mb

q2
iqν(C

eff
7 − Ceff ′

7 )T µν5

]
× (¯̀γµPL`)

+

[
(CQ1 + C ′Q1

)S + (CQ1 − C ′Q1
)P

]
× (¯̀̀ )

+

[
(CQ2 + C ′Q2

)S + (CQ2 − C ′Q2
)P

]
× (¯̀γ5`)

∣∣∣∣B̄〉
}
.

For the full decay, the following matrix elements would in principle be required

〈K−π+|V µ|B̄〉, 〈K−π+|Aµ|B̄〉, 〈K−π+|T µνqν |B̄〉, (5.22)

〈K−π+|T µν5 qν |B̄〉, 〈K−π+|P |B̄〉, 〈K−π+|S|B̄〉. (5.23)

These matrix elements can however be written in terms of B → K∗ form factors assuming
dominance of the narrow-width approximation [99]. Considering the K̄∗ meson to be on-
shell and summing over the spins of the final particles, the differential decay distribution
of the full decay can be written in terms of the three angles θ`, θK∗ , φ and the invariant
dilepton mass (q2) [94, 98]:

d4Γ =
9

32π
J(q2, θl, θK∗ , φ) dq2 d cos θl d cos θK∗ dφ , (5.24)

with the physical region of phase space bounded by

4m2
` 6 q2 6 (MB −MK∗)

2, −1 6 cos θ` 6 1, −1 6 cos θK∗ 6 1, 0 6 φ 6 2π. (5.25)

The angular dependence of J(q2, θl, θK∗ , φ) can be decomposed as

J(q2, θ`, θK∗ , φ) = Js1 sin2 θK∗ + J c1 cos2 θK∗ + (Js2 sin2 θK∗ + J c2 cos2 θK∗) cos 2θ`

+ J3 sin2 θK∗ sin2 θ` cos 2φ+ J4 sin 2θK∗ sin 2θ` cosφ+ J5 sin 2θK∗ sin θ` cosφ

+ (Js6 sin2 θK∗ + J c6 cos2 θK∗) cos θ` + J7 sin 2θK∗ sin θ` sinφ

+ J8 sin 2θK∗ sin 2θ` sinφ+ J9 sin2 θK∗ sin2 θ` sin 2φ . (5.26)
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The angular coefficients Ji, are functions of q2 and can be described in terms of eight
transversity amplitudes5 [94]

Js1 =
(2 + β2

` )

4

[
|AL⊥|2 + |AL‖ |2 + (L→ R)

]
+

4m2
`

q2
Re
(
AL⊥A

R
⊥
∗

+ AL‖A
R
‖
∗)

, (5.27a)

J c1 = |AL0 |2 + |AR0 |2 +
4m2

`

q2

[
|At|2 + 2Re(AL0 A

R
0

∗
)
]

+ β2
` |AS|2 , (5.27b)

Js2 =
β2
`

4

[
|AL⊥|2 + |AL‖ |2 + (L→ R)

]
, (5.27c)

J c2 = −β2
`

[
|AL0 |2 + (L→ R)

]
, (5.27d)

J3 =
1

2
β2
`

[
|AL⊥|2 − |AL‖ |2 + (L→ R)

]
, (5.27e)

J4 =
1√
2
β2
`

[
Re(AL0 A

L
‖
∗
) + (L→ R)

]
, (5.27f)

J5 =
√

2β`

[
Re(AL0 A

L
⊥
∗
)− (L→ R)− m`√

q2
Re(AL‖A

∗
S + AR‖ A

∗
S)

]
, (5.27g)

Js6 = 2β`
[
Re(AL‖A

L
⊥
∗
)− (L→ R)

]
, (5.27h)

J c6 = 4β`
m`√
q2

Re
[
AL0A

∗
S + (L→ R)

]
, (5.27i)

J7 =
√

2β`

[
Im(AL0 A

L
‖
∗
)− (L→ R) +

m`√
q2

Im(AL⊥A
∗
S + AR⊥A

∗
S)

]
, (5.27j)

J8 =
1√
2
β2
`

[
Im(AL0 A

L
⊥
∗
) + (L→ R)

]
, (5.27k)

J9 = β2
`

[
Im(AL‖

∗
AL⊥) + (L→ R)

]
, (5.27l)

with Ji ≡ 2Jsi +J ci (for i = 1, 2, 6), and β` is the lepton velocity in the B rest frame [100]

β` =

√
1− 4m2

`

q2
. (5.28)

5Referring to the linear or longitudinal polarisations of K∗ (A⊥,‖ or A0) and to the temporal or scalar
components of the dilepton pair (At or AS).
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The transversity or spin amplitudes are in turn expressed in terms of the form factors6 [94]:

AL,R⊥ = N
√

2λ1/2

[ [
(Ceff

9 + Ceff ′
9 )∓ (C10 + C ′10)

] V (q2)

MB +mK∗

+
2mb

q2
(Ceff

7 + Ceff ′
7 )T1(q2)

]
, (5.29a)

AL,R‖ = −N
√

2(M2
B −m2

K∗)

[ [
(Ceff

9 − Ceff ′
9 )∓ (C10 − C ′10)

] A1(q2)

MB −mK∗

+
2mb

q2
(Ceff

7 − Ceff ′
7 )T2(q2)

]
, (5.29b)

AL,R0 = − N

2mK∗
√
q2

{[
(Ceff

9 − Ceff ′
9 )∓ (C10 − C ′10)

]
×
[
(M2

B −m2
K∗ − q2)(MB +mK∗)A1(q2)− λ A2(q2)

MB +mK∗

]
+ 2mb(C

eff
7 − Ceff ′

7 )

[
(M2

B + 3m2
K∗ − q2)T2(q2)− λ

M2
B −m2

K∗
T3(q2)

]}
, (5.29c)

At =
N√
q2
λ1/2

[
2(C10 − C ′10) +

q2

m`mb

(CQ2 − C ′Q2
)

]
A0(q2), (5.29d)

AS = −2Nλ1/2

mb

(CQ1 − C ′Q1
)A0(q2). (5.29e)

The above equations share a common pre-factor

N = VtbV
∗
ts

[
G2
Fα

2
em

3 · 29 π5M2
B

q2 |PK∗| βl
]1/2

, (5.30)

where |PK∗| =
√
λ/2MB is the value of the 3-momentum of the K∗ meson in the B rest

frame [100], and λ is the triangle function

λ = M4
B +m4

K∗ + q4 − 2(M2
Bm

2
K∗ +m2

K∗q
2 +M2

Bq
2). (5.31)

The ⊥, ‖ and 0 in AL,R⊥ , AL,R‖ and AL,R0 are related to different combination of the K∗

helicity amplitudes7 by [98]

A⊥,‖ = (H+1 ∓H−1)/
√

2, A0 = H0. (5.32)

The L and R in AL,R⊥ , AL,R‖ and AL,R0 refer to the chirality of the leptonic current. The t
in At refers to the time-like polarisation vector of the virtual gauge boson that produces

6 Here, the mass of the s-quark has been neglected.
7 The three helicity amplitudes can be associated with the three polarisation states of the on-shell K∗

meson’s polarisation vector [100].
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the lepton pair and the S in AS refers to the scalar coupling to the lepton pair [94]. The
specific combination of the Wilson coefficients in (5.29) are due to the arrangement of the
operators based on their Lorentz structure for the hadronic matrix elements which can
be seen in (5.21).

For the differential distribution of the CP conjugate decay B0 → K∗(→ K+π−)`+`−,
keeping the definition of θ`, replacing K− with K+ for the definition of θK∗ and considering
φ to be the angle between the normals of the `+`− plane and the K+π− in the B0 rest
frame, we can use (5.24) where J is replaced with J̄ . The function J̄(q2, θ`, θK∗ , φ) is
obtained from (5.26) by the replacements [99]

J
(c,s)
1,2 → J̄

(c,s)
1,2 , J

(c,s)
6 → −J̄ (c,s)

6 , (5.33)

J3,4,7 → J̄3,4,7, J5,8,9 → −J̄5,8,9, (5.34)

where J̄ is equal to J with all the weak phases conjugated. The change of sign for J5,6,8,9

can be understood by considering that the CP conjugate decay leads to the transforma-
tions θl → π − θl and φ→ −φ in (5.26).

5.2.2 Observables

Integrating (5.24) over all angles, the dilepton mass distribution can be written in terms
of the angular coefficients [94,101]:

dΓ

dq2
=

3

4

(
J1 −

J2

3

)
. (5.35)

For the normalised forward-backward asymmetry AFB we use [94,101]:

AFB(q2) ≡
[∫ 0

−1

−
∫ 1

0

]
d cos θl

d2Γ

dq2 d cos θl

/
dΓ

dq2
= −3

8
J6

/
dΓ

dq2
. (5.36)

Considering AFB, another observable known as the zero-crossing (q2
0) can be obtained. q2

0

denotes the value of the dilepton invariant mass at which AFB becomes zero.

The longitudinal polarisation fraction FL can be constructed as the ratios of the transver-
sity amplitudes and therefore contains less theoretical uncertainty from the form factors.
For the longitudinal polarisation, FL we have [94,98]:

FL(q2) =
−J c2
dΓ/dq2

. (5.37)

Another observable which is rather independent of hadronic input parameters is the
isospin asymmetry which arises from non-factorisable effects. The non-factorisable ef-
fects depend on the charge of the spectator quark, and hence depending on whether the
decaying B meson is charged or neutral, there will be a difference in the contribution
of these effects to the decay width which can cause an isospin asymmetry. The (CP
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averaged) isospin asymmetry is defined as [102]

dAI
dq2

=
dΓ[B0 → K∗0`+`−]/dq2 − dΓ[B± → K∗±`+`−]/dq2

dΓ[B0 → K∗0`+`−]/dq2 + dΓ[B± → K∗±`+`−]/dq2
. (5.38)

In the SM, dAI/dq
2 is less than 1% [102, 103], the smallness of the isospin asymmetry

makes it sensitive to isospin-violating NP effects.

Other observables of interest are the transverse asymmetries which have a small depen-
dence on the form factors and/or a large sensitivity to right-handed currents via C ′7. They
are defined as [94,98,104,105]

A
(2)
T (q2) =

J3

2 Js2
, (5.39)

A
(3)
T (q2) =

(
4(J4)2 + β2

` (J7)2

−2J c2 (2Js2 + J3)

)1/2

, (5.40)

A
(4)
T (q2) =

(
β2
` (J5)2 + 4(J8)2

4(J4)2 + β2
` (J7)2

)1/2

, (5.41)

as well as

AIm(s) =
J9

dΓ/dq2
, (5.42)

which is sensitive to the complex phases, but very small (O(10−3)) in the SM.

All the observables can also be expressed in terms of the CP averaged angular coefficients
Si [94]. In particular, S3, which has recently been measured by LHCb, can be related to

FL and A
(2)
T by

S3 =
1

2
(1− FL)A

(2)
T . (5.43)

A very interesting observable which only involves the amplitudes A‖ and A⊥ has been
proposed by [106]

A
(re)
T (q2) =

β`
4

Js6(q2)

Js2(q2)
. (5.44)
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Furthermore, for the low recoil region, other observables have been proposed by [107]

H
(1)
T =

√
2J4√

−J c2 (2Js2 − J3)
, (5.45)

H
(2)
T =

βlJ5√
−2J c2 (2Js2 + J3)

, (5.46)

H
(3)
T =

βlJ6

2
√

(2Js2)2 − (J3)2
. (5.47)

5.2.3 Difference between high and low recoil

Considering the relations for the transversity amplitudes, any observable that is considered
depends on several form factors which are independent of each other. To obtain quanti-
tative results for the form factors, methods such as sum rules and lattice simulations are
applied but they suffer from large theoretical uncertainties. However, when dealing with
form factors that describe current matrix elements of heavy mesons or baryons, Heavy
Quark Effective Theory (HQET) [108, 109] is applicable. HQET provides a systematic
framework where the matrix elements are expanded in inverse powers of the heavy quark
mass (1/mQ). Within HQET, symmetries that are not apparent in QCD are brought to
light. By exploring the new symmetries, relations can be obtained among the different
matrix elements. These relations reduce the number of independent form factors and
thereby provide significant simplifications in the theoretical description of the relevant
process. The relations that are obtained between the B → K∗ form factors depend on
the energy of the outgoing K∗ meson8

EK∗ =
M2

B +M2
K∗ − q2

2MB

. (5.48)

Moreover, besides the short-distance contributions that are included in the Wilson coeffi-
cients, the four-quark loops have long-distance effects from the real intermediate states uū
and cc̄ (Figure 5.3), where the relevant process are B → K∗(cc̄→)`` or B → K∗(uū→)``.

The long-distance effects depend on the kinematics of the dilepton invariant mass. While
the uū intermediate states can be safely neglected due to their small CKM factors, the
cc̄ resonances such as J/ψ and ψ′ have large contributions. These large effects can be
eliminated by putting cuts in the dilepton invariant mass (q2), for regions that are close to
these resonances (q2 = m2

J/ψ ' 9.6 GeV2 and q2 = m2
ψ′ ' 13.6 GeV2). While for q2 below

the pronounced J/ψ and ψ′ resonances, there are no other charmonium contributions, for
the high q2 region (q2 & 14 GeV2) there are long-distance effects from the wide resonances
of the heavier cc̄ bound states of ψ(3770), ψ(4040), ψ(4160) and ψ(4415) [93,97].

The B → K∗ `+`− decay is hence usually studied distinctly for low q2 (. 6 GeV2) and
high q2 (& 14 GeV2). The high q2 region coincides with the low recoil of the K∗ meson

8The energy of the K∗ meson is given in the B meson rest frame.
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Figure 5.3.: Illustrative diagrams of the short- and long-distance contributions of the four-
quark operators on the B → K∗`` decay, respectively in (a) and (b).

and the low q2 region with the high recoil of the K∗ meson. In the intermediate q2 region,
the narrow c̄c resonance background from J/ψ and ψ′ are two orders of magnitude larger
than the short distance effects [110]. Hence the intermediate region is of no interest in
studying New Physis effects.

In our work we will mostly concentrate on the high (large) recoil region.

5.2.4 B → K∗`+`− at large recoil

In the limit where the K∗ meson has a large recoil energy, the form factors are calcu-
lated using light cone sum rule methods (LCSR). These form factors suffer from large
uncertainties, but even if they were known precisely, the B̄0 → K̄∗`+`− decay would still
need corrections emerging from non-factorisable effects which are related to the current-
current operators O1 and O2, the QCD penguin operators O3-O6 and the chromomagnetic
operator O8 [91]. The non-factorisable corrections contribute to the decay amplitude by
producing a virtual photon which decays into a lepton pair. When the K̄∗ has a large
energy (q2 is small) and the decaying hadron (B̄0) is heavy, the non-factorisable correc-
tions can be computed in the QCD factorisation (QCDf) framework [91,103] and its field
theoretical formulation, Soft Collinear Effective Theory (SCET) [111].

Transversity amplitudes at LO

Using the Large Energy Effective Theory (LEET) [112], Charles et al. [95] have shown
that in the kinematic region of large recoil of the K∗ meson, OPE can be used where
the small parameter is (1/EK∗). Simultaneously, HQET is applicable and a heavy quark
expansion in 1/mb can be done. By exploring symmetries and making an expansion in
(1/EK∗) and (1/mb) at leading order in 1/mb and αs, the seven form factors reduce to
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two universal soft form factors ξ⊥ and ξ‖ [95, 98,113]:

A1(s) =
2EK∗

MB +MK∗
ξ⊥(EK∗), (5.49a)

A2(s) =
MB

MB −MK∗

[
ξ⊥(EK∗)− ξ‖(EK∗)

]
, (5.49b)

A0(s) =
EK∗

MK∗
ξ‖(EK∗), (5.49c)

V (s) =
mB +mK∗

MB

ξ⊥(EK∗), (5.49d)

T1(s) = ξ⊥(EK∗), (5.49e)

T2(s) =
2EK∗

MB

ξ⊥(EK∗), (5.49f)

T3(s) = ξ⊥(EK∗)− ξ‖(EK∗). (5.49g)

where ⊥ and ‖ in ξ⊥ and ξ‖, correspond to the transverse and longitudinal polarisation
of K∗.

Using the above relations, the transversity amplitudes can be expressed in a very simple
form9 [94, 98]:

AL,R⊥ =
√

2NMB(1− ŝ)
[
(Ceff

9 + Ceff ′
9 )∓ (C10 + C ′10) +

2m̂b

ŝ
(Ceff

7 + Ceff ′
7 )

]
ξ⊥(EK∗)

(5.50a)

AL,R‖ = −
√

2NMB(1− ŝ)
[
(Ceff

9 − Ceff ′
9 )∓ (C10 − C ′10) +

2m̂b

ŝ
(Ceff

7 − Ceff ′
7 )

]
ξ⊥(EK∗)

(5.50b)

AL,R0 = − NMB

2M̂K∗
√
ŝ

(1− ŝ)2

[
(Ceff

9 − Ceff ′
9 )∓ (C10 − C ′10) + 2m̂b(C

eff
7 − Ceff ′

7 )

]
ξ‖(EK∗)

(5.50c)

At =
NMB

2M̂K∗
√
ŝ

(1− ŝ)2

[
2(C10 − C ′10) +

ŝMB

m̂b

(CQ2 − C ′Q2
)

]
ξ‖(EK∗) (5.50d)

AS = −N(1− ŝ)2

M̂K∗

MB

m̂b

(CQ1 − C ′Q1
)ξ‖(EK∗), (5.50e)

with ŝ = q2/M2
B, m̂b = mb/MB and M̂K∗ = MK∗/MB.

The LO relations for the transversity amplitude are useful for the construction of various
observables by different combinations of the angular coefficients where there are either a
small or no dependence on the form factors. For instance, the relation for the zero-crossing

9 Here terms of O (M2
K∗/M2

B ) have been neglected.
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Figure 5.4.: Factorisable corrections to the soft form factors. Diagrams (a) and (b) corre-
spond to vertex corrections, and diagrams (c) and (d) correspond to spectator
scattering.

of the Forward-Backward asymmetry at LO becomes

q2
0 = − 2mbC

eff
7

C9 + Y (q0)
, (5.51)

which is completely independent of form factors.

Transversity amplitudes at NLO

In expressing the seven form factors in terms of ξ⊥ and ξ‖ (5.49), there are symmetry
breaking terms proportional to αs and 1/mb that have been neglected. The 1/mb cor-
rections appear due to the finiteness of mb, since the used symmetry relations only hold
exactly in the heavy quark limit (mb → ∞). Another type of corrections arise from
hard gluon exchanges where there is either a gluon exchange in the b → s vertex (Fig-
ure 5.4.a, b) or a gluon exchange between the b → s current and the spectator quark
(Figure 5.4.c, d). While there is no clear calculation of the 1/mb corrections, gluon ex-
change symmetry breaking contributions have been calculated to O(αs) [113]. These are
known as factorisable corrections and are shown in Figure 5.4. Moreover, there are non-
factorisable contributions (Figure 5.5) that are not included in the definition of the full
form factors. These contributions, similar to the factorisable ones, are either hard vertex
corrections (Figure 5.5.a, b) or spectator scatterings (Figure 5.5.c− e). These effects have
been calculated in the QCDf [91,103,113] framework. Including the factorisable as well as
non-factorisable contributions in QCDf, the form factors can schematically be expressed
as [91]

Ta ∝ Caξa + ΦB ⊗ Ta ⊗ ΦK∗,a, (5.52)
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Figure 5.5.: Non-factorisable corrections to the soft form factors (not included in the def-
inition of Full form factors). Diagrams (a) and (b) correspond to vertex
corrections included in Ca, and diagrams (c − e) correspond to hard spec-
tator scattering kernel Ta. The diagram in (e) is the only leading order
non-factorisable correction.

where a =‖,⊥ corresponds to longitudinal and transverse polarisation of K∗, respec-
tively. Here the non-perturbative hadronic quantities include the meson Light Cone Dis-
tribution Amplitudes (LCDA) ΦB,ΦK∗ , and the soft form facotors ξ⊥,‖. The factors Ca
(Appendix B.2) and Ta (Appendix B.3) contain the perturbatively calculable hard vertex
and spectator scattering contributions, respectively.

These contributions can be included in the transversity amplitudes by the following re-
placements [98,101]:

(Ceff
7 + C

′

7)Ti(q
2)→ T +

i , (Ceff
7 − C

′

7)Ti(q
2)→ T −i , Ceff

9 (q2)→ C9, (5.53)

where

T ±1 = T ±⊥ , T −2 =
2E

MB

T −⊥ , T −3 = T −⊥ + T −‖ , (5.54)

and T ±⊥,‖ are given in Appendix B.

Neglecting 1/mb corrections, the transversity amplitudes at NLO in αs in the large recoil
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limit are10 [94, 98,101]:

AL,R⊥ = N
√

2
√
λ

[
[(C9 + C ′9)∓ (C10 + C ′10)]

V (q2)

MB +mK∗
+

2mb

q2
T +
⊥

]
, (5.55a)

AL,R‖ = −N
√

2(M2
B −m2

K∗)

[
[(C9 − C ′9)∓ (C10 − C ′10)]

A1(q2)

MB −mK∗

+
4mb

MB

EK∗

q2
T −⊥
]
, (5.55b)

AL,R0 = − N

2mK∗
√
q2

{
[(C9 − C ′9)∓ (C10 − C ′10)]

×
[
(M2

B −m2
K∗ − q2)(MB +mK∗)A1(q2)− λ A2(q2)

MB +mK∗

]
+ 2mb

[
2EK∗

MB

(M2
B + 3m2

K∗ − q2)T −⊥ −
λ

M2
B −m2

K∗

(
T −⊥ + T −‖

)]}
(5.55c)

At =
N√
q2

√
λ

[
2(C10 − C ′10) +

q2

m`mb

(CQ2 − C ′Q2
)

]
EK∗

mK∗
ξ‖(q

2), (5.55d)

AS = −2N

mb

√
λ(CQ1 − C ′Q1

)
EK∗

mK∗
ξ‖(q

2). (5.55e)

A few comments are in order here as to why we have kept A1, A2 and V in the above
relations. Depending on the renormalisation convention for the soft form factors (or the
factorisation scheme), ξ⊥ and ξ‖ are obtained via two full form factors A0 and V [91], or
through three full form factors A1, A2 and V [103]. For the soft form factors we follow [103]

ξ⊥(q2) =
MB

MB +MK∗
V (q2) , (5.56)

ξ‖(q
2) =

MB +MK∗

2EK∗
A1(q2)− MB −MK∗

MB

A2(q2) . (5.57)

By using soft form factors instead of full form factors, factorisable corrections in αs and
1/mb are introduced. However, by convention, (5.56) and (5.57) hold for all orders of αs.
Hence there are no αs corrections from expressing V in terms of ξ⊥. At leading order
there is no αs correction from describing A1 in terms of ξ⊥ either. So there is no over
counting when using V and A1. On the other hand there is a negligible αs correction
included in T‖ from rewriting A2 in terms of ξ⊥ and ξ‖. However we prefer to keep A1, A2

and V since the additional 1/mb uncertainty that emerges from describing the full form
factors in terms of the soft ones are eliminated. A thorough discussion about this issue
can be found in [94].

10 For At and AS , the αs correction which emerges from describing A0 in terms of ξ‖ is very small and
has been neglected.
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mB = 5.27950 GeV [115] mBs
= 5.3663 GeV [115]

mK∗ = 0.89594 GeV [115] |VtbV ∗ts| = 0.0403+0.0011
−0.0007 [115]

mMS
b (mb) = 4.19+0.18

−0.06 GeV [115] mMS
c (mc) = 1.29+0.05

−0.11 GeV [115]

mpole
t = 172.9± 0.6± 0.9 GeV [115] mµ = 0.105658 GeV [115]

αs(MZ) = 0.1184± 0.0007 [115] α̂em(MZ) = 1/127.916 [115]
αs(µb) = 0.2161 α̂em(mb) = 1/133

sin2 θ̂W (MZ) = 0.23116(13) [115] GF /(~c)3 = 1.16637(1)× 10−5 GeV−2 [115]
fB = 194± 10 MeV Table 5.5 τB = 1.519± 0.007 ps [115]
fBs

= 234± 10MeV Table 5.5 τBs
= 1.472± 0.026 ps [115]

fK∗,⊥(1 GeV)= 0.185± 0.009 GeV [116] fK∗,‖ = 0.220± 0.005 GeV [116]
a1,⊥(1 GeV)= 0.10± 0.07 [114] a1,‖(1 GeV)= 0.10± 0.07 [114]
a2,⊥(1 GeV)= 0.13± 0.08 [114] a2,‖(1 GeV)= 0.09± 0.05 [114]

V Bq→K∗
(0) = 0.411± 0.046 [114] A

Bq→K∗

1 (0) = 0.292± 0.038 [114]

λB,+(1 GeV)= 0.46± 0.11 GeV [117] A
Bq→K∗

2 (0) = 0.259± 0.036 [114]

µb = mpole
b µ0 = 2MW

µf =
√

0.5× µb GeV [103]

Table 5.1.: Input parameters used in this work. Table taken from [118].

C1(µb) C2(µb) C3(µb) C4(µb) C5(µb) C6(µb) Ceff
7 (µb) Ceff

8 (µb) C9(µb) C10(µb)
−0.2610 1.0076 −0.0052 −0.0795 0.0004 0.0009 −0.2974 −0.1614 4.2297 −4.2068

Table 5.2.: SM Wilson coefficients at µb = mpole
b and µ0 = 2MW to NNLO accuracy in

αs.Table taken from [118].

Standard Model values and theoretical uncertainties

For our numerical analysis we have used the NLO relations for the transversity amplitudes
in the (1 < q2 < 6 GeV2) region, where we are sufficiently below the charm resonance
threshold (q2 = 4m2

c) and far enough from the kinematic minimum where the decay
amplitude is dominated by the photon pole. The input parameters can be found in
Table 5.1 and the SM Wilson coefficients are given in Table 5.2. Further explanation
on what we use for ξ⊥,‖, A1,2 and V is given in Appendix C. The available experimental
values are given for q2 bins which can be shown as 〈observable〉[q2min,q2max], in other words

the dq2 integration is over the [q2
min, q

2
max] range. For normalised quantities like AFB and

FL, the numerator and denominator are integrated separately [98,107]:

〈AFB〉[q2min,q2max] = −3

8

〈J6〉[q2min,q2max]

〈dΓ/dq2〉[q2min,q2max]

, (5.58)

〈FL〉[q2min,q2max] =
〈−J c2〉[q2min,q2max]

〈dΓ/dq2〉[q2min,q2max]

. (5.59)

We estimate the theoretical uncertainties for the SM values in the low q2 region consid-
ering five different sources of uncertainty: (i) the errors from the form factors (FF) have
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Observable SM prediction (FF) (SL) (QM) (CKM) (Scale)

107 ×BR(B → K∗µ+µ−)[1,6] 2.32 ±1.34 ±0.04 +0.04
−0.03

+0.08
−0.13

+0.09
−0.05

〈AFB(B → K∗µ+µ−)〉[1,6] −0.06 ±0.04 ±0.02 ±0.01 — —
〈FL(B → K∗µ+µ−)〉[1,6] 0.71 ±0.13 ±0.01 ±0.01 — —
q2

0(B → K∗µ+µ−)/GeV2 4.26 ±0.30 ±0.15 +0.14
−0.04 — +0.02

−0.04

Table 5.3.: SM predictions and errors for the high recoil region. Table taken from [118].

been calculated by adding in quadrature the uncertainties due to V , A1 and A2 (11%,
13% and 14%, respectively [114]); (ii) for the unknown 1/mb sub-leading corrections (SL),
we have assumed 7% corrections to the T⊥,‖ terms in the transversity amplitudes11, and
these corrections have been added in quadrature; (iii) errors from the quark mass uncer-

tainties (QM) have been estimated by separately varying mpole
t , mMS

b and mMS
c according

to Table 5.1 and also added in quadrature; (iv) errors also come from the uncertainty
in the CKM matrix element combination |VtbV ∗ts| (CKM) which has been computed by
considering the uncertainty given in Table 5.1; (v) the last source of error considered is
the scale dependence (Scale) which we estimate by varying µb between µb/2 and 2µb (with
µb = mpole

b ). These five groups of errors for BR, AFB, FL and q2
0 in the SM have been

summarised in Table 5.3. For the Standard Model predictions the primed coefficients
(C ′i,Q1,Q2

) as well as the scalar coefficients (CQ1,2) have been put to zero.

5.2.5 B → K∗`+`− at low recoil

For the low recoil of the K∗ meson, the definitions for the angular coefficients (5.27) are
the same as for the high recoil region. While the transversity amplitudes are also the
same (5.29), the relations that are used among the form factors no longer hold in the low
recoil region. Furthermore, the application of QCD factorisation is not justified near the
endpoint of the q2 spectrum (q2 ≈ qmax = (MB −MK)2). In order to reduce the number
of independent form factors appearing in the transversity amplitudes, HQET combined
with an OPE is used.

Using HQET, Isgur and Wise obtained certain relations among the different full form
factors (V (q2), A0,1,2(q2) and T1,2,3(q2)) [119]. These relations, which result in a reduc-
tion in the number of independent form factors, lead to significant simplifications for the
transversity amplitudes (similar to (5.50) in Section 5.2.4). However, in the same spirit
of what was discussed for the high recoil region, there are several sources of uncertainty
associated with this approach. One source of uncertainty is the 1/mb symmetry break-
ing corrections from the higher order operators in HQET, which require further hadronic
matrix elements, not calculable in perturbation theory [120]. On the other hand, correc-
tions emerging from hard gluon exchanges between the flavour changing currents and the
spectator quarks are calculable perturbatively and have been computed to O(αs) in [121],

11If for the (SL) error a 10% correction to the T⊥,‖ is considered the overall uncertainties will not have
a significant change since they are dominated by the (FF) uncertainties.
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resulting in improved Isgur-Wise relations.

The first step in obtaining the improved Isgur-Wise relations is the application of the
QCD equation of motion for quark fields (i /Dq = mqq) from where we have the following
operator identity12

i∂ν(s̄iσµνb) = −mbs̄γµb+ i∂µ(s̄b)− 2s̄i
←
Dµb. (5.60)

The s̄i
←
Dµb term can be expanded in 1/mb and matched onto HQET

s̄i
←
Dµb = D

(v)
0 (µ)mbs̄γµhv +D

(v)
1 (µ)mbvµs̄hv + · · · , (5.61)

where hv is the HQET b-quark field. The quark currents s̄γµb and s̄b can also be expressed
in terms of HQET currents

s̄γµb = C
(v)
0 (µ)s̄γµhv + C

(v)
1 (µ)vµs̄hv + · · · , (5.62)

s̄b = C
(v)
0 (µ)s̄hv + · · · . (5.63)

The matrix element of s̄i
←
Dµb can hence be written in terms of the matrix element of s̄γµb

〈K∗|s̄i
←
Dµb|B〉 =

mbD
(v)
0 (µ)

C
(v)
0 (µ)

(µ)〈K∗|s̄γµb|B〉+ · · · . (5.64)

In the above relations C
(v)
i and D

(v)
i are HQET Wilson coefficients [122]. Taking the

matrix element of (5.60) and using the (5.64), the improved Isgur-Wise relation among V
and T1 is obtained [107]

T1(q2) = κV (q2), (5.65)

with

κ =

(
1 + 2

D
(v)
0 (µ)

C
(v)
0 (µ)

)
mb(µ)

MB

. (5.66)

Up to NLO in αs

κ = 1− 2
αs
3π

ln

(
µ

mb

)
. (5.67)

Considering the relevant formulae for the axial currents two other relations among the

12Here the s-quark has been considered to be massless.
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Observable SM prediction

107 ×BR(B → K∗µ+µ−)[14.18,16] 1.27± 0.35
〈AFB(B → K∗µ+µ−)〉[14.18,16] 0.44± 0.07
〈FL(B → K∗µ+µ−)〉[14.18,16] 0.36± 0.05
107 ×BR(B → K∗µ+µ−)[16,19.21] 1.50± 0.46
〈AFB(B → K∗µ+µ−)〉[16,19.21] 0.38± 0.07
〈FL(B → K∗µ+µ−)〉[16,19.21] 0.34± 0.05

Table 5.4.: SM predictions for the low recoil region using SuperIso v3.3. The theoretical
errors have been estimated adapting the relative errors of [107] to our central
values.

form factors can be obtained [107]

T2(q2) = κA1(q2), T3(q2) = κA2(q2)
M2

B

q2
. (5.68)

An important source of uncertainty that appears in the low recoil region is due to long
distance effects from cc̄ loops. Grinstein and Pirjol implemented these long distance
contributions as short distance effects, using HQET combined with OPE in 1/mQ with

Q = {mb,
√
q2} [122] 13. These effects are then absorbed into the redefinition of Ceff

7 and

Ceff
9

14. It should be noted that in the low recoil region power corrections unlike the high
recoil region enter with parametric suppression.
To apply the improved Isgur-Wise relations, and include the long distance contributions
to the B → K∗`+`− decay we have followed [107]. In the SM, using the input parameters
of Table 5.1, the numerical results for the observables BR, AFB and FL are obtained as
summarised in Table 5.4. These observables are defined in the same way as done for the
low q2 region.

13A somewhat different approach where HQET is not applied, has been used for the calculation of the
long distance effects in [123].

14 The definitions used for Ceff7 and Ceff9 in the low recoil region are not the same as for the high recoil
region and can be found in [107,122].
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5.3 Bs → ¯̀̀

5.3.1 Theoretical framework

Considering the effective Hamiltonian for b→ s transitions (5.1), the matrix element for
the B̄s → ¯̀̀ decay can be written in the same way as what was previously done for the
B → K∗`` decay (5.8). For the amplitude of B̄s → `` we have

M =
GFαem

2
√

2π
VtbV

∗
ts

{〈
`+`−

∣∣∣∣[Ceff
7 (T µν + T µν5 ) + Ceff ′

7 (T µν − T µν5 )

]
× mb

e
Fµν (5.69)

+

[
Ceff

9 (V µ − Aµ) + Ceff ′
9 (V µ + Aµ)

]
× (¯̀γµ`)

+

[
C10(V µ − Aµ) + C ′10(V µ + Aµ)

]
× (¯̀γµγ5`)

+

[
CQ1(S + P ) + C ′Q1

(S − P )

]
× (¯̀̀ )

+

[
CQ2(S + P ) + C ′Q2

(S − P )

]
× (¯̀γ5`)

∣∣∣∣B̄s

〉}
,

where S, P, V µ, Aµ, T µν and T µν5 are defined in (5.20). Upon factorising the hadronic and
leptonic parts, the following hadronic matrix elements are required

〈0|Aµ|B̄〉, 〈0|P |B̄〉, (5.70)

〈0|V µ|B̄〉, 〈0|S|B̄〉, 〈0|T µν |B̄〉, 〈0|T µν5 |B̄〉.

The decay constant fBs is defined via the matrix element of the axial vector current

〈0|Aµ|B̄s〉 = ipµfBs , (5.71)

where pµ is the momentum of the B̄s meson. Using the equations of motion after con-
tracting both sides of the above equation with i∂µ, the pseudo scalar matrix element can
be obtained [124]

〈0|P |B̄s〉 = −i M2
Bs

mb +ms

fBs , (5.72)

where MBs is the Bs meson mass.

The other matrix elements appearing in the second line of (5.70) all vanish [125]. The
scalar and vector current matrix elements vanish since S and V µ are parity even while B̄s

is a pseudo-scalar meson with odd parity. The tensor currents T µν and T µν5 also vanish
since they are antisymmetric under a µ↔ ν interchange and it is not possible to construct
an antisymmetric combination with pµ as the only available dynamical variable. Hence
the operator O7 does not contribute to the B̄s → `` decay. Even though the O9 operator
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consists of an axial vector piece in the quark current, it doesn’t contribute to the decay
either. The axial vector current is 〈0|Aµ|B̄〉 ∝ pµ = pµ`+ + pµ`− , which upon contraction

with the leptonic vector current part of O9 vanishes. Hence, only the operators Q
(′)
1,2 and

O
(′)
10 contribute to this decay. The transition amplitude can be written as

M =
−iGFαem

2
√

2π
VtbV

∗
ts

fBs
MBs

{[
2m`

MBs

(C10 − C ′10) +
MBs

ms +mb

(CQ2 − C ′Q2
)

]
× 〈 ¯̀̀ |¯̀γ5`|0〉

(5.73)

+

[
MBs

ms +mb

(CQ1 − C ′Q1
)

]
× 〈 ¯̀̀ | ¯̀̀ |0〉

}
,

where m` is the lepton mass. Squaring the amplitude and summing over the lepton spins,
the decay width is obtained, from where the branching ratio is [124,126]:

BR(Bs → `+`−) =
G2
Fα

2
em

64π3
f 2
BsM

3
Bs|VtbV ∗ts|2τBs

√
1− 4m2

`

M2
Bs

{(
1− 4m2

`

M2
Bs

)
(5.74)

×
∣∣∣∣( MBs

mb +ms

)
(CQ1 − C ′Q1

)

∣∣∣∣2 +

∣∣∣∣( MBs

mb +ms

)
(CQ2 − C ′Q2

) +
2mµ

MBs

(C10 − C ′10)

∣∣∣∣2
}
.

The branching ratio of Bs → `+`− described above is CP -averaged. For the Bs →
µ+µ− however, the experimental value is untagged. Taking into account the precise
measurement [127] of the fractional decay width difference between the Bs heavy and
light mass eigenstates, ys ≡ ∆ΓBs/(2ΓBs) = 0.088± 0.014, the untagged branching ratio
is related to the CP -averaged one by [128]:

BRuntag(Bs → µ+µ−) =

[
1 +A∆Γys

1− y2
s

]
BR(Bs → µ+µ−), (5.75)

where

A∆Γ =
|P |2 cos(2φP )− |S|2 cos(2φS)

|P |2 + |S|2 , (5.76)

with

S ≡
√

1− 4m2
µ

M2
Bs

MBs

2mµ

MBs

(mb +ms)

(CQ1 − C ′Q1
)

CSM
10

, (5.77)

P ≡ C10 − C ′10

CSM
10

+
MBs

2mµ

MBs

(mb +ms)

(CQ2 − C ′Q2
)

CSM
10

, (5.78)
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Lattice QCD Group Ref. fBs fB
ETMC-11 [129] 232± 10 MeV 195± 12 MeV
Fermilab-MILC-11 [130,131] 242± 9.5 MeV 197± 9 MeV
HPQCD-12 [132] 227± 10 MeV 191± 9 MeV
Our choice 234± 10 MeV 194± 10 MeV

Table 5.5.: Average of lattice QCD results used as input in our work.

and

φS = arg(S), φP = arg(P ), (5.79)

are the CP -violating phases.

5.3.2 Standard Model values and theoretical uncertainties

In the Standard Model, only C10 is non-vanishing and its largest contributions arise from
a Z penguin top loop (75%), and from a charmed box diagram (24%) . With the inputs
of Table 5.1, C10 = −4.21, from which BR(Bs → µ+µ−)|SM = (3.53 ± 0.38) × 10−9.
The latest experimental results thus severely constrain the room for new physics, and its
proximity with the 2σ upper value calls for a discussion of the uncertainties in this SM
prediction.

The main uncertainty comes from the Bs decay constant fBs , which has recently been
re-evaluated by independent lattice QCD groups (see Table 5.5). Their 4.3% uncertainties
agree, as do their results within these uncertainties, so that we have chosen an average
of these three results in what follows. This implies a 8.7% uncertainty on the branching
ratio.

Notice this range covers the recently published result fBs = 225 ± 4 MeV of McNeile
et al. [133], whose lower value and striking precision dominates any weighted average
including it, like the one in [134] (227±4 MeV) proposed by one of the authors of [133], or
the one in [135]: 227±6 MeV. The smallness of the extrapolation error in this work raises
a number of new questions, and we prefer to keep our naive but more conservative average.
This choice has however little effect on the new physics applications we have in mind, as
these depend mostly on the lower end of the 2σ range: 214 = 234− 20 ' 215 = 227− 12.

Another potential source of uncertainty comes from the choice of scale at which the fine
structure constant is used in (5.74): there is a non-negligible 4% difference between the
running MS couplings α̂(mb) = 1/133 and α̂(mZ) = 1/128. If the first choice may seem
natural, the weak couplings involved in the top Z-penguin (or charmed box) are closer
to the weak scale, and do not run below it, as discussed in Ref. [136]. We thus take that
last value, as well as sin2 θ̂W (mZ) = 0.2312 in the expression of (5.74). This may seem
at odds with the conclusion of [136], which states that choosing α̂(mb) minimises the
EW corrections to B → K∗`+`−. However, the EW corrections to C7,9, which dominate
the low q2

ll region of this last process, are opposite to the EW corrections for C10, which
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controls Bs → µ+µ−. Having made this choice for the EM-coupling, we expect EW
corrections to mostly absorb the remaining scale dependence in α̂EM(µ), leaving a small,
2% uncertainty in the branching ratio.
The remaining theoretical uncertainties are smaller owing to the NNLO treatment of QCD
corrections: increasing the low scale µb (or the matching scale µW ) by a factor of 2 induces
a 1.4% (or respectively 2%) effect.
Finally, parametric uncertainties from the top mass (1.3%), from the Bs lifetime (1.8%)
and from the CKM element Vts (5%), are expected to be reduced in the future. Adding
all these (small) errors in quadrature, we thus get a Standard Model prediction assorted
with an 11% uncertainty:

BR(Bs → µ+µ−) = (3.53± 0.38)× 10−9 . (5.80)

This value is compatible with recent SM predictions for this observable, i.e. by the
CKMfitter group [137], for which the uncertainties are reduced by the use of other flavour
information.
The lower (3.23 ± 0.15 ± 0.32)×10−9 value in [138] mostly comes from a lower choice of
fBs , which accounts for 6% out of the 9% difference. Another source of discrepancy is the
MS value of the top mass mt(mt) used in the Inami-Lim function for C10(mt) ∼ m3.0

t : for
a given pole mass, the one-loop MS mass is 2.5 GeV higher than the 3 or 4-loop mass,
more than twice the current experimental error. We used the 1-loop results, as normally
suited for NLO-corrected results, whereas [138] used the 4-loop result.



CHAPTER 6

Constraints on SUSY

In this chapter we will first present recent experimental result for the Bs → µ+µ− and
B → K∗µ+µ− decays, and then proceed to consider the supersymmetric effects on the
Wilson coefficients. In the absence of any significant deviation of the experimental values
for Bs → µ+µ− and B → K∗µ+µ− observables from the SM predictions (as presented in
the previous chapter), we will discuss the constraining power of these observables on the
parameter space of chosen minimal flavour violating (MFV) scenarios.

6.1 Experimental results

6.1.1 Bs → µ+µ−

Experimental searches for the rare Bs → µ+µ− decay have been carried out for more
than a quarter of a decade [139]. Recently, in the Autumn of 2012, the first evidence of
Bs → µ+µ− decay was presented by the LHCb collaboration [140]:

BR(Bs → µ+µ−) = (3.2+1.5
−1.2)× 10−9 , at 95% C.L. (6.1)

Prior to that, there were only upper limits available, the best having been published by
the LHCb collaboration in the spring of the same year [141]:

BR(Bs → µ+µ−) < 4.5× 10−9 , at 95% C.L. (6.2)

This upper limit was followed by the result from CMS [142]:

BR(Bs → µ+µ−) < 7.7× 10−9 . at 95% C.L. (6.3)

Further independent bounds were provided by the CDF collaboration with a weaker upper
limit [143]:

BR(Bs → µ+µ−) < 3.4× 10−8 , (6.4)

77
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together with a one standard deviation interval

BR(Bs → µ+µ−) = (1.3+0.9
−0.7)× 10−8 , (6.5)

arising from an observed excess over the expected background.

For the purpose of our subsequent numerical studies, we adopt the Spring 2012 LHCb
limit1 and, accounting for 11% theoretical uncertainty (as explained in Section 5.3), we
impose the following upper limit at 95% C.L.2

BR(Bs → µ+µ−) < 5.0× 10−9 . (6.6)

The lower limit does not provide any constraint for the models that we have considered.

6.1.2 B → K∗µ+µ−

For B → K∗µ+µ− related observables, we will use the latest LHCb results which cor-
respond to an integrated luminosity of 1 fb−1 [144]. These results are summarised in
Table 6.1 where the experimental uncertainties are statistical and systematic. For com-
parison, the different SM predictions with the corresponding theoretical errors (from the
five sources of errors mentioned in Table 5.3, added in quadrature) are also provided.

Observable SM prediction Experiment

107GeV2 × 〈dBR/dq2 (B → K∗µ+µ−)〉[1,6] 0.47± 0.27 0.42± 0.04± 0.04
〈AFB(B → K∗µ+µ−)〉[1,6] −0.06± 0.05 −0.18+0.06+0.01

−0.06−0.01

〈FL(B → K∗µ+µ−)〉[1,6] 0.71± 0.13 0.66+0.06+0.04
−0.06−0.03

107GeV2 × 〈dBR/dq2 (B → K∗µ+µ−)〉[14.18,16] 0.70± 0.19 0.59± 0.07± 0.04
〈AFB(B → K∗µ+µ−)〉[14.18,16] 0.44± 0.07 0.49+0.04+0.02

−0.06−0.05

〈FL(B → K∗µ+µ−)〉[14.18,16] 0.36± 0.05 0.35+0.07+0.07
−0.06−0.02

q2
0(B → K∗µ+µ−)/GeV2 4.26+0.36

−0.34 4.9+1.1
−1.3

Table 6.1.: Experimental values and SM predictions (the theoretical errors are from adding
in quadrature the different errors in Table 5.3).

In addition to the observables listed in Table 6.1, three other observables have also been
measured using 1 fb−1 of LHCb data, namely S3 and AIm [144] as well as the isospin

1 The upper limit of the Autumn 2012 LHCb result is 4.7 × 10−9; when compared to the 4.5 × 10−9

upper limit of Spring 2012 it is clear that such a small discrepancy should have no significant effect
in the constraints obtained in Section 6.3.2.

2To be fully accurate [128], we should multiply this number by a factor (1+ys)/(1+A∆Γys) and compute
the asymmetry A∆Γ for the particular SUSY models studied. However, for most of the models passing
this constraint, this factor provides less than a 2% correction.
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asymmetry, AI [145]. The reported results are:

〈2S3(B → K∗µ+µ−)〉[1,6] = 0.10+0.15+0.02
−0.16−0.01 , (6.7)

〈AIm(B → K∗µ+µ−)〉[1,6] = 0.07+0.07+0.02
−0.07−0.01 , (6.8)

〈AI(B → K∗µ+µ−)〉[1,6] = −0.15± 0.16 . (6.9)

However, with the current experimental accuracy, these observables are not sensitive
enough to probe SUSY parameters.

For all Bs → µ+µ− and B → K∗µ+µ− observables, the experimental results are in very
good agreement with the SM prediction. This implies that these observables will allow to
severely constrain any contribution from new physics models.

6.2 SUSY contributions in the MSSM

The effective theory formalism of weak B-decays allows for a convenient inclusion of the
effects of new physics (NP). NP contributions to b → s`` processes can be reabsorbed
into the Wilson coefficients of the effective Hamiltonian, presented in Chapter 5

Ci(µ0) = CSM
i (µ0) + CNP

i (µ0), (6.10)

where Ci(µ0) contain all the contributions from both SM and NP particles at the elec-
troweak (µ0 ∼ MW ) and higher scales. The Wilson coefficients are then evolved down
to the scale at which the B-decay takes place (µb ∼ mb) through renormalisation group
equations (RGEs) (see Appendix A). When the considered NP scenario is the minimal su-
persymmetric standard model (MSSM) with R-parity conservation, the new particles only
contribute through loops. As mentioned in Chapter 3, besides the W± and up-type quark
contributions, which are already present in the SM, in the MSSM there are additional
contributions from: a) charged Higgs; b) up-type squarks and charginos; c) down-type
squarks and gluinos; d) down-type squarks and neutralino loops. The latter loops can
correspond to either box diagrams or penguins, mediated by either a photon, Z-boson or
neutral Higgs subsequently decaying into a lepton pair.
In our work we have considered constrained MSSM scenarios with MFV. We have mostly
focused on the CMSSM and briefly on models with non-universal Higgs masses (NUHM),
both assuming SUSY breaking mediated by gravity (thus flavour blind) and invoking uni-
versal boundary conditions at a very high scale mGUT.

For these scenarios, flavour changing contributions from neutralino and gluino loops are
negligible compared to the chargino loops, since the flavour mixing among the third
and the two other generations of the down-squarks are comparatively small [146–148].
Alternatively it can be said that, to a good approximation the down squark mass-squared
matrix is flavour diagonal [40]. Hence the flavour changing contributions from neutralino
and gluino interactions can be neglected. In the MSSM, the chargino and charged Higgs
contributions to the most relevant Wilson coefficients for Bs → µ+µ− and B → K∗µ+µ−
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(C
(′)
7,...,10,Q1,2

) have been calculated by various authors [40, 41, 86, 87, 124, 146, 149]. In
order to compare the relative deviation of the Wilson coefficients from their SM value we
introduce the following quantity,

δCi =
CMSSM
i − CSM

i

CSM
i

. (6.11)

A detailed list of all the relevant MSSM contributions to the Wilson coefficients considered
in this work can be found in [150].

6.3 CMSSM

The first model that we consider is the CMSSM, characterised by the set of parameters
{m0,m1/2, A0, tan β, sgn(µ)}. Here m0 is the universal scalar mass, m1/2 the universal
gaugino mass, A0 the universal trilinear coupling, and tan β the ratio of the vacuum
expectation values of the Higgs doublets. The analysis described here corresponds to
the study of [118]. Despite being disfavoured by the recent evidence for a ∼125 GeV
Higgs [151, 152], the CMSSM offers an illustrative and controllable prototype of MFV
SUSY scenarios.

6.3.1 Wilson coefficients in the CMSSM

When all new contributions are included, one can find significant deviations from the
SM values of the Wilson coefficients. To numerically evaluate the effect of SUSY contri-
butions in the CMSSM, we performed a scan over the following ranges for the relevant
parameters: m0 ∈ [100, 3000] GeV, m1/2 ∈ [100, 3000] GeV, A0 ∈ [−5000, 2000] GeV and
tan β ∈ [1, 60], with µ > 0. For each of the ' 500000 points generated, we computed
the SUSY spectrum and couplings using SOFTSUSY 3.2.4 [153]. The contributions of
the SUSY particles to the Wilson coefficients were then computed and run down to the
µb scale, using SuperIso v3.3 [126,154]. For this Ph.D, soft form factors, non-factorisable
corrections, additional angular B → K+`` observables as well as C9 running were added
to this software package.

The full variation of the Wilson coefficients in such a CMSSM scan is presented in Fig-
ure 6.1, ignoring existing constraints on SUSY parameters and/or Wilson coefficients. As
can be seen, C7 and C8 can have both signs and their correlation is visible in the figure.
C9, exhibits hardly any change while C10 can have a larger spread. This feature can be
understood once we notice that box diagrams are suppressed with respect to Higgs- or
Z-penguin diagrams, giving δC9/δC10 ∼ (gV /gA)µ ∼ 1− 4 sin2 θW .

On the other hand (pseudo-) scalar coefficients (CQ1,2) can receive the largest SUSY
contributions, owing to the scalar penguin enhancement proportional to tan3 β at large
tan β regime. The primed coefficients (C ′7,...,10,Q1,2

) are suppressed in the CMSSM and
have negligible effects. The relative deviation of the most relevant non-primed Wilson
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Figure 6.1.: Variation of the Wilson coefficients in the CMSSM with all the parameters
varied in the ranges given in the text. The red lines correspond to the SM
predictions.

coefficients in the CMSSM thus obey the following hierarchy at large tan β∣∣δCQ1,2

∣∣� |δC7| > |δC10| > |δC9| . (6.12)

Moreover, while the scalar and pseudoscalar coefficients (CQ1,2) have the same absolute
value, they have opposite signs.

The observables associated with Bs → µ+µ− and B → K∗µ+µ− are sensitive to
different Wilson coefficients as given in Table 6.2.
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Observable C7 C9 C10 CQ1 CQ2

BR(Bs → µ+µ−) 7 7 3 3 3

BR(B → K∗µ+µ−) 3 3 3 3 3

AFB(B → K∗µ+µ−) 3 3 3 3 3

FL(B → K∗µ+µ−) 3 3 3 3 3

q2
0(B → K∗µ+µ−) 3 3 3 3 7

A
(2)
T (B → K∗µ+µ−) 3 3 3 7 7

A
(3)
T (B → K∗µ+µ−) 3 3 3 7 7

A
(4)
T (B → K∗µ+µ−) 3 3 3 3 7

Table 6.2.: Dependence of the Bs → µ+µ− and B → K∗µ+µ− observables to the differ-
ent Wilson coefficients, 3(7) denoting the (lack of) dependence for a given
observable.
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6.3.2 CMSSM constraints

We now proceed to display the impact of the SUSY contributions to BR(Bs → µ+µ−).
This will allow to derive constraints on the SUSY spectrum that was specified. As men-
tioned before, in the absence of any significant deviation of the experimental results from
the SM predicted value for BR(Bs → µ+µ−), the flavour observable can be used to put
constraints on the CMSSM parameter space. The constraints are shown in Figure 6.2
in the (Mt̃1 , tan β) and (MH± , tan β) planes, where Mt̃1 and MH± are the masses of the
lightest stop and charged Higgs, respectively. It is clear that the large values of tan β
above 50 are strongly constrained except for a few fine-tuned points with light charged
Higgs H+. Contributions can still happen for low enough t̃1 (or H+) masses, but not
necessarily when other parameters are varied.

Figure 6.2.: CMSSM constraints from BR(Bs → µ+µ−) on the (Mt̃1 , tan β) plane (upper
panel) and on the (MH± , tan β) plane (lower panel). The allowed points are
displayed in the foreground on the left and in the background on the right.
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Next we address the constraints from B → K∗µ+µ− observables. In order to maximise
the SUSY effects, we consider the large tan β regime, tan β = 50, also displaying for
completeness the results for tan β = 30. We further investigate the sensitivity of the SUSY
contributions to the lightest stop. We start with the averaged differential branching ratio
as defined in Table 5.3. The results in the CMSSM are displayed in Figure 6.3 for the
low q2 region and in Figure 6.4 for the high q2 region, the solid red lines correspond to
the LHCb central value, while the dashed and dotted lines represent the 1 and 2σ bounds
respectively, including both theoretical and experimental errors (added in quadrature).

At low q2, this branching ratio excludes Mt̃1 below ∼ 250 GeV for tan β=50 and ∼ 150
GeV for tan β=30. In the high q2 region, the constraints from BR(B → K∗µ+µ−) have a
milder impact, as the Mt̃1 below ∼ 300 GeV and ∼ 200 GeV are excluded for tan β=50
and tan β=30 respectively. As this light stop region is already excluded by the direct

Figure 6.3.: Full SUSY + SM contributions to the averaged BR(B → K∗µ+µ−) at low
q2 as a function of the lightest stop mass, for tan β=50 (upper panel) and
tan β=30 (lower panel). On the left we set A0 = 0 while on the right
A0 = −1000 GeV. The solid red line corresponds to the LHCb central value,
while the dashed and dotted lines represent the 1 and 2σ bounds respectively,
including both theoretical and experimental errors (added in quadrature).
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SUSY searches for the same scenario, BR(B → K∗µ+µ−) does not provide additional
information. It is worth stressing that the main reason behind the limited constraining
power of the branching ratio is the large theoretical uncertainties (mainly due to form
factors) from which this observable is suffering. The results are shown for two values of
A0 (=0 and -1000 GeV) for comparison. As can be seen from the figures, the constraints
for the more negative values of A0 are slightly stronger.

Contrary to the BR(B → K∗µ+µ−), angular distributions, in which the theoretical un-
certainties are reduced, can in principle provide more robust constraints on the SUSY
parameter space. In particular, in our work we have considered the forward-backward
asymmetry AFB, the zero-crossing q2

0 of AFB, FL, as well as S3 and AIm for which the
LHCb results with 1 fb−1 of data are available (see Section 6.1). The two latter observ-
ables do not provide any relevant constraint with the current results and accuracy. The
SUSY spreads as a function of the stop mass, for AFB, q2

0 and FL are presented in Fig-
ures 6.5–6.7. As can be seen, AFB provides the most stringent constraints among these
observables, and excludes Mt̃1 . 800 GeV and . 600 GeV at tan β=50 and tan β=30, re-
spectively. On the other, hand q2

0 excludes Mt̃1 . 550 GeV (for tan β=50) and . 400 GeV

Figure 6.4.: Full SUSY + SM contributions to the averaged BR(B → K∗µ+µ−) at high
q2. Parameters and line/colour code as in Figure 6.3.
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(for tan β=30), while FL only disfavours Mt̃1 . 200 GeV (for tan β=50) and . 150 GeV
(for tan β=30). The impressive constraining power of AFB is mainly due to the facts that
the reported experimental errors are more than twice smaller than the previous results,
and the measured central value is more than 1σ away from the SM, and that SUSY con-
tributions increase this tension. The same observables at high q2 have less impact on the
SUSY parameters and therefore their results are not reproduced here.

To illustrate the sensitivity of the observables to other SUSY parameters, in Figure 6.8 we
present the variation of AFB (which has the largest impact as we have shown) with respect
to the pseudo scalar Higgs and the gluino masses (although gluino loops are negligible,
a small gluino mass implies a low m1/2 which allows for a small t̃1 and χ̃±). Notice the
CMSSM correlation between MA and Mt̃1 when comparing Figure 6.8 (left) and Figure 6.5
(upper left).

Figure 6.5.: Full SUSY + SM contributions to the AFB(B → K∗µ+µ−) at low q2 as a
function of the lightest stop mass. Parameters and line/colour code as in
Figure 6.3.
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Figure 6.6.: Full SUSY + SM contributions to the AFB(B → K∗µ+µ−) zero–crossing q2
0.

Parameters and line/colour code as in Figure 6.3.
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Figure 6.7.: Full SUSY + SM contributions to FL(B → K∗µ+µ−) at low q2 as a function
of the lightest stop mass. Parameters and line/colour code as in Figure 6.3.

Figure 6.8.: Full SUSY + SM contributions to the AFB(B → K∗µ+µ−) at low q2 as a
function of the pseudo scalar Higgs mass (left) and of the gluino mass (right),
for tan β=50 and A0 = 0.
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Another observable of interest for which LHCb has recently announced a measurement
for [145] is the isospin asymmetry AI , defined in (5.38). Figure 6.9 illustrates the SUSY
spread of AI as a function of Mt̃1 . Since the experimental measurement (6.9) has an error
larger than the SUSY spread, the current result does not provide any relevant information
on the SUSY parameters.
In Figure 6.10, we show the SUSY spread as a function of the lightest stop mass, for
A

(2)
T , A

(3)
T , A

(4)
T (as defined in (5.39)–(5.41)) which have not yet not been measured by

LHCb. Large deviations from the Standard Model can be found for small values of Mt̃1 ,
depending on the upcoming experimental measurements, these observables could prove
to be of interest in constraining the SUSY parameters.

Figure 6.9.: Full SUSY + SM contributions to the isospin asymmetry (B → K∗µ+µ−) at
low q2 as a function of the lightest stop mass, for tan β=50 and A0 = 0.
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Figure 6.10.: Full SUSY + SM contributions to A
(2)
T , A

(3)
T and A

(4)
T at low q2 as a function

of the lightest stop mass, for tan β=50 and A0 = 0.
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A comparison between the constraining power of these observables in the (m1/2,m0) plane
is provided in Figure 6.11. As expected, AFB is the most constraining observable also in
this plane. All the observables show more sensitivity at larger tan β and smaller A0.

The limits on the various observables, allow to derive bounds on the Wilson coefficients
(see for example [94,101,107,155,156]). For instance, information can be obtained on the
sign of C7 by considering the zero–crossing of AFB since it depends on the relative sign
of C7 and C9. The positive sign of C7 can thus be excluded (Figure 6.12).

Finally, in Figure 6.13 we show the correlations of BR(B → Xsγ) with BR(B → K∗µ+µ−)
and AFB(B → K∗µ+µ−). In the SM, BR(B → Xsγ) is dominated by contributions
from C7. The SM prediction for this branching ratio is (3.08 ± 0.22) × 10−4 [126, 157,
158] while the latest combined experimental value from HFAG is (3.55 ± 0.24 ± 0.09) ×
10−4 [159]. As expected, there are strong correlations between B → Xsγ and the B →
K∗µ+µ− branching ratios and the forward backward asymmetry, especially for small and
intermediate values of tan β, where the scalar and pseudo scalar contributions have a
limited effect.

Figure 6.11.: Constraining power of the different B → K∗µ+µ− observables in the
(m1/2,m0) plane, for tan β=50 (upper panel) and tan β=30 (lower panel),
in the left for A0 = 0 and in the right for A0 = −1000 GeV.
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Figure 6.12.: Variation of C7 and C9 in the CMSSM with all the parameters varied in
the ranges given in the text. Only the green points are allowed by the
zero–crossing of AFB. The red lines correspond to the SM predictions.

Figure 6.13.: The correlation between BR(B → Xsγ) and averaged BR(B → K∗µ+µ−) in
the left, and between BR(B → Xsγ) and AFB(B → K∗µ+µ−) in the right.
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In the CMSSM, the impact of the observed Higgs mass (∼ 123 − 127) strongly limits
the variation of the Wilson coefficients, as evident by comparing Figure 6.14, where the
bounds from the Higgs mass has been imposed, with Figure 6.1.
In Figure 6.15 we have shown the variation of Wilson coefficients considering only the
bounds from B → K∗`+`− observables. Comparing Figures 6.14 and 6.15, it can be seen
that the constraints from the observed Higgs mass supersedes almost all the constraints
from B → K∗`+`− observables.
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Figure 6.14.: Variation of the Wilson coefficients in the CMSSM imposing the Higgs mass
range 123 < mh0 < 127 GeV. Line/colour code are the same as in Figure 6.1.
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Figure 6.15.: Variation of the Wilson coefficients in the CMSSM considering only the
bounds from B → K∗`+`− observables (BR,AFB, q

2
0 and FL). Line/colour

code are the same as in Figure 6.1.
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6.4 NUHM

The second model we consider involves non-universal Higgs masses (NUHM). This model
generalises the CMSSM, allowing for non-universal Higgs masses at the GUT scale (i.e.
m2
H1 6= m2

H2 6= m2
0). For the purpose of phenomenological analysis, it is convenient to

trade these two additional degrees of freedom by low-scale parameters, in general µ and
MA (the CP -odd Higgs boson mass). This implies that the charged Higgs boson mass
can be treated as a free parameter, contrary to the CMSSM.

The numerical analysis of the NUHM scenario is done in a similar way to the CMSSM,
varying in addition µ ∈ [−2000, 2000] GeV and MA ∈ [50, 1100] GeV. The contributions
of the SUSY particles on the Wilson coefficients are presented in Figure 6.16. Here, the
correlations that appeared among the Wilson coefficients in the CMSSM are relaxed.
In particular, C9 and C10 are no longer strongly correlated in NUHM. Moreover, while
CMSSM contributions could only increase the value of a certain Wilson coefficient, the
NUHM contributions can also have a decreasing effect.

Figure 6.16.: Variation of the Wilson coefficients in NUHM with all the parameters var-
ied in the ranges given in the text. The red lines correspond to the SM
predictions.
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The corresponding impact of SUSY contributions on the BR(Bs → µ+µ−) are shown in
Figure 6.17. Since there are two additional degrees of freedom in NUHM as compared
to the CMSSM, it is easier for a model point to evade the constraint, as can be seen by
comparing left panels of Figures 6.2 and 6.17, where the allowed points are displayed on
the foreground. On the other hand, since Mt̃1 and MH± are discorrelated in NUHM, it is
possible for any Mt̃1 to find excluded models with small MH± even for low tan β, as can
be seen from the plot with the allowed points in the background.

Figure 6.17.: Constraint from BR(Bs → µ+µ−) in the NUHM plane (Mt̃1 , tan β) in the
upper panel and (MH± , tan β) in the lower panel, with the allowed points
displayed in the foreground on the left and in the background on the right.

In the NUHM, the bounds from the observed Higgs mass is less constraining than in the
CMSSM. The effect of the observed Higgs mass on the possible variation of the Wilson
coefficients in the NUHM is shown in Figure 6.18. Comparing Figures 6.18 and 6.14, it
can be seen that while the observed Higgs mass does limit the variation of the Wilson
coefficients, the bounds are less constraining than in the case of CMSSM. The bounds of
B → K∗`+`− observables on the Wilson coefficients in NUHM can be seen in Figure 6.19.
In NUHM the constraining power of B → K∗`+`− observables supersedes the bounds
from the Higgs mass as can be seen by comparing Figures 6.18 and 6.19.
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Figure 6.18.: Variation of the Wilson coefficients in the NUHM imposing the Higgs mass
range 123 < mh0 < 127 GeV. Line/colour code are the same as in Figure 6.1.
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Figure 6.19.: Variation of the Wilson coefficients in the NUHM considering only the
bounds from B → K∗`+`− observables (BR,AFB, q

2
0 and FL). Line/colour

code are the same as in Figure 6.1.





CHAPTER 7

Conclusions

The rare decays Bs → `+`− and B → K∗`+`− are sensitive probes of possible extensions
of the Standard Model (SM). The measurements of these decays provide important con-
straints on the masses of new particles, as for example those arising in the framework of
SUSY models. In the latter case, and in the large tan β regime, the new supersymmetric
contributions to the Bs → `+`− decay are dominated by the exchange of neutral Higgs
bosons. As emphasised in many related works, this decay receives large enhancements,
and thus very restrictive constraints can be obtained on the supersymmetric parameters.
On the other hand, the B → K∗`+`− decay provides a variety of complementary observ-
ables, as it gives access to angular distributions in addition to the differential branching
ratio.

Experimentally, the exclusive B → K∗`+`− decay is easier to measure compared to the
(theoretically cleaner) inclusive mode B → Xs`

+`−. However, from a theoretical point
of view, in the exclusive mode there are large uncertainties, which are mostly due to the
B → K form factors. Within the QCD factorisation, simplifications can be made on the
description of hadronic matrix elements, and by considering the rich phenomenology of
the various kinematic distributions, observables that have smaller dependency on the form
factors can be constructed. These observables prove to be important tools in the study of
extensions of the SM, and they can provide valuable information on different sectors of the
model. The full determination of the angular distributions of B → K∗`+`− constitutes a
worthwhile challenge to the present and future generation of experiments. Several angular
observables have already been measured by Belle, BaBar, CDF and LHCb. The most pre-
cise measurements are from the recent LHCb analyses with 1 fb−1 of integrated luminosity.

In this thesis, we have explored the power of BR(Bs → µ+µ−) and several B → K∗µ+µ−

observables in constraining two minimal flavour violating (MFV) supersymmetric scenar-
ios, the CMSSM and NUHM. We have demonstrated the effect of SUSY contributions
on B → K∗µ+µ− observables i.e. BR, AFB, q2

0, FL, A
(2,3,4)
T and AI , mostly focusing on

the low q2 region. Considering recent LHCb results for BR, AFB, q2
0 and FL, we have
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shown that these observables can provide information which is competitive to direct SUSY
searches in the large tan β regime of the CMSSM. In particular, the forward backward
asymmetry is a very powerful observable. The constraining power of other observables,
like the isospin asymmetry (whose measurement is still under way), have been displayed
in order to demonstrate their significance in the framework of MFV models for which
the CMSSM provides an interesting prototype. We have also presented an update of the
bounds on two constrained MSSM scenarios, CMSSM and NUHM, from the inclusion of
the LHCb Spring 2012 data on BR(Bs → µ+µ−).

To investigate the origin of the rare B-decay constraints in the CMSSM, we have also
explored the possible values and correlations between the Wilson coefficients. Among
them, the Wilson coefficient C9 is a parameter for which the B → K∗`+`− angular ob-
servables provide a unique probe. However, we have shown that the sensitivity of C9 to
CMSSM effects is suppressed by the muon vector coupling, since these decays proceed
mainly through a Z penguin diagram.

Although the recent discovery of SM-like Higgs boson at the LHC has already excluded
vast regions of CMSSM parameter space, the framework and theoretical tools presented in
this thesis can be applied to a variety of less constrained supersymmetric models (namely
those where the Higgs mass can be more easily accommodated by minimal deviations from
strict universality at the GUT scale). In such scenarios, the observables discussed here
will have a significant impact in constraining the allowed parameter space. In this sense,
the analyses presented here for the CMSSM can be seen as a valuable illustrative example,
which allows to identify interesting regimes and behaviours which otherwise would have
been missed.

The exclusion bounds on sparticle masses derived here (via rare B-decays) might appear
redundant when compared to recent LHC limits from negative searches. Some redun-
dancy is however valuable, and can turn into complementarity as soon as applied to less
constrained versions of the MSSM.

For the decays analysed in this work, significant improvements are still possible on the
theoretical and experimental side. It is worth recalling that for our analyses only 2011
LHCb data was available. It is thus only natural to expect that when we include the new
LHCb data in our analyses, stronger bounds on sparticle masses will be obtained. The
constraining effect of the improved experimental results on the lightest stop mass can
readily be applied to our study by modifying (adding) the experimental bounds for BR,
q2

0, AFB and FL (A(2,3,4) and AI). Moreover, lattice results for the hadronic parameters
can improve the theoretical predictions of both decays, since hadronic uncertainties are
the major source of theoretical error.



APPENDIX A

Renormalisation group equations

A.1 RGE for C1 − C9

To obtain the evolved Wilson coefficients from the matching scale (µ0) to µb, the renor-

malisation group equation (RGE) for
~̃
C has to be solved:

µ
d

dµ
~̃
C(µ) = γ̂T (g)

~̃
C(µ) , (A.1)

where γ̂ is the Anomalous Dimension Matrix (ADM). The general solution for the RGE
is

~̃
C(µb) = Û(µb, µ0)

~̃
C(µ0) , (A.2)

where Û is the evolution matrix

Û(µb, µ0) = Tg exp

∫ g(µb)

g(µ0)

dg′
(γ̂T (g′))

β(g′)
. (A.3)

Tg is the g(=
√

4παs)-ordering operator such that the coupling constants increase from
right to left. γ̂ and β can be expanded in g as mentioned in (4.53) and (4.26)

γ̂(g) =
g2

16π2
γ̂(0) +

(
g2

16π2

)2

γ̂(1) +

(
g2

16π2

)3

γ̂(2) + · · · , (A.4)

β(g) = − g3

16π2
β0 −

g5

(16π2)2β1 −
g7

(16π2)4β2 + · · · . (A.5)
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The Wilson coefficients and the evolution matrix expanded in αs are

Û(µb, µ0) =
∑
n>0

(
αs(µ0)

4π

)(n)

Û (n), (A.6)

~̃
Ci(µ) =

∑
n>0

(
αs(µ)

4π

)(n)
~̃
C

(n)

i (µ). (A.7)

Following the conventions used in [160], the evolution matrix can be written as

U
(n)
kl =

n∑
j=0

9∑
i=1

m
(nj)
kli η

ai−j , (A.8)

with

η = αs(µ0)/αs(µb). (A.9)

Using the above relations for the different orders of Ck(µb) we have

C̃
(0)
k (µb) =

k∑
l=1

U
(0)
kl C̃

(0)
l (µ0) (A.10)

C̃
(1)
k (µb) = η

[
k∑
l=1

U
(0)
kl C̃

(1)
l (µ0) +

k∑
l=1

U
(1)
kl C̃

(0)
l (µ0)

]
(A.11)

C̃
(2)
k (µb) = η2

[
k∑
l=1

U
(0)
kl C̃

(2)
l (µ0) +

k∑
l=1

U
(1)
kl C̃

(1)
l (µ0) +

k∑
l=1

U
(2)
kl C̃

(0)
l (µ0)

]
. (A.12)

To obtain the evolution matrix we have followed [161] and [162], the details of the cal-
culations are given in Appendix A.4. Taking γ̂(0), γ̂(1) and γ̂(2) from [160] and [163], we

have produced the necessary “magic numbers” (m
(nj)
kli ) for the evaluation of Ukl. The ai’s

are given in Table A.1, and m
(nj)
kli can be found in Tables A.2-A.20. Since not all Wilson

coefficients mix with each other many of the magic numbers are zero:

m
(nj)
kli = 0 for all n, j and i when


k = 1, 2 & l = 3− 9
k = 3− 6 & l = 7− 9
k = 7, 8 & l = 9
k = 9 & l = 7, 8

(A.13)

Besides m
(nj)
9li , all of the magic numbers that are relevant in the SM for the running of

the non-vanishing Wilson coefficients can be found in [160]. For completeness we have
reproduced all of them here, including those that are irrelevant for SM vanishing Wilson
coefficients, since these coefficients may receive BSM contributions.

In the above formulas, the SM values for C̃i(µ0) for (i = 1−6, 9) can be found in Section 2
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of [90], where to get our C̃
(n)
i (µ0) we use C̃

(n)
i (µ0) = C

t(n)
i (µ0) − Cc(n)

i (µ0). Due to the
different normalisation used for O9 in [90], to obtain C9 based on our choice of operators
we have

C9(µb) =
4π

αs(µb)
C̃9(µb), (A.14)

while C̃i(µb) for (i = 1− 6) coincides with the Wilson coefficients used in this work. On
the other hand C̃7,8 are in fact Ceff

7 and Ceff
8 as defined in (5.9) and (B.26), respectively.

The SM values for C7 and C8 can also be found in [90], where C
Q(n)
7,8 given there are

combined to our C
(n)
7,8 (µ0) according to C

(n)
7,8 (µ0) = C

t(n)
7,8 (µ0)− Cc(n)

7,8 (µ0).1

A.2 RGE for C10

There is no mixing between O10 and the other operators. However, there is a scale
dependency in C10 which comes from αs(µ). Hence for C10 we have

C
(0)
10 (µb) = C

(0)
10 (µ0), C

(1)
10 (µb) = ηC

(0)
10 (µ0). (A.15)

A.3 RGE for CQ1,Q2

The operators Oi(i = 1, · · · , 10) do not mix into Q1 and Q2 and also there is no mixing
between Q1 and Q2. Therefore, the evolution of CQ1 , CQ2 is controlled by the anomalous
dimensions of Q1, Q2 respectively.

CQi(mb) = ηγQ/β0CQi(mW ), i = 1, 2, (A.16)

where γQ = −4 is the anomalous dimension of s̄LbR [164].

A.4 Detailed calculations of the evolution matrix

We first calculate Û (0), taking the first terms of the expansions of γ̂ (A.4) and β (A.5)

Û (0)(µb, µ0) = exp

(∫ g(µb)

g(µ0)

g2γ̂(0)T

−g3β0

dg′

)
(A.17)

= exp

(∫ αs(µb)

αs(µ0)

γ̂(0)T

−2β0

d ln(αs(µ))

)
= η

(
γ̂(0)T

2β0

)
, (A.18)

1 This rather bizarre recipe for the different Wilson coefficients is due to the fact ADMs given in [90]
and [160] are given for different normalisation of the operators. Also for (i, j = 7, 8) the ADM entries

(γ
(n)
i,j ) are given for the effective coefficients while for (i, j = 1 − 6, 9) the ADM entries are given for

the non-effective coefficients.
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with η defined in (A.9). It should be noted that Û (0) given in the above equation is a
function of a matrix. In general for any diagonalisable matrix A there is a matrix V , such
that

AD = V −1AV =


d1 0 · · · 0
0 d2 · · · 0
...

...
. . .

...
0 0 · · · dn

 (A.19)

is diagonal. Any function of this matrix, f(A), can then be written as

f(A) = V


f (d1) 0 · · · 0

0 f (d2) · · · 0
...

...
. . .

...
0 0 · · · f (dn)

V −1 (A.20)

where di are the eigenvalues of A.

By diagonalising γ̂(0)T , we will have γD
(0) ≡ V −1γ̂(0)TV , and we take the diagonal elements

of γD
(0) to form the vector

→
γ

(0)
. We refer to the components of this vector as γi

(0) which
are the eigenvalues of γ̂(0)T , or in other words the diagonal elements of γD

(0), so that

Û (0) (µb, µ0) = η

(
γ̂(0)T

2β0

)
= V


ηa1 0 · · · 0
0 ηa2 · · · 0
...

...
. . .

...
0 0 · · · ηan

V −1 ≡ V DV −1, (A.21)

with

ai ≡
γi

(0)

2β0

. (A.22)

Hence Û
(0)
kl can be written as

U
(0)
kl =

∑
i,j

VkiDijV
−1
jl =

∑
i,j

Vkiη
aiδijV

−1
jl =

∑
i

VkiV
−1
il ηai =

∑
i

m
(00)
kli η

ai , (A.23)

with

m
(00)
kli ≡ VkiV

−1
il (no summation over i). (A.24)

In order to obtain Û (1), we should add γ̂(1) and β1 as perturbations to the procedure
and to obtain Û (2), we need to consider γ̂(2) and β2 as well. Eventually taking these into
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consideration for Û (µb, µ0) based on Eq. (2.28) in [161], we obtain:

Û (µb, µ0) =

[
1̂ +

αs (µb)

4π
Ĵ1 +

(
αs (µb)

4π

)2

Ĵ2

]
Û (0) (µb, µ0) (A.25)

×
[

1̂− αs (µ0)

4π
Ĵ1 −

(
αs (µ0)

4π

)2 (
Ĵ2 − Ĵ2

1

)]
.

Using Ĵ1 and Ĵ2 from Eqs. (71–72) in [162] we can write:

Ĵ1 = V S1V
−1, G1 = V γ̂(1)TV −1, (A.26)

Ĵ2 = V S2V
−1, G2 = V γ̂(2)TV −1, (A.27)

(S1)ij =
β1

2β0

γ
(0)
i δij −

(G1)ij

2β0 + γ
(0)
i − γ(0)

j

, (A.28)

(S2)ij =
β2

4β2
0

γ
(0)
i δij −

(G2)ij

4β0 + γ
(0)
i − γ(0)

j

(A.29)

+
∑
k

2β0 + γ
(0)
i − γ(0)

k

4β0 + γ
(0)
i − γ(0)

j

[
(S1)ik(S1)kj −

β1

β0

(S1)ijδjk

]
.

If we expand the above relation, for Û (0) we have

Û (µb, µ0) = Û (0) (µb, µ0) +
αs (µ0)

4π

(
η−1Ĵ1Û

(0) − Û (0)Ĵ1

)
(A.30)

+

(
αs (µ0)

4π

)
2
[
Û (0)

(
Ĵ12− Ĵ2

)
− η−1Ĵ1Û

(0)Ĵ1 + η−2Ĵ2Û
(0)
]

+ · · · .

For U (1) we can write

U (1) =
(
η−1Ĵ1Û

(0) − Û (0)Ĵ1

)
. (A.31)
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Therefore

U
(1)
kl =

∑
p

[
η−1(Ĵ1)kp(Û

(0))pl − (Û (0))kp(Ĵ1)pl

]
(A.32)

=
∑
i,j,p

[
η−1(Ĵ1)kpVpiDijV

−1
jl − VkiDijV

−1
jp (Ĵ1)pl

]
=
∑
i,j,p

[
η−1(Ĵ1)kpVpiη

aiδijV
−1
jl − VkiηaiδijV −1

jp (Ĵ1)pl

]
=
∑
i

∑
p

[
(Ĵ1)kpVpiV

−1
il ηai−1 − VkiV −1

ip (Ĵ1)plη
ai
]

=
∑
p

[
m

(11)
kli η

ai−1 +m
(10)
kli η

ai
]
,

with

m
(10)
kli =

∑
p

−VkiV −1
ip (Ĵ1)pl (A.33)

m
(11)
kli =

∑
p

(Ĵ1)kpVpiV
−1
il . (A.34)

For U (2) we have

Û (2) =
[
U (0)

(
Ĵ2

1 − Ĵ2

)
− η−1Ĵ1Û

(0)Ĵ1 + η−2Ĵ2Û
(0)
]
. (A.35)

Following the same procedure for U (2), we obtain:

Û (2) =
∑
i

[
m

(22)
kli η

ai−2 +m
(21)
kli η

ai−1 +m
(20)
kli η

ai
]
, (A.36)

where m
(nj)
kli are:

m
(20)
kli =

∑
p

VkiV
−1
ip (Ĵ2

1 − Ĵ2)pl, (A.37)

m
(21)
kli =

∑
p,m

(
−(Ĵ1)kpVpiV

−1
im (Ĵ1)ml

)
,

m
(22)
kli =

∑
p

(Ĵ2)kpVpiV
−1
il .

As mentioned earlier γ̂(0), γ̂(1) and γ̂(2) can be found in [90] and [160]. For β0, β1 and β2

we have used [161]

β0 =
33− 2Nf

3
, β1 =

306− 38Nf

3
, β2 =

2857

2
− 5033Nf

18
+

325f2

54
, (A.38)
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i 1 2 3 4 5 6 7 8 9
ai

14
23

16
23

6
23
−12

23
0.4086 −0.4230 −0.8994 0.1456 −1

Table A.1.: The numbers ai.

where Nf is the number of active flavours, which for B-decays is five. The magic numbers
have been summarised in Tables A.2-A.20
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i 1 2 3 4 5 6 7 8 9

m
(00)
11i 0 0 0.3333 0.6667 0 0 0 0 0

m
(10)
11i 0 0 -1.9869 0.7301 0 0 0 0 0

m
(11)
11i 0 0 1.9869 -0.7301 0 0 0 0 0

m
(20)
11i 0 0 -6.98112 15.6429 0 0 0 0 0

m
(21)
11i 0 0 -11.843 -0.7996 0 0 0 0 0

m
(22)
11i 0 0 18.8241 -14.8433 0 0 0 0 0

m
(00)
12i 0 0 1 -1 0 0 0 0 0

m
(11)
12i 0 0 5.9606 1.0951 0 0 0 0 0

m
(20)
12i 0 0 -13.4086 -52.1664 0 0 0 0 0

m
(10)
12i 0 0 -2.9606 -4.0951 0 0 0 0 0

m
(22)
12i 0 0 56.4723 22.265 0 0 0 0 0

m
(21)
12i 0 0 -17.6471 4.4848 0 0 0 0 0

m
(00)
21i 0 0 0.2222 -0.2222 0 0 0 0 0

m
(10)
21i 0 0 -1.3246 -0.2434 0 0 0 0 0

m
(11)
21i 0 0 0.6579 0.9100 0 0 0 0 0

m
(20)
21i 0 0 -4.65408 -5.2143 0 0 0 0 0

m
(21)
21i 0 0 -3.9216 0.9966 0 0 0 0 0

m
(22)
21i 0 0 4.9275 7.8658 0 0 0 0 0

m
(00)
22i 0 0 0.6667 0.3333 0 0 0 0 0

m
(10)
22i 0 0 -1.9737 1.3650 0 0 0 0 0

m
(11)
22i 0 0 1.9737 -1.3650 0 0 0 0 0

m
(20)
22i 0 0 -8.93903 17.3888 0 0 0 0 0

m
(21)
22i 0 0 -5.8435 -5.5901 0 0 0 0 0

m
(22)
22i 0 0 14.7825 -11.7987 0 0 0 0 0

Table A.2.: “Magic numbers” m1li and m2li.
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i 1 2 3 4 5 6 7 8 9

m
(00)
31i 0 0 0.0106 0.0247 -0.0129 -0.0497 0.0092 0.0182 0

m
(00)
32i 0 0 0.0317 -0.0370 -0.0659 0.0595 -0.0218 0.0335 0

m
(00)
33i 0 0 0 0 -0.2897 -0.2006 0.1756 1.3146 0

m
(00)
34i 0 0 0 0 -0.1933 0.1579 0.1428 -0.1074 0

m
(00)
35i 0 0 0 0 -5.6115 -4.1477 0.8448 8.9144 0

m
(00)
36i 0 0 0 0 -2.5827 2.0187 0.0268 0.5372 0

m
(00)
41i 0 0 0.0159 -0.0741 0.0046 0.0144 0.0562 -0.0171 0

m
(00)
42i 0 0 0.0476 0.1111 0.0237 -0.0173 -0.1336 -0.0316 0

m
(00)
43i 0 0 0 0 0.1041 0.0583 1.0762 -1.2386 0

m
(00)
44i 0 0 0 0 0.0695 -0.0459 0.8752 0.1012 0

m
(00)
45i 0 0 0 0 2.0167 1.2047 5.1773 -8.3987 0

m
(00)
46i 0 0 0 0 0.9282 -0.5863 0.1643 -0.5061 0

m
(00)
51i 0 0 -0.0026 -0.0062 0.0018 0.0083 -0.0004 -0.0009 0

m
(00)
52i 0 0 -0.0079 0.0093 0.0094 -0.0010 0.0010 -0.0017 0

m
(00)
53i 0 0 0 0 0.0411 0.0336 -0.0079 -0.0668 0

m
(00)
54i 0 0 0 0 0.0274 -0.0264 -0.0064 0.0055 0

m
(00)
55i 0 0 0 0 0.7963 0.6945 -0.0382 -0.4527 0

m
(00)
56i 0 0 0 0 0.3666 -0.3380 -0.0012 -0.0273 0

m
(00)
61i 0 0 -0.0040 0.0185 0.0021 -0.0136 -0.0043 0.0012 0

m
(00)
62i 0 0 -0.0119 -0.0278 0.0108 0.0163 0.0103 0.0023 0

m
(00)
63i 0 0 0 0 0.0475 -0.0548 -0.0830 0.0903 0

m
(00)
64i 0 0 0 0 0.0317 0.0432 -0.0675 -0.0074 0

m
(00)
65i 0 0 0 0 0.9209 -1.1340 -0.3993 0.6124 0

m
(00)
66i 0 0 0 0 0.4239 0.5519 -0.0127 0.0369 0

Table A.3.: “Magic numbers” m
(00)
3li ,m

(00)
4li ,m

(00)
5li and m

(00)
6li .
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i 1 2 3 4 5 6 7 8 9

m
(10)
31i 0 0 -0.0631 0.0270 0.0681 -0.1910 -0.06786 -0.2080 0

m
(10)
32i 0 0 -0.0940 -0.1517 -0.2327 0.2288 0.1455 -0.4760 0

m
(10)
33i 0 0 0 0 0.6332 -0.9793 -5.0251 -0.7248 0

m
(10)
34i 0 0 0 0 0.0769 -0.6961 0.3634 -2.5304 0

m
(10)
35i 0 0 0 0 -28.9856 -60.1823 -16.284 -100.862 0

m
(10)
36i 0 0 0 0 11.5767 -3.2303 23.2477 -35.8962 0

m
(10)
41i 0 0 -0.0946 -0.0811 -0.0245 0.0555 -0.4158 0.1960 0

m
(10)
42i 0 0 -0.1410 0.4550 0.0836 -0.0664 0.8919 0.4485 0

m
(10)
43i 0 0 0 0 -0.2276 0.2844 -30.7946 0.6828 0

m
(10)
44i 0 0 0 0 -0.0276 0.2022 2.2268 2.384 0

m
(10)
45i 0 0 0 0 10.4169 17.4805 -99.7905 95.0275 0

m
(10)
46i 0 0 0 0 -4.1604 0.9383 142.465 33.8196 0

m
(10)
51i 0 0 0.0158 -0.0068 -0.0097 0.0320 0.0031 0.0106 0

m
(10)
52i 0 0 0.0235 0.0379 0.0330 -0.0383 -0.0066 0.0242 0

m
(10)
53i 0 0 0 0 -0.0899 0.1640 0.2269 0.0368 0

m
(10)
54i 0 0 0 0 -0.0109 0.1166 -0.0164 0.1285 0

m
(10)
55i 0 0 0 0 4.1134 10.0773 0.7354 5.1221 0

m
(10)
56i 0 0 0 0 -1.6429 0.5409 -1.0498 1.8229 0

m
(10)
61i 0 0 0.0237 0.0203 -0.0112 -0.0522 0.0321 -0.0143 0

m
(10)
62i 0 0 0.0352 -0.1138 0.0382 0.0625 -0.0688 -0.0327 0

m
(10)
63i 0 0 0 0 -0.1039 -0.2677 2.3753 -0.0498 0

m
(10)
64i 0 0 0 0 -0.0126 -0.1903 -0.1718 -0.1738 0

m
(10)
65i 0 0 0 0 4.7571 -16.4539 7.6973 -6.9290 0

m
(10)
66i 0 0 0 0 -1.8910 -0.8832 -10.9889 -2.4660 0

Table A.4.: “Magic numbers” m
(10)
3li ,m

(10)
4li ,m

(10)
5li and m

(10)
6li .
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i 1 2 3 4 5 6 7 8 9

m
(11)
31i 0 0 -0.1803 -1.0888 0.3220 1.3953 0.1085 -0.1219 0

m
(11)
32i 0 0 -0.5409 1.6331 1.6406 -1.6702 -0.2576 -0.2250 0

m
(11)
33i 0 0 0 0 7.2095 5.6327 2.0757 -8.8220 0

m
(11)
34i 0 0 0 0 4.8111 -4.4336 1.6880 0.7207 0

m
(11)
35i 0 0 0 0 139.668 116.483 9.9855 -59.8218 0

m
(11)
36i 0 0 0 0 64.2815 -56.6914 0.3169 -3.6050 0

m
(11)
41i 0 0 0.7401 -1.3510 -0.8211 0.5961 0.7670 0.4334 0

m
(11)
42i 0 0 2.2203 2.0265 -4.1830 -0.7135 -1.8215 0.7996 0

m
(11)
43i 0 0 0 0 -18.3819 2.4062 14.678 31.3526 0

m
(11)
44i 0 0 0 0 -12.2667 -1.8940 11.9366 -2.5613 0

m
(11)
45i 0 0 0 0 -356.107 49.7599 70.6109 212.602 0

m
(11)
46i 0 0 0 0 -163.897 -24.2177 2.2408 12.8119 0

m
(11)
51i 0 0 0.0133 0.1240 -0.0328 -0.1576 -0.0085 0.0165 0

m
(11)
52i 0 0 0.0310 -0.1861 -0.1669 0.1887 0.0201 0.0304 0

m
(11)
53i 0 0 0 0 -0.7333 -0.6363 -0.1620 1.1936 0

m
(11)
54i 0 0 0 0 -0.4893 0.5008 -0.1317 -0.0975 0

m
(11)
55i 0 0 0 0 -14.2052 -13.1577 -0.7791 8.0940 0

m
(11)
56i 0 0 0 0 -6.5379 6.4038 -0.0247 0.4878 0

m
(11)
61i 0 0 -0.0871 0.1279 0.0824 -0.0247 -0.0621 -0.0347 0

m
(11)
62i 0 0 -0.2614 -0.1918 0.4197 0.0295 0.1474 -0.0640 0

m
(11)
63i 0 0 0 0 1.84422 -0.0995522 -1.1874 -2.5111 0

m
(11)
64i 0 0 0 0 1.2307 0.0784 -0.9657 0.2051 0

m
(11)
65i 0 0 0 0 35.7275 -2.0587 -5.7124 -17.0279 0

m
(11)
66i 0 0 0 0 16.4435 1.0020 -0.1813 -1.0261 0

Table A.5.: “Magic numbers” m
(11)
3li ,m

(11)
4li ,m

(11)
5li and m

(11)
6li .
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i 1 2 3 4 5 6 7 8 9

m
(20)
31i 0 0 -0.221623 0.579366 1.17316 -1.38853 0.135066 -1.02839 0

m
(20)
32i 0 0 -0.425668 -1.93209 2.92926 3.32871 2.69087 -0.856585 0

m
(20)
33i 0 0 0 0 15.6719 -10.1006 -0.0487765 -11.775 0

m
(20)
34i 0 0 0 0 15.9377 1.94304 14.6555 15.6499 0

m
(20)
35i 0 0 0 0 39.256 -955.766 -18.5938 -1469.65 0

m
(20)
36i 0 0 0 0 324.798 59.1356 65.9104 599.472 0

m
(20)
41i 0 0 -0.332434 -1.7381 -0.421611 0.40331 0.827699 0.968895 0

m
(20)
42i 0 0 -0.638502 5.79627 -1.05272 -0.966852 16.49 0.807031 0

m
(20)
43i 0 0 0 0 -5.63218 2.93381 -0.298908 11.0938 0

m
(20)
44i 0 0 0 0 -5.72772 -0.564372 89.8106 -14.7446 0

m
(20)
45i 0 0 0 0 -14.1079 277.61 -113.945 1384.63 0

m
(20)
46i 0 0 0 0 -116.727 -17.1764 403.907 -564.792 0

m
(20)
51i 0 0 0.0554057 -0.144842 -0.166483 0.232504 -0.00609938 0.0522244 0

m
(20)
52i 0 0 0.106417 0.483023 -0.415692 -0.557379 -0.121516 0.0434998 0

m
(20)
53i 0 0 0 0 -2.224 1.69131 0.00220268 0.59797 0

m
(20)
54i 0 0 0 0 -2.26172 -0.325354 -0.661821 -0.794747 0

m
(20)
55i 0 0 0 0 -5.57083 160.039 0.839672 74.6328 0

m
(20)
56i 0 0 0 0 -46.0922 -9.90202 -2.97642 -30.4429 0

m
(20)
61i 0 0 0.0831086 0.434525 -0.192536 -0.379626 -0.0638441 -0.0706474 0

m
(20)
62i 0 0 0.159626 -1.44907 -0.480743 0.910075 -1.27195 -0.058845 0

m
(20)
63i 0 0 0 0 -2.57203 -2.76153 0.0230561 -0.808912 0

m
(20)
64i 0 0 0 0 -2.61566 0.531229 -6.92748 1.07511 0

m
(20)
65i 0 0 0 0 -6.4426 -261.308 8.7891 -100.961 0

m
(20)
66i 0 0 0 0 -53.3051 16.1678 -31.1551 41.182 0

Table A.6.: “Magic numbers” m
(20)
3li ,m

(20)
4li ,m

(20)
5li and m

(20)
6li .
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i 1 2 3 4 5 6 7 8 9

m
(21)
31i 0 0 1.0748 -1.1924 -1.6945 5.3637 -0.8020 1.3959 0

m
(21)
32i 0 0 1.6015 6.6880 5.7915 -6.4248 1.7201 3.1943 0

m
(21)
33i 0 0 0 0 -15.7599 27.5011 -59.394 4.8637 0

m
(21)
34i 0 0 0 0 -1.9149 19.5482 4.2949 16.9807 0

m
(21)
35i 0 0 0 0 721.438 1690.14 -192.468 676.858 0

m
(21)
36i 0 0 0 0 -288.139 90.7174 274.774 240.889 0

m
(21)
41i 0 0 -4.4115 -1.4795 4.3205 2.2913 -5.6714 -4.9608 0

m
(21)
42i 0 0 -6.5736 8.2987 -14.7664 -2.7446 12.1637 -11.3524 0

m
(21)
43i 0 0 0 0 40.1826 11.7481 -419.995 -17.2853 0

m
(21)
44i 0 0 0 0 4.8823 8.3507 30.3704 -60.3479 0

m
(21)
45i 0 0 0 0 -1839.43 722.001 -1361. -2405.5 0

m
(21)
46i 0 0 0 0 734.661 38.7531 1943.02 -856.099 0

m
(21)
51i 0 0 -0.07947 0.1358 0.1723 -0.6059 0.0626 -0.1889 0

m
(21)
52i 0 0 -0.1184 -0.7620 -0.5890 0.7257 -0.13422 -0.4322 0

m
(21)
53i 0 0 0 0 1.6029 -3.1065 4.6343 -0.6581 0

m
(21)
54i 0 0 0 0 0.1948 -2.2081 -0.3351 -2.2975 0

m
(21)
55i 0 0 0 0 -73.3757 -190.915 15.0175 -91.5805 0

m
(21)
56i 0 0 0 0 29.3059 -10.2473 -21.4396 -32.5928 0

m
(21)
61i 0 0 0.5194 0.1400 -0.4335 -0.0948 0.4588 0.3973 0

m
(21)
62i 0 0 0.7740 -0.7855 1.4815 0.1136 -0.9840 0.9092 0

m
(21)
63i 0 0 0 0 -4.0314 -0.4861 33.9773 1.3844 0

m
(21)
64i 0 0 0 0 -0.4898 -0.34549 -2.4569 4.8334 0

m
(21)
65i 0 0 0 0 184.547 -29.8713 110.104 192.663 0

m
(21)
66i 0 0 0 0 -73.7071 -1.6033 -157.189 68.5673 0

Table A.7.: “Magic numbers” m
(21)
3li ,m

(21)
4li ,m

(21)
5li and m

(21)
6li .
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i 1 2 3 4 5 6 7 8 9

m
(22)
31i 0 0 0.6635 -12.8257 -4.8453 10.7966 1.6880 1.1284 0

m
(22)
32i 0 0 1.9905 19.2386 -24.6846 -12.9233 -4.0084 2.0820 0

m
(22)
33i 0 0 0 0 -108.475 43.5841 32.3005 81.6323 0

m
(22)
34i 0 0 0 0 -72.3881 -34.3059 26.2678 -6.6687 0

m
(22)
35i 0 0 0 0 -2101.46 901.305 155.387 553.549 0

m
(22)
36i 0 0 0 0 -967.189 -438.657 4.9311 33.3582 0

m
(22)
41i 0 0 2.7047 -28.4843 -2.2968 29.6401 5.9393 2.7007 0

m
(22)
42i 0 0 8.11407 42.7264 -11.7014 -35.4784 -14.1041 4.9828 0

m
(22)
43i 0 0 0 0 -51.4211 119.652 113.652 195.37 0

m
(22)
44i 0 0 0 0 -34.3145 -94.1806 92.4259 -15.9602 0

m
(22)
45i 0 0 0 0 -996.165 2474.37 546.745 1324.8 0

m
(22)
46i 0 0 0 0 -458.482 -1204.25 17.3504 79.8358 0

m
(22)
51i 0 0 -0.1220 0.8392 0.5410 -0.5153 -0.1202 -0.1420 0

m
(22)
52i 0 0 -0.3660 -1.2588 2.7564 0.6168 0.2854 -0.2620 0

m
(22)
53i 0 0 0 0 12.1127 -2.0802 -2.2995 -10.273 0

m
(22)
54i 0 0 0 0 8.0831 1.6374 -1.8701 0.8392 0

m
(22)
55i 0 0 0 0 234.656 -43.0187 -11.0624 -69.6614 0

m
(22)
56i 0 0 0 0 107.999 20.9368 -0.3511 -4.1980 0

m
(22)
61i 0 0 -0.7748 2.3718 0.5762 -2.0857 -0.6556 -0.2303 0

m
(22)
62i 0 0 -2.3243 -3.5577 2.9357 2.4965 1.5568 -0.4249 0

m
(22)
63i 0 0 0 0 12.9008 -8.4196 -12.5446 -16.6615 0

m
(22)
64i 0 0 0 0 8.6090 6.6272 -10.2017 1.3611 0

m
(22)
65i 0 0 0 0 249.923 -174.115 -60.3481 -112.981 0

m
(22)
66i 0 0 0 0 115.026 84.74 -1.9151 -6.8085 0

Table A.8.: “Magic numbers” m
(22)
3li ,m

(22)
4li ,m

(22)
5li and m

(22)
6li .
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i 1 2 3 4 5 6 7 8 9

m
(00)
71i 0.5784 -0.3921 -0.1429 0.0476 -0.1275 0.0317 0.0078 -0.0031 0

m
(00)
72i 2.2996 -1.0880 -0.4286 -0.0714 -0.6494 -0.0380 -0.0185 -0.0057 0

m
(00)
73i 8.0780 -5.2777 0 0 -2.8536 0.1281 0.1495 -0.2244 0

m
(00)
74i 5.7064 -3.8412 0 0 -1.9042 -0.1008 0.1216 0.0183 0

m
(00)
75i 202.901 -149.467 0 0 -55.2813 2.6494 0.7191 -1.5213 0

m
(00)
76i 86.4618 -59.6604 0 0 -25.443 -1.2894 0.0228 -0.0917 0

m
(00)
77i 0 1 0 0 0 0 0 0 0

m
(00)
78i 2.6667 -2.6667 0 0 0 0 0 0 0

m
(00)
81i 0.2169 0 0 0 -0.1793 -0.0730 0.0240 0.0113 0

m
(00)
82i 0.8623 0 0 0 -0.9135 0.0873 -0.0571 0.0209 0

m
(00)
83i 3.0292 0 0 0 -4.0143 -0.2945 0.4510 0.8196 0

m
(00)
84i 2.1399 0 0 0 -2.6788 0.2318 0.3741 -0.0670 0

m
(00)
85i 76.0879 0 0 0 -77.7679 -6.0904 2.2128 5.5576 0

m
(00)
86i 32.4232 0 0 0 -35.7924 2.9641 0.0702 0.3349 0

m
(00)
87i 0 0 0 0 0 0 0 0 0

m
(00)
88i 1 0 0 0 0 0 0 0 0

Table A.9.: “Magic numbers” m
(00)
7li and m

(00)
8li .
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i 1 2 3 4 5 6 7 8 9

m
(10)
71i 0.0021 -1.4498 0.8515 0.0521 0.6707 0.1220 -0.0578 0.0355 0

m
(10)
72i 9.9372 -7.4878 1.2688 -0.2925 -2.2923 -0.1461 0.1239 0.0812 0

m
(10)
73i -5.0737 7.6871 0 0 6.2379 0.6255 -4.2771 0.1237 0

m
(10)
74i -8.6840 8.5586 0 0 0.7579 0.4446 0.3093 0.4318 0

m
(10)
75i 2421.27 -1982.64 0 0 -285.55 38.4415 -13.86 17.2132 0

m
(10)
76i -639.781 576.021 0 0 114.047 2.0633 19.7871 6.1260 0

m
(10)
77i 0 7.8152 0 0 0 0 0 0 0

m
(10)
78i 17.9842 -18.7604 0 0 0 0 0 0 0

m
(10)
81i 0.0008 0 0 0 0.9435 -0.2804 -0.1777 -0.1297 0

m
(10)
82i 3.7264 0 0 0 -3.2247 0.3359 0.3812 -0.2968 0

m
(10)
83i -1.9026 0 0 0 8.7752 -1.4379 -13.1618 -0.4519 0

m
(10)
84i -3.2565 0 0 0 1.0662 -1.0221 0.9517 -1.5776 0

m
(10)
85i 907.978 0 0 0 -401.702 -88.3699 -42.651 -62.8823 0

m
(10)
86i -239.918 0 0 0 160.438 -4.7432 60.8902 -22.3794 0

m
(10)
87i 0 0 0 0 0 0 0 0 0

m
(10)
88i 6.7441 0 0 0 0 0 0 0 0

Table A.10.: “Magic numbers” m
(10)
7li and m

(10)
8li .
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i 1 2 3 4 5 6 7 8 9

m
(11)
71i -4.3519 3.0646 1.5169 -0.5013 0.3934 -0.6245 0.2268 0.04956 0

m
(11)
72i -17.3023 8.5027 4.5508 0.7519 2.0040 0.7476 -0.5385 0.0914 0

m
(11)
73i -60.7794 41.2459 0 0 8.8066 -2.5212 4.3396 3.5852 0

m
(11)
74i -42.9356 30.0198 0 0 5.8769 1.9845 3.5291 -0.2929 0

m
(11)
75i -1526.64 1168.11 0 0 170.607 -52.1373 20.8762 24.3112 0

m
(11)
76i -650.544 466.256 0 0 78.5215 25.3748 0.6625 1.4650 0

m
(11)
77i 0 -7.8152 0 0 0 0 0 0 0

m
(11)
78i -20.0642 20.8404 0 0 0 0 0 0 0

m
(11)
81i -1.4628 0 0.4687 2.6596 0.6448 -3.0787 0.0510 0.3518 0

m
(11)
82i -5.8157 0 1.4062 -3.9894 3.2850 3.6851 -0.1424 0.6492 0

m
(11)
83i -20.4295 0 0 0 14.436 -12.4282 1.1476 25.4531 0

m
(11)
84i -14.4317 0 0 0 9.6335 9.7825 0.9332 -2.07932 0

m
(11)
85i -513.142 0 0 0 279.663 -257.012 5.5205 172.598 0

m
(11)
86i -218.664 0 0 0 128.714 125.086 0.1752 10.4012 0

m
(11)
87i 0 0 0 0 0 0 0 0 0

m
(11)
88i -6.7441 0 0 0 0 0 0 0 0

Table A.11.: “Magic numbers” m
(11)
7li and m

(11)
8li .
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i 1 2 3 4 5 6 7 8 9

m
(20)
71i -91.2189 81.3165 2.99191 1.11735 11.5573 0.886925 0.11496 0.175504 0

m
(20)
72i -212.414 167.658 5.74652 -3.72617 28.8574 -2.12622 2.29032 0.146185 0

m
(20)
73i -527.503 450.594 0 0 154.39 6.45179 -0.0415157 2.00952 0

m
(20)
74i -749.114 579.46 0 0 157.009 -1.24112 12.4739 -2.67081 0

m
(20)
75i 7764.36 -5063.44 0 0 386.727 610.496 -15.826 250.809 0

m
(20)
76i -22612.5 19501.2 0 0 3199.72 -37.7729 56.0992 -102.306 0

m
(20)
77i 0 44.4252 0 0 0 0 0 0 0

m
(20)
78i 15.4051 -18.7662 0 0 0 0 0 0 0

m
(20)
81i -34.2071 0 0 0 16.2584 -2.03888 0.353763 -0.641144 0

m
(20)
82i -79.6551 0 0 0 40.5956 4.88778 7.04792 -0.534035 0

m
(20)
83i -197.814 0 0 0 217.191 -14.8315 -0.127755 -7.3411 0

m
(20)
84i -280.918 0 0 0 220.875 2.8531 38.3855 9.75688 0

m
(20)
85i 2911.64 0 0 0 544.035 -1403.42 -48.7008 -916.245 0

m
(20)
86i -8479.69 0 0 0 4501.27 86.833 172.632 373.738 0

m
(20)
87i 0 0 0 0 0 0 0 0 0

m
(20)
88i 5.77691 0 0 0 0 0 0 0 0

Table A.12.: “Magic numbers” m
(20)
7li and m

(20)
8li .
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i 1 2 3 4 5 6 7 8 9

m
(21)
71i -0.0161 11.3308 -9.0418 -0.5490 -2.0699 -2.4008 -1.6767 -0.5673 0

m
(21)
72i -74.7681 58.5182 -13.4731 3.0791 7.0744 2.8757 3.5962 -1.2981 0

m
(21)
73i 38.1746 -60.0759 0 0 -19.2511 -12.3094 -124.172 -1.9766 0

m
(21)
74i 65.3389 -66.8869 0 0 -2.3391 -8.7497 8.9790 -6.9008 0

m
(21)
75i -18217.8 15494.7 0 0 881.254 -756.496 -402.382 -275.071 0

m
(21)
76i 4813.75 -4501.7 0 0 -351.969 -40.6047 574.456 -97.8957 0

m
(21)
77i 0 -61.0768 0 0 0 0 0 0 0

m
(21)
78i -135.314 146.616 0 0 0 0 0 0 0

m
(21)
81i -0.0054 0 -2.7939 2.9127 -3.3930 -11.8347 -0.4434 -4.0274 0

m
(21)
82i -25.1314 0 -4.1632 -16.3374 11.5966 14.1759 0.9510 -9.2163 0

m
(21)
83i 12.8314 0 0 0 -31.5568 -60.6794 -32.8362 -14.0329 0

m
(21)
84i 21.962 0 0 0 -3.8342 -43.1317 2.3744 -48.9926 0

m
(21)
85i -6123.46 0 0 0 1444.57 -3729.17 -106.406 -1952.87 0

m
(21)
86i 1618.02 0 0 0 -576.955 -200.162 151.91 -695.012 0

m
(21)
87i 0 0 0 0 0 0 0 0 0

m
(21)
88i -45.4824 0 0 0 0 0 0 0 0

Table A.13.: “Magic numbers” m
(21)
7li and m

(21)
8li .
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i 1 2 3 4 5 6 7 8 9

m
(22)
71i 7.9088 -6.5297 7.7372 -8.8514 -3.9002 -3.3651 3.6324 1.4173 0

m
(22)
72i 31.4443 -18.1165 23.2117 13.2771 -19.8699 4.0279 -8.6259 2.6149 0

m
(22)
73i 110.458 -87.8817 0 0 -87.3171 -13.5844 69.5086 102.527 0

m
(22)
74i 78.0291 -63.9626 0 0 -58.2688 10.6925 56.5267 -8.3756 0

m
(22)
75i 2774.44 -2488.86 0 0 -1691.57 -280.921 334.383 695.234 0

m
(22)
76i 1182.27 -993.442 0 0 -778.539 136.722 10.6114 41.8965 0

m
(22)
77i 0 16.6516 0 0 0 0 0 0 0

m
(22)
78i 36.4636 -44.4043 0 0 0 0 0 0 0

m
(22)
81i 8.612 0 -8.5773 9.9240 15.2774 28.49 -10.4305 -3.4354 0

m
(22)
82i 34.2399 0 -25.732 -14.8861 77.8316 -34.1018 24.7694 -6.3384 0

m
(22)
83i 120.278 0 0 0 342.027 115.009 -199.594 -248.523 0

m
(22)
84i 84.9664 0 0 0 228.243 -90.5262 -162.317 20.3024 0

m
(22)
85i 3021.11 0 0 0 6625.99 2378.36 -960.183 -1685.24 0

m
(22)
86i 1287.38 0 0 0 3049.59 -1157.53 -30.4705 -101.556 0

m
(22)
87i 0 0 0 0 0 0 0 0 0

m
(22)
88i 39.7055 0 0 0 0 0 0 0 0

Table A.14.: “Magic numbers” m
(22)
7li and m

(22)
8li .
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i 1 2 3 4 5 6 7 8 9

m
(00)
91i 0 0 -0.0328 -0.0404 0.0021 -0.0289 -0.0174 -0.0010 0.1184

m
(00)
92i 0 0 -0.0985 0.0606 0.0108 0.0346 0.0412 -0.0018 -0.0469

m
(00)
93i 0 0 0 0 0.0476 -0.1167 -0.3320 -0.0718 0.4729

m
(00)
94i 0 0 0 0 0.0318 0.0918 -0.2700 0.0059 0.1405

m
(00)
95i 0 0 0 0 0.9223 -2.4126 -1.5972 -0.4870 3.5745

m
(00)
96i 0 0 0 0 0.4245 1.1742 -0.0507 -0.0293 -1.5186

m
(00)
99i 0 0 0 0 0 0 0 0 1

Table A.15.: “Magic numbers” m
(00)
9li .

i 1 2 3 4 5 6 7 8 9

m
(10)
91i 0 0 0.1958 -0.0442 -0.0112 -0.1111 0.1283 0.0114 -0.3596

m
(10)
92i 0 0 0.2917 0.2482 0.0382 0.1331 -0.2751 0.0260 -0.8794

m
(10)
93i 0 0 0 0 -0.1041 -0.5696 9.5004 0.0396 -0.4856

m
(10)
94i 0 0 0 0 -0.0126 -0.4049 -0.6870 0.1382 0.4172

m
(10)
95i 0 0 0 0 4.7639 -35.0057 30.7862 5.5105 62.3651

m
(10)
96i 0 0 0 0 -1.9027 -1.8789 -43.9516 1.9611 54.4557

m
(10)
99i 0 0 0 0 0 0 0 0 0

Table A.16.: “Magic numbers” m
(10)
9li .

i 1 2 3 4 5 6 7 8 9

m
(11)
91i 0 0 0.2918 0.04836 -0.0331 -0.0269 0.0200 -0.1094 0

m
(11)
92i 0 0 0.8754 -0.0725 -0.1685 0.0323 -0.0475 -0.2018 0

m
(11)
93i 0 0 0 0 -0.7405 -0.1088 0.3825 -7.9139 0

m
(11)
94i 0 0 0 0 -0.4942 0.0856 0.3111 0.6465 0

m
(11)
95i 0 0 0 0 -14.3464 -2.2495 1.8402 -53.6643 0

m
(11)
961i 0 0 0 0 -6.6029 1.0948 0.0584 -3.2339 0

m
(11)
99i 0 0 0 0 0 0 0 0 0

Table A.17.: “Magic numbers” m
(11)
9li .
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i 1 2 3 4 5 6 7 8 9

m
(20)
91i 0 0 0.687795 -0.948054 -0.192814 -0.807654 -0.255352 0.0561848 -0.64363

m
(20)
92i 0 0 1.32104 3.1616 -0.481439 1.93618 -5.08731 0.0467986 -13.5825

m
(20)
93i 0 0 0 0 -2.57575 -5.87514 0.0922157 0.643316 7.77564

m
(20)
94i 0 0 0 0 -2.61944 1.13019 -27.7073 -0.855015 16.0333

m
(20)
95i 0 0 0 0 -6.45192 -555.931 35.1531 80.2925 102.043

m
(20)
96i 0 0 0 0 -53.3822 34.3969 -124.609 -32.7515 -98.8845

m
(20)
99i 0 0 0 0 0 0 0 0 0

Table A.18.: “Magic numbers” m
(20)
9li .

i 1 2 3 4 5 6 7 8 9

m
(21)
91i 0 0 -1.7394 0.0530 0.1741 -0.1036 -0.1478 1.2522 0

m
(21)
92i 0 0 -2.5918 -0.2971 -0.5949 0.1241 0.3170 2.8655 0

m
(21)
93i 0 0 0 0 1.6188 -0.5311 -10.9454 4.3631 0

m
(21)
94i 0 0 0 0 0.1967 -0.3775 0.7915 15.2328 0

m
(21)
95i 0 0 0 0 -74.1049 -32.6399 -35.4688 607.188 0

m
(21)
96i 0 0 0 0 29.5971 -1.7519 50.6366 216.094 0

m
(21)
99i 0 0 0 0 0 0 0 0 0

Table A.19.: “Magic numbers” m
(21)
9li .

i 1 2 3 4 5 6 7 8 9

m
(22)
91i 0 0 4.1531 -0.4627 -0.3404 -1.0326 0.0809 0.2167 0

m
(22)
92i 0 0 12.4592 0.6940 -1.7339 1.2359 -0.1921 0.3998 0

m
(22)
93i 0 0 0 0 -7.6197 -4.1683 1.5483 15.674 0

m
(22)
94i 0 0 0 0 -5.0848 3.2809 1.2592 -1.2804 0

m
(22)
95i 0 0 0 0 -147.615 -86.199 7.4486 106.285 0

m
(22)
96i 0 0 0 0 -67.9394 41.9523 0.2364 6.405 0

m
(22)
99i 0 0 0 0 0 0 0 0 0

Table A.20.: “Magic numbers” m
(22)
9li .



APPENDIX B

Calculation of T ±⊥,‖

In the heavy quark limit the matrix elements of B → K∗ depend only on four independent
funtions T ±a corresponding to a transversly (a =⊥) and longitudinally (a =‖) polarised
K∗. At next-to-leading order we have [91]:

Ta = ξaCa +
π2

Nc

fBfK∗,a
MB

Ξa

∑
±

∫
dω

ω
ΦB,±(ω)

∫ 1

0

duΦK∗,a(u)Ta,±(u, ω) , (B.1)

where Nc = 3, Ξ⊥ ≡ 1, Ξ‖ ≡ mK∗/EK∗ and µf is the scale at which the typical virtualities
of the hard scattering terms appear (µf = (µ× 0.5 GeV)1/2 ' (mbΛQCD)1/2) [91, 103].

In practice, we need T ±⊥,‖ which can be obtained by:

T +
a = (Ta, in which Ceff

7 → Ceff
7 + Ceff ′

7 ) ,

T −a = (Ta, in which Ceff
7 → Ceff

7 − Ceff ′

7 ) . (B.2)

These replacements lead to:

T +
⊥ = ξ⊥C

+
⊥ +

π2

Nc

fBfK∗,⊥
MB

∑
±

∫
dω

ω
ΦB,±(ω)

∫ 1

0

duΦK∗,⊥(u)T+
⊥,±(u, ω) , (B.3)

T −⊥ = ξ⊥C
−
⊥ +

π2

Nc

fBfK∗,⊥
MB

∑
±

∫
dω

ω
ΦB,±(ω)

∫ 1

0

duΦK∗,⊥(u)T−⊥,±(u, ω) , (B.4)

T +
‖ = ξ‖C

+
‖ +

π2

Nc

fBfK∗,‖
MB

mK∗

EK∗

∑
±

∫
dω

ω
ΦB,±(ω)

∫ 1

0

duΦK∗,‖(u)T+
‖,±(u, ω) , (B.5)

T −‖ = ξ‖C
−
‖ +

π2

Nc

fBfK∗,‖
MB

mK∗

EK∗

∑
±

∫
dω

ω
ΦB,±(ω)

∫ 1

0

duΦK∗,‖(u)T−‖,±(u, ω) . (B.6)
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fK∗,⊥, fK∗,‖ and fB can all be found in Table 5.1. fK∗,‖ is scale dependent, but as its
variation has a negligible effect, its scale dependency is usually ignored. However, f⊥ is
evolved using f⊥(µ) = f⊥(µ0) (αs(µ)/αs(µ0))4/23, µ0 the initial scale (usually 1 GeV) and
µ ' mb.

B.1 Light-cone-distribution amplitudes Φ

To compute the integrals, it is necessary to know the light-cone-distribution amplitudes
Φ. The K∗ light-cone distribution amplitude can be expanded in terms of the Gegenbauer
coefficients [91,165]:

ΦK̄∗,a(u) = 6u(1− u)
{

1 + a1(K̄∗)aC
(3/2)
1 (2u− 1) + a2(K̄∗)aC

(3/2)
2 (2u− 1)

}
. (B.7)

The Gegenbauer polynomials are

C
(3/2)
1 (x) = 3x C

(3/2)
2 (x) = −3

2
+

15

2
x2 , (B.8)

and the Gegenbauer coefficients (a1(K̄∗)a, a2(K̄∗)a) are given in Table 5.1. They are scale
dependent [165]:

an(µ) = an(µ0)

(
αs(µ)

αs(µ0)

)(γ(n)−γ(0))/β0
(B.9)

with β0 = 11− (2/3)nf . The one-loop anomalous dimensions are

γ(n) = γ
‖
(n) = CF

(
1− 2

(n+ 1)(n+ 2)
+ 4

n+1∑
j=2

1/j

)
,

γ⊥(n) = CF

(
1 + 4

n+1∑
j=2

1/j

)
, (B.10)

where CF = 4/3 and γ(0) is the anomalous dimension of the local current and vanishes
for vector and axial-vector currents.

The two B light-cone distribution amplitudes (ΦB,+,ΦB,−) are not used directly as they

appear as moments [91]. When calculating Ta where we have T
(1)
⊥,+ we will need the

moment

λ−1
B,+ =

∫ ∞
0

dω
ΦB,+(ω)

ω
. (B.11)

λ−1
B,+ is given in Table 5.1 and evolves according to the following evolution relation [117]:

λ−1
B (µ) = λ−1

B (µ0)

{
1 +

αs
3π

ln
µ2

µ2
0

(1− 2σB(µ0))

}
, (B.12)
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where σB(1 GeV) = 1.4± 0.4.

When computing Ta where we have T
(1)
‖,−, we will also need the moment

λ−1
B,−(q2) =

∫ ∞
0

dω
ΦB,−(ω)

ω − q2/MB − iε
, (B.13)

which can be expressed as:

λ−1
B,−(q2) =

e−q
2/(MBω0)

ω0

[
−Ei(q2/MBω0) + iπ

]
(B.14)

where Ei(z) is the exponential integral function, and ω0 = 2Λ̄HQET/3; Λ̄HQET = MB−mb.

B.2 Form factor correction C±a

The following formulas are taken from [91], in which we applied (B.2).

C±a = C±(0)
a +

αs(µb)CF
4π

C±(1)
a . (B.15)

At leading-order for C
±(0)
a we have:

C
±(0)
⊥ = (Ceff

7 ± Ceff ′

7 ) +
q2

2mbMB

Y (q2) , (B.16)

C
±(0)
‖ = −(Ceff

7 ± Ceff ′

7 )− MB

2mb

Y (q2) , (B.17)

with Y (q2) given in (5.11).

The next-to-leading order coefficients C
±(1)
a contain a factorisable and a non-factorisable

part:

C±(1)
a = C±(f)

a + C±(nf)
a , (B.18)

Term “non-factorisable” term contains all corrections that are not included in the defini-
tion of the QCD form factors for heavy-to-light transitions.

The factorisable corrections are [91,103]

C
±(f)
⊥ = (Ceff

7 ± Ceff ′

7 )

(
ln
m2
b

µ2
− L+ ∆M

)
, (B.19)

C
±(f)
‖ = −(Ceff

7 ± Ceff ′

7 )

(
ln
m2
b

µ2
+ 2L+ ∆M

)
, (B.20)

where L is defined in

L ≡ −m
2
b − q2

q2
ln

(
1− q2

m2
b

)
, (B.21)
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and ∆M depends on the mass renormalisation convention for mb:
∆M = 0 , MS scheme

∆M = 3 ln(m2
b/µ

2)− 4(1− µf/mb) , Potential Substracted scheme

∆M = 3 ln(m2
b/µ

2)− 4 , Pole Mass scheme

(B.22)

The non-factorisable correction is obtained by computing matrix elements of four-quark
operators and the chromomagnetic dipole operator [91].

CF C
±(nf)
⊥ = −C̄2F

(7)
2 − Ceff

8 F
(7)
8 (B.23)

− q2

2mbMB

[
C̄2F

(9)
2 + 2C̄1

(
F

(9)
1 +

1

6
F

(9)
2

)
+ Ceff

8 F
(9)
8

]
,

CF C
±(nf)
‖ = C̄2F

(7)
2 + Ceff

8 F
(7)
8 (B.24)

+
MB

2mb

[
C̄2F

(9)
2 + 2C̄1

(
F

(9)
1 +

1

6
F

(9)
2

)
+ Ceff

8 F
(9)
8

]
.

The quantities F
(7,9)
1,2 and F

(7,9)
8 are given in [166] and [167].

The barred Wilson coefficient C̄2 can be written in our convention (5.2)–(5.6) as [91]:

C̄1 =
1

2
C1 ,

C̄2 = C2 −
1

6
C1 ,

C̄3 = C3 −
1

6
C4 + 16C5 −

8

3
C6 ,

C̄4 =
1

2
C4 + 8C6 ,

C̄5 = C3 −
1

6
C4 + 4C5 −

2

3
C6 ,

C̄6 =
1

2
C4 + 2C6 . (B.25)

The effective Wilson coefficients Ceff
7,9 are given in (5.9) and (5.10). For Ceff

8 we use

Ceff
8 = C8 + C3 −

1

6
C4 + 20C5 −

10

3
C6 . (B.26)

B.3 Spectator scattering

For the hard scattering kernel we have

Ta,±(u, ω) = T
(0)
a,±(u, ω) +

αs(µf )CF
4π

T
(1)
a,±(u, ω). (B.27)
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At leading-order we have the weak annihilation amplitude which has no analogue in the
inclusive decay and generates the hard-(spectator)scattering term T

(0)
a,±(u, ω) [91]:

T
(0)±
⊥,+ (u, ω) = T

(0)±
⊥,− (u, ω) = T

(0)±
‖,+ (u, ω) = 0, (B.28)

T
(0)±
‖,− (u, ω) = −eq

MBω

MBω − q2 − iε ·
4MB

mb

(C̄3 + 3C̄4) (B.29)

The next-to-leading order coefficients T
(1)
a contain a factorisable as well as a non-factorisable

part:

T (1)
a = T (f)

a + T (nf)
a . (B.30)

The hard scattering functions T
(1)
a,± contain a factorisable term from expressing the full

QCD form factors in terms of ξa, related to the αs-correction [91,103]:

T
(f)±
⊥,+ (u, ω) = (Ceff

7 ± Ceff ′

7 )
2MB

ūEK∗
, (B.31)

T
(f)±
⊥,− (u, ω) = T

(f)±
‖,− (u, ω) = 0 (B.32)

T
(f)±
‖,+ (u, ω) = (Ceff

7 ± Ceff ′

7 )
4MB

ūEK∗
, (B.33)

where ū = 1 − u. The non-factorisable correction is obtained by computing matrix
elements of four-quark operators and the chromomagnetic dipole operator [91].

T
(nf)±
⊥,+ (u, ω) = − 4edC

eff
8

u+ ūq2/M2
B

+
MB

2mb

[
eut⊥(u,mc)(C̄2 + C̄4 − C̄6)

+ edt⊥(u,mb)(C̄3 + C̄4 − C̄6 − 4mb/MBC̄5) + edt⊥(u, 0)C̄3

]
, (B.34)

T
(nf)±
⊥,− (u, ω) = 0, (B.35)

T
(nf)±
‖,+ (u, ω) =

MB

mb

[
eut‖(u,mc)(C̄2 + C̄4 − C̄6)

+ edt‖(u,mb)(C̄3 + C̄4 − C̄6) + edt‖(u, 0)C̄3

]
, (B.36)

T
(nf)±
‖,− (u, ω) = eq

MBω

MBω − q2 − iε

[
8Ceff

8

ū+ uq2/M2
B

+
6MB

mb

(
h(ūM2

B + uq2,mc)(C̄2 + C̄4 + C̄6)

+ h(ūM2
B + uq2,mpole

b )(C̄3 + C̄4 + C̄6)

+ h(ūM2
B + uq2, 0)(C̄3 + 3C̄4 + 3C̄6)− 8

27
(C̄3 − C̄5 − 15C̄6)

)]
. (B.37)



130 B.3. SPECTATOR SCATTERING

Here eu = 2/3, ed = −1/3 and eq is the electric charge of the spectator quark in the B
meson. The functions ta(u,mq) are given below

t⊥(u,mq) =
2MB

ūEK∗
I1(mq) +

q2

ū2E2
K∗

(B0(ūM2
B + uq2,mq)−B0(q2,mq)), (B.38)

t‖(u,mq) =
2MB

ūEK∗
I1(mq) +

ūM2
B + uq2

ū2E2
K∗

(B0(ūM2
B + uq2,mq)−B0(q2,mq)), (B.39)

where B0 and I1 are defined as

B0(s,mq) = −2
√

4m2
q/s− 1 arctan

1√
4m2

q/s− 1
, (B.40)

I1(mq) = 1 +
2m2

q

ū(M2
B − q2)

[
L1(x+) + L1(x−)− L1(y+)− L1(y−)

]
, (B.41)

and

x± =
1

2
±
(

1

4
− m2

q

ūM2
B + uq2

)1/2

, y± =
1

2
±
(

1

4
− m2

q

q2

)1/2

, (B.42)

L1(x) = ln
x− 1

x
ln(1− x)− π2

6
+ Li2

(
x

x− 1

)
. (B.43)

It should be noted that m2
q must be replaced by m2

q−iε when imaginary parts are involved.
The barred coefficients are given in (B.25).



APPENDIX C

Form factors

To obtain the soft form factors we have used the factorisation scheme used in [103]:

ξ⊥(q2) =
MB

MB +mK∗
V (q2) , (C.1)

ξ‖(q
2) =

MB +mK∗

2EK∗
A1(q2)− MB −mK∗

MB

A2(q2) . (C.2)

The full form factors V and A1,2 have been taken from light-cone sum rule (LCSR)
calculations [114]:

V (q2) =
r1

1− q2/m2
R

+
r2

1− q2/m2
fit

, (C.3)

A1(q2) =
r2

1− q2/m2
fit

, (C.4)

A2(q2) =
r1

1− q2/m2
fit

+
r2

(1− q2/m2
fit)

2
, (C.5)

where the fit parameters r1,2,m
2
R and m2

fit are given in Table C.1.

r1 r2 m2
R [GeV2] m2

fit [GeV2]

V 0.923 −0.511 5.322 49.40

A1 0.290 40.38

A2 −0.084 0.342 52.00

Table C.1.: Fit parameters describing the q2 dependence of the form factors V and A1,2

in the LCSR approach [114].
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