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Abstract

This thesis describes experiments on the synthesis of single wall carbon nanotubes 

(SWNTs), fabrication of ultraclean CNT devices, and study of electronic properties of CNTs 

with transport measurements. The first part of this work describes the optimization of the 

synthesis parameters (by chemical vapor deposition - CVD) such as carbon precursors, gas 

flows, temperature, catalyst for the growth of high quality SWNTs. In all these parameters, 

the catalyst composition plays a very important role on the high selective growth of SWNTs 

with a narrow diameter distribution. The second part deals with the nanofabrication of 

ultraclean CNT devices and the low temperature (40 mK) transport measurements of these 

CNT quantum dots. The level spectra of the electrons in the first shell are investigated using 

inelastic cotunneling spectroscopy in an axial magnetic field, which show a strong negative 

spin-orbit coupling of electron. We find that the sequence of electron shell filling in our case 

( SO < 0) is different from which would be obtained in the pure SU(4) Kondo regime ( SO =

0). Indeed, a pure orbital Kondo effect is observed in N=2e at a finite magnetic field. In the 

last part of this thesis, we describe the experimental implementation of the thermal 

evaporation of single molecule magnets (SMMs) for the future fabrication of ultraclean CNT-

SMM hybrid devices.

Keywords: carbon nanotubes, CVD, ultraclean CNT devices, transport measurement, spin-

orbit coupling, single molecule magnets.



Résumé

Cette thèse décrit des expériences sur la synthèse de nanotubes de carbone (CNT)

mono-paroi, leur intégration dans des dispositifs ultra-propres, ainsi que l'étude de leurs

propriétés électroniques par des mesures de transport à très basse température. La première 

partie de ce travail décrit l'optimisation des paramètres de synthèse par déposition chimique 

en phase vapeur (CVD) tels que les précurseurs de carbone, les flux de gaz, la température, ou

le catalyseur pour la croissance de CNT de très bonne qualité. Parmis tous ces paramètres, la 

composition du catalyseur joue un rôle decisif pour permettre une croissance sélective en 

mono-paroi ansi qu’une distribution de faible diamètre. Dans la deuxième partie nous 

développons la nanofabrication de boites quantiques ultra-propres à base de CNT ainsi que les

mesures de transport de ces échantillons à basse température (40 mK). Le spectre de la 

première couche électronique du nanotube est mesuré par spectroscopie de cotunneling

inélastique sous champ magnétique, montrant alors un fort couplage spin-orbite négatif, dans 

ce système. Nous montrons que la séquence de remplissage d'électrons dans notre cas ( SO <

0) est différente de celle que l’on obtiendrait en régime Kondo SU (4) ( SO = 0). En effet, un

effet Kondo purement orbital est observé pour N = 2e à champ magnétique fini. Dans la 

dernière partie de cette thèse, nous décrivons la mise en œuvre expérimentale d’un 

évaporateur thermique à aimants à molécule unique (SMMs) pour la fabrication future de 

dispositifs hybrides CNT-SMM ultra-propres.

Mots-clés: nanotubes de carbone, CVD, ultra-propre dispositifs CNT, mesure de transport,

couplage spin-orbite, aimants à une seule molécule.
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Chapter 1. General introduction

Carbon nanotubes (CNTs) are one-atom thick cylinders formed of carbon atoms. 

Since their discovery, the CNTs have attracted tremendous interest in scientific community 

owing to their unique structural and electronic properties [1]. For example, carbon nanotubes 

can be metallic or semiconducting depending on the orientation of the atomic lattice with 

respect to the axial direction, despite the fact that there is no difference in the local chemical 

bonding between the carbon atoms. An interesting characteristic of these nanotubes, shared 

with graphene, is the four-fold degeneracy of the energy level spectrum resulting from spin 

and orbital degeneracy.

When a short segment of a CNT is connected to metal electrodes, at low temperatures 

it behaves as a quantum dot (QD). The QDs are known as artificial atoms, with features close 

to those of real atoms. Moreover, QDs have the advantage that the attractive potential of the 

nucleus in real atom is replaced by a confinement potential which can be controlled and tuned 

in the experiment. It is also possible to confine and control the number of electrons in the QD

due to the Coulomb blockade effect. These properties make CNT QDs ideal objects for 

studies at molecular level.  

Our group “Nanospintronics and Molecular Transport” in the Néel Institute/CNRS 

Grenoble aims to fabricate, characterize and study molecular devices (molecular spin-valves

and spin-filters, molecular spin-transistors, carbon nanotube junctions, nano-SQUIDs,

molecular double-dot devices etc.) in order to read and manipulate spin states of a single 

molecule and to perform basic quantum operations [2]. In most of these devices, by utilizing 

the quantum transport measurement technique, carbon nanotubes are used as probes due to 

their high sensitivity to small changes in the electrostatic environment. At the time I joined 

the group, the nanotubes used for such a device fabrication were supplied by the collaborators

in bulk form. These CNTs were dispersed into solution, deposited onto an isolating surface,

located by microscopy (SEM or AFM), and patterned with metallic contacts by electron beam 

lithography and metal evaporation. The CNT junctions were thus inevitably contaminated 

chemically and structurally which most probably had an effect on their transport properties

[3].



Chapter 1. General introduction 2

The disadvantages of using these CNTs initially motivated this project. We decided to 

implement a CVD setup in the group in order to directly grow separated high quality SWNTs,

which can be used as directly after the growth. Moreover, using this technique it should be 

possible to fabricate “ultraclean” CNT devices, which have shown very interesting properties 

[4] that had never been observed in the CNT devices pinned on the substrate surface.

The main objectives in this thesis include: the synthesis of high quality SWNTs,

fabrication of ultraclean CNT devices, and study of the electrical transport. Since the CVD 

technique leads to a growth of different kinds of carbon products including SWNTs, 

MWNTs, etc. having wide variety of length, density and diameter, we had to optimize the 

CVD parameters in order to have a proper control over the growth. We tried to find out a 

process for very highly selective growth of high quality SWNTs with a narrow diameter 

distribution. Once these optimal conditions are applied for the in situ growth of suspended 

CNT devices, we have a relatively high certainty about what kind of CNT is connected. The 

electrical transport in such an ultraclean CNT device is expected to reveal undiscovered 

phenomena of the quantum physics. The key issues in this work are the fabrication of CNT 

nanojunctions and the low temperature measurements on the devices. Concerning the 

fabrication, we developed a procedure using a state of the art all electron beam lithography 

process, which enables high accuracy fabrication of devices with small and elaborate 

structures. The electrical transport measurements are performed in our groups dilution 

refrigerators with multiaxis superconducting magnets.

This thesis is organized as follows.

In Chapter 2, we give a review about the structure and electronic properties of carbon 

nanotubes. Then, we introduce the main strategies of synthesis of CNTs and particularly 

emphasize on the Catalytic Chemical Vapor Deposition (CVD) technique used in this work.

Chapter 3 presents our work on the synthesis of SWNTs. By varying different growth 

parameters such as carbon precursors, gas flows, temperatures, catalysts, and characterizing 

very well the CNTs grown at each condition, we found the optimal parameters for obtaining 

high quality SWNTs. In our CVD synthesis, the catalyst composition plays a very important 

role on the growth of CNTs influencing to tubes lengths, number density, diameters and 

number of walls. Two different catalyst systems have been studied, Fe-Mo and Fe-Ru, which 
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both led to high selective growth of SWNTs with narrow diameter distribution. The optimal 

conditions for the synthesis were applied for device fabrication as described in the next 

chapter. 

Chapter 4 is devoted to the description of the nanofabrication of our ultraclean CNT 

devices. All the patterns of the chip (source and drain electrodes, local gate, catalyst islands)

are first fabricated, which is followed by the in situ growth of CNTs by the CVD technique at 

the last step. The resulting CNT junctions lie freely suspended on top of the source and drain 

electrodes without any contact with the substrate of the device, and thus are ultraclean from 

defects and disorders. We also briefly describe the techniques used to characterize these 

devices at room and low temperatures.

In Chapter 5, we recall the main characteristics of CNT quantum dots and review the 

recent low-temperature transport measurements. Depending on the contact between a CNT 

and source-drain electrodes, the electrical transport through the quantum dot can be either in 

Coulomb blockade or Kondo regime. CNT QDs are special due to their four-fold degenerate 

energy level spectrum that also leads to high symmetry SU(4) Kondo effect. Moreover, 

recent studies have shown that the spin-orbit coupling of electrons in CNT is quite 

significant, which can break these symmetries and change the sequence of electron filling of 

the CNT QD.

In Chapter 6, we present the electrical transport measurements of our ultraclean CNT 

devices. The electronic level spectrum of the first few electrons are investigated using 

inelastic cotunneling spectroscopy, which exhibits the spin-orbit coupling and the Kondo 

effect. When both phenomena are comparable in strength, the spin-orbit interaction lifts the 

four-fold Kondo symmetry and quenches the zero bias Kondo resonance at half filling. In

these measurements, we found that the spin-orbit coupling of the electron is quite strong and 

especially has a negative value. A pure orbital level degeneracy in the two electron regime is 

also observed [5].

In Chapter 7, we describe the development of a technique to fabricate hybrid devices

of suspended CNTs attached by single molecule magnets (SMMs). Since the grafting of 

SMMs onto CNTs can be done either by chemical solution drop casting method like our 

recent publication [6], or by physical thermal evaporation, we chose the later to keep our 



Chapter 1. General introduction 4

CNT as clean as possible. Here, we describe the building of the evaporation setup and 

optimization of the process parameters. Due to the small size and small amount of the 

evaporated SMMs (clusters of one or few molecules), we first tried the evaporation on a very 

flat surface of sapphire and graphene for characterizations, before applying to CNT. Some 

primary results are presented, but this work is still in progress and needs more elaborate

studies.

Finally, Chapter 8 summarizes and concludes this thesis.
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Chapter 2. Structures and synthesis methods of carbon nanotubes

Since their discovery, carbon nanotubes (CNTs) have attracted tremendous interest 

due to their interesting physical properties. In particular, their (quasi) ideal 1D crystal 

structure combined with the C sp2 hybridization, are responsible for intriguing electronic 

transport properties, interesting for both fundamental research as well as potential 

applications in nanotechnology and engineering. Besides, the controlled synthesis of high-

quality CNTs has been the goal of many research endeavors and a wide variety of synthetic 

methods have been developed to produce the desired materials for specific scientific studies 

or technological applications.

This chapter has two main purposes. The first one is to introduce carbon based 

nanomaterials (section 2.1) and especially CNTs. The main CNT physical properties, 

specifically structural and electronic properties, are briefly reviewed (section 2.2). Then, we 

introduce the main strategies used for their synthesis (section 2.3). Section 2.4 particularly 

emphasizes on the description of the Catalytic Vapor Decomposition (CVD) technique used 

in this thesis.
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2.1. SP
2

Hybridized Based Carbon Allotropes

An amazing property of the carbon atom is its versatility to form different kinds of 

solid state compounds with completely different physical and chemical properties. In 

particular, when carbon atoms combine altogether to constitute a crystalline solid, the 1s2, 2s2

and 2p2 carbon atomic orbitals can hybridize differently (mainly sp2, sp3) and form different 

kinds of C-C bonds. This explains, for instance, the striking different mechanical properties 

of graphite (sp2) and diamond (sp3).

The main crystalline solids resulting from sp2 hybridized carbon atoms are depicted in 

Fig. 2.1a, including graphite (3D), graphene (2D), nanotube (1D), and fullerene (0D). A 

schematic representation of the sp2 hybridization is shown in Fig. 2.1b. While the three 

atomic orbitals, 2s, 2px, and 2py, are hybridized into three sp2 orbitals in the same plane, the 

2pz orbitals lie orthogonal to this plane, with a rotational symmetry around the perpendicular 

axis. The free electrons in the 2pz orbitals contribute mainly to the electrical conduction and 

form respectively the -bounding conducting bands of the graphene 

(see the following of the section).

Figure 2.1. sp2 hybridization of carbon and its derived materials. (a) From 3D to 0D carbon-

based materials: bulk graphite (top right), graphene (top left), CNTs (bottom left), and 

fullerene (bottom right). (b) The three sp2 hybridized orbital are in-plane, while the 2pz

orbital lies orthogonal to the plane. Adapted from refs. [1], [2].

After this brief introduction about carbon-based materials, we focus on the study of 

the CNTs in the following.

(a)
(b)



Chapter 2. Structures and synthesis methods of CNTs  7

2.2. Carbon Nanotube Crystal Structure

2.2.1. Single Wall and Multi Wall Carbon Nanotubes

Carbon nanotubes can be divided into two main classes: single and multi wall carbon 

nanotubes. A single wall carbon nanotube (SWNT) is an atomic thick hollow cylinder formed

by sp2 hybridized carbon atoms (Fig. 2.1.b). A concentric multi wall carbon nanotube 

(MWNT) can be described as several SWNT shells arranged inside each other (like the 

“Russian dolls”). The distance between layers is approximately equal to the graphite inter-

layer distance of 0.34 nm [3]. The diameter of CNTs typically varies from 1 nm (SWNTs) to 

few tens of nm (MWNTs), with lengths up to several centimeters. Figure 2.2 shows examples 

of respectively a Scanning Tunneling Microscopy (STM) spectrum (Fig. 2.2a) and 

Transmission Electron Microscopy (TEM) pictures of SWNT (Fig. 2.2b) and MWNT (Fig. 

2.2c).

Figure 2.2. Evidence of the existence of carbon nanotubes. (a) Scanning tunneling microscopy

(STM) picture confirming the atomic structure of a SWNT [4]. (b) and (c) are Transmission 

electron microscopy (TEM) images of respectively single wall (SWNT) and multi wall

(MWNT) carbon nanotubes [5]. The single and multiple shell structures are well seen in (b, c).

(a) (b) (c)
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2.2.2. From Graphene to Carbon Nanotubes

In order to describe the CNT structure, it is convenient to consider a SWNT as a 

rolled 2D graphite sheet (a graphene), thus forming a single carbon atom thick cylinder [6].

The graphene structure, depicted in Fig. 2.3, consists in a planar hexagonal network of carbon 

atoms (often called the honeycomb lattice), each atom having 3 closest neighbors, with an 

inter-atomic distance a = 1.42 Å. The graphene structure can be described by two 

independent lattice unit vectors (Fig. 2.3). These vectors can be expressed in the (x, y) plane 

as: 

1a =( 3 a/2, a/2), 2a = ( 3 a/2, -a/2) (2.1)

The nanotube structure is obtained by rolling the one thick layer carbon sheet around 

a ‘chiral vector’ (also called wrapping vector). The chiral vector wraps the nanotube 

circumference so that the tip of the vector meets its own tail. It can be expressed as:

21 amanC , where 0 m n (2.2)

The couple of the integer indices (n,m) describes the different ways to wrap the 

graphene structure on itself. Each pair of (n,m) defines the nanotube diameter dt and its chiral 

angle which can be expressed as [7]:

nmmn
aC

d
t

22

(2.3)

nmmn

mn
222

)(3
arccos

(2.4)

An example of the (10,5) SWNT is shown in Fig. 2.3. The chiral vector C is 

perpendicular to the tube axis and the translational vector T is parallel to it.
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Figure 2.3. Formation of carbon nanotube from graphene sheet. (left) The way to construct 

the (10,5) SWNT. The rectangular defined by |T × C| is the unit cell of the nanotube. This 

nanotube has diameter dt = 1nm and chiral vector 10.9°. (right) Carbon nanotubes with 

different structures: armchair (5,5), zigzag (9,0) and chiral (10,5) [8]. The zigzag and 

armchair lines (bold lines) are special symmetry directions.

Nanotubes with indices (n, n) ( = 0°) and (n, 0) ( = 30°) are rolled up along special 

symmetry directions of the graphene sheet. They are non-chiral and denoted as armchair and 

zigzag tubes, respectively. These names come from the ‘armchair’ and ‘zigzag’ shapes of 

carbon bonds along the circumference of the nanotubes. 

2.2.3. Electronic band structure of carbon nanotubes

Following the same approach, electronic band structure of CNTs can be obtained by 

projecting the graphene band dispersion into the 1D longitudinal CNT dimension. The 

graphene energy band structure [8] can be calculated using the well known tight-binding 

method, also called the Linear Combination of Atomic Orbitals (LCAO) approximation [9].

We do not describe the calculation here, but just show the main results, plotted in Fig. 2.4.
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The graphene energy dispersion consists of two branches (bonding and antibonding), 

touching at the 6 corners of the hexagonal Brilloin zone, called the Dirac K points. One 

particularly interesting feature of graphene is the unusual conical low energy dispersion [10]

close to the Dirac points. 

Figure 2.4. The energy dispersion of graphene. (a) There are six K points where the valence 

(VB) and conduction (CB) bands meet (EF=0). (b) Contour plot of the valence band. The six 

K points de

points K and K’ are shown with the coordinates (kx, ky) = (0, ±4 /3a), respectively (adapted 

from ref. [10]).

The energy band structure of CNT is then obtained from the one of graphene, after 

introducing periodic boundary conditions due to the cylindrical geometry of the tube. Since a 

SWNT is considered as an infinitely long cylinder with a very small diameter, the wave 

vector k// (parallel to the tube axis) is continuous but the wave vector k (perpendicular to the 

tube axis) becomes quantized, so that the following periodic boundary condition is fulfilled:

(2.5)

where d is the SWNT diameter and j an integer. 

(a) (b)
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The CNT band structure can be obtained by cutting the energy dispersion of graphene 

along the allowed k lines values, as shown in Fig. 2.5a. Each intersection of the cross-

sectional cut gives rise to a 1D subband.  Due to the small diameter of the SWNT, the spacing 

between k values is quite large ( k = 2/d), which leads to strong observable effects of 

SWNT. The band structure of a SWNT is therefore dependent on the spacing between the 

allowed k states and their angles with respect to the surface Brillouin zone of graphene. 

These values are determined by the diameter and chirality of a SWNT. For a given pair of 

(n,m) indices, the nanotube will be metallic with a finite density of states at the Fermi energy 

if the allowed k lines pass directly through the K points (Fig. 2.5b). Otherwise, the SWNT 

will be semiconducting with a finite band gap (Fig. 2.5c). 

Figure 2.5. The band structure of SWNTs. (a) Quantized numbers of allowed k by imposing 

periodic boundary conditions along the nanotube circumference. The band structure of a 

SWNT is obtained by cross-sections as indicated. (b) Low energy dispersion of a metallic 

SWNT: there is an allowed value of k which passes through K. (c) Semiconducting SWNT 

with a finite band gap (adapted from refs. [10], [11]).

 

(a)

(b)

(c)
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Semiconducting or metallic CNTs can be directly identified from the chiral indices (n, 

m). If the value of (n-m)/3 is an integer, the CNT is metallic. In other cases, the tube will be a 

semiconductor and the distance from closest k misses the K-point by 2/3d [9]. The 

probability to find semiconducting and metallic nanotubes is in theory 2/3 and 1/3, 

respectively. Semiconducting SWNTs with diameters in the range of 0.8 to 3 nm have band 

gaps of 0.2 to 0.9 eV, which is inversely proportional to the diameter [1].

We highlight that this introduction of CNT band structure is quite simplified, mostly 

for pedagogical reasons. Indeed, it is valid only at low energies, where only one 1D subband 

can be considered. Besides, it does not take care of curvature effects which may translate the 

Dirac points of graphene and thus induce a small band gap in most of metallic CNTs (except 

for highly symmetric armchair CNTs), or the curvature effects responsible of the spin-orbit 

coupling in CNTs. When including the CNT curvature, and orbitals are not completely 

orthogonal and the resulting - hybridization has to be taken into account [9], [12]. In the 

following, we therefore call “small band gap” or “quasi-metallic” for the CNTs which have a 

small gap induced by such a perturbation.

After this short introduction of CNTs, we now turn to the overview of the CNT 

synthesis methods.

2.3. Carbon nanotubes synthesis methods

The synthesis of CNTs can be carried out using various methods, broadly divided into 

two main categories: physical and chemical, depending upon the process used to extract 

atomic carbon from the carrying precursor. Physical methods typically use high energy 

sources, such as plasma in an arc discharge experiment or laser ablation, to extract the carbon 

atoms. At the opposite, chemical methods rely on the extraction of carbon solely through 

catalytic decomposition of precursors on transition metal nanoparticles. While the two 

formers (arc discharge and laser ablation) are considered as high temperature methods, 

chemical vapor deposition is known as an ‘intermediate’ temperature method with the growth 

temperature in the range of 500 – 1200 °C [13].
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Figure 2.6. Schematics of experimental methods for CNT growth. (a) Arc discharge [14], (b) 

Laser ablation [15], and (c) Catalytic vapor deposition (CVD) [13].

2.3.1. The physical synthesis methods

Arc discharge

Arc discharge is the first known method to produce CNTs, dating for more than 20 

years [16]. In this process, carbon atoms are evaporated by a plasma of inert He gas, created 

by passing a high current through two graphitic electrodes (Fig. 2.6a). This method can 

produce both MWNTs and SWNTs, with the coexistence of carbon whiskers, soot, fullerenes 

and amorphous carbon [3], [16]. While MWNTs can be obtained on the cathode without 

catalyst, SWNTs can only be formed by doping the anode with transition metals such as Co, 

Fe, Ni and their mixtures [17].



Chapter 2. Structures and synthesis methods of CNTs  14

Laser ablation

Laser ablation is another technique to grow carbon nanotubes, which is also based on 

the evaporation of solid graphite. Intense laser pulses are used to ablate a graphite target, 

which is placed in an oven heated at 1200 °C. A flowing inert Ar gas is added to push the 

grown products from the high temperature zone to the cooled copper collector outside the 

furnace (Fig. 2.6b).  Like the case of arc discharge, the use of a pure graphite target leads to 

the formation of MWNTs, while a target doped with metallic catalysts (such as Co/Ni or 

Ni/Y) produces SWNTs [18], [19]. These SWNTs are mostly in the form of ropes consisting 

of tens of individual nanotubes, which are formed due to the Van der Waals interactions.

Despite that the physical growth methods yield to very well crystallized and high 

quality CNTs, the raw material may have to be purified and extracted from the carbon soot . 

Besides, even when dispersed in solutions, CNTs (especially the SWNTs) are mostly 

arranged into bundles and it is difficult to isolate individual CNTs on a surface. Furthermore, 

all these steps may damage or even functionalize the CNT structures [17]. This is not suitable 

for many applications. Such limitations directed most of current researches towards 

alternative chemical based methods [20], providing more versatility and better integration for 

the design of new device architectures [13].

2.3.2. Catalytic Decomposition 

In the catalytic decomposition method (Fig. 2.6c), a hydrocarbon precursor reacts 

with catalyst nanoparticles. At moderate temperature of 600-800 °C, the carbon atoms 

decompose from hydrocarbon precursor and are adsorbed on the catalyst nanoparticle 

surface, which is followed by the nucleation and growth of the CNTs. In this work, we use 

the catalytic chemical vapor deposition (CVD) for the growth of SWNTs. Therefore, the 

main parameters of the synthesis are described in the following. 
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2.4. Catalytic Vapor Deposition Synthesis of SWNTs

2.4.1. Hydrocarbon decomposition

The decomposition of hydrocarbon occurs at high temperatures of the CVD process in 

absence of oxygen. This process is called pyrolysis. Different gas phase carbon based 

compounds have been used as precursors for the CVD growth of CNTs such as: CO [21],

CH4 [22], C2H4 [23], C2H5OH [24], … . Each precursor has its own decomposition 

temperature and therefore results in a different CNT growth temperature. Carbon atoms are 

supposed to be the end products of the decomposition and other species go away in gas 

phase. The released carbon radicals are very reactive since the unpaired electrons would like 

to combine with other electrons to form a filled outer shell of carbon [25], [26]. If the 

combination of carbon radicals happens without a crystalline nucleation, amorphous carbon is 

formed. 

The formation of radicals requires energy which goes into the breaking of the bonds 

in the hydrocarbon precursor, and higher temperature leads to a larger number of radicals. For 

this reason, choosing a suitable carbon precursor for the CVD growth process is very 

important for achieving high quality SWNTs. A thermal stable hydrocarbon like CH4 may be

preferred, since it is easier to control the decomposition rate [13].

The CVD process can be controlled not only by changing the temperature, but also by 

changing the gas flows. During the decomposition of hydrocarbon, hydrogen is released as in 

Eq. 2.6. This reaction equilibrium can be influenced by changing the relative concentration of 

the reactants and products. A big surplus of hydrogen slows down the decomposition reaction 

of the hydrocarbon (Eq. 2.7) [27], [28].

HCHHCHCHHCHCH 432234 (2.6)

HCHCHH 432 (2.7)
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In addition, the partial pressure of the species can affect the dissociation rates of the 

precursor. For example in a HiPCO process [29], high pressure CO is used to increase the 

dissociation rate and hence to achieve higher CNT yield. On the contrary, low pressure CVD 

has been used to decrease the decomposition rate and thus the catalyst poisoning to achieve 

ultra long CNTs [30].

2.4.2. Growth mechanism

Due to the small size of the catalyst nanoparticles and of the grown CNTs, the high 

reaction rate and the high temperature of the CVD process, it is very difficult to follow 

different steps of the nanotube growth. This motivates the recent development of experiments 

with in situ characterization during the growth [31–33]. Despite many aspects of the CNT 

growth mechanisms are unclear and still in argument, the Vapor-Liquid-Solid (VLS) 

mechanism is generally accepted [13], [20]. In this mechanism, catalyst nanoparticles play a 

very important role in decomposing hydrocarbon precursor and initiating the nanotube 

growth. 

Figure 2.7 illustrates the different steps of the CNT growth following the VLS 

mechanism. First, the hydrocarbon molecules are adsorbed and catalytically decomposed on 

the nanoparticle surface. The released hydrogen (Eq. 2.6) then reduces the catalyst locally, 

and the released carbon atoms dissolve into the nanoparticle to form a metal-carbon solid 

state solution layer. When an over-saturation state of this solution is reached, the carbon 

precipitation happens leading to the formation of a cap and then of a CNT with sp2 structure. 

Tubular shape is favorable since it contains no dangling bonds and has a lower energy than 

other forms of carbon, such as graphitic sheets with open edges. The CNT continues to grow 

from the particle until a termination happens, when the carbon supply is not enough or the 

catalyst particle loses its activity (catalyst poisoning). Figure 2.8 shows the TEM images of 

SWNTs grown from catalyst nanoparticles. 
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Figure 2.7. A schematic view of CNTs formation by VLS mechanism. (a) Adsorption and 

decomposition of the hydrocarbon. (b) Diffusion of carbon atoms in the liquid surface layer 

of the particle. (c) Over-saturation of the surface and formation of the cap. (d) Growth of the 

CNT. Adapted from ref. [34].

Figure 2.8. TEM images of SWNTs grown from catalyst particles [35]. The nanotube 

diameter is related to the catalyst particle size.

(a)

(d)(c)

(b)
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2.4.3. The catalyst

In chemistry, transition metals are widely used as catalysts for many reactions. A 

transition metal is an element whose atom has an incomplete d sub-shell so that it easily lends 

and takes electrons from other molecules, which is required for a chemical reaction. Catalysts 

thus provide an alternative, lower-energy pathway for the reaction to take place [36].

Equation 2.8 shows the incomplete sub-shell of a Fe atom. 

Fe 4s2 3d6 : (2.8)

In a controlled growth, the catalytic decomposition of hydrocarbon is prominent. The 

growth temperature is thus lower than the thermal decomposition of the hydrocarbon source, 

which helps to avoid the formation of amorphous carbon. At growth temperatures, the 

catalyst particles adsorb and promote the decomposition of the hydrocarbon to form carbon 

radicals (Eq. 2.6). Each time a C-H or C-C bond is broken, one free electron will remain on 

the C (maximum 4 electrons). These radicals are very active and prefer to pair with other 

radicals they meet, that can terminate the reaction (Eq. 2.7). The transition metal, with 

incomplete d sub-shell (e.g. Eq. 2.8 for Fe), hence readily combines with the new released C 

atoms. The free electrons of the C radical pair with the haft-filled d orbitals of the catalyst, 

and the C atoms are adsorbed on the metal surface. If the catalyst has low (or zero) carbon 

solubility, these carbon atoms cannot go into the catalyst lattice, but stay on its surface and 

cover the whole particle. Amorphous carbon or onion-like graphic structures are formed 

without nanotube formation, and the catalyst particle then quickly loses its activity. 

By checking different metal-carbon binary phase diagrams, [37], [38], one finds that 

only few metals have sufficient carbon solubility in the metal solid solution at the growth 

temperatures. Among them are Fe ( 7 atomic percent (at.%) of C), Co ( 2 at.%), Ni ( 1

at.%) [39]. This prediction is in good agreement with the experiments, since these metals are 

the most commonly used catalysts for the CNT growth in a wide range of conditions. Other 

elements have either very low carbon solubility, or high solubility but there is multiple 

carbide formation before reaching the super-saturated state. 
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Figure 2.9 shows the phase diagram of Fe-C (in bulk materials). At the CVD growth 

temperature 1000 °C, C atoms can insert into the Fe lattice, which first forms a metal solid 

solution named Austenite alloy (the orange dashed line). However, the carbide formation of 

FeC3 requires more C atoms to be diffused and dissolved into the Fe lattice until 25 at.% (the 

red dashed arrow). Once passing this concentration, the system now becomes super-saturated 

and the C precipitation happens. The formation of carbide is thus not favorable for the growth 

of CNTs, since it consumes more C and Fe atoms of the CNT growth and needs more time 

for the C diffusion. The formed solid phase Fe3C on the catalyst surface also reduces the 

diffusion rate of the reactants. To increase the yield and quality of the CNT growth, 

bimetallic catalysts have been used [40–42] instead of a single metal.

Figure 2.9. Fe-C phase diagrams of bulk materials [39].

As mentioned above, the catalytic hydrocarbon decomposition and carbon solubility 

are the key parameters for the CNT growth. While the later depends mostly on the catalyst 

composition, the former strongly depends on the particle size. For the CVD growth of CNTs, 

the size of catalyst particles varies from one to few tens of nanometers. When the size of the 

nanoparticle is reduced, the ratio of its surface atoms to internal atoms increases significantly. 

Since the surface atoms are electronically and coordinatively unsaturated, the smaller catalyst 

particles are more reactive than the larger ones. In the ideal case, one wants to prepare 

catalyst particles with the same size and composition, which are supposed to grow CNTs with 

the same diameter and chirality. However, these catalyst nanoparticles tend to aggregate at 

high temperatures of the CVD process, and the ‘ideal CNTs’ have not been obtained. 
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In the catalyst preparation, the metal nanoparticles are usually supported on an oxide,

which is thermally and chemically stable under the synthesis conditions. The support 

increases the dispersion of the catalyst nanoparticles for the CNT growth. Strong metal-

support interactions are needed to prevent the aggregation of nanoparticles, which could yield 

larger tubes or graphitic particles. Support oxides with a large surface area and a large pore 

volume are preferred. They can lead to high densities of catalytic sites, rapid diffusion and 

efficient supply of carbon feedstock to the catalytic sites [13], [41].

2.5. Conclusion

In this chapter, we gave an introduction on the nanotubes and their synthesis methods. 

Since the structures of the SWNTs decide their properties, a controlled synthesis of SWNTs 

is extremely important. Different synthesis methods were reviewed, among which the CVD 

was used for this thesis. We also described the main parameters of the CVD synthesis, which 

are useful for our experimental synthesis in the next chapter.
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Chapter 3. Synthesis and characterization of single wall carbon 

nanotubes

3.1. Motivation

The goal of this thesis is to fabricate CNT devices and to study the electrical 

properties of the CNTs using these devices. In the common method of device fabrication,

people usually use synthesized CNTs in a bulk form. The CNTs are first dispersed in a

solution by sonication, spin coated on a surface, located by AFM or SEM, and finally 

connected with metal leads by using lithography and e-beam evaporation. All chemical 

treatment and fabrication processes may damage and contaminate the CNTs, and at the end 

these devices are not so good for the transport measurements [1]. For this reason, the trend on

recent studies is to grow the CNTs directly on a surface using as few treatment steps as 

possible. Among the available synthesis methods, CVD is the only technique that can adapt 

this requirement [2].

At the beginning it was thought that high crystallized CNTs are formed only at high 

temperature arc discharge or laser ablation processes. Later, it was found that the CVD can 

also grow CNTs with a high crystallization [2], [3]. However, these synthesized CNTs can be 

either SWNTs or MWNTs, and they have a large range of diameter distribution. In addition, 

there could be also amorphous carbon and other unwanted by-products. The utilization of 

these randomly grown materials for the electrical transport measurements is thus a limitation 

for the deeper studies of CNT properties and their applications. Therefore, a selective growth 

of the CNTs of a wanted type is very important.

In this chapter, we try to synthesize the SWNTs in a more “controlled” manner. This 

is achieved by altering different growth parameters, such as the carbon precursors, 

temperatures, and especially the catalysts. After characterizing carefully the CNT grown at 

each condition, we find the optimal growth parameters for high quality SWNTs. All the 

possible information about the grown CNTs is studied. We can then utilize these synthesis 

conditions for a direct growth of CNTs on our devices and thus, we have a high certainty of 

the kind of CNTs which are connected and measured. 
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First, we describe the details of the experiments including the CVD setup, catalyst,

sample preparation, and characterization techniques in the section 3.2. The optimization of 

CVD conditions including the use of different carbon precursors, gas flows, and temperature

are then explained in section 3.3. The optimal CVD condition should lead to a growth of 

long, straight and well separated CNTs, as well as minimum formation of amorphous carbon. 

Section 3.4 describes the optimization of the catalyst composition for the synthesis of high 

quality SWNTs by studying two different catalyst systems, Fe-Mo and Fe-Ru. The grown 

CNTs corresponding to each catalyst composition are characterized and compared, which 

helps us to found the optimal high selectivity growth recipe for SWNTs with narrow diameter 

distribution.

3.2. Description of experiments

3.2.1. CVD setup

In this work, we used a commercial CVD setup (Easy Tube 2000 from the FirstNano 

company) for which we adapted several home-made technical modifications (Fig. 3.1). In

Fig. 3.1b, we can see the whole reaction chamber, which is placed inside a “big box” and 

connected to an exhaust in order to operate the system in a safe condition.

The system typically includes a furnace with two clamped heaters surrounding a

quartz tube of 4 inches diameter. The maximum operating temperature of the furnace is about 

1100 °C, although we mainly used it in the processing range of 700 – 900 °C. The samples 

are transferred from a cold loadlock chamber into the furnace, operating at the desired 

temperature and desired gas flow conditions. The sample loading/unloading is made at a 

controlled speed, using the magnetic rod attached to the sample holder.  The available gases

are CH4, C2H4, Ar and H2. While CH4 and C2H4 are used as the carbon precursors, Ar is 

simply an inert carrier gas and H2 is mainly used to control the growth dynamics and to 

minimize the amount of amorphous carbon. Besides, the CVD system is equipped with a

“bubbler” used to provide a controlled amount of vaporized liquid (typically C2H5OH as

another possible carbon precursor). The different gas lines are controlled by electronic mass 

flow controllers allowing the flow rates up to 2 SLPM (Standard Litre Per Minute).
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Moreover, the CVD setup is equipped by a roots pump with a base pressure of 50 mTorr,

which enables a low pressure operation as well as removing the reacting gases from the 

chamber after the growth procedure.

Figure 3.1. Our CVD system for the synthesis of CNTs. (a) Simplified scheme. (b) The 

EasyTube 2000 CVD system. (c) The bubbler is used to inject controlled amount of vapor 

from liquid precursor.
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The whole system is operated through a real time controlled interface (Fig. 3.2). It 

makes possible to control all the operating conditions, as well as programming and editing 

the recipes.

Figure 3.2. The user interface of the EasyTube 2000 CVD system. All the process 

parameters like temperature, gas flows, growth duration, sample loading/unloading are 

controlled by the software.

3.2.2. Catalyst composition and preparation

The preparation of the catalyst is a crucial part in the process due to its important role 

in the CNT growth. Many methods have been developed in the past years to prepare catalyst 

nanoparticles utilizing either physical [4] (e.g. de-wetting of a very thin metal film) or 

chemical [5], [6] approaches.

The most common and simple method is a solution, in which the metal salts (nitrates, 

chlorides or sulfates) and the support oxides are dissolved in a suitable solvent. The 

advantage of this method is that the chemical composition of the catalyst can be changed 
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easily. Another technique of catalyst preparation is thin film evaporation. A thin film (~ 1 

nm) of metal catalyst is evaporated on a substrate, which is then exposed to controlled 

annealing treatments [4]. Although this technique can form relatively uniform catalyst 

particles, the ability to alter their chemical composition is limited. Moreover, some uniformly 

sized catalysts such as ferritin [7], dendrimer complexes [8], and molecular nanoclusters [9]

have been prepared.

The catalysts used in this work are prepared by a chemical method in a solution. The 

nanoparticles are formed inside small nanopores of the support oxide. Following the previous 

works, we tried different kinds of support oxide nanoparticles, such as MgO [10], SiO2 [6]

and Al2O3 [11] (from Degussa and Sigma Aldrich). All the different support oxides gave 

different results in terms of CNT diameters, catalytic activity. We chose Al2O3 from Sigma 

Aldrich (mean nanoparticle size ~ 50 nm), which gave the best results, to be used in the rest 

of this work. The support oxide nanoparticles are impregnated by metal salts in a solvent, 

followed by 30 – 60 minutes of sonication. The solvent can be any of the following H2O,

isopropanol, or methanol. While H2O gave rise to an aggregation of the support oxide 

particles, the dispersion of the Al2O3 particles was much more efficient in methanol. As a 

transition metal based salt, we used Fe(NO3)3.9H2O, which gives Fe nanoparticles. In this 

work, we used two Fe catalyst systems, where the Fe based salt is mixed respectively with 

MoO2 and Ru(C5H8O2)3 to form bimetallic Fe-Mo and Fe-Ru based nanoparticles [6], [12–

14]. The bimetallic nanoparticles gave the best results and are depicted in the section 3.4. The 

used chemical agents are listed in Table 3.1.

Table 3.1. The chemicals used for the catalyst preparations [15]. The Fe-Mo catalysts base 

on Fe(NO3)3.9H2O and MoO2. The Fe-Ru catalysts base on Fe(NO3)3.9H2O and 

Ru(C5H8O2)3.

Compound Molecular weight (g/mol) Supplier, form

Al2O3 101.96 Sigma Aldrich, nanopowders (d < 50nm)

Fe(NO3)3.9H2O 404.02 Sigma Aldrich, powder

MoO2 127.94 Sigma Aldrich, powder

Ru(C5H8O2)3 398.40 Sigma Aldrich, powder

CH3OH 32.04 Sigma Aldrich, liquid
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3.2.3. Local deposition of the catalyst on a surface

Since we are interested in the growth of isolated CNTs on a surface, we developed a 

technique to deposit a needed amount of catalyst, so called the “catalyst islands” controlled in 

both size and position. The deposition of the catalyst is done just before the CVD growth.

The substrate is a Si wafer covered by a SiO2 oxide layer (Fig. 3.3a). The preparation of 

the samples starts with the patterning of the catalyst islands by either electron beam 

lithography or optical deep UV lithography (Fig. 3.3b). We used here LOR 3A resist (600 nm 

thickness) which has the advantage of being quite thick (good for the catalyst lift-off) and 

very resistant to the methanol solvent. The catalyst solution is then spin coated on the 

patterned resist and baked at 100 °C for 60 seconds (Fig. 3.3c). The coat-bake steps can be 

repeated for several times to get a high enough catalyst density. After lifting-off the LOR 3A 

resist by PG remover, we have catalyst islands of predefined size (Fig. 3.3d). After the 

deposition, the catalyst must be calcinated to remove all chemical contamination on the 

nanoparticle which is commonly done by high temperature oxidation in an air or oxygen 

atmosphere [6]. In this work, we used O2 plasma treatment for 15 minutes instead of the high 

temperature process. Figure 3.4 shows an example of a sample that is ready for the CVD 

growth.

Figure 3.3. Catalyst deposition on a substrate. (a) Substrate preparation, (b) Patterning of a 

resist mask by lithography, (c) Spin coating of the catalyst solution and baking, (d) Lift-off 

of the resist. 
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Catalyst island
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Figure 3.4. Localized deposition of the catalytic nanoparticles on a surface. Each of the 

catalyst islands contains many nanoparticles.

3.2.4. Characterization methods

Samples are characterized after the CVD growth by using several techniques which 

are available at the Néel Institute. Scanning Electron Microscope (SEM, Zeiss ULTRA 

PLUS system) is the first and most common characterization tool for the as-grown samples. It 

provides information about the length and density of the CNTs. Atomic Force Microscope

(AFM, VEECO Dimension 3100) gives information about the nanotube diameters and may 

indicate traces of amorphous carbon on the sample surface. Resonant Raman Spectroscopy

(Witec system with 532/633 nm laser wavelengths) provides information about the internal 

structure of the CNTs [16]. By studying the graphite band (G-band at 1600 cm-1) of the 

Raman spectra, we can distinguish whether the grown CNTs are SWNTs or DWNTs, 

metallic or semiconducting, individual or bundled. The defect band (D-band at 1330 cm-

1) can give us information about the CNTs crystallinity, the defect rate, and the amorphous 

carbon on the sample. The radial breathing mode (RBM at 100 – 300 cm-1), from which 

we can estimate the CNT diameter, is the indication of SWNTs. More information about 

Resonant Raman Spectroscopy of CNTs can be found in ref. [16].

The most important and intensively used technique in this chapter is Transmission 

Electron Microscopy (TEM, Philips CM 300 system), which gives direct and obvious 

information about the internal structure of the CNTs such as nanotube diameter, number of 

walls, defects, amorphous carbon, and other kinds of carbon products. The TEM grid used in 

3 m

Catalyst

islands
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this work is a 50 nm thick Si3N4 membrane (Fig. 3.5b, c) which is bought from SPI Supplies. 

The catalyst solution is dispersed on the TEM grid by using drop casting technique. The grids 

with catalyst nanoparticles are then used as other common samples for oxygen plasma 

cleaning and CVD growth. The TEM images of the CNTs on these TEM grids are taken at 

150 kV acceleration voltage. We captured 200 – 400 TEM images of the CNTs grown from 

each of the catalyst compositions. Images are then used for the statistical analysis of the 

nanotubes diameter distribution and the selectivity of SWNTs/MWNTs. The Philips CM 300 

TEM system is shown in Fig. 3.5a.

Figure 3.5. TEM for characterization of CNTs. (a) Philips CM-300 system (HT: 150-300

kV). (b) SiN grid and (c) its membrane for the catalyst deposition and CNT growth.

3.3. Optimization the CVD synthesis conditions

The two first and foremost important tasks in carbon nanotube CVD growth are the 

choosing of the carbon precursor and the optimization of the growth conditions. With the 

EasyTube 2000 system we can use three different precursor CH4, C2H4 and C2H5OH. With 

each precursor we tried to optimize the gas flows, growth temperature and growth duration to 

achieve high quality SWNTs. The general protocol of a CVD process is shown in Fig. 3.6.

b

c
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Figure 3.6. A general protocol of a CVD process. The studied parameters: carbon precursor, 

gas flows, and growth temperature.

In the thermal catalyst CVD high temperature is necessary. It provides the energy to 

break the bonds of the hyrdocarbon precusor and to excite the nanoparticles for catalyzing the 

CNT growth (see section 2.4). The carbon precusor should be stable against self-

decomposition at the CVD temperature and the catalytic hydrocarbon decomposition is a

prominent process. These can lead to a growth of high quality SWNTs with low amorphous 

carbon overcoating. In this section, we use catalyst Fe-Mo #3 (see section 3.4 for more 

details) for the optimization of the CVD processes.
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3.3.1. Methane CVD

For the methane CVD, the growth temperature is tested in the range of 700 – 900 °C

[17]. The methane flow is varied from 800 to 1800 sccm (1 sccm = 1/1000 SLPM), and the 

hydrogen flow is in a range of 300 to 1200 sccm.

Effect of the growth temperature

To study the effect of temperature on the nanotube growth, we fix the gas flows at 

1200 sccm of CH4 and 700 sccm of H2 and the growth period in 10 minutes. At low 

temperature of 700 °C the nanotubes start to grow but they are quite short (1 – 2 m) and 

low in density (Fig. 3.7a). Increasing the CVD temperature to 800 °C leads to a growth of 

longer tubes (3 – 15 m) (Fig. 3.7b). These CNTs are quite straight ad their density is 

moderate. However, when the temperature goes up to 900 °C, many CNTs grow from the 

catalyst island but with a significant amount of amorphous carbon (Fig. 3.7c). At this 

temperature the CH4 is supposed to self-decompose with high rate [17]. In addition, there are 

also many broken short tubes on the sample, which may be due to the fact that the catalyst 

nanoparticles start to evaporate at this high temperature or some elements from the substrate 

(or electrodes) start acting as catalyst for the growth.

Figure 3.7. Nanotubes grown at (a) 700 °C, (b) 800 °C, and (c) 900 °C. The gas flows are

fixed at 1200 sccm of CH4 + 700 sccm of H2, and the duration is 10 minutes.

(c)(a) (b)700 °C 800 °C
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We also check the effect of growth temperature by TEM imaging. These images show 

that the CNTs grown on Si3N4 grid at 800 °C temperature (Fig. 3.8a) are very clean from 

amorphous carbon. Most of the nanotubes are well crystallized SWNTs and they have 

diameters in a range of 1 – 3 nm. On the contrary, the CNTs grown at 900 °C are 

contaminated by amorphous carbon (Fig. 3.8b) which is found on the sides of the tubes.

Moreover, larger tubes and higher percentage DWNTs are observed at this high CVD 

temperature, which may be due to the fact that the catalyst nanoparticles start to aggregate to 

form larger size particles [3]. In the C radicals rich environment created by the self-

dissociation of CH4, not only the small particles but also the larger ones have enough energy 

to catalyze the CNT growth [18].

Figure 3.8. TEM images of CNTs grown at (a) 800 °C, and (b) 900 °C with gas flows 1200 

sccm CH4 + 700 sccm H2 for 10 minutes. A high CVD temperature of 900 °C leads to the 

formation of amorphous carbon, graphitic particles and DWNTs.

After all the characterizations we find out that the temperature of 800 °C is the best 

for the growth of SWNTs in terms of the tube quality, diameter, length, density, and as well 

as the absence of amorphous carbon. 

(a) (b)

5nm 5nmDWNT

amorphous C

SWNTs

900 °C800 °C
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particle



Chapter 3. Synthesis and characterization of SWNTs 35

 

Effect of gas flows

Optimization of the gas flows of CH4 and H2 is done by “try and check” approach

since there are two variabes of gas. This step is very time consuming and all the efforts

cannot be described in details here. Therefore, we just present the main conditions which give 

significant changes in the CNT growth. In the following, the growth condition has been fixed 

to 800 °C and 10 minutes according to what we have found ealier. The catalyst Fe-Mo #3 is 

also chosen to be used in this step.

First, we want to study the effect of carbon supply. We fix the H2 flow at 700 sccm 

and vary the CH4 flow in a range from 700 to 1700 sccm. At low flow rate of 700 sccm CH4

the grown CNTs are quite short (1 – 4 m) and low in density (Fig. 3.9a). It seems that the 

used carbon supply is not enough for sustainable growth of CNTs. When we increase the CH4

to 1700 sccm, the density of CNTs is larger but their straightness is worse (Fig. 3.9b).

Although there are few tubes longer than before (some of them up to 15 m), most of the 

remaining CNTs are quite short (~1 m) and curved. Moreover, the higher magnification 

SEM image in Fig. 3.9c shows the presence of amorphous carbon and some broken short 

tubes. It seems that 1700 scmm CH4 is too high a flux for the carbon supply forming an

abundant amount of C radicals and thus amorphous carbon. 
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Figure 3.9. Optimization of the gas flows. From (a) to (d): H2 flow is fixed at 700 sccm and 

CH4 flow is varied from 700 sccm to 1700 sccm. (a) Low CH4 flow of 700 sccm forms short 

CNTs. (b,c) A high CH4 supply of 1700 sccm forms curved tubes and amorphous carbon. 

(d) A proper flow rate of 1200 sccm CH4 + 700 sccm H2 leads to the best growth in terms of 

straight and long CNTs. (e,f) The CH4 flow is fixed at 1200 sccm and H2 flow is reduced to 

300 sccm. Low H2 concentration favors the formation of amorphous carbon which can 

terminate the CNT growth after a short period of time.

Continue to tune the CH4 flow, we find out that the flow rate of 1200 sccm CH4 + 700 

sccm H2 leads to the wanted growth of CNTs (Fig. 3.9d). The nanotubes are straight, long (3 

– 15 m) and their number density is moderate. A TEM image of a sample grown in this 

condition shows that the CNTs are very clean and without any amorphous carbon coating

(Fig. 3.8a).

(a) (b) (c)
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CH4 700 sccm + H2 700 sccm

CH4 1200 sccm + H2 700 sccm

CH4 1700 sccm + H2 700 sccm
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In addition, we also study the effect of the H2 flow on the CNT growth. The CH4 flow 

is fixed at 1200 sccm and the H2 flow is varied from 300 to 1200 sccm. When the H2 flow is 

300 sccm, it is too low and there are not so many CNTs growing (Fig. 3.9e, f). The equation 

2.7 describes the role of H2, which is keeping the proper formation rate of carbon radicals in 

the process. Moreover, H2 is needed to reduce the catalyst from the other state to the metal,

which has the catalytic properties [19]. During the growth, H2 also removes the amorphous 

carbon forming on the particle surface that increases the diffusion of carbon atoms into the 

catalyst nanoparticle for the growth of longer nanotubes. However, too high a flow of H2 of 

1200 sccm is not good for the CNT growth neither. The SEM image of these samples (not 

shown) looks quite similar to that of Fig. 3.7b.

It is clear that a suitable ratio of CH4:H2 is the crucial parameter for growing 

nanotubes. This ratio keeps the balance of the hydrocarbon decomposition reaction to a

constant rate, which is necessary for a stable growth of nanotubes. However a question is 

that, is the growth influenced or not if we keep the same gas ratio but alter the value of the 

total flow. We keep the CH4:H2 ratio at 1.71 (1200/700) but reduced the real values of CH4

and H2 flows to 800 sccm and 460 sccm, respectively. The SEM image after this process 

showed that the grown nanotubes are shorter and not straight (Fig. 3.10a).

Figure 3.10. CNTs grown with (a) 800 sccm CH4 + 460 sccm H2 in 10 minutes, and (b) 1200 

sccm CH4 + 700 sccm H2 in 1 minute.
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Effect of growth time

The effect of the growth time on the nanotubes was also studied. Figure 3.10b are 

nanotubes grown with the optimized CVD parameters except the growth time, which is just 1 

minute instead of 10 minutes. After the first minute the CNTs have already reached the length 

of 1-3 m. On the contrary, samples grown for 60 minutes do not give much longer tubes 

than that of 10 minutes. For this reason, we chose the growth period of 10 – 15 minutes for 

our applications. Too long a growth process can increase the possibility to form more 

amorphous carbon due to hydrocarbon thermal decomposition.

Conclusion

We presented the main charateristics of the optimization process of methane CVD. 

We found an optimal condition for the CNT growth, which is at 800 °C using 1200 sccm CH4

+ 700 sccm H2 for 10 minutes. These parameters lead to a growth of high quality CNTs 

which are long, straigth, and their number density is moderate. This was found out by altering 

growth parameters including temperature, gas flows and growth duration and characterizing 

the grown tubes. Very little amorphous carbon is formed on the sample, which is proved by 

the high resolution TEM observations.

3.3.2. Ethylene CVD

The ethylene (C2H4) precursor has a higher thermal decomposition rate than methane 

-bond in its molecule [21]. In our ethylene CVD process, we try with a very small 

flow of C2H4 in the range of 15 – 30 sccm while keeping the high flow rate for H2. The Fe-

Mo catalyst #3 is also used in this work. At temperature about 750 °C, the CNTs start to grow 

but there is also amorphous carbon formation (Fig. 3.11).

First, we fix the C2H4 at 15 sccm and vary the H2 flow in a range of 200 – 900 sccm

from one CVD run to another. At low H2 concentration of 200 sccm growth (Fig. 3.11a),

there is a lot of amorphous carbon covering the catalyst and the substrate. The H2 flux is then 

increased to 600 sccm (Fig. 3.11b), which leads to a cleaner sample. Unfortunately, these
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CNTs are short and mainly concentrated around the catalyst islands and thus cannot be 

connected to devices.

We then increase the flows of C2H4 and H2 to higher values, which is expected to give 

longer tubes. However, the CNTs grown in a flow of 30 sccm C2H4 + 900 H2 are in a form of 

carpet (Fig. 3.11c). The CNTs grown are large in number, but they are curly and sticked 

together. It seems that the decomposition of C2H4 changes quite a lot in the small range of 15-

30 sccm and therefore, the growth of well separated CNTs is difficult to achieve.

Figure 3.11. SEM images of CNTs grown by ethylene CVD at 750 °C. (a) 15 sccm C2H4 +

200 sccm H2 forms amorphous carbon. (b) 15 sccm C2H4 + 600 sccm H2 gives short and curly 

CNTs. (c) Higher gas flows of 30 sccm C2H4 + 900 sccm H2 forms carpet of CNTs.

However, other studies have shown that water vapor can assist the growth of long 

CNT in ethylene CVD [22]. A hypothesis is that H2O can clean the amorphous carbon 

covering the catalyst particles and hence increase their lifetime [23]. In our system, argon is 

injected through the water bubbler to carry the water vapor into the CVD reactor.

When a small amount of water is added to the process (by passing 40 sccm of Ar 

through the bubbler), the nanotubes are growing better. The best CVD condition we found is 

30 C2H4 + 600 H2 + 40 Ar through the water bubbler (Fig. 3.12a). The CNTs can grow out of 

the catalyst and have lengths of 3 – 7 m. However, high resolution SEM and TEM images 

show that, there is still a large amount of amorphous carbon on the sample (Fig. 3.12b) and 

most of products are fibers and MWNTs which are defected and have large diameters (Fig. 

3.12c). We also try with higher water concentrations but that leads to a very weak CNT 

growth. The cleaning effect of water seems to be so strong that it removes both the 

3 m 1 m3 m
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amorphous carbon and the carbon atoms that are needed for the CNT growth. Apart from 

that, adding too much water to the process changes also the growth environment.

Figure 3.12. Water-assisted ethylene CNT growth with 30 sccm C2H4 + 900 sccm H2 + 40 

sccm of Ar through the water bubbler. (a, b) SEM, and (c) TEM images. Most of the growth

products are MWNTs and carbon whiskers with high amount of defects and large diameters.

In conclusion, due to the high thermal self-decomposition rate of ethylene, it is 

difficult to control the CVD parameters accurately enough to produce high quality SWNTs. 

For this reason, we did not make any further studies using ethylene.

3.3.3. Ethanol CVD

Ethanol CVD is supposed to be a low temperature process of growing SWNTs [24–

26]. This method utilizes argon as a carrier gas to introduce ethanol which acts as a carbon 

feedstock into the CVD chamber (Ar/bubbler). The bubbler is kept in an ice bath in such a 

way that the amount of ethanol carried by the unit volume of gas is controlled. OH radicals 

released from the decomposition of ethanol during the CVD process are believed to attack the 

carbon atoms with dangling bonds and in this way, amorphous carbon is efficiently removed 

from the catalyst particles in the early stages of the CNT growth. The absence of amorphous 

carbon accumulation can lead to a sustainable growth of SWNTs [24].

We try to optimize the growth conditions of our ethanol CVD process by varying the 

different gas flows. Catalyst Fe-Mo #3 is used as before which starts to grow CNTs at the 

1 m3 m
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temperatures higher than 700 °C. During the gas flow optimization we keep the growth 

temperature at 800 °C and growth time in 10 minutes.  

Figure 3.13. The samples grown by ethanol CVD process of (a) 1200 sccm, and (b) 700 

sccm Ar through C2H5OH bubbler.

In the first tests, we use only ethanol vapor for the growth without any H2 addition.

The OH group released from decomposition of C2H5OH is expected to remove amorphous 

carbon. However, at high flows of ethanol (> 700 sccm Ar/bubbler), there is a large amount 

of amorphous carbon covering the catalyst and the CNT growth is limited (Fig. 3.13a, b). 

Then, we reduce the ethanol flow and add some H2 and find out that, the CVD condition of 

500 sccm Ar/bubbler + 500 sccm H2 leads to an abundant growth of CNTs that are long and 

high in number (Fig. 3.14a). The TEM image shows that most of the tubes are SWNTs (Fig. 

3.14b), but with larger diameter distribution (1 – 4.5 nm) than those grown with methane. A 

careful observation of the walls of the tubes shows that these tubes are less smooth and 

straight, which may indicate their lower crystallinity. Since the C-C and C-H bonds of 

ethanol are weaker than the C-H of CH4 [6], the thermal decomposition of ethanol is higher 

than that of methane. The abundance of carbon radicals leads to an easier growth of CNTs

with larger diameters, but also with lower quality. 

2 m
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Figure 3.14. Samples after an ethanol CVD process with (a,b) 500 and (c) 50 sccm of Ar 

through liquid C2H5OH in the bubbler.

We continue to decrease the ethanol flow while keeping the 1:1 ethanol:H2 ratio. It is 

surprising to observe that the nanotubes can grow in a large range of ethanol flow, from 500

sccm (Fig. 3.14a) to 50 sccm (Fig. 3.14c). Although the bubbler is thermally stabilized by 

ice-bath it seems quite difficult to control exactly the amount of C2H5OH in the process due 

to its liquid nature in the precursor. The ethanol CVD will be interesting to study in the future 

because it can lead to a high yield growth of long CNTs. However, the process parameters are 

more difficult to control.  

Conclusions of section 3.3

In this section, we showed that it is possible to grow nanotubes with CH4, C2H4 and

C2H5OH CVD processes. The methane CVD was found to be the best process among them.

The nanotubes grown with methane consist of mostly SWNTs with a high degree of 

crystallization. The CVD condition of 800 °C in 10 minutes using flow of 1200 sccm CH4 +

700 sccm H2 leads to a growth of long (3-15 m) and straight SWNTs with moderate number 

density. The sample grown with this optimized condition is very clean from amorphous 

carbon. This CVD condition is used for the SWNT growth in the next section. 
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3.4. Optimization of the catalyst composition

Studies have showed that in the CVD synthesis of nanotube the chemical composition

of the catalyst has very strong effects on the growth. At the beginning, single component 

catalysts like Fe, Co, Ni have been used for CVD, which gave relatively low yields and 

selectivities of the grown CNTs [5]. Later, it was found that combining common catalyst (Fe, 

Co) and one with non or low catalytic properties (Mo, Ru) can improve significantly the 

SWNT growth. Bimetallic catalysts like Fe:Mo [6], [27–29], Fe:Ru [6], [12], [13], [30], and 

Co:Mo [14], [31], [32] have been successfully used to grow SWNTs with a high yield, 

quality and selectivity. These enhancement effects on the growth have been explained in 

different ways, including the change on the catalyst particle size, hydrocarbon decomposition 

rate, and nanotube nucleation [3], [5], [6], [14], [18], [27], [33], [34]. Despite of the 

numerous studies of this subject, the roles of each catalyst component are still controversial 

issues. Answers are hard to find since the CNT growth occurs on very small particles at high 

temperatures and reaction rates.

In this section we study the effect of two Fe-based catalyst systems, namely Fe-Mo 

and Fe-Ru, on the growth of SWNTs. By investigating the binary phase diagrams of the

addition metals (Mo or Ru) with Fe, we find out that at certain Mo or Ru concentration an

alloy with Fe can form at the CVD temperatures. In these alloy regions, the two metals (Fe-

Mo or Fe-Ru) form a homogeneous phase of solid solution with each other without a

significant change of their lattices. We expect this can give a ‘doping’ effect, and the catalyst 

will lead to a significant improvement of SWNT growth. Moreover, the activity of these

catalysts can be tuned by changing their chemical compositions. 
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3.4.1. Fe-Mo catalyst 

The growth of SWNTs from Fe-Mo catalysts is well-known and the studies have 

showed that adding a small amount of Mo to Fe enhances significantly the catalytic activity

[3], [6]. In the following, we explain our trials to optimize the catalyst by changing its 

compositions based on the phase diagram of the metals. Since the phase diagram of 

nanoparticles does not exist, we have used instead the phase diagram of bulk materials with 

some adjustments. W m because the 

nanoparticles have lower melting temperature than their bulk phase [33]. We assume the 

particles diameter varies from 1 to 10 nm. The different compositions of the Fe-Mo catalysts 

studied in this work are showed in Fig. 3.15 and table 3.2.

Figure 3.15. Different compositions of Fe-Mo catalysts used in this study [35] are marked 

with numbers. We consider the phase at about 1000 °C instead of the real CVD temperature 

of 800 °C of the CVD, since the nanoparticles have lower melting temperature than their 

bulk material.

3 4 5 6 7 8 2 21 
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Table 3.2. Fe-Mo catalysts with different concentrations of Molybdenum.

Catalyst name Fe-Mo 

# 1

Fe-Mo 

# 2

Fe-Mo 

# 3

Fe-Mo 

# 4

Fe-Mo 

# 5

Fe-Mo 

# 6

Fe-Mo 

# 7

Fe-Mo 

# 8

Atomic ratio Mo:Fe 

(on Al2O3 support)

0 0.03 0.08 0.16 0.32 0.56 0.73 1.4

The catalysts (in table 3.2) are used for the CNT growth under the optimal methane 

CVD condition described in section 3.3. The first remark is that all these catalysts can lead to 

CNT growth. Figure 3.16 shows the SEM images of the CNTs grown from three 

representative catalysts Fe-Mo #1, #3, #8. In the case of catalyst #1 (only Fe), the CNTs have 

lengths of 2-5 m and low number density (Fig. 3.16a). When 8 at.% of Mo is added into 

the Fe catalyst, the CNTs grow clearly much better, which is manifested as high length (up to 

15 m) and number density of the tubes (Fig. 3.16b).  However, when we increase the Mo 

concentration, the growth becomes weaker and the resulting CNTs are quite short and less 

dense (Fig. 3.16c), which is similar to the case of using pure Fe catalyst.

Fiure 3.16. SEM images of CNTs grown from Fe-Mo catalysts of different compositions. 

(a) Fe-Mo#1, (b) Fe-Mo #3, (c) Fe-Mo #8. The best growth is achieved with the catalyst Fe-

Mo #3 (Mo:Fe=0.08:1).

It is clear that the ratio of Mo:Fe in the catalyst has a strong effect on the CNT 

growth. In addition to the SEM observation we use other methods like TEM and Raman 

spectroscopy to have a deeper view of the internal structure of the grown CNTs. 

Figure 3.17 is the representative TEM images of the CNTs grown from the different 

catalyst compositions. In the samples with pure Fe (Fig. 3.17a) and high Mo concentrations 

(a) (b) (c)Fe only Mo:Fe=0.08:1 Mo:Fe=1.4:1

3 m 3 m 3 m
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(Fig. 3.17d), DWNTs are quite often found together with SWNTs. Moreover, there is also a

formation of carbon whiskers and large bamboo-like structures. The catalysts with high Mo 

concentrations also lead to growth of CNT bundles. On the contrary, the catalysts with a 

small amount of Mo produced mostly SWNTs (Fig. 3.17b,c). The catalyst with a ratio of 

Mo:Fe=0.08:1 is a special case, which grows almost purely SWNTs that were straight and 

well separated (Fig. 3.17b). From the TEM image (Fig. 3.17b), we can see that the SWNTs 

are well crystallized with very low defect content, and there is almost no amorphous carbon 

formation.

Figure 3.17. TEM images of nanotubes grown from the catalyst (a) #1, (b) #3, (c) #4, and (d) 

#8.

In addition, we made a statistics over 200 – 400 nanotubes for each of the catalyst

composition to have a reliable conclusion. The ratio of SWNTs to MWNTs and the 

nanotubes diameter distributions measured from their TEM images are shown in Fig. 3.18.
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Figure 3.18. Diameter distribution of nanotubes grown from the catalyst (a) #1, (b) #2, (c) 

#3, (d) #4, (e) #5, and (f) #8. A very high ratio of SWNTs to DWNTs is obtained by using 

the catalyst Fe-Mo #3 with a molar ratio Fe:Mo = 1:0.08.
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In the case of pure Fe catalyst the grown CNTs consist of 57% of SWNTs and 43% of 

DWNTs (Fig. 3.18a). In the statistics we have not taken into account the carbon whiskers and

the large bamboo-like structures. The tubes diameter distribution varies in a range of 1 - 4.5 

nm with a mean diameter of 2.2 nm. When a small amount of Mo is added to the Fe-based 

catalyst (0 < Mo:Fe < 0.08) there was a significant improvement of the SWNTs/DWNTs ratio 

and CNT diameter distribution (Fig. 3.18b and c). The highest ratio of 96% SWNTs to 4% 

DWNTs is achieved with the catalyst Fe-Mo #3 (Mo:Fe=0.08:1) as shown in Fig. 3.18c. The 

nanotubes have a narrow diameter distribution where 90% of them are in the range of 1 - 2.5 

nm and the mean diameter is 1.6 nm. This catalyst composition is also best for the growth 

of CNTs in sense of the tubes lengths and their number density (by SEM observations of Fig. 

3.16). However, too high Mo concentration (Mo:Fe>>0.08) leads to a contrary effect (Fig. 

3.18d to f). More and more DWNTs and MWNTs are formed with increasing Mo content,

and the CNT diameters are shifted to larger values. The changes of the number of walls of the 

nanotubes grown with different Mo concentrations are shown in Fig. 3.19.

Figure 3.19. Percentage of different types of nanotubes (single wall, double wall, multi wall) 

in the samples grown from the catalysts with different Mo:Fe ratios.

0

10

20

30

40

50

60

70

80

90

100

0 0.03 0.08 0.16 0.32 0.56 0.73 1.4 3

SWNT

DWNT

MWNT

Mo:Fe

% 



Chapter 3. Synthesis and characterization of SWNTs 49

The nanotubes are also characterized by resonance raman spectroscopy. Figure 3.20

shows a Raman map and the spectra of carbon nanotubes grown with the catalyst Fe-Mo #3.

The spectra show a sharp G-band peak at 1588 cm 1 with a shoulder at around 1569 cm 1,

which is the signature of an isolated semiconducting SWNT [16]. The flat D-band at 1330

cm-1 proves that the SWNT is defect-free and has a very low amount of amorphous carbon on

it. The radial breathing mode (RBM) at 157 cm-1 indicates the nanotube is single wall and has 

diameter of 1.6 nm [36]), that is in good agreement with the TEM statistic.

Figure 3.20. Raman map and spectra of SWNTs grown with the catalyst #3 by methane 

CVD. The RBM mode (inset) at 157 cm-1 corresponds to a SWNT of 1.6 nm diameter.
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Moreover, we also check the CNT diameters by AFM imaging. Figure 3.21 shows a 

sample AFM image together with the profiles of the CNTs grown on a surface using the 

catalyst Fe-Mo #3. The nanotubes diameters are assumed to be the same than the heights of 

their AFM profiles, which are in a range of 1 - 2 nm in our sample. The sample surface is

clean from amorphous carbon. Some particles are found on the surface that may have come 

from the damaging of metal electrodes at CVD high temperature. In addition to isolated 

CNTs, bundles of tubes are also found but their number is scarce.

Figure 3.21 AFM image and profiles of nanotubes grown from the catalyst Fe-Mo #3.

In conclusion, we have found that the addition of Mo into Fe-based catalysts has 

strong effects on the nanotube growth. Small Mo:Fe ratio ( 8 at.%) in the catalyst leads to a 

growth of mostly SWNTs with a narrow diameter distribution. The nanotubes are well 

separated, long and high in number density in comparison to those grown from single metal 

Fe catalyst. In contrast, high Mo concentrations (Mo:Fe>0.32) are not good for the SWNT 

growth, which prefer for the formation of more DWNTs and tubes in bundles. Since the role 

of Mo in bimetallic Fe-Mo catalyst is very interesting, we try to explain it in more detail as 

follow.

1 m 

electrode bundle
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The role of Mo in Fe-Mo catalyst

There are several explanations of the role of Mo in Fe-Mo catalyst on the CNT 

growth, since many factors are influencing the growth of nanotubes. The explanations should 

take into account the size of the catalyst particles, the catalytic decomposition of 

hydrocarbon, the dissolving of carbon atoms into the catalyst, the wetting ability of 

nanoparticle droplets on supports (Al2O3, SiO2…) for nucleation, the orbital electronic 

property of nanoparticles on the formation of graphene caps, etc [3], [18], [37–41]. Many 

efforts have been made on this issue, which could improve the understanding of CNT growth 

mechanism. Such investigations require a systematic and patient evaluation of different 

catalyst mix ratios of Mo:Fe. In principle, an in situ characterization of the catalyst particles 

during the CVD process is the most promising method. Several groups have tried this 

approach and managed to get some encouraging information [42–44]. However, it seems very 

difficult to realize the exact nanoparticle catalyzing CNT growth and to follow the growth 

process at the same time. The complexities include: the quick rate of the reactions, the variety 

of intermediate products, the high temperature, the small size of catalyst particle, the 

interaction of catalyst-support, which all contribute to the limitation of this approach. 

Alternatively, more efforts have focused to ex-situ characterizations of the catalyst before and 

after the different steps of CVD growth by using XRD, XPS, HRTEM, TGA, EDX, etc. As a 

result of these studies, many interesting information e.g. the phase of catalyst components, 

the evolution of particle size, the formation of carbide, and etc. has been found [27], [34], 

[45–47]. However, a clear and systematic explanation is still missing owning to the 

difficulties in characterizing small size particles, low concentration of metal component, 

interaction inside the catalyst system, as well as determining exactly the status of each growth 

process. In this work, we do not follow the above directions but instead utilize the phase 

diagrams to explain the effect of different Mo concentrations on the growth of nanotubes 

concerning the tube diameter distribution, number of walls, length and number density.  

Mo is a transition metal which has a high ability to absorb and decompose 

hydrocarbons at CVD growth temperature [3], [21]. Mo has also a higher carbon solubility

than Fe (see Fig. A1.1 of annex 1). However, the formation of multiple Mo carbides prevents

this metal to become a good catalyst (see section 2.4.3). There are three carbide formations in

the Mo-C phase diagram at 32 at.%, 33.3 at.% (Mo2C) and 50 at.% (MoC) at temperature 
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of 1000 °C. The CNT growth using a single metal Mo catalyst was reported only in carbon 

monoxide CVD at 1200 °C [40]. Although Mo alone is a poor catalyst, its combination with 

Fe have been widely used for the CNT growth [6].

In our work, the catalyst Fe-Mo #3 is the best for SWNTs growth. This catalyst 

composition is indicated in the binary phase diagram of Fig. 3.15. At the CVD temperatures

Mo atoms can dissolve into the Fe lattice up to 8 atomic percent and form a Fe-Mo alloy. In

this state, Fe and Mo form a solid solution with a unique phase. These Fe-Mo catalyst 

nanoparticles thus have higher carbon solubility than that of single metal Fe (25 at.%). This 

increase in solubility helps the catalyst particles to quickly go through the iron carbide 

formation (Fe3C-see Fig. 2.9) and to reach the carbon super-saturation state. Therefore, the 

nanotube nucleation and formation happens easily, which reinforces the high yield and 

quality CNT growth.

On the contrary, higher Mo concentration than 8 at.% will form two separate phases 

of two compounds (see Fig. 3.15) [48]. Formations of these compounds not only consume the 

catalyst materials but also alter the chemical and electronic structure of the catalyst, which 

reduces its catalytic properties. In the CVD synthesis, the metallic state of the transition 

metals is supposed to be the active state for the CNTs growth [2], [19]. Moreover, the 

abundance of Mo, which cannot combine with Fe, will form multiple carbides nearby the Fe 

catalyst particles and prevent the CNT growth. The high Mo concentration catalysts thus have 

a low activity in the CNT growth.

In our experiments, the Fe-Mo catalyst composition affects strongly the selectivity of 

the SWNTs/MWNTs and the diameter distribution, which must be closely related to the size 

of catalyst nanoparticles. The catalyst prepared by the solution method has a wide range of 

nanoparticle diameters. However according to studies [18], there is only a certain range of 

particle sizes catalyzing the SWNT growth where the carbon supply rate (by catalytic 

decomposition) matches the CNT nucleation rate (Fig. 3.22). In a certain CVD growth 

condition, the very small particles are highly active in decomposing hydrocarbon rather than 

dissolving the C atoms which is mainly depended on their chemical composition. The excess 

carbon supply will form a continuous layer of amorphous carbon covering the nanoparticle 

surface, which prevents further carbon supply and hence stops the nanotube growth. The very 
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small particles needed for growing of small SWNTs are thus “poisoned”. On the contrary, 

large nanoparticles cannot catalyze efficiently the decomposition of carbon stock and 

therefore, do not have enough carbon atoms for the CNTs nucleation. Only the nanoparticles 

with “moderate” size can ensure a suitable carbon supply and nucleation of the SWNTs. 

Moreover, MWNTs are believed either to grow from big catalyst particles or they are 

initiated from the thick graphitic layer covering the catalyst [2].

Figure 3.22. A scheme of the relation between the nanoparticle size and carbon feeding rate 

for the growth of SWNTs. Only catalyst with “suitable” size can growth SWNTs. Adapted 

from ref. [18].

Related to our Fe-Mo bimetallic catalyst, the alloy formation of 8 at.% Mo can

significantly increase the carbon solubility of the nanoparticles. The new C atoms released on

the particles surface are quickly diffused and dissolved into the catalyst, which is then 

followed by the nucleation and CNT formation. The small particles are hence staying active 

for the growth of small and single wall nanotubes. The absence of thick graphitic cover layer 

also eliminates the MWNTs formation as mentioned above. This stable “carbon supply-CNT 

nucleation” condition leads to a sustainable growth of long and well crystallized SWNTs.

On the contrary, catalyst compositions containing only Fe or Mo:Fe in high ratio do

not match to the above mentioned condition, which leads to a growth favoring more DWNTs 

with lower yield and quality. Other by-products like carbon whiskers and bamboo-like 

structures are also formed (Fig. 3.17a, d).
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In conclusion, the role of Mo in Fe-Mo catalyst is to increase the carbon solubility of 

the bimetallic catalyst. Since the first Mo carbide is formed at 32 at.% compared to 25 at.% of 

Fe, the addition of Mo (max 8 at.%) helps the catalyst (rich Fe) passing through the Fe3C

formation quickly to achieve the carbon super-saturation and CNT formation. Moreover, the 

diffusion rate of carbon into the catalyst particles is much higher, which prevents the 

formation of thick graphitic layer on the particle surface. In these conditions, the small 

catalyst particles stay active for the growth of small and single wall nanotubes. The optimal 

catalyst composition, Mo:Fe=0.08:1 of the catalyst Fe-Mo #3, can keep a proper proportion 

of hydrocarbon decomposition and CNT nucleation, which leads to a sustainable growth of 

long and well crystallized SWNTs.

3.4.2. Fe-Ru catalyst

It was shown in the last section of Fe-Mo catalyst that the carbon solubility of the 

nanoparticles plays an import role in the selective growth of SWNTs. Beside of adding high 

carbon solubility metal like Mo, some recent studies have shown interesting results of CNT 

synthesis by using low carbon solubility catalysts [6], [49]. The grown CNTs are very small 

in diameter and narrow distribution. We also try this direction in order to have a better 

understanding about the role of the bimetallic catalyst on the SWNT growth. Ruthenium (Ru) 

with very low carbon solubility is added to the Fe catalyst following the Fe-Ru phase 

diagram. Apart from that, the phase diagram of Ru with carbon does not show any carbide 

formation (Fig. A1.2 of annex 1).

The Fe-Ru catalysts are prepared in a solution with different compositions as shown 

in Fig. 3.23 and Table 3.3. The nanotubes are grown by methane CVD and characterized by 

the same techniques mentioned above.
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Figure 3.23. Fe-Ru catalysts with different molar ratios on their bulk binary phase diagram

[50] °C due to reduced melting temperature of the nanoparticles.

Table 3.3. Fe-Ru catalysts with different concentrations of Ru.

Catalyst name Fe-Ru # 11 Fe-Ru # 12 Fe-Ru # 13 Fe-Ru # 14

Atomic ratio Ru:Fe 

(on Al2O3 support)

0.35:1 1:1 2:1 4:1

Figure 3.24 shows the SEM images of the CNTs grown from different catalyst 

compositions. First of all, the addition of Ru at the ratio Ru:Fe=0.35:1 (Cat #11, Fig.3.24b) 

leads to a weaker growth of CNTs than that of using only Fe (Fig. 3.24a). In general, this is 

logical since the low carbon solubility of Ru can reduce the catalytic activity of Fe-Ru 

catalyst. The TEM image in Fig. 3.25a also confirms the poor present of CNTs and the 

abundance of bamboo-like graphitic structures grown by this catalyst. However, it is

surprising that the catalyst #12 with a higher Ru:Fe ratio (1:1, Fig. 3.24c) gives a better CNT 

growth. This contradiction can be explained when we look at the Fe-Ru phase diagram (Fig. 

3.23). The composition of the catalyst #11 (~ 25 at.% of Ru) is in the region of Fe-Ru 

compound formation. These compounds do not favor the CNT growth as already discussed in 

the case of Fe-Mo. 

1 11 12 13 14 
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Figure 3.24. SEM images of CNTs grown from catalyst. (a) only Fe, (b) Fe-Ru #11, (c) 

#12, (d) #13.

On the contrary, the composition of the catalyst #12 is in the region of alloy 

formation. The Fe and Ru atoms can dissolve completely with each other without changing 

too much their chemical and electrical structures. Therefore, the CNT growth is enhanced due 

to a “doping” effect (will be explained below). The TEM image shows that most of the grown 

nanotubes are SWNTs with high crystallinity and with low amount of amorphous carbon

(Fig. 3.25b). However, when we continued to increase the Ru concentration, e.g. the catalyst 

#13 with Ru:Fe=2:1, the catalytic activities are reduced significantly (Fig. 3.24d and 3.25c) 

due to the very low carbon solubility of Ru. One can recognize that the nanotubes grown with 

Fe-Ru catalyst are shorter and have lower number density than those grown with Fe-Mo 

catalyst.
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Figure 3.25. TEM images of CNTs grown from Fe-Ru catalyst (a) #11, (b) #12, and (c) 

#13.

We also make a statistics of the nanotube diameter distribution and SWNTs/MWNTs

selectivity from the TEM images (Fig. 3.26). The nanotubes grown from Fe-Ru catalysts are 

smaller than those from Fe-Mo. The nanotube diameters are getting smaller and the ratio of 

SWNTs/DWNTs is higher with increasing the Ru:Fe ratio. CNTs grown from e.g. the catalyst 

#13 (Ru:Fe=2:1, Fig. 3.26d) have the diameter distribution in the range of 0.7 – 2.2 nm with 

the mean value of 1.1 nm. Most of the nanotubes up to 94% are SWNTs.

Figure. 3.26. Diameter distribution of CNTs grown from Fe-Ru catalyst (a) #12, and (b) #13.

We also characterize the nanotubes by resonance raman spectroscopy. Figure 3.27

shows Raman spectra of CNTs grown from the catalyst #13. The very narrow G-band peak at 

1588 cm 1 together with the shoulder at around 1570 cm 1 is the signature of an individual 

semiconducting SWNT. Additionally, an RBM resonance mode has been observed at 259 

cm-1, which is characteristic for SWNT with a diameter of 0.9 nm [16]. The missing peak at 

defect band around 1330 cm 1 indicates that the CNTs have very high structural purity.
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Figure 3.27. Raman spectra of nanotubes grown from the catalyst #13 (Ru:Fe=2:1)

AFM studies of the nanotubes diameter showed that most of the CNTs are as small as 

1 nm, which is shown in Fig. 3.28.

Figure 3.28. AFM image and profile of CNTs grown from the catalyst #13 (Ru:Fe=2:1).

The arrows indicate the positions of the CNTs.
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The role of Ru in Fe-Ru catalysts

The role of Ru in the catalyst should be contrary to Mo due to the very low carbon 

solubility of Ru. As mentioned in the previous section, small particles of pure Fe have a

higher hydrocarbon decomposition activity than their ability to dissolve the released carbon 

atoms (due to the Fe3C formation, see Fig. 2.9) and thus, the particles are covered by a thick 

layer of carbon and poisoned. In this case, the CNTs are growing from the larger particles for 

larger nanotube diameters or from the particles with a thick carbon cover resulting as 

MWNTs. However, when ruthenium is added to Fe, these metals can form a Fe-Ru alloy with 

a unique phase. At high Ru:Fe ratio (e.g. Ru:Fe=2:1 of catalyst #13) the Fe atoms are 

“diluted” into Ru lattice and the Fe-Ru catalyst particles have a lower hydrocarbon 

decomposition rate. All of the carbon atoms released at moderate rate now can diffuse into 

the catalyst for the CNT nucleation and formation [13]. Moreover, since the ruthenium main 

lattice does not form any carbide, the Ru-rich alloy then reduces the Fe3C formation and 

keeps the small particles active for the growth. The medium and large catalyst particles now 

become “under fed” and the growth is shifted to small size particles with a narrow diameter 

distribution [18].

However, the Fe-Ru catalyst leads to the growth of CNTs with low number density 

and relatively short lengths. The growth is supposed to be terminated once there are not 

enough carbon atoms for the nucleation. With a very high Ru:Fe ratio of 4:1 (catalyst #14),

the catalyst loses its activity and nearly no nanotubes can grow.

In conclusion, the Fe-Ru catalysts led to a growth of high quality SWNTs with very 

small diameters and narrow distribution. Ru dilutes Fe in its lattice, reduces the hydrocarbon 

decomposition rate, and increases the diffusion of carbon atoms into the catalyst particles for 

the CNT nucleation. A proper proportion of “carbon supply-CNT nucleation” can lead to a 

sustainable growth of high quality SWNTs. By tuning the catalyst composition, we were able 

to shift the CNT growth to smaller nanoparticles.  
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3.5. Conclusion

In this work, we have synthesized and characterized SWNTs. Different CVD 

protocols have been applied for the CNT growth and it was found that the methane CVD 

process is the best solution. We have optimized the CVD conditions such as gas flows and 

growth temperature for growing SWNTs of high quality.

The chemical composition of bimetallic catalysts (Fe-Mo and Fe-Ru) had a strong 

effect on the CNT growth concerning the selectivity of SWNTs/MWNTs, tube diameters,

length and density, defect etc. We have combined the phase diagrams of the catalysts with the 

experimental results to find the optimal compositions, which can maintain a proper 

proportion between catalytic hydrocarbon decomposition and carbon solubility, in order to 

have a sustainable growth of SWNTs with narrow diameter distribution. Since the CNTs 

were elaborately characterized in this work, we could then apply the optimal synthesis 

condition to grow SWNTs on our devices and to have a high certainty about the tube quality. 

The applications of these SWNTs will be shown in the next chapters of device fabrication 

and electrical transport measurements. 
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Chapter 4. Nanofabrication and Measurement Setup

In this chapter, we demonstrate the nanofabrication of the “ultraclean” nanotube 

devices and the techniques used to perform the electrical transport experiments.

4.1. Motivation

During the past few years, several strategies [1–3] have been developed for making 

electrical contacts to carbon nanotubes (CNTs). Such devices typically consist of isolated 

CNTs connected to two metallic electrodes, one for the source electrode and the other one for 

the drain. A third electrode, the gate, is used to apply an electrostatic potential to the CNT. 

The device fabrication requires state of the art nanofabrication techniques and special care to 

obtain devices as “clean” as possible.

In the most popular fabrication procedure, CNTs are first deposited onto an isolating 

surface (often used as a back gate) with predefined markers. The deposition is done either by 

dispersing of bulk-grown CNTs separated into solution, or by in situ CVD growth on 

substrate (see chapter 3). Then, the CNTs are located with respect to the markers either by 

scanning electron beam microscopy (SEM) or atomic force microscopy (AFM). The metallic 

contacts are fabricated on top of the CNTs by aligned electron beam lithography (EBL) and a 

subsequent metal evaporation (Fig. 4.1a). This method has been successfully used for 

studying high transparent CNT junctions and interesting physical properties of metallic CNT 

quantum dots. However, the CNT junctions are inevitably contaminated chemically (solvents 

and resist residues...) and even structurally disturbed during sample preparation (sonication 

and purification of CNTs in solution, SEM observation, EB lithography…). The resulting 

chemical functionalization and induced defects in the CNT structure may have notable

influences on its both transport and magnetic properties (backscattering centers, charge traps 

[4], paramagnetic defects [5] …). 

In order to overcome most of the uncontrolled artifacts coming from the device 

processing and interaction with inhomogeneities of the substrate, efforts have been directed 

towards the study of “ultraclean” suspended CNT devices. The fabrication scheme is quite 

different from the previous one. It starts with the fabrication of predefined source and drain 

electrodes. CNT are then grown in situ by the CVD technique (chapter 3) from patterned 
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catalyst islands, which are deposited on top of the electrodes (Fig. 4.1b). The resulting CNT 

junctions lie freely suspended on top of the source and drain electrodes without any contact 

with the device substrate. In this scheme there is no need for any post-treatment steps after 

the CNT growth because the CNTs are directly grown on the chip at the very last step of the 

fabrication.

Figure 4.1. Schematics of two different types of CNT device. (a) Conventional device: 

metallic electrodes contact on top of the nanotube pinned on the surface. (b) Ultraclean 

device: the suspended CNT contact on top of the source and drain electrodes.

Such ultraclean CNT devices have attracted considerable attention during the last few 

years. They enabled, e.g., to deepen the understanding of the electronic properties of 

semiconducting CNTs (mostly small band gap) in the few charge carrier regime [6], where 

only one electron (or hole) can be controllably trapped in the CNT. Remarkably, the nanotube 

electronic structure has been resolved with unprecedented resolution and clarity. This enables 

the observation of intriguing physical phenomena, such as the spin-orbit coupling arising 

from the CNT cylindrical geometry [7]. This result came as a surprise to most of researchers, 

since it was in contradiction with a large number of earlier experiments, in which interactions 

coming from the electronic disorder and multiple electrons in the dot have masked this effect. 

The observation has recently motivated many theoretical studies to understand this effect and 

new concepts have been proposed to manipulate electron spin states in CNT-based devices. 

Moreover, since the CNTs are suspended, they also enable to study the mechanical degree of 

freedom in CNT-based nanoelectromechanical (NEMS) resonators. Due to the low mass of 

CNT combined with very high Q factors ( 105), a strong coupling between mechanical and 

electronic properties of CNTs have been demonstrated [8]. This effect is interesting both 

from fundamental point of view as well as for applications (sensitive force detectors…).  

(a) (b)
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The advantages of using ultraclean CNTs to study the electronics properties of 

nanotubes were our prime interest in this work. A special care has been taken to optimize and 

overcome the intrinsic difficulties of this strategy of fabrication. The fabrication procedure is 

first presented in section 4.2. After the different fabrication steps, the as-prepared samples are 

selected according their transport characteristics at room temperature (section 4.3) and then 

mounted in a dilution refrigerator equipped with a home-made 3D magnetic coil system. The 

setup used for the measurements at very low temperatures is described in section 4.4.

4.2. Fabrication of ultraclean suspended CNT devices

The device fabrication includes several main steps which are schematically depicted 

in Fig. 4.2. All these steps are crucial to obtain a working device at the end. The fabrication 

starts with creating alignment marks on a Si++/SiO2 wafer. Source and drain electrodes are 

fabricated by EBL followed by metallization and lift-off.  The catalyst is then deposited on

top of the electrodes at predefined positions. At the end of the process, the chips are placed in 

the CVD furnace for the CNT growth. 

4.2.1. Fabrication of the electrodes

As mentioned before, the CNTs grow directly in random orientations on top of the 

predefined electrodes without any preferential alignment. The probability to get a single 

isolated carbon nanotube lying in between the contacts is thus rather low (even if it can be 

optimized), which results in a very low success probability to get a working device. 

Therefore, it is necessary to fabricate many structures, each of which requires several 

lithography steps with accurate alignments and high enough resolutions. 

We tried several strategies of fabrication. At the beginning of this thesis, we 

developed a fabrication procedure based only on the optical lithography (using the MJB3 

DUV system of Nanofab). This approach has the advantage to fabricate structures quickly 

and easily on a whole 2 inches wafer (all the structures are exposed simultaneously through a 

quartz mask). By the time, we developed the same kind of fabrication procedure by using a 

state of the art electron beam lithography system (JEOL 6300FS at PTA), enabling more 
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accurate alignment, higher resolution and more flexibility to change the device design. 

Besides, this electron beam system operates at a high acceleration voltage (100 kV), which 

reduces the proximity effects arising in the fabrication of the two electrodes (5-10 µm wide) 

separated by only 100 nm - 500 nm. We also highlight that the optimization of all the 

parameters (choice of the resists, system operating conditions, sample design…) took us a lot 

of efforts and time and cannot be completely described here in details. In the following, we 

only describe the main conditions of the device fabrication using an all electron beam

strategy.

The electrode fabrication steps are represented in Fig. 4.2 (a, b) and the final chip 

design in Fig. 4.3. The design typically consists of 14 pairs of electrodes connected to larger 

metallic pads, which are later used to connect the devices on the electrical measurement 

setup. All the gaps are connected to a common ground electrode in order to increase the 

number of possible junctions.

The substrate used for the device fabrication is a Si wafer of 2 or alternatively 4 

inches in diameter, which is degenerately doped (n-doped in our case) and covered by a 300-

800 nm thick SiO2 layer. The Si++ is used as a back gate for the devices while the oxide layer 

isolates the junctions from the conducting back gate. First, alignment marks are patterned on 

the wafer surface by EBL, followed by a metal deposition of Pt/Cr (50 nm/10 nm) and a lift-

off (Cr is used as a sticking layer). Two main types of markers are fabricated: the global 

marks (for the whole wafer shift and rotation corrections) and the chip marks (for alignment 

and beam focus corrections of each set of electrodes). In a second step, the contact pads and 

electrode connections are fabricated. This step can be done either by aligned optical 

lithography or EBL. At the end of the thesis, this step was carried out by EBL with very high 

beam currents (~ 20-30 nA). In order to significantly reduce the insolation time of the 

electron beam, we used an UV5 photoresist (normally used for optical lithography). Indeed, 

this resist needs a very low electronic dose of typically 30 µC/cm2 (in comparison, a dose of 

1000-1500 µC/cm2 is required for PMMA). This results in a large gain of insolation time 

while keeping a good enough resolution. The UV5 resist is spin coated at a speed of 4000 

rpm for 60 seconds ( 500 nm thickness) and baked at 130 °C for 60 seconds. The insolated 

resist is then baked again at 130 °C and developed in the LCD26 developer for about 30 

seconds. The metal deposition step is made in an electron beam evaporator at the PTA and 
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consists of a 10 nm of Cr followed by a 50 nm of Pt. The lift-off of Pt/Cr is carried out in 

acetone for few minutes with a support of low power sonication. Residues of resist and 

deposited metal are then rinsed away in isopropanol (IPA) and the sample is dried by 

nitrogen blow. The third step consists in the fabrication of the aligned metallic electrodes on 

which the CNTs are being connected. This step needs a better resolution than the previous 

ones. The ZEP520A electron beam resist is spin coated at 4000 rpm speed for 60 seconds (

350 nm thickness) and then baked at 180 °C for 60 seconds. The subsequent e-beam 

insolation uses a current of 1 nA and a dose of 550 C/cm2. At these conditions, a slight 

over-exposure is obtained resulting in an undercut profile for the metal lift-off. The 

development of the resist includes 3 steps: 60 seconds in MIBK:IPA (1:1), then 20 seconds in 

MIBK:IPA (1:89), and rinsing in IPA. The metal evaporation consists again in 10 nm of Cr 

and 50 nm of Pt. The lift-off is done in the AR-300 remover.

Figure 4.2. Main steps of the device fabrication. (a, b) Fabrication of predefined metallic 

gaps, including standard EBL (a), followed by the evaporation of Pt/Cr and lift-off to obtain 

the structure depicted in (b). The underlying SiO2 surface is then partially etched away by dry 

etching (c) or anisotropic wet etching (d). Catalyst islands are localized on top of the 

electrodes (e) followed by the in situ CVD growth (f).

(a) (b)

(c) (d)

(e)
(f)

or
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The substrate after the electrode fabrication (Fig. 4.2 a, b) is cleaned in an oxygen 

plasma for a few minutes to remove the organic residues resulting from the lithography.

Thereafter, the SiO2 is partly etched (~ 100 nm) by using either a dry reactive ion etching

(CHF3 feedstock gas) (Fig. 4.2c) or a wet etching buffered HF (Fig. 4.2d). This step ensures 

that the CNTs are effectively suspended between the source and the drain electrodes after the 

growth step. Layout of a chip after the fabrication of electrodes is shown in Fig. 4.3.

Figure 4.3. The chip after fabrication of the electrodes. (left) Layout of a chip. There are 14

pairs of electrodes connected to large bonding pads. A common ground electrode (horizontal 

straight pattern in the middle) is used in order to increase the number of possible junctions.

(right) Zoom of the working area containing 14 gaps.

4.2.2. In situ CVD growth of the suspended CNTs 

Following the preparation of the device substrate and the metallic electrodes (Fig. 

4.2a-d), the last step consists in the localized growth of the CNTs (Fig. 4.2e, f). An aligned 

EBL step creates openings in a resist (here LOR 7A), which are used as a mask for the 

catalyst deposition (Fig. 4.4a). These openings are located in close proximity of the electrode 

edges. 

100 m

40 m
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4444444444444444000

Gap
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The catalyst solution (Fe-Mo #3, see Chapter 3) is spin coated on the sample at a

speed of 3000 rpm in 30 seconds, followed by a baking step at 100 °C in 1 minute. After 

lifting off the resist by PG remover, only catalyst islands remain on pre-defined positions 

(Fig. 4.2e). A subsequent oxygen plasma step is essential to remove all organic residues on 

the catalyst particles, which may reduce the catalytic activity, as well as to clean the electrode 

surface for an improved CNT-metal contact.

The in situ growth of CNTs is done by CH4 CVD at 800 °C in 10 minutes, with gas 

flows of 1200 sccm CH4 and 800 sccm H2 (already described in Chapter 3). One can notice 

that the CNTs in this in situ growth method grow randomly from the catalyst islands and just 

few of them have good contacts with the metallic electrodes. We managed to achieve a high 

probability of one CNT over one gap by changing various parameters of the device 

fabrication, such as the size of the catalyst islands, the distance from the catalyst to the gap, 

the density of the deposited catalyst, the duration and the temperature of the CVD growth. To

select the good CNT junctions, we do not use any SEM observation in order to keep the as-

grown CNT as clean as possible. Probing the I-V characteristic of junctions is realized 

instead (see Section 4.3). For these reasons, many structures have been used for the CNT 

growth. A SEM image of a typical suspended CNT device is shown in Fig. 4.4b.

Figure 4.4. In situ growth of the suspended CNTs. (a) Preparation of the substrate for the 

patterning of the catalyst islands on top of the contact electrodes. (b) SEM image of a final 

suspended CNT device after the CVD growth.

(b)(a)
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4.2.3. Fabrication of devices with local gate 

In addition to samples including source-drain and back gate, we also fabricated

devices with an additional local gate (Fig. 4.5a). Due to the small gap size of the source-drain 

electrodes, the local gate is placed at a lower level than the electrodes to avoid electrical 

shortcuts between them [9]. Figure 4.5 shows a schematic and a SEM image of a local gate 

device. 

Figure 4.5. Fabrication of a local gate device. (a) Schematic and (b) SEM image of a final 

device. The arrow is at the position of the suspended CNT.

The fabrication of the local gate devices is similar to what was described in the 

previous sections, except some additional steps. At the first step, a layer of 50 nm Si3N4 is 

deposited on top of the wafer. The source-drain electrodes are then fabricated as shown in 

section 4.2.1. The following etching steps, anisotropic etching of Si3N4 by SF6 RIE and then

buffered HF isotropic etching of SiO2, form an undercut of 150 nm. The local gate is then 

aligned in the middle of the source and drain, using two electron beam lithography and metal 

evaporation steps comparable to those described before. We noticed that the use of the Si3N4

layer and the undercut profile are necessary to avoid any current leakage when a voltage is 

applied between the local gate and the source/drain electrodes.

Source Drain

Local gate
400nm

(a) (b)

CNTs/

CatalystPt

SiO2

Si3N4

Si
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4.3. Device characterizations at room temperature

After all the patterning steps, the wafer is cut into many small pieces for catalyst 

deposition and CVD growth. The samples after the CVD growth are first characterized at 

room temperature in a probe station. Each sample includes 4x4 chips and each chip has 14 

junctions for the design of Fig. 4.4. Then in each sample, there are typically ~ 200 possible 

junctions. It is indeed necessary to probe and select many junctions at room temperature,

since fabrication success rate is rather low (only 2 – 5 % of the junctions are further studied at 

very low temperatures). In the following, we describe the measurement setup used to 

characterize the devices (section 4.3.1). This characterization gives us interesting information 

about the nanotube type (metallic or semiconducting) and the amount of gate hysteresis 

(section 4.3.2).

4.3.1. Measurement setup

Room temperature device characterization typically consists in measuring the 

conductance between source and drain electrodes, while sweeping the gate voltage. This is 

done using a cryogenic probe station (mainly used at room temperature here), connected to 

the measurement chain controlled by the home-made NanoQt software.

Probe Station

The cryogenic probe station used in this work is the commercial LakeShore TTPX 

model, which can operate over a temperature range of 4.2 K (of liquid 4He) to 475 K (by a 

heater). The system is configured with six ultra-stable micromanipulated probe arms

providing a precise 3-axis control to land the probe tip accurately on device features. Since 

the working chamber is connected to a Turbo pump, samples are probed in vacuum, which is 

important to avoid the effect of adsorbed molecules on the gate hysteresis of the CNT 

measurement. Moreover, the CNT is well isolated and screened inside the probe station

because an electrical or thermal shock from the user or the measurement chain may indeed 

destroy the CNT junctions. Our probe station is shown in Fig. 4.6.
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Figure 4.6. The probe station setup for characterization of the CNT samples at room 

temperature. (a) Outside view of the whole measurement setup. (b) Inside of the probe 

chamber.

Measurement chain

In this thesis, we mainly used a voltage bias measurement scheme schematically 

represented in Fig. 4.7a. The nanotube junctions are subjected to an applied voltage in the 

typical range of few mV. The induced current passing through the device is then converted to 

a voltage, amplified, and measured by lock-in technique (ADwin Pro). The gain of the pre-

amplifier, typically ranging from 107 to 109 in our measurements, can be tuned by changing 

the value of Rc of the I-V converter. In addition to this, voltages are applied to the gate 

electrodes (VBG: back gate, VLG: local gate), through 1 M resistors.

(a)

NanoQt

Adwin

Prober

(b)

Device

Probe Tips
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Figure 4.7. Measurement scheme of the CNT junction. (a) Schematic of the entire chain. The 

computer provides a graphical interface to the user and allows the storage of data. ADwin

processor (Digital Signal Processor (DSP) optimized for calculating) ensures real-time 

function. The digital/analog converter (DAC) and analog/digital converter (ADC)

respectively generates and receives the experimental signals. The conversion resistor (Rc) of 

the current-voltage converter sets the amplifier gain. (b) Schematic and front view of the 

ADwin-Pro. The different inputs (DAC) are circled in green while the outputs (ADC) are

circled in red.

During the electrical measurement of CNTs, it is necessary to generate and measure 

simultaneously more than one voltage and to detect very weak signals using lock-in

detection. These can be done by using a standard measurement chain with various devices for

each task. All these devices are linked together by the common mass, which may form

several "ground loops". This typically results in a strong noise in the measurements.

However, we use an ADwin [10], which make the interface between the computer and all the 

analog parts of the measurement chain in one box. The number of loops is therefore limited 

and the noise is reduced. The digital/analog converter (DAC) and analog/digital converters 

(b)

(a)

DAC 16 bits
(output)

ADC 18 bits
(input)

Ethernet
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(ADC) in the Adwin are encoded on 16 and 18 bits, respectively. A schematic and the front 

of an Adwin-Pro are shown in Fig. 4.7b.

In addition, ADwin provides the advantage of being a "real time" electronic system

with its own processor. The processor of the ADwin, with 300 MHz clock frequency, ensures

that the sequence of instructions defined by the user is repeated every 3.3 ns. In contrast to 

the ADwin, computers and associated operating systems (Windows, Mac OS, Linux) provide 

a "multi-task" platform. They are developed to perform several tasks in parallel (office, 

internet, video ...) but not to ensure a time base. It is thus difficult to repeat a loop with a 

period less than ten milliseconds using a software such as LabView or LabWindows running 

on a multi-task platform.

All the measurements in this work are performed by using an ADwin Pro real time 

acquisition system programmed in a lock-in mode [11]. Communication between the Adwin 

and the PC is achieved by a program named NanoQT, which has been developed by Edgar 

Bonet and Christophe Thirion in the group and is in operational since 2009. The program is 

compiled on the PC and its instructions are sent to ADwin via a RJ45 wire (ethernet). 

Programming of the ADwin processor offered by the manufacturer is the ADbasic language. 

In order to have a versatile and user-friendly interface, NanoQT is based on two layers of 

programming: C++ low-level layer and JavaScript in the user layer. The user just defines the 

sequences of his action by the intermediate scripts, which are then interpreted into C++ and 

sent to the ADwin following exchange protocols. The ADwin subsequently sends the 

instructions and receives the measured data in its own time base and then returns to NanoQt 

for processing in the PC time base. 

4.3.2. Room temperature conductance measurements

In this characterization, we measure the gate dependence of the differential 

conductance G = dI/dV between source and drain electrodes. The gate voltage (back gate or 

local gate) is swept from negative to positive values (trace) and via reverse (retrace). The bias 

voltage is usually kept at zero.
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Figure 4.8. Typical gate dependence of the conductance at room temperature. The main 

behaviors are of respectively: (a) metallic, (b) semiconducting (only the p band is seen here), 

(c, d) small band gap CNTs.

First of all, any junction having a conductance higher than four times of the 

conductance quantum, G > 4G0 = 152 S (or R < 6.45 k , with G[S] ) is rejected 

since these cannot be individual nanotubes [12]. Instead of that, junctions with a relatively 

moderate conduction G ~ 10-100 S at Vg = 0 (R ~ 100 – 10 k ) are preferred in our studies. 

In this range of G, different types of G(Vg) can be found, which represent different electrical 

characteristics of the CNTs (Fig. 4.8).  

Figure 4.8a shows a flat G (Vg) curve with almost no gate dependence. This is the 

expected behavior of a metallic CNT. Due to the “zero-gate dependence” characteristic of the 

metallic CNT, we do not know whether the measured data are from one or several CNTs, or 

even from some conductive objects which are not CNTs. 

(a) (b)

(c) (d)
Deep of 

conductance
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Figure 4.8b, however, is the gate dependence of conductance of a semiconducting 

CNT. The conduction band (for electrons) of the CNT cannot be reached even when we 

applied a relatively large positive voltage.

Figure 4.8c is the G (Vg) of a small band gap CNT, which shows a deep in 

conductance near Vg = 0. The single deep is also a signature of an individual CNT over the

junction. For the studies carried out in this work, we mainly used small band gap nanotubes, 

where the electron and hole regimes can be reached easily with relatively small voltages. 

Figure 4.8d also shows the characteristics of small band gap nanotube junctions. 

Nevertheless, the two deeps in the G(Vg) curve (two green dashed lines) are an indication that 

probably several nanotubes are electrically connected to the junction. As mentioned in 

section 4.2.2, the CNTs grow randomly from the catalyst islands, and several tubes may be in 

contact with the same pair of source-drain electrodes.

After identifying promising devices with the probe station, the wafer piece is glued, 

wirebonded onto a chip carrier and then mounted in a dilution refrigerator. The next section 

will briefly describe the cryogenic techniques used to reach very low temperatures.

4.4. Dilution refrigerator 

The electronic transport properties of CNT devices are measured in a cryogenic 

system at very low temperatures. The easiest way is to dip the sample in a liquid helium 

dewar and perform the measurement at 4.2 K. Lower temperatures (40 mK) can be reached 

by using the 3He/4He dilution refrigerator (Fig. 4.9). In the following, its operation principle 

is briefly described. First, the whole system including the sample is immersed in a liquid 4He 

dewar and stabilized at 4.2 K. Then, a high vacuum jacket has to be created to thermally 

isolate the dilution unit from the dewar before starting the cooling process. 

The 3He/4He mixture is first condensed and cooled down to 1.2 K by using the 

cooling power of a 4He pumped evaporator (1 K pot). By pumping the 3He gas in the still 

operated at 0.7 K, 3He of the diluted phase to the still due 

to an osmotic pressure difference. The 3He percentage of the diluted phase in the mixing 

chamber is then reduced, which leads to the transfer of 3He from the concentrated phase to 

the diluted phase to uphold the right concentration (6.6%) of 3He in the mixing chamber. 
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Since the enthalpy of 3He in the dilute phase is larger than that of in the concentrated phase, 

cooling is achieved by transferring 3He atoms from the pure 3He phase to the diluted phase. 

The system can reach a base temperature of 40 mK. The flow of cold 3He from the mixing 

chamber to the evaporation chamber is utilized to pre-cool the incoming 3He in a heat 

exchanging process. The closed circuit allows a continuous condensation and maintains the 

system at base temperature, and the measurements can be performed for months. The 

electronic temperature is estimated of 150 mK. More theoretical and practical details of the 

dilution and cooling mechanism can be found in ref. [13].

The principle of measurements at very low temperatures is similar to those at room 

temperature, except there is an additional application of magnetic field. The cryostat setup is 

equipped with superconducting magnets, where the magnetic amplitudes of x, y, z direction 

(and their combinations) can be control through an Adwin and a NanoQt software. The 

maximum amplitude of x and y components is 3 T and 1.5 T, respectively.
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Figure 4.9. (a) Schematic of 3He/4He dilution system. This part sits in a vacuum chamber 

that is immersed in a 4He bath at 4.2 K. The incoming 3He gas is condensed on a 

continuously operating 4He pot at 1.2 K. A rotary pump drives the mixture around in the 

circuit. The mixture separates in two phases in the mixing chamber, where the condensed 

phase of 3He floats on the diluted phase of 3He/4He. When we pump the 3He from the 

diluted phase at the still, 3He in the concentrated phase traverses through the phase 

boundary to the dilute phase to maintain a certain percentage of 3He in the diluted phase 

(6.6%), and cool the mixing chamber down to 40 mK [13]. (b) Image of the whole setup 

from outside. (c) The dilution before dipping into the dewar. (d) Sample on sample holder 

fixed with connection socket. 
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(b) (c) (d)
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4.5. Conclusion and perspectives

In conclusion, we have fabricated ultraclean CNT devices and presented the 

techniques for room and low temperature measurements. State of the art EB lithography 

process has been used for the nanofabrication of the devices with different designs. The as-

grown CNT junctions are selected at room temperature by probing in a station without any 

SEM observation. The selected junctions are then studied at very low temperatures as will be 

described in the next chapters.

The developed fabrication technique enabled us to make very high quality nanotube 

junctions. Nevertheless, it should be noted that this technique still suffers from its main 

drawback of high CVD temperature, which may damage the metallic electrodes and restrict 

the choice of material (high melting and boiling point, no metal carbide formation at high 

temperature …). To avoid this, another strategy have been developed very recently [14],

where the CNTs are first grown on a separate quartz substrate, and then aligned and directly 

transferred to the prefabricated electrodes at room temperature. This technique may open

more opportunities for ultraclean CNT device fabrication, especially regarding material 

choice. Despite the interesting perspectives of this technique, few studies have been 

published yet.
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Chapter 5. Electronic properties of carbon nanotubes quantum 

dots 

5.1. Introduction

Since their discovery, carbon nanotubes (CNTs) have attracted tremendous interest of 

the scientific community due to their unique physical properties. When a CNT short segment 

is connected to metal electrodes, it behaves as a quantum dot (QD) at low temperatures. The 

QDs are known as artificial atoms, with features close to those of real atoms. However, QDs 

present the advantage over the real atoms, that the attractive potential of a positive nucleus is 

replaced by a confinement potential which can be controlled and tuned to a certain amount in 

laboratory conditions. In this chapter, we review the main characteristics of CNT quantum 

dots. Section 5.2 introduces the QDs in general, which is followed by the electrical transport 

in Coulomb blockade regime of weakly coupled QD to electrodes (section 5.3). In section 

5.4, we introduce the properties of CNT QDs. In particular, we present the typical four-fold 

degenerate energy shell structure of CNT QDs. More recently, the study of ultraclean CNT 

QDs contradicted these previous finding, showing that orbital and spin degrees of freedom in

CNTs are not independent. This spin-orbit coupling, affecting strongly the CNT energy 

spectrum is presented in section 5.5. In section 5.6, we go beyond the sequential electron 

tunneling regime of Coulomb Blockade and introduce higher-order electron tunneling (co-

tunneling) and the Kondo effect, arising in a CNT QD more strongly coupled to the metallic 

leads. In particular, we introduce the typical SU(4) symmetric Kondo effect in CNT QDs.

5.2. Quantum dots

Quantum dots are ‘small’ structures that can be filled with electrons or holes. In 

quantum mechanics, the wave vector of the electron will be quantized when its wavelength is 

comparable to dimension of the system, thus a set of discrete energy states is formed. A

system is called quantum dot when the electrons are confined in all spatial directions and the 

system becomes zero dimensional. The separation between the energy levels must be 
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observable at the experimental temperature at below a few Kelvin. Because a quantum dot is 

such a general kind of system, there are quantum dots existing in different sizes and 

materials: single molecules [1], metallic nanoparticles [2], lateral or vertical dots in 

semiconductor heterostructures [3], [4], semiconducting nanowires [5], or carbon nanotubes

[6], as shown in Fig. 5.1.

Single molecule Vertical SC Carbon nanotube 

1nm                        10nm                     100nm                    

Nanoparticle 2DEG SC Nanowire

Figure 5.1. Examples of quantum dots of different sizes and materials. (a) single molecule

[1], (b) metallic nanoparticle [2], (c) vertical semiconducting dot [3], (d) two dimentional

electron gases [4], (e) carbon nanotube [6], (f) semiconducting nanowire [5].

In order to measure electrical transport through a quantum dot, the dot must be 

coupled via tunnel barriers to reservoirs with which electrons can be exchanged. The dot is 

also capacitively coupled to one or more gate electrodes, which can be used to tune the 

electrostatic potential of the dot with respect to the reservoirs. A representative schematic of a 

quantum dot measurement configuration is shown in Fig. 5.2.

(a)

(b)

(c)

(d)

(e)

(f)
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Figure 5.2. Schematic of a quantum dot (left) and its equivalent circuit (right). The quantum 

dot is connected to source and drain contacts via tunnel barriers, represented by resistances 

RS and RD and capacitances CS and CD, respectively, and capacitively coupled to the back 

gate (Cg). The current through the device (IQD) can be measured in response to a bias 

voltage (VSD), and a gate voltage (Vg). The system is represented by a RC circuit [7].

5.3. Coulomb blockade

To understand the electrical transport through a quantum dot, the constant interaction 

(CI) model is used. In this model, the Coulomb interactions among the electrons in the dot, 

and between the electrons in the dot and those in the environment are parameterized by a 

constant capacitance C = CS+CD+Cg. In addition, the discrete energy spectrum is assumed to 

be independent of the number of electrons on the dot [7]. The total energy U(N) of a dot with 

N electrons in the ground state with the applied source-drain voltage VSD (the drain is 

grounded) and gate voltage Vg is given by:

N
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where -|e| is the electron charge, No is the number of electrons in the dot at zero gate voltage, 

and B is the magnetic field. The terms CSVSD and CgVg can be changed continuously, and 

represent an effective induced charge that changes the electrostatic potential on the dot. The 

last term of Eq. 5.1 is a sum over the occupied single-particle energy levels En(B) which 

depend on the characteristics of the confinement potentials. The electrochemical potential 

µ(N) of the dot is shown in Fig. 5.3 and defined as:
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where EC = e2/C is the charging energy.

The discrete levels are separated by an addition energy defined by:

EENNE Cadd )()1( (5.3)

The addition energy consists of a purely electrostatic part, namely the charging energy 

EC

zero, when two consecutive electrons are added to the same spin-degenerate level or if there 

are additional degeneracies present. 

For the electrical transport to occur, energy conservation must be satisfied. This is the 

case when an electrochemical potential level lies within the "bias window" between the 

electrochemical potential (Fermi energy) of the source (µS) and the drain (µD), i.e. µS>µ>µD

with µS-µD = -e|VSD| (Fig. 5.3a). An electron can tunnel from the source onto the dot, and then 

tunnel off to the drain without losing or gaining energy. If no level lies within the bias 

window (Fig. 5.3b), the electrons are fixed inside the dot and there is no current flow. This is 

known as Coulomb blockade.
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Figure 5.3. Schematic diagrams of the electrochemical potential of the quantum dot for 

different electron numbers. There are two ways to change the electrochemical potential: 

opening the bias window relatively to the level, or applying a gate voltage to shift the whole 

‘ladder’ of the energy levels. (a) The µ(N) level is aligned and the electron can tunnel on/out 

of the QD. (b) No level drops in the bias window of µS and µD, the electron number is fixed at 

(N-1) due to Coulomb blockade. (c) Coulomb oscillation of linear conductance 

(G=dIQD/dVSD) versus gate voltage (Vg). The valleys correspond to Coulomb blockade.

Since the dot is very small, it has a very small capacitance and therefore a large 

charging energy, e.g. Ec few meV for a typical QD. The charging energy becomes 

important when it exceeds the thermal energy (e.g. kBT ~ 0.36 meV at 4.2 K which is the 

temperature of liquid 4He), and when the tunnel barriers are sufficiently opaque. The 

electrons thus are located either in the reservoirs or in the dot. A lower bound for the tunnel 

resistances Rt of the barriers can be found from the Heisenberg uncertainty principle. The 

tC-time, due to RC 
2/C)(RtC) > h. Hence, Rt

should be much larger than the quantum resistance h/e2 sufficiently reduce the 

uncertainty in the energy and ensure Coulomb blockade.

(a)

(c)

(b)
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The Coulomb blockade can be lifted by applying the gate voltage (Vg) to shift the 

whole “ladder” of electrochemical potential levels up or down, or changing the bias voltage 

(VSD) to open the bias window. When the µ(N) drops into the bias window, the Nth electron 

can tunnel from the dot to the drain followed by a tunneling of another electron from the 

source onto the dot. The number of electrons in the quantum dot then alternates between N-1

and N. Because of the prominent of charging energy, this tunneling is sequential and the QD 

works as single-electron transistor. By measuring the differential conductance (G=dIQD/dVSD)

through the quantum dot while sweeping the bias voltage and changing the gate voltage 

value, one obtains the stability diagram of the quantum dot as shown in Fig. 5.4.

Figure 5.4. Coulomb “diamonds” of differential conductance, dIQD/dVSD, versus VSD and Vg. 

The edges of the diamond-shaped regions correspond to the onset of current. At several 

positions, the level alignment is indicated with its schematic diagram. The slopes of different 

lines are related to different capacitances between electrodes and the QD.

In Fig. 5.4, there are four different situations for which the threshold current flow is 

reached. The edges of the diamond-shaped regions correspond to the onset of current where 

the dot turns from OFF to ON state, or reverse. Inside the diamond-shaped region, the 

number of electrons is fixed due to Coulomb blockade, and no current flows. Outside the 

diamonds, Coulomb blockade is lifted and the tunneling can take place. At the junction of 
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two diamonds, the energy level is aligned with both µS and µD, and a current can flow even if 

VSD is infinitely small. These special points are called charge degeneracy points. From the 

size of Coulomb diamonds, different parameters of the quantum dot like Ec, Eadd, Cg, CS, CD

can be estimated [7].

In case that the VSD increases so that both the ground state and an excited state fall 

within the bias window, an electron can choose to tunnel not only through the ground state 

µ(N), but also through an excited state µ*(N) (Fig. 5.5a). This leads to a change in the total 

current through the QD. It is worth noting that due to Coulomb blockade, the electron can 

tunnel into the dot either on the ground state µ(N) or the excited state µ*(N), but not at the 

same time. Moreover, if the value of the polarization becomes larger than the energy

addition, two electrons can tunnel simultaneously across the island (Fig. 5.5b). The Nth

electron will have two paths available µ(N) or µ*(N), and the (N+1) has one path µ(N + 1) 

for the tunneling. The number of electrons in the quantum dot will then alternate between (N-

1), N and (N + 1).

Figure 5.5. Schematic diagrams of the electrochemical potential levels of a quantum dot in 

the large-bias regime. (a) eVSD

same time. (b) eVSD > Eadd: two electrons can simultaneously tunnel across the dot. 

(a) (b)
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5.4. CNT four-fold energy level structure

As introduced in chapter 2, CNTs behave as 1D conducting channels owing to the 

combination of graphene band structure and quantization of k  momentum in the transversal 

direction. When a CNT is attached to two metallic contacts, the influence of quantum 

confinement (at temperature low enough) becomes relevant and the CNT junction behaves as 

a quantum dot (0D) with discrete energy levels. Tunnel barriers develop naturally at the 

CNT-metal interfaces due to the difference in work functions of these materials. The CNT

QD length, L, is defined by the CNT segment length lying between the two electrodes (Fig. 

5.6a). Due to the confinement of the electrons in the CNT portion, the electronic waves are 

partly reflected at the interfaces of the metal contacts and interfere with each other. The k//

wave vector in the longitudinal direction is thus quantized, with a typical spacing inversely 

proportional to the CNT length: // The formation of discrete energy levels in metallic 

and semiconducting CNTs is illustrated in Figs. 5.6.b, c. The quantized values of the wave 

vector in the longitudinal direction k1, k2, k3 intersect the lowest energy bands of the CNT at 

E1, E2, E3, respectively, both in conduction band and valence band. The CNT QD has thus 

discrete energy levels separated by the level spacing In the CNT band structure, two 

equivalent dispersion cones (K’ and K) in graphene lead to doubly-degenerate electronic 

orbitals (the orange and blue curves). This orbital degeneracy corresponds to semiclassical 

clockwise (CW) and counter-clockwise (CCW) electron orbits encircling the tube. 

In addition to the unique two-fold degree of freedom leading to the doubly degenerate 

orbits, the electrons can have different spins, yielding a four-fold degenerate electronic 

spectrum. Such a group of four levels is called a “shell”, each shells are separated by the level 

spacing It is worth noting that, we cannot define exactly the total number of electrons in 

a metallic CNT QD. The transport measurements in few-electron regime are thus realized in

semiconducting and small band gap (quasi-metallic) CNT QDs, where individual electrons 

(or holes) can be added or removed to the conduction (or valence) band.
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Figure 5.6. Schematic of a CNT QD and its energy level spectrum. (a) The QD is formed in 

the segment of CNT between the two electrodes, leading to a quantized energy spectrum in 

the longitudinal direction of the CNT. The CNT is capacitively coupled to a gate electrode 

controlled by the voltage Vg, shifting the energy levels in the CNT QD with respect to the 

Fermi level [8]. (b, c) Energy level spectrum of a metallic and semiconducting CNT QD, 

respectively. The wave vector k// intersects the CNT band structure at E1, E2, E3, … . The 

two K’ and K points of graphene lead to doubly-degenerate electronic orbital levels. This 

degeneracy can be seen as clockwise (CW) and counter-clockwise (CCW) electron motions 

through the CNT circumference (inset). The energy levels are four-fold degenerate due to 

spin and orbital degrees of freedom (and in agreement with the Pauli exclusion principle).

Note that the energy level spacing, , for a semiconducting CNT QD is not constant due to 

the non-linear energy dispersion, especially strong close to the semiconducting gap.

The simple energy level scheme presented before has been confirmed by low 

temperature measurements of the addition energies in the Coulomb blockade regime (section 

5.3). Figure 5.7a shows the result of such a measurement, where the current (or alternatively 

the differential conductance) through the device is plotted as a function of the gate and bias 

voltages (Fig. 5.4). Such a charge stability diagram shows a four-fold degenerate shell filling, 

 

(a)

(b) (c)

Metallic Semiconducting
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following the CI model [9]. Indeed, the addition energy of the Coulomb diamonds presents a 

four-fold symmetry, where sequences of three “small” diamonds of addition energies Ec

followed by a “larger” one, are observed. The addition of an electron to a higher shell 

requires an extra energy of energy spacing E, which translates into the largest Coulomb 

diamond (addition energy Ec + E). This pattern is especially well visible when Ec ~ E.

Figure 5.7. Measurements of addition energy of (metallic) CNT QDs. (a) Perfect four-fold

level degeneracy, from ref. [10]. The addition energies follow the sequence [Ec, Ec, Ec,

Ec+ E] (see inset). (b) An orbital energy mismatch leads to an increase of the addition 

energy for N=2, from ref. [11] and the sequence is now [Ec, Ec + , Ec, Ec+ E].

The four-fold degeneracy in the CNT energy spectrum (reflecting both spin ( / ) and 

orbital (K/K’) degeneracies) has been very popular and in good agreement with many studies

(Fig. 5.7a). First evidence of broken degeneracies had been observed in other devices,

appearing as an increase of the N = 2 addition energy, with respect to the N = 1 and N = 3 

cases (Fig. 5.7b) [9]. This difference between addition energies was interpreted as short range 

electron scattering induced by defects or impurities, creating a sub-band mismatch (also 

called KK’) [12–16]. It thus lifts the orbital symmetry (inset of Fig. 5.7b) and creates two 

energy doublets, namely (K , K ) and (K’ , K’ ). A more accurate description of the 

energy spectrum [17] was obtained by including exchange energy J (favoring spin alignment)

and additional Coulomb energy dU (to put two electrons of opposite spins into the same 

orbital level) [9], [17], [18].

(a) (b)
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In the previous description of CNT energy level spectrum, both spin and orbital 

degrees of freedom were assumed to be independent. In 2008, high resolution excited states 

level spectroscopy (Fig. 5.5) revealed a subtle interplay between spin and orbital degrees of 

freedom, namely the curvature enhanced spin-orbit coupling in CNTs [14], [16], [19]. The 

spin-orbit interaction splits the CNT energy spectrum degeneracy into two Kramers doublets

with entangled orbital and spin degrees of freedom. This discovery has yield to a strong new

interest in the field, motivating many studies (both theoretical and experimental) to 

understand and simulate this intriguing effect. In addition to its fundamental interest, spin-

orbit coupling may open the way to an all electrical manipulation of electronic spins in 

addition to optical control of quantum information and currently motivates several studies for 

these purposes.

5.5. Spin-orbit coupling in CNTs

Spin-orbit interaction (SOI) is a well-known relativistic phenomenon that manifests 

itself in lifting some energy level degeneracies of electrons in atoms and solid state materials. 

In an atom, SOI is a relativistic interaction causing shifts in the electrons atomic energy levels 

due to electromagnetic interaction between the electron’s spin and the effective magnetic 

field felt by the electrons orbiting around the nucleus [20]. Atom with higher atomic number 

exhibits stronger fields around the nucleus and hence stronger spin-orbit effect. Based on low 

atomic number Z = 6 of carbon atom, the spin-orbit effects are commonly assumed to be 

negligible in carbon based materials.

However in the case of nanotubes, this coupling have been argued to be significant

due to their high curvature and cylindrical topology [19], [21], [22], and was recently 

observed in experiment [16] for the first time. In that work, the SO coupling splits each 

orbital quadruplet into two doublets with the value of 0.4 meV at zero magnetic field, as 

shown in Fig. 5.8.
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Figure 5.8. Experimental measurement of SO coupling from ref. [16]. (a) Map of 

conductance as a function of VG and VSD in the transition region of zero to one electron. 

, , , correspond to the excited states. (b) Single-electron chemical potentials versus the 

magnetic field parallel to the CNT axis. Inset is the assignment of orbital and spin magnetic 

moments. (c) The zoom of b, which shows the SO coupling value SO 0.4 meV at B//=0. 

The SOI in CNT includes two parts: the intrinsic SOI of graphene lattice ( int) and the 

SOI due to the curvature ( curv). The intrinsic splitting near the K points is very small (~ 1 

[21]) due to the mirror symmetry of the graphene sheet in respect to the x-y plane, which 

leads to a cancellation of nearest-neighbor hopping terms for the K and K' points. The 

contribution to the intrinsic spin-orbit coupling in a flat graphene sheet is the second-order 

processes as shown in Fig. 5.9a. In these processes, a pz electron on the left A atom (cyan) 

can hop onto a px orbital through the intra-atomic spin-orbit coupling. Then it can hop via 

the -band to the next B atom and further to the sp2 orbitals of the next A atom. Another spin-

flip process induced by the intra-atomic coupling brings it back to an pz state. This process 

is thus second order in [21], [23]. In contrast, the high curvature of carbon nanotubes

breaks the isotropy of the lattice and leads to an effective anisotropic coupling between -

band and -band as shown in Fig. 5.9b. In the following, we will focus only on the 

contribution of curvature in the SOI of CNT.

(b)(a)

(c)
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Figure 5.9. (a) Intrinsic SO coupling between two A atoms in graphene: a spin-up electron

hops from the pz orbital onto a spin-down px orbital (spin-orbit), then hops to the second 

nearest neighbor via the -band and back onto a spin-up state via spin-orbit coupling. This 

process is second order in . (b) Additional hoppings allowed by curvature in CNT: a spin

up electron on the left pz orbital hops onto the left px orbital (now spin-down) and directly 

to the right pz orbital (spin-down). This process is first order in . Adapted from ref. [21].

The SO coupling in CNT has been simply predicted by using the model of Fig. 5.10 

[19], [21]. We consider an electron that orbits around the tube circumference and has a spin 

moment pointing along the CNT axis (Fig. 5.10a). This electron lays on the pz orbital 

perpendicular to the nanotube surface. In the rest frame of the electron, the pz orbital revolves 

around the spin exactly one time for each rotation (Fig. 5.10b). In the presence of atomic SO

coupling ( atom 8 meV [16] for an isolated carbon atom), a constant phase accumulates 

during each rotation. This accumulation is described by a spin-dependent topological flux, 

S// SO which threads the nanotube cross-section (Fig. 5.10c). The S// value is (+1) or (-1)

corresponding to the spin moment in parallel or antiparallel to the nanotube axis.

(a) (b)
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Figure 5.10. Curvature induced SO coupling in carbon nanotube. (a) The circumferential 

movement of an electron occupying pz orbital. (b) In the rest frame of electron, the orbital 

revolves around the spin on time for each complete rotation. (c) The intra-atomic SO 

coupling atom leads to a phase accumulation during each revolution, and forms a spin-

dependent topological flux SO. (d) Allowed energy states of electrons and holes at B//=0 for 

a small bandgap nanotube with SO coupling. These states are derived from the intersection 

of Dirac cones (K and K’) with spin-dependent quantization lines (dashed lines) different 

for up and down electron spin moments. (e) Calculated energy levels for electrons and holes 

as a function of B//. The four distinct slopes arise from the orbital and spin Zeeman shifts 

[14], [16]. Here, K’ (CW) and K (CCW) state moves up and down in energy with applied 

B//, respectively (inset). The sign of spin or bases on its relative direction with the B//.

The spin-dependent topological flux ( SO) has exactly the same effect as the 

Aharonov-Bohm flux ( AB) created by an external magnetic field. The only differences are 

that, its sign depends on the spin projection along the tube axis, and it is independent of the 

nanotube diameter or the shape of the CNT cross-section (thus topological). This flux 

modifies the quantization condition of the wavefunction around the circumference as:

(5.4)

(without SO coupling) (with SO coupling)

(a)

(b)

(c)

(d) (e)
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where k is the electron’s wave vector in the circumferential direction at K and K’ points, d is 

the tube diameter, j is a integer, and o=h/e is the flux quantum. The topological flux

mentioned above  is given by [16]:

(5.5)

in which is the energy splitting of the and bands in graphene, and , are the 

hopping elements within these bands. 

Due to the presence of the spin dependent topological flux, the allowed values of k in 

Eq. 5.4 are modified as shown in Fig. 5.10d. Near each Dirac cones (K and K’), there are two 

quantization lines for the two spin directions (dashed lines). Comparing to the case without 

spin-orbit coupling (solid line), the spin-dependent wave-vector shifts ( 2/d)( SO/ 0) leading 

to an energy splitting of:

(5.6)

The resulting energy spectrum in Fig. 5.10e shows breaking of the four-fold 

degeneracy of CNT into two doublets. The value of SO,1 is inversely proportional to 

nanotube diameter, and thus very small in flat graphene (d ).

In addition to the SO coupling produced by the geometric phase ( SO,1), an additional 

term SO,0 was subsequently identified [24–26] that is also created by the curvature of the 

graphene sheet and can be understood as an effective valley-dependent Zeeman term [14].

The two coupling constants SO,0 and SO,1 depend on the type of the tube, both are inversely 

proportional to the diameter d. However, while the SO,0 depends on the chiral angle as 

, the SO,1 does not depend on [27].

The combination of these two terms explains the electron-hole anisotropy of SO 

coupling strength observed in experiment [16] because the total spin-orbit coupling for 

electrons and holes is:

and (5.7)

in which the sign conventions are assumed as in ref. [28].
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The SO coupling strength in carbon nanotubes thus depends on the chirality, which 

decides both the diameter (the curvature) and the wrapping angle leading to the difference in 

- hybridization as shown in Fig. 5.9b. Despite the four possibilities for the signs of and 

, only one case of and has been observed in experiments [14], [16] until 

now.

5.6. Kondo effects

In previous sections, we considered the transport through a quantum dot that is 

weakly coupled to the source and the drain electrodes. The transport in this case is first-order 

with sequential tunneling, and the number of electrons on the dot is kept constant due to 

Coulomb blockade. However, when the electrical contacts are sufficiently transparent, so that 

the resistance of the tunnel barriers becomes comparable to the resistance quantum h/e2,

higher-order tunneling processes have to be taken into account. These processes lead to

quantum fluctuations in the number of electrons in the dot, even when it is in the regime of 

Coulomb blockade. Figure 5.11 shows examples of higher-order tunneling process through a 

quantum dot, which involves a simultaneous passage of two electrons. 
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Figure 5.11. Higher-order tunneling events that overcome Coulomb blockade. (a) Elastic 

cotunneling in general. There are N electrons on the dot. The Nth electron jumping from the 

dot to the drain will be immediately replaced by an electron from the source. At a small bias 

voltage, such processes lead to the flow of a current through the dot. (b) Elastic cotunneling

with spin flip. The spin-up electron jumping out of the dot is immediately replaced by a spin-

down electron. Many such higher-order spin flip events together build up a spin singlet state 

consisting of electron spins in the reservoirs and the spin on the dot. The spin on the dot is 

thus screened [8].

Figure 5.11a is the general case of elastic cotunneling process. Initially, there is no 

discrete level in the dot that is relatively aligned to the Fermi levels of the electrodes. The 

energy conservation forbids the electron to change its state because this costs an energy of Ec.

Nevertheless, if the contacts are sufficiently transparent, the electron initially inside the dot 

can come out to the drain and temporarily leaves a virtual state in the dot, which is forbidden 

in classical physics. This process is only allowed by Heisenberg's energy-time uncertainty 

principle, so that another electron from the source electrode tunnels to the dot and 

immediately replaces the initial one. The system then finds the same energy as the initial 

state, but an electron was transported through the dot. This is a coherent process and known 

as ‘elastic’ cotunneling in which the energy state of the dot does not change. This is 

distinguished from the "inelastic" cotunneling process where the originally released electron 

is replaced by another electron occupying a different discrete energy level, and the dot is left 

in an excited state. 

(a)

(b)



Chapter 5. Electronic properties of CNT QDs 100
 

If the spin of the dot is also taken into account, the spin flip elastic cotunneling 

process can take place (Fig. 5.11b). Initially, the dot has an overall spin ‘up’ caused by the 

spin of an individual electron located at the highest energy level. After passing a virtual 

intermediate state, a spin ‘down’ electron can tunnel in to replace. The spin of the dot is 

flipped at each transition and an electron is added coherently. The spins of electrons of 

contact electrodes and the spin of the dot are highly correlated, which forms a singlet spin 

state. The localized spin in the dot is completely screened by the spins of electrons in metallic

reservoirs. This state is the origin of the Kondo effect in quantum dots and leads to the 

appearance of a narrow peak in the density of states at the Fermi level of the electrodes [29].

Unlike the Coulomb blockade regime that reveals the behavior of electrons confined only in 

the dot, the Kondo effect also incorporates consistently the effect of delocalized electrons in

the electrodes.

The Kondo effect was initially observed in noble metals containing a low 

concentration of magnetic impurities (e.g. Co in Au). Unlike the normal behavior of a pure 

metal at low temperatures, it was observed since the 1930s [30] that below a certain 

temperature (typically about 10 K), the resistance of the doped metals increases 

logarithmically (Fig. 5.12a). Since this effect appears only in the presence of magnetic 

impurities [31], it must necessarily be related to the electron spin. This anomalous behavior 

was not understood until 1964, that Jun Kondo explained the effect as a screening of the 

magnetic spins by the spins of free electrons of the host metal [32]. The magnetic moment of 

the impurity interacts with the spin of the conduction electrons by an anti-ferromagnetic 

coupling, and results in a polarization of the electrons in the vicinity of the magnetic 

impurity. The screening forms a macroscopic coherent state called the ‘Kondo cloud’ (Fig.

5.12b). The Kondo cloud is a much larger scatterer than a single impurity site, and hence 

leads in an increased resistance. The temperature below which this phenomenon occurs is

called the ‘Kondo temperature’ TK. This temperature reflects the binding energy of the singlet 

state leading to the Kondo effect. Above the Kondo temperature, Kondo clouds cannot form 

since they are not energetically favorable. 
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Figure 5.12. Kondo effect in doped metal (top) and in QD (bottom). (a) Evolution of 

resistance of bulk metals with temperature. For a pure metal (black curve), it saturates at 

low temperature due to the diffraction on static defects in the material. However, for a metal 

containing a small fraction of magnetic impurities (e.g. Co in Au, blue curve), the resistance 

increases at T< 10 K due to the Kondo effect. (b) For T> TK, the magnetic impurity is 

decoupled from the conduction electrons. If T <TK, conduction electrons and the magnetic 

impurity interact coherently and form a Kondo cloud. (c) For a quantum dot, the 

conductance decreases at lower temperatures due to Coulomb blockade (black curve). If the 

dot contains a magnetic impurity (blue curve), the conductance will increase at temperatures 

below a certain temperature due to Kondo effect. (d) A resonance with a width of kBTK

develops in the density of states of the quantum dot at the Fermi level of the electrodes due 

to the Kondo effect. This resonance leads to the appearance of the conductance at zero bias 

voltage in current-voltage characteristics of the quantum dot [29].

The Kondo effect was predicted to occur in QDs in 1988 [33], [34], and then 

experimentally observed in semiconductor heterostructures [35], carbon nanotubes [36],

individual molecules [37], and semiconductor nanowires [38] QDs. The Kondo effect in 

quantum dots has a very similar origin to that of doped metals. The main difference is that it

causes an increase of conductance up to maximum value of 2e2/h [34], instead of resistance

(Fig. 5.12c). The Kondo effect happens when the quantum dot is strongly coupled to the two 

electrodes, which promotes the passage of electrons from source to drain. Because of the 

T>TK 
T<TK 

(a) (b)

(c)
(d)
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Kondo resonance, the transmission probability of an electron through the quantum dot is 

increased at temperatures below TK. The ground state of the system is a spin singlet state and 

the entire process of cotunneling leads to the appearance of a conductance peak at the Fermi 

level, called Kondo resonance (Fig. 5.12d). Unlike Kondo effect appearing in bulk materials

containing many atoms, the one of QD comes from the localized spin of the electron that 

behaves as a single ‘magnetic impurity’.

The Kondo temperature, TK, corresponds to the binding energy of the Kondo singlet 

state, and is expressed in terms of the dot parameters [29]:

CEh

CEoo

B

C
K e

k

Eh
T

)(

2
(5.8)

where is the tunneling rate to and from the dot, o is the energy level on the dot relative to 

the Fermi energy of the reservoirs, and EC is the charging energy. The great advantage of 

using quantum dots to study the Kondo effect is that their parameters can be tuned in situ

[29], [33], [34].

If there is an odd number of electrons on the dot, the total spin S is non zero (S=1/2 in 

the simplest case), and the Kondo effect occurs due to the singlet spin state formation. When 

the electron number on the dot is even, all these electrons couple in pairs giving a zero net 

spin S=0, and no zero-bias Kondo effect is observed. This ‘even-odd asymmetry' in Kondo 

effect is shown in Fig. 5.13.
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Figure 5.13. Conductance as a function of VSD and Vg of a quantum dot in Kondo regime.

The Kondo ridges appear at every second diamond including an odd number of electrons on 

the dot. 

SU(4) Kondo effect

The Kondo effect in CNT QD was first observed in 2000 [36] and since then, it is one 

of the most fascinating and extensively studied subjects in quantum physics. The Kondo 

effect in CNT has all familiar features of Kondo effect in other kinds of QDs, plus the unique 

properties of nanotubes. The four-fold degeneracy of the nanotube plays a very important role 

in the cotunneling of electrons. In addition to the spin ½ Kondo effect due to spin flip (Fig. 

5.14a), orbital Kondo effect was also observed in the CNT QD [39]. In this process, the 

electron tunneling into the dot can occupy CW or CCW orbital alternately. In other word, the 

orbital of the QD is flipped and screened as illustrated in Fig. 5.14b. The (+) and (–) signs in 

this figure correspond to CW and CCW orbital, respectively.

Moreover, since both the spin and orbital of electron can be flipped and lead to Kondo 

effect during the electron transport, their degrees of freedom are totally entangled. This leads

to the highly symmetry SU(4) Kondo effect, with a much higher Kondo temperature, ,

than that of spin ½ Kondo, [39], [40]. The formation of SU(4) Kondo effect in CNT 

QD is shown in Fig. 5.14c.

Vsd=0

T<<TK
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Figure 5.14. Spin (a), orbital (b) and SU(4) (c) Kondo effect in a CNT QD. The left, middle

and right panels in a-c represent the initial, intermediate virtual and final ground states,

respectively [39]. (d) A conductance map of the CNT QD from ref. [41] showing SU(4) 

Kondo effect. 

In SU(4) Kondo effect, the Kondo ridges appear both at the odd numbers of electron 

(N=1,3) and also at haft-filled diamonds (N=2) (Fig. 5.14d). At N=2, there are six 

possibilities of electron filling: two states of paired-electrons (PE) and other four of one 

singlet plus three triplet (see inset). The Kondo effect at haft-filling is supposed due to the 

degeneracy of singlet and triplet states, which is effective by the entangled processes 

illustrated in Fig. 5.14c. In other word, the large number of degenerate states caused by SU(4) 

Kondo energetically allows the second-order elastic spin-flip processes to occur. However, it

is worth noting that the SU(4) Kondo effect described above can only be observed when the 

(a)

(b)

(c)

(d)

VG(V) 

V
(m

V
)
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symmetry of four-fold degeneracy of CNT is well preserved. In the presence of spin-orbit 

coupling, the condition of must be satisfied for its appearance [42].

5.7. Conclusion

In this chapter, we presented the main electronic properties of carbon nanotube 

quantum dots. The CNT QD, owning large charging energy, high energy level spacing and

simple energy spectrum, is a very attractive system for studying quantum physics. The unique 

band structure of CNT leads to the four-fold degeneracy of its energy level, which is revealed

by four electron shell filling and especially highly symmetry SU(4) Kondo effect. Moreover, 

we also described the effect of spin-orbit coupling on the energy structure of the CNT, which 

is very useful in interpreting and understanding the spectra of transport measurements.
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Chapter 6. Ultraclean carbon nanotube quantum dot with a 

strong negative spin-orbit coupling in the Kondo regime 

In this chapter, we study an ultraclean carbon nanotube quantum dot in the few-

electron regime which exhibits spin-orbit coupling and the SU(4) Kondo effect. When both 

phenomena are comparable in strength, the spin-orbit interaction lifts the four-fold Kondo 

symmetry and quenches the zero bias Kondo resonance at half filling. The electronic level 

spectra of the first electrons are investigated using inelastic cotunneling spectroscopy in an 

axial magnetic field. A strong negative spin-orbit coupling is found for the conduction band as 

well as a pure orbital level degeneracy in the two electron regime.

6.1. Introduction

The interplay between electron orbital and spin degrees of freedom in nanostructures 

is currently a subject of intense studies. In this context, carbon nanotubes (CNTs) have 

attracted considerable interest in the past years due to their unique electronic properties. The 

progress in designing and processing of ultraclean CNT quantum dots have enabled to resolve 

the CNT energy spectrum with a high resolution in the first and few-electron regimes. Single-

electron tunneling spectroscopy on these devices has shown the important role of curvature 

induced spin-orbit interaction (SOI), which splits the four-fold degenerate levels into two 

Kramers doublets (K , K’ ) and (K , K’ ) with entangled spin and orbital degrees of freedom 

[1] separated by an energy gap SO. This result was later confirmed in the many electron

regime, including a significant disorder induced valley mixing KK’ [2]. The role of the SOI 

and disorder on the nanotube energy spectrum can be illustrated in Fig. 6.1, which shows the 

calculated single-particle energy spectrum as a function of magnetic field B and B// to the 

tube axis [2]. Depending on the CNT type, electron filling and degree of disorder, all the four 

situations can occur. For the case of ultraclean CNT with SO > 0, the 1e energy spectrum 

should be as Fig. 6.1c. 



Chapter 6. Electrical transport measurements 110
 

Figure 6.1. Calculated single-particle energy spectrum as a function of magnetic field 

applied perpendicular (B ) and parallel (B//) to the CNT axis. (a) Perfect four-fold 

degeneracy. (b) With the presence of KK’ > 0, (c) SO > 0, and (d) both KK’ and SO > 0.  

Adapted from ref. [2].

On the other hand, it is well established that quantum dots with sufficiently strong 

tunnel couplings to the metallic leads exhibit rich Kondo physics. Particularly in a CNT 

having the four-fold degeneracy, the electronic correlations tend to mix the spin and isospin 

degrees of freedom, thereby forming a highly entangled SU(4) Kondo ground state [3]

(assuming conservation of orbital quantum numbers during the tunneling processes) with 

enhanced Kondo temperature TK. When SOI is taken into account in CNT energy spectrum, a 

crossover from SU(4) (kBTK >> SO) to SU(2) Kondo effects (kBTK SO) at zero magnetic

field is expected [4] due to the mutual interplay between SOI and Kondo correlations. While 

plausible deviations of SU(4) Kondo physics related to the SOI have been discussed in 

connection to previous experiments [4], the study of the Kondo effect in CNT quantum dots 

with SOI split energy spectrum is still missing.

In this work, we have studied a (ultraclean) small band gap semiconducting CNT 

quantum dot, which shows a mutual competition between Kondo physics and the SOI. The 
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CNT spectrum is investigated by inelastic cotunneling spectroscopy measurements in the 

weak Kondo regime for the first electron quartet of the conduction band (kBTK SO).

6.2. Kondo effect of ultraclean CNT quantum dot with SOI splitting

6.2.1. Conductance at zero magnetic field

Our quantum dot is based on a CNT in situ grown on top of predefined source (S) and 

drain (D) Pt metal contacts (Fig. 6.2a). The CNT is suspended over two independent gates, a 

Pt metal local gate (LG) and a substrate back gate (BG) as described in chapter 4. The 

chemical potential of the CNT single quantum dot can be shifted by applying a voltage on 

each gate, which is depicted in the stability diagram of Fig. 6.2b. All the measurements 

presented in the rest of this chapter are recorded at a fixed VBG = 0 (the white dashed line).
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Figure 6.2. (a) Scanning electron microscopy of a nanotube device similar to the one used 

in the measurements. (b) Color scale representation of the differential conductance dI/dVSD

measured at zero bias, as a function of the local gate voltage VLG and back gate voltage 

VBG. Numbers indicate the charge occupation of the nanotube quantum dot. (c) dI/dVSD

trace as a function of VLG at zero bias and VBG = 0. (d) Map of dI/dVSD as a function of VLG

and VSD. The SU(4) Kondo symmetry is broken in the first electron shell, but it still exists 

c

d
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in the second shell.

When a local gate voltage is applied, electrons are sequentially added to the CNT 

quantum dot as shown in Fig. 6.2c. In the CNT conduction band, G (dI/dVSD) displays a series 

of Coulomb peaks which are connected by Coulomb blockade valleys and Kondo ridges at 

zero bias. The shells of four electrons are clearly observed in this device, and increase of VLG

value leads to enhancement of Kondo temperature. While the second shell (N = 5e-8e) 

displays the SU(4) Kondo symmetry (with a pronounced conductance enhancement at half 

filling), this symmetry is broken in the first quartet which shows the usual SU(2) Kondo 

symmetry (enhancement of G only for an odd number of electrons). The map of linear 

conductance as a function of VLG and VSD is shown in Fig. 6.2d, which gives estimated values

of the charging energy EC 30 meV and band gap of the nanotube Eg 30 meV.

In our study, we focus on the first four electron states which are further depicted in the 

high resolution charge stability diagram in Fig. 6.3. At zero bias, Kondo ridges are visible for 

N = 1e and N = 3e together with the nearby excitations at |eVSD| 0.34 meV. These 

anomalous behaviors of the electrical transport are the signature of SO coupling. It has been 

predicted in ref. [4] that, the Kondo ridge at N=2e is destroyed when SO kBTK. This will be 

studied in details as follow. 

Figure 6.3. Map of dI/dVSD as a function of VSD and VLG at VBG = 0 corresponding to the 

consecutive addition of the first four electrons to the dot in the Kondo regime.
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6.2.2. Evolution of Kondo ridges as a function of applied magnetic field

A powerful way to probe the SO coupling in CNT is to confine the carriers in a 

quantum dot and apply a magnetic field B// parallel to the tube axis. The confinement creates 

bound states and the field interrogates their nature by coupling independently to their spin and 

orbital moments [4–6]. The evolution of the Kondo ridges and cotunneling features with the 

magnetic field can be best traced in Figs. 6.4, 6.5 and 6.7. The conductance is measured as a 

function of VSD and B// in the center of the three valleys of N = 1e to 3e (the dashed lines in 

Fig. 6.3).

N=1e

Figure 6.4 is the spectra of one electron on the quantum dot. The applied magnetic

field along the CNT axis lifts the spectrum degeneracies with gs and gorb, the spin and orbital 

Zeeman g factors, respectively (gorb >> gs) [7]. In this spectrum, two main transitions with 

significantly different dVSD/dB// slopes (denoted as and in Fig. 6.4a) are well visible. It is 

interesting that the energy decreases slowly as B// increases in such a way that the involved

ground and excited states cross at Bspin 2.5 T. These splittings are also presented differently 

in the VLG-VSD maps of conductance (Fig. 6.4c-e), which show an enhanced conductance due 

to elastic cotunneling process (VSD=0) at finite B//. The zero field splitting and the observed

level degeneracy at finite B// are compatible with the energy level diagram in Fig. 6.4b, which 

includes a negative spin-orbit constant ( SO < 0). This spin-orbit coupling energy splits the 

level spectrum in two doublets (K , K’ ) and (K , K’ ). In the diagram, and corresponds

respectively to the inter- and intra-orbital spin flip cotunneling processes. The average slopes 

|dVSD/dB//| of and give respectively the g-factors: gs 2.5, gorb 20 [7], and the spin-orbit

splitting | SO| 0.34 ± 0.04 meV (extracted from Fig. 6.3). The third transition is not 

resolved here probably due to the level broadening. The negative spin-orbit coupling is further 

confirmed by a level spectroscopy of the third electron charge state, which does not exhibit 

level crossing at finite magnetic field.
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Figure 6.4. (a) dI/dVSD along the center of the N = 1e diamond (red dotted line in Fig. 6.3) as 

a function of VSD and B//. (b) Diagram of the expected 1e energy levels as a function of B// for 

a nanotube with a negative spin-orbit coupling, SO < 0. The possible transitions between 

ground and excited states are labeled as Here, K’ (CW) and K (CCW) state moves 

up and down in energy with applied B//, respectively (inset). The sign of spin or bases on 

its relative direction (parallel or antiparallel) with B//. (c-e) Differential conductance maps as a 

function of VLG and VSD for three magnetic field values of B// = 0.4 T, 0.8 T and 1.2 T.

 

B//
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(b)
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N=3e

The evolution of the Kondo ridge at N=3e is shown in Fig. 6.5. The high slope line F

and small slope line G (Fig. 6.5a) are due to the inter- and intra-orbital excitations,

respectively. In contrast to the case of N=1e, the two negative small slope lines G do not cross 

at B// , which further confirms the negative of SO coupling as in our assignment of the 

energy levels (Fig. 6.5b). The other excitation (H) is not well observed here that is also 

probably due to the broadening of the energy levels.

           

Figure 6.5. (a) dI/dVSD along the center of the N = 3e diamond (blue dashed line in Fig. 6.3)

as a function of VSD and B//. (b) Expected energy level scheme of the N = 3e ground state. F

and G are the inter- and intra-orbital excitations respectively. (c–e) Maps of differential 

conductance as a function of VLG and VSD for three magnetic field values of B// = 0.4 T, 0.8 

T and 1.2 T respectively, which does not show the Kondo effect at a finite magnetic field.

B// = 1.2T

B// = 0.4T

B// = 0.8T

G

F

(a) (c)

(e)(b)

(d)

3e
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N=2e

First, we introduce the level spectrum of N=2e in the case without SOI and exchange 

energy J (Fig. 6.6). There are six possibilities of electron filling: two states of paired-electrons 

and other four of one singlet plus three triplet as mentioned in section 5.6. The six-fold 

degeneracy leads to the Kondo effect at haft-shell filling at zero magnetic field. 

Figure 6.6. Level spectrum as a function of magnetic field for N=2e in a nanotube quantum 

dot with six-fold degeneracy ( SO = 0 = KK’ and exchange energy J=0). Adapted from ref. 

[8].

In our case, the spectroscopy of the two-electron sector shows a clear evidence of the 

negative spin-orbit coupling (Fig. 6.7), which is strongly consistent with the schemes of N=1e 

and N=3e presented above. Since the map of conductance is quite complicated for N=2e, we 

use second derivative d2
I/d

2
VSD (Fig. 6.7a) instead of dI/dVSD to make the transitions more 

visible. The peaks/dips appear at the inflection points of the conductance and they correspond 

to different transitions between ground and excited states.

Due to spin-orbit coupling, each of the two electrons is favored to possess parallel 

orbital and spin moments [1], which forces them into two different orbital states [9], [10]. The 

ground state is constituted by an inter-orbital singlet (K and K’ ) as shown in Fig. 6.7b [11].

The two first inter-orbital excitations lead to the high slope lines of A, without spin flip 

(keeping the singlet states). At B = Borb ( 0.9 T in our case), the A excited state ( K K )

has the same energy with the ground state ( K ), and the electron (the second one with 

spin up) can change its orbital freely. A Kondo ridge appearing at B = Borb is due to the pure 
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Kondo effect (orbital flip) [3]. When B > Borb, these two singlet states diverge and the sign of 

the high slope line A changes from negative to positive (A’) as shown in Fig. 6.7a.

In addition, the line B with small slope is assigned to the intra-orbital (spin flip) 

excitation from the ground state singlet to the triplet. Moreover, there is also a high slope line 

B’, which is due to the inter-orbital excitation with spin flip (or secondary excitation) 

changing the state from singlet to triplet. This “combined” transition is allowed only at B//

higher than a certain value (B 

Figure 6.7. (a) Second derivative d2I/d2VSD along the center of the N = 2e diamond (orange 

dotted line in Fig. 6.3) as a function of Vsd and B//. (b) Expected energy level scheme of the 

N = 2e ground state. The excited states at energy 2 are not shown here.

Borb

2e
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The filling of electrons into the first shell is further confirmed by plotting a map of 

conductance as a function of VLG and B// (at VSD=0) as shown in Fig. 6.8. Near the zero 

magnetic field, the sign of dVLG/dB// changes every time an electron is added, indicating that 

anticlockwise and clockwise orbitals are filled alternately. This behavior is a clear evidence of 

spin-orbit coupling [1]. Moreover, we also compared our measurement with the case of SO =

0 (Fig. 6.8c) and SO > 0 (Fig. 6.8d) predicted in ref. [4]. The Kondo ridges appearing at Bspin

and Borb in the N=1e and N=2e case (Fig. 6.8a) are in a perfect agreement with the level 

spectrum of negative spin-orbit coupling (Fig. 6.8b).
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Figure 6.8. Filling of electrons into the first shell. (a) Map of conductance as a function of B//

and VLG (Vsd=0). Near zero field, the sign of slopes changes every time an electron is added in 

to the dot, which means CCW (K) and CW (K’) orbitals are filled alternately. (b) Schematic 

phase diagram with SO < 0 showing the boundaries between ground states of different 

charges of map. Predicted diagram [4] of SO =0 (c), and SO > 0 (d). The orbitals K and K’ 

are represented by the sign (–) and (+), respectively due to their down-shift and up-shift in 

energies with apply magnetic field.

3e

2e

1e

0

4e
(a)

(b) SO < 0
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Moreover, we also studied the interplay between SO coupling and SU(4) Kondo effect

in the second shell of electrons. Since the SU(4) Kondo temperature significantly increases at 

higher gate voltages the spin-orbit coupling is less obvious (kBTK

SO). Details of the studies on the second shell electrons can be found in Annex 2.

6.3. Conclusion

In this work, we studied the spin-orbit coupling of electron in Kondo regime in an

ultraclean carbon nanotube quantum dot. By studying the charge states of the electrons in the 

first shell, an unusually strong negative SOI ( SO < 0) is inferred in connection to the existing 

theories. Due to this SO coupling, the sequence of electron filling is completely different from 

that of pure SU(4) Kondo. The Kondo ridge in N = 2e cannot be formed at zero magnetic 

field, but at B=Borb instead due to the pure orbital Kondo effect. Moreover, another Kondo 

ridge appears at high magnetic field B=Bspin in N=1e due to the negative value of SOI. Our 

measurements and assignments are very well consistent for all the four electrons in the first 

shell.

However, there are still several issues that we cannot explain completely at the 

moment. The exchange coupling J of singlet and triplet states is quite prominent in our 

measurements (Fig. 6.7). There is a small asymmetry in the spectra at positive and negative 

magnetic fields (Fig. 6.4 and 6.5). There is also a gate dependence of the cotunneling 

processes in N = 2e regime (Fig. 6.3 and 6.8). We are trying to understand more in connection 

to the electrons inter-shell interaction, the difference between the coupling of CW and CCW 

electrons with the metal leads, etc.  
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Chapter 7. Evaporation of TbPc2 Single Molecule Magnets

7.1. Motivation

The ability to combine different components into hybrid devices is widely recognized 

as one of the key strategic technologies for the future. In the field of molecular spintronics, 

single molecule magnets – carbon nanotube (SMM-CNT) devices are revealing to be very 

interesting. For example, one of our recent studies of the spin valve effect on such devices 

has shown very high, up to several hundred percent, ratios of the magneto-resistance [1]. The 

TbPc2 SMMs in these devices play the role of a localized spin polarizer and analyzer on 

electronic conducting channels of the CNT. The most important fabrication requirement of 

SMM-CNT devices is the grafting of a small but controlled number of single molecule 

magnets on the CNTs.

In this work, we developed a technique to fabricate hybrid devices of SMMs attached 

on suspended CNTs. In contrast to the technique used in ref. [1] where the SMMs are drop 

casted onto CNTs by solution method, here we used thermal evaporation to keep our CNT as 

clean as possible. In section 7.2, we shortly introduce the TbPc2 SMMs and the grafting 

techniques. The details of the experimental setup and process parameters are described in

section 7.3. In section 7.4, we show and discuss the main results. Due to the small size and

small amount of the evaporated SMMs (expect one or few molecules in each cluster), we 

make the evaporation first on flat surfaces like sapphire and graphene for characterizations, 

and then on suspended CNTs. Here we show some primary results, and the work is still in 

progress.

7.2. Introduction to TbPc2 single molecule magnets and grafting methods

7.2.1. TbPc2 Single molecule magnets

Terbium bis-phthalocyaninato (TbPc2 hereafter) is a mononuclear metal complex that 

behaves as a single molecule magnet which has the characteristics such as quantum tunneling 

of magnetization, large magnetic anisotropy, and slow relaxation of the magnetic moment [2–

7]. Each TbPc2 molecule includes a Tb3+ ion and two Pc (Pc = phthalocyanine) ligands on 

two sides as shown in Fig. 7.1. The two Pc ligands are rotated 45o to each other so that the 

Tb3+ ion is 8-fold coordinated with the N atoms. 
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Figure 7.1. Structure of the pyrene-substituted TbPc2 single molecule magnet. One Pc ligand 

is tailored with the addition of six Hexyl chains and one Pyrene group [8], [9].

Thanks to the rich and well-studied chemistry of phthalocyanines, it is possible to add 

tailored functionalities to these molecules while maintaining the SMM behaviors [10–12].

Pyrene groups and alkyl chains are known to exhibit an attractive interaction with sp2 carbon 

materials, thus the pyrene-TbPc2 molecules are bound with the graphene or CNTs via Van

der Waals interactions [1], [8], [9], [13–15]. These non-covalent interactions avoid the 

possible insertion of local defects due to covalent bonding, which may alter the conducting 

properties of the graphene and CNT. Among the existing SMMs, single ion TbPc2 is one of 

the most simple and robust molecule which is expected to retain its magnetic properties in 

different environmental conditions unlike many of the structurally more complex d-metal 

SMMs [8], [16]. The molecules used in this work are synthesized in microcrystalline powder 

form by the group of Ruben as described in [8].

7.2.2. SMMs deposition methods

The unique magnetic properties of SMMs have attracted significantly the interest of 

researchers over the last ten years. Despite the progress that have been made on the synthesis 

and characterization of SMMs [7], [17], the application of SMMs in molecular spintronics 

devices is still quite limited. One of the main reasons is the difficulty to deposit individual or 

well assembled SMMs on a desired surface. Moreover, the most important issue arising from 

these works is that, the properties of the SMMs and the host material must be still intact after 

the deposition [17].

There are two main methods to deposit SMMs on a surface: solution-based and 

vacuum-based techniques. In the former, the solution of SMMs is drop-casted on the surface

or the substrate is immersed into the solution. After evaporation of the solvent, the molecules 
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are attached to the surface via interactions such as Van der Waals forces, hydrogen bonds,

ionic or hydrophobic interactions [17]. This technique has been used successfully for the 

fabrication of several hybrid devices [1], [9].

In addition, the vacuum-based techniques have been more interesting since the SMMs 

and sample surface are very clean after the deposition. Thanks to this advantage, the ultra-

high vacuum in situ characterization techniques such as STM and STS have revealed 

valuable information about the structures and electrical properties of the SMMs once they are 

grafted [18], [19]. The understanding of these properties is very important for the application 

of SMMs in spintronics devices. Between the two most common vacuum deposition 

techniques, electrospray and thermal evaporation, we chose the latter one for this work. 

Thermal evaporation

Thermal evaporation is the cleanest deposition method compared with other 

techniques mentioned above, since it does not use any solvent. The SMMs are evaporated on 

the desired surface in a vacuum environment and at temperatures higher than the sublimation 

point. The recent studies have shown a successful evaporation of lanthanide-based bis-

phthalocyaninato (LnPc2) complexes owing to the robust and thermally stable properties of 

these SMMs [16], [19–21]. The evaporated TbPc2 molecules were found to adsorb flat lying 

on Cu (100) [18], Cu (111) [19], Au (111) [20] and graphite [22] surfaces with the 

phthalocyanine planes parallel to the surface plane and their single molecule magnet 

properties were retained. Moreover, this technique also extends to the grafting and study of 

SMM on reactive surfaces, e.g. ferromagnetic metals, thanks to the high vacuum 

environment. The advantages of the thermal evaporation motivated us to use it for the 

grafting of SMMs on ultraclean CNTs.

7.3. Experimental details

7.3.1. Evaporation setup

We have built a system for evaporating the SMMs which is shown in Fig. 7.2. The 

setup consists of a Knudsen cell and sample holder with a shutter all inside a vacuum 

chamber created by a turbo pump. The heater (Thermocoax) is connected to a DC power 

supply with a regulator. A built-in K-type thermocouple is used to measure the temperature 

of the heater that is supposed to be the temperature of the copper box and the quartz crucible.

Before and after the evaporation, the sample is hidden behind the shutter to avoid any 
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contamination may have. The temperate of the Knudsen cell can go up to 600 °C, and the 

vacuum can reach 10-7 mbar depending on the duration of pumping.

Figure 7.2. The thermal evaporator of single molecule magnets. (a) Schematic, and (b)

experimental setup.

7.3.2. Evaporation parameters

The SMMs supplied by our collaborator are in a form of microcrystallized powder

which contains many molecules. Here with the thermal evaporation, we would like to obtain 

molecular clusters with the size of one to few nanometers on our samples. Referring to the 

other works of fabricating SMM films [16], [21], we tried different parameters such as the 

quantity of SMMs powder used, temperature, heating rate and time of evaporation. To be 

able to characterize the small size evaporated SMMs, the substrate must be very flat (for 

morphology testing) or enhance the SMMs signal (for structure characterization). For this 

reason, a sapphire with high flatness and a graphene on SiO2 were used in each evaporation. 

The grafting of SMMs on suspended CNTs was applied once we have found the optimal 

process conditions. The samples were characterized by AFM for morphology and cluster size, 

resonance raman spectroscopy for the integrity of the evaporated SMMs, and SEM for the 

case of SMMs on suspended CNTs.  

This work was realized by “try and check” approach and it took us a lot of time. Here 

we present the procedure for evaporating the SMMs which was found after many trials. For 

each trial, we fixed the amount of SMMs powder to 0.5 mg. During the heating and cooling 

steps, the shutter was closed to protect the substrate. The crucible filled with the TbPc2

compound was ramped up in temperature at an average rate of 10 °C/min to ensure 

Sample Shutter 
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homogeneous heating of the powder. At desired temperature, we waited 5 minutes for the 

temperature to stabilize, which assures of having a constant flux of the sublimated molecules

when the shutter is opened for evaporation. The samples are unloaded after the system has 

cooled down to room temperature.

7.4. Results and discussions

7.4.1. Evaporating temperature

The first parameter to be determined is the temperature at which the TbPc2 SMMs 

start to sublimate. The AFM images of sapphire substrates after the evaporations at different 

temperatures for 10 minutes are shown in Fig. 7.3. It can be seen that the SMMs start to 

evaporate at 450 °C (Fig. 7.3b), that is in good agreement with the work in refs. [16], [21]. At 

higher temperature the SMMs evaporate at higher rate and form bigger clusters on the 

substrate (Fig. 7.3c, d). 

Figure 7.3. AFM images of samples after evaporation at (a) 400, (b) 450, (c) 455, and (d)

460 °C for 10 minutes on sapphire surfaces.

(c)

1 m 1 m 

1 m 1 m 

3nm

400 °C

(d)

(a) (b)450 °C

455 °C 460 °C
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The AFM characterization, however, just shows the surface topography of the sample 

but not the intrinsic signature of the SMMs. For this reason, a resonance raman spectroscopy 

is essential. It has been shown to be a non-destructive and sensitive tool to probe the 

intramolecular vibration modes of the TbPc2 molecules [13].

7.4.2. The integrity of the SMMs after thermal evaporation

One of the most important questions after the thermal evaporation is that whether the 

SMMs are still intact after such a high temperature treatment. Among the existing SMMs, 

TbPc2 is one of the most robust molecule which is expected to retain its structure and 

magnetic properties in a wide range of different conditions [8], [16], [18–21]. The simplest 

characterization is to compare the pristine powder and the powder remaining in the quartz 

crucible after the evaporations. We used Raman spectroscopy with a laser wavelength of 633 

nm, which has been shown to give the best resonance with TbPc2. A low power of 0.5 mW 

for a 500nm laser spot is used in this characterization to avoid destruction of the molecules. 

Figure 7.4 shows the Raman spectra of the SMM powders. The most prominent peak of the 

molecule is the doublet at 1512 and 1520 cm-1 (so-called M-mode), which are attributed to 

the pyrrole C=C and aza C=N stretching modes, respectively (see insets on the right). These 

peaks were important for adjusting the right focus of the Raman laser in our experiments. 

Other vibration modes are noticed directly on the spectra [23], [24].

Figure 7.4. Raman spectra of TbPc2 powders after heat treatment at different temperatures

for 10 minutes.
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Comparing the spectrum of pristine powders (blue curve) to the spectrum of thermally 

treated powders, it is clear that all the peaks corresponding to the vibration modes of the 

TbPc2 molecule are unchanged after the thermal treatments. Our results are in good 

agreement with the works of Margheriti [16], [21] and Katoh [20], where they used more 

sophisticated techniques like Time-of-flight secondary ion mass spectrometry (ToF-SIMS), 

X-ray absorption spectroscopy (XAS), X-ray natural linear dichroism (XNLD), X-ray 

Magnetic Circular Dichroism (XMCD), Scanning tunneling microscopy (STM), and 

Scanning tunneling spectroscopy (STS) to confirm the integrity of the chemical composition, 

the structure, the electronic and magnetic properties of thermally evaporated TbPc2 SMMs.

Moreover, we also characterized small clusters of TbPc2 evaporated on a sample 

surface. Due to the small quantity of the evaporated SMMs, the Raman signals on sapphire or 

SiO2 samples are very weak. Fortunately, it has been proved that such signals are greatly 

enhanced when using graphene as a background [13]. This kind of enhancement is thus very 

useful in our experiments. In addition, the interaction of TbPc2 with graphene is supposed to 

be similar with CNT. The AFM imaging was combined with Raman spectroscopy in this 

characterization.

Figure 7.5 shows the AFM images of an exfoliated graphene flake on a SiO2 surface

before and after SMMs evaporations and its Raman map. The thickness of the flake is about 

1.5 nm which corresponds to few graphene layers. It is obvious that the evaporated TbPc2

molecules favor to graft on the graphene rather than the SiO2 (Fig. 7.5b, c) due to the 

substituted groups of the molecules. Pyrene group is well-known to exhibit an attractive -

interaction with the sp2 carbon materials, and the supramolecular assembly is obtained via -

stacking interactions between the pyrenyl groups and the graphene surface or the CNT wall

[1], [8], [9], [13]. Calculations also showed that the binding energy of the pyrene molecule to 

graphene is 2-times larger than the one to SiO2 (1.06 eV vs 0.52 eV) [13]. This characteristic 

is very important for the fabrication of CNT-SMM hybrid devices.
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Figure 7.5. AFM images of a graphene sample. (a) Before, and (b, c) after evaporation in 5

and 30 minutes, respectively. (d) Raman intensity map of M doublet of TbPc2 of the 

sample in (c).

The Raman spectra of these samples are shown in Fig. 7.6. The signals of the SMMs 

evaporated on graphene (Fig. 7.6c, d) are much stronger than on SiO2 (Fig. 7.6e). In this 

characterization, the use of high quality graphene with low D-band -1) is 

necessary to reduce the overlap of graphene and SMMs peaks. By comparing these spectra 

with the powder one (Fig. 7.6a), we can see most of the peaks that are still in same positions.

The evaporated SMMs on graphene are thus believed to keep their integrity. 
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Figure 7.6. Raman spectra of the samples after evaporation at 460 °C. (a) Bulk powder 

remaining in crucible, (b) pristine graphene, (c) SMMs/graphene after 5 minutes evaporation, 

(d) SMMs/graphene after 30 minutes, and (e) SMMs/SiO2 after 30 minutes evaporation.

7.4.3. Effect of evaporation time on thickness and size of molecule clusters

As shown in section 7.4.1, the TbPc2 molecules started to evaporate at 455 – 460 °C. 

However in this narrow range of temperature, it is quite difficult to fine tune the cluster size 

and density. In contrast, here we fixed the temperature to 460 °C and changed the duration of 

the evaporation. The AFM images of the samples on sapphire surface are shown in Fig. 7.7,

which also contains some scratches for testing the profile of the evaporated material.
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Figure 7.7. AFM images of samples after evaporation at 460 °C for (a) 10 secs, (b) 30

secs, (c) 1min, and (d) 5mins on sapphire surfaces.

In these samples, it is surprising that the evaporated SMMs prefer to form clusters 

instead of a continuous film. Increase in the time of evaporation leads to higher TbPc2

molecule sublimation rate and bigger clusters (Fig. 7.8). For example, after 1 minute of

evaporation (Fig. 7.8c) the clusters have sizes in range of 1-2 nm that is more or less the size 

of an individual or a cluster of few SMMs. These is about 10 clusters on a 1 µm long scan.

When we increased the duration to 5 minutes, the clusters became larger reaching the sizes in 

a range of 1-5 nm with about the same density as before (Fig. 7.8d). This can be explained 

that in our experiment conditions (temperature, vacuum, source-sample distance, etc.), the 

evaporated SMMs have a finite energy when reaching the sample. Therefore, they can move 

a distance on the surface, transfer energy to the surface or to previously deposited molecules

before immobilizing. The molecules prefer to build up at previously deposited SMMs 

positions and form bigger clusters.   

1 m 
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3nm

1 m 
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Figure 7.8. AFM images and profiles of sapphire samples after evaporation at 460 °C with 

different durations. (a) bare sapphire, (b) 30 secs, (c) 1 min, and (d) 5mins.

7.4.4. Evaporation of TbPc2 onto suspended CNTs

After we had the information of clusters size and density of evaporated TbPc2 on 

sapphire surface, we started the evaporation on sp2 carbon materials including graphene and 

CNTs. The AFM image of TbPc2 on graphene (Fig. 7.9a) shows the density of the clusters 
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200nm 
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200nm 
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and their sizes similar to that of on sapphire. In the case of suspended nanotubes, SEM 

imaging is used instead of AFM (Fig. 7.9b, c). The density seems to be a little bit lower than 

on surface. However, since the sizes of both CNTs and SMMs are too small, it is quite 

difficult to have an accurate estimation. Other techniques like TEM characterization and 

measuring the electronic and magnetic behavior of CNT-SMM hybrid devices is necessary. 

This work is still in progress and needs more elaborate studies.

Fig. 7.9. Evaporation of SMMs on sp2 carbon materials at 460 °C for 5 minutes. (a) AFM 

image and height profile of TbPc2 on graphene. (b, c) SEM images of SMMs on suspended 

CNTs.

7.5. Conclusion

In this chapter, we described the evaporation of pyrene-substituted TbPc2 SMMs. The 

molecules kept their integrity during the thermal evaporation. In the experimental conditions,

small clusters are formed on the surface instead of a continuous film with an estimated 

concentration of 10 clusters per 1 m length. By tuning the evaporation time and 

temperature, we could get clusters of the sizes of 1-2 nm. Moreover, the clusters are more 

likely to graft on sp2 carbon materials than other surfaces. This work is promising for the 

fabrication of SMM-CNT hybrid devices. 
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Chapter 8. Conclusions and perspectives

8.1. Summary of the results

In this thesis, we have succeeded in synthesizing high quality SWNTs, fabricating

ultraclean CNT devices, and studying the electronic properties of CNTs with transport

measurements. All these parts are important and in close relation with each other in an 

experimental sequence needed for revealing the interesting properties of CNTs.

First, we found the optimal parameters for obtaining high quality SWNTs by varying 

different parameters of the synthesis and characterizing carefully the dependence between the 

parameters and grown CNTs. The methane CVD process at 800 °C with the gas flows of 1200 

sccm CH4 + 700 sccm H2 led to the best growth of SWNTs that are long (3-15 m), straight,

well crystallized, and have moderate number density. The samples grown in these optimized 

conditions were very clean from amorphous carbon. Moreover, the composition of the 

catalyst showed a very important role on the CNTs growth. Two different catalyst systems 

were studied, Fe-Mo and Fe-Ru, which both led to a high selective growth of SWNTs (> 

94%) with narrow diameter distribution. The explanation of the role of bimetallic catalyst on 

the selective growth of SWNTs based on the phase diagrams and the experiment results was 

proposed. The optimal catalyst composition maintains the proper proportion of hydrocarbon 

decomposition and CNT nucleation during the synthesis and leads to a sustainable growth of 

long and well crystallized SWNTs.  

For the fabrication of ultraclean CNT nanojunctions, we developed a procedure using 

a state of the art all electron beam lithography process. This enabled high accuracy fabrication 

of small and elaborate structures, e.g. the local gate devices. The CNTs were grown in situ at 

the last step, which lay freely suspended over the gap of the source-drain electrodes without 

any contact with the substrate surface, and thus were ultraclean from defects and disorders.

The CNT junctions for the studies were selected according to their transport characteristics at 

room temperature instead of a SEM observation to keep the tubes as clean as possible. 
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The electrical transport measurements on these ultraclean CNTs showed a strong spin-

orbit coupling of electron in the Kondo regime. When the SOI energy was comparable to that 

of the Kondo, it lifted the four-fold Kondo symmetry and quenched the zero bias Kondo

resonance at half filling. The level spectra of the electrons in the first shell were investigated

using inelastic cotunneling spectroscopy in an axial magnetic field, which showed a negative 

value of the SOI 0.34 meV. Due to this coupling, the sequence of electron filling was 

different from that of pure the SU(4) Kondo ( SO = 0) and a pure orbital Kondo effect was 

observed in the N=2e regime at finite magnetic field.

Moreover, we also developed a technique to thermally evaporate single molecule 

magnets (SMMs) for the future fabrication of ultraclean CNT-SMM hybrid devices. We 

optimized the process parameters first by evaporating SMMs on sapphire and graphene 

surfaces and characterizing them. Encouraging results were achieved in terms of the cluster 

sizes, number density, and integrity of the evaporated SMMs. The evaporation of SMMs onto 

ultraclean CNTs will need more elaborate studies in future.

8.2. Outlook

The success of fabricating ultraclean CNT devices is important for studying the 

electrical properties of CNTs. In the future, the measurements could be performed on more 

samples to gain a better understanding of the SOI in both the electron (observed in this work) 

and hole regimes. Since the SO splitting depends on the chirality of the CNT, it is necessary 

to combine the transport measurements with the structure characterization of the CNT, as well 

as to compare the experimental results with the current theory and calculations. This study 

will enrich the understanding about SOI effect as well as other properties of CNTs in 

combination with previous works.
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Annex 1. Binary phase diagrams of C-Mo and C-Ru

(Supporting information for chapter 3)

A1.1. Phase diagram of C-Mo

Figure A1.1. Mo-C phase diagram [1]. There are three carbide formations at 32 at.%, 33.3

at.% (Mo2C) and 50 at.% (MoC) at temperature 1000 °C, respectively. The multiple 

intermediate Mo carbides prevent saturation state of C for CNT growth [2].

A1.2. Phase diagram of C-Ru

Figure A1.2. Ru-C phase diagram [3]. The carbon solubility of Ru is nearly zero at 

temperature 1000 °C. No Ru carbide formation has been observed.

MoCMo2C
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Annex 2. Spin-orbit coupling in Kondo regime of ultraclean CNT 

(Supporting information of chapter 6)

A2.1. Kondo ridges in different shells

Figure A2.1. Slices of cotunneling patterns in the center of different Coulomb diamonds. (a) 

N=1,5,9. (b) N=2,6,10. For N=1e, the SO coupling splits the Kondo ridge with the excited 

states at 0.34 meV.

A2.2. Determination the angle of B// with the tube axis

In the study of spin-orbit coupling in carbon nanotubes, apply of magnetic field is 

essential. While the parallel magnetic field B// with the CNT axis leads to a strongest splitting 

of Kondo ridges and co-tunneling patterns, the perpendicular one gives very small field effect. 

Figure A2.2 shows the angle dependence of 1e and 2e splitting at B = 0.4 T. We determine //

20° and 110°.
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Figure A2.2. Evolution of the differential conductance as a function of B applied angle and 

VSD. The B applied is fixed at 0.4T and VLG is fixed in middle of (a) 1st and (b) 2nd diamond,

respectively.

A2.3. Splitting of Kondo ridges in the second shell

The SO coupling is observed in the first shell of electron when the spin-orbit coupling 

energy SO BTK. In the second shell, the CNT-electrode contacts are more transparent at 

higher VLG leading to an increase of electron tunneling rate and hence the The spin-

orbit effect is less obvious in the second shell. 

Figure A2.3. Splitting of Kondo ridges with B// of the second shell.

(a) 1e, B=0.4T (b) 2e, B=0.4T

N=5 N=6
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