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Résumé

Cette these est consacrée a 1’étude de quelques propriétés mathématiques de deux modeles de pop-
ulation : le processus Fleming-Viot généralisé d’une part et le processus de branchement d’autre part.
Dans les deux cas, la population est composée d’une infinité d’individus, chacun étant caractérisé par un
type génétique. Au cours du temps les fréquences asymptotiques de ces types évoluent de facon aléa-
toire au travers d’événements de reproduction ol un individu tiré aléatoirement donne naissance a une
descendance portant le méme type génétique.

Mathématiquement ces deux modeles sont décrits par des processus aléatoires a valeurs mesures. Afin
de donner un sens a la généalogie de la population sous-jacente, plusieurs approches ont été proposées
au cours des quinze dernieres années. La contribution principale de cette thése consiste en I’unification
de deux constructions : la représentation lookdown définie par Peter Donnelly et Thomas Kurtz en 1999
et les flots stochastiques de ponts (ou de subordinateurs) introduits au début des années 2000 par Jean
Bertoin et Jean-Frangois Le Gall. Cette unification nécessite 1’introduction d’objets nouveaux (les Eves,
les flots stochastiques de partitions) et repose sur une étude fine des comportements asymptotiques des
deux modeles mentionnés précédemment.

En particulier, nous définissons la propriété d’Eve comme suit : si la fréquence asymptotique d’un type
génétique tend vers 1 lorsque ¢ devient grand alors la population descend asymptotiquement d’un seul
individu au temps initial, appelé ’Eve de la population. Dans le cas des processus de branchement
nous obtenons une condition nécessaire et suffisante sur le parametre du modele (aussi appelé mécan-
isme de branchement) qui assure que cette propriété d’Eve est vérifiée. Nous obtenons également une
classification complete de tous les autres comportements possibles. Dans le cas des processus Fleming-
Viot généralisés, nous obtenons une classification partielle des comportements possibles en fonction du
parametre du modele. Enfin, lorsque la propriété d’Eve est vérifiée, nous construisons de fagon trajecto-
rielle la représentation lookdown a partir d’un flot stochastique de ponts (ou de subordinateurs).

Nous présentons également une étude complete du processus de branchement explosif conditionné a la
non-explosion et faisons apparaitre une famille infinie de mesures quasi-stationnaires pour ce processus.
Finalement nous nous intéressons au processus des longueurs du coalescent de Kingman dynamique et
présentons une construction alternative a celle de Pfaffelhuber, Wakolbinger et Weisshaupt.



Abstract

This thesis focuses on mathematical properties of two population models, namely the generalised
Fleming-Viot process and the branching process. In both cases, the population is composed of infinitely
many individuals characterised by a genetic type. As time passes, the asymptotic frequencies of the
types within the population evolve stochastically through reproduction events where a uniformly chosen
individual gives birth to a progeny with the same genetic type.

Mathematically these two models are defined by measure-valued processes. In order to give a meaning
to the genealogy of the underlying population, several approaches have been proposed these last fifteen
years. One of the main contributions of this thesis is to unify two constructions: the lookdown repre-
sentation introduced by Peter Donnelly and Thomas Kurtz in 1999 and the stochastic flow of bridges (or
subordinators) introduced by Jean Bertoin and Jean-Frangois Le Gall in 2000. This unification relies on
the definition of new objects (the Eves, the stochastic flow of partitions) and necessitates a fine study of
the asymptotic behaviours of the two aforementioned population models.

In particular we define the Eve property as follows: if there is a genetic type whose asymptotic frequency
tends to 1 as ¢ becomes large then the population asymptotically descends from a single ancestor called
the Eve of the population. In the case of the branching process, we obtain a necessary and sufficient
condition on the branching mechanism ensuring the Eve property. We also provide a complete classifi-
cation of all the possible asymptotic behaviours according to the branching mechanism. In the case of
the generalised Fleming-Viot process, we obtain a partial classification of the possible asymptotic be-
haviours. Finally when the Eve property is fulfilled we present a pathwise construction of the lookdown
representation from a stochastic flow of bridges (or subordinators).

We also present a complete study of the explosive branching process conditioned to the non-explosion
and provide an infinite collection of quasi-stationary distributions for this conditioned process. Finally
we study the process of lengths of the evolving Kingman coalescent and propose an alternative construc-
tion to that of Pfaffelhuber, Wakolbinger and Weisshaupt.
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cHAPTER O

Introduction

In this thesis, we study two classes of measure-valued processes:
e The generalised Fleming-Viot processes.
e The measure-valued branching processes.

These objects describe the evolution of infinite populations and can be obtained as scaling limits of el-
ementary finite population models. In population genetics, one is naturally interested in tracking the
genealogy of the population backward in time. Although it could seem a simple matter, giving a mathe-
matical meaning to the genealogy of these measure-valued processes is not straightforward and has given
rise to several approaches. In the present work, we consider two constructions: the so-called lookdown
representation, introduced in 1999 by Peter Donnelly and Thomas Kurtz [24], and the stochastic flow of
subordinators (or bridges), defined in 2000-2003 by Jean Bertoin and Jean-Frangois Le Gall [12, 13].
We present a new framework that allows to unify these constructions. This framework relies on two
key objects: the sequence of so-called Eves, which is a relevant ordering of the atomic support of the
measure-valued processes, and the stochastic flow of partitions, which appears as the genealogical struc-
ture shared by both representations. These objects are interesting in their own right and motivate a fine
study of the asymptotic behaviour of the two classes of measure-valued processes. In the introduction,
this new framework is explained in detail and the main results are presented, sometimes in an informal
way. However we shall always provide precise references to the formal statements.

After this introduction, the thesis is composed of five chapters that we now briefly present:

Chapter | focuses on the asymptotic properties of the generalised Fleming-Viot process and presents
the coupling between the two representations. It corresponds to the article [52].

Chapter Il presents several properties of the measure-valued branching process together with the cou-
pling of the two representations in this case. This chapter forms the article [53] accepted for
publication in the Annales de I’Institut Henri Poincaré.

Chapter Il provides a classification of the asymptotic behaviours of the measure-valued branching
process normalised by its total mass. It has been taken from the article [25] written in collaboration
with Thomas Duquesne.

13



0 - Introduction

Chapter IV presents a complete study of the quasi-stationary distributions associated with an explosive
continuous-state branching process. It has been taken from the article [54] published in Electronic
Communications in Probability.

Chapter V proposes an alternative construction of the tree length process of the evolving Kingman
coalescent. The original construction is due to Pfaffelhuber, Wakolbinger and Weisshaupt [65].

Finally, an Appendix gathers additional results and some technical proofs.

1 Two classes of measure-valued processes

Two classes of measure-valued processes have received a particular interest for many years: the gen-
eralised Fleming-Viot processes, which can be seen as the infinite population limit of the Moran model
(see for instance Etheridge [29] and Fleming and Viot [32]); and the measure-valued branching pro-
cesses, that generalise one-dimensional branching processes. We will see that these two classes present a
lot of similarities, though the tools used to deal with them are different (duality for generalised Fleming-
Viot processes, Laplace transform for measure-valued branching processes).

We mention that more elaborate versions of these processes, where the type of each individual evolves
independently according to a Markov process, have been studied for many years (see Dawson [21],
Etheridge [30] or Le Gall [60]). In this work, we do not consider these elaborate versions.

Let us now introduce the basic framework for the definition of these measure-valued processes. We are
going to deal with populations of individuals that possess a type, assumed to be for simplicity a point in
[0, 1]. Although the population is uncountably infinite, we characterize its size by a positive real number.
Henceforth the population is described by a finite measure on [0, 1]: the mass given to any subinterval
[a,b] C [0, 1] corresponds to the size of the subpopulation whose types lie in [a, b]. The total mass of this
measure is then the size of the population. We denote by .#; the set of finite measures on [0, 1], and by
# the subset of probability measures on [0, 1].

1.1 Generalised Fleming-Viot processes

The generalised Fleming-Viot processes take values in . and are in duality with a famous class of
coalescent processes introduced by Pitman [66] and Sagitov [67], called A coalescents. Therefore, these
measure-valued processes are also called A Fleming-Viot.

Let A be a finite measure on [0, 1]. We start with a brief definition of the A coalescent. We denote by

P, the set of partitions of [n] := {1,2,...,n} forall n € NU {co}. The A coalescent is a Poo-valued
Markov process (II;,¢ > 0) with the following dynamics. For all n > 1 and all ¢ > 0, let HL”} be the
n]

restriction to P,, of I1;: if HE
at rate

has m € {2,...,n} blocks, then any % of them merge into a single block

Amk = / uF (1 — )™ Fu=2A(du)
[0,1]

forall k € {2,...,m}. One should think of a A coalescent as the genealogy of an infinite population:
blocks involved in a coalescence event can be interpreted as lineages finding their common ancestor
backward in time.

The A Fleming-Viot process is the corresponding forward-in-time population model.

DEFINITION 0.1.  (Informal) Let N be a Poisson point process on R x [0, 1] with intensity dt &
u=?A(du). The A Fleming-Viot process (ps,t > 0) can be constructed as follows:

e [nitially, the population is composed of a continuum of types: po(dzx) = dz.

14



1. Two classes of measure-valued processes

e At each jump (t,u) € N, choose a parent y according to the distribution p;_(.) just before the
Jjump, kill a fraction u of individuals uniformly chosen among the population and add a fraction u
of individuals with the same type as the parent:

pi(dx) = (1 — u)pi—(dz) + udy(dz)
This definition is informal and does not cover the case where A has an atom at 0. A rigorous definition

is given by the following martingale problem.

DEFINITION 0.2. (Bertoin-Le Gall [13]) The A Fleming-Viot process p = (p¢,t > 0) is an M-
valued Markov process completely characterised by the following martingale problem. For every integer
n > 1, let f be a continuous function on [0, 1|" and 1 be an element of .#,. Define

Gy(p) = / p(dey) ... p(dey) f(z1, ..., 2n)

[0,1]"
LG = Y An,k/[ ) ) (F (B i) = S )
0,1
PRS2
where R (x1, ..., Tp—k+1) = (Y1, -, Yn) With y; = Tmin k for all i € K and y;,i ¢ K are the values
T1y--- Tmin K—1; Tmin K+1, - - - s Tn—k-+1 i the same order:.
Then

Grlpt) —/0 LGy (ps)ds

is a martingale.

To prove that this martingale problem characterises the law of a Markov process, Bertoin and Le
Gall showed a duality relation between the one-dimensional marginals of the A Fleming-Viot and the A
coalescent, we refer to [13] for further details.

REMARK 0.3.  We will always assume that A({1}) = 0 to avoid trivial behaviours. Indeed, an
atom at 1 implies reproduction events involving all the individuals at once.

From now on, pg is the uniform measure on [0, 1] so that initially all the individuals have distinct
types. This implies, together with the definition, that the distribution of (p, ¢ > 0) is invariant under bi-
jections from [0, 1] onto [0, 1] that preserve the Lebesgue measure. Therefore, the associated distribution
function Fi(x) := p¢([0, x]) verifies for all ¢ > 0:

L] Ft(O) = O,Ft(l) =1.
e x — Fy(x) is non-decreasing.
e x — Fy(x) has exchangeable increments.

This makes F} a bridge in the sense of Kallenberg [47], and therefore ensures that p; has the following
form
pe(dr) = Y pul{ai})di, (d2) + (1= Y pul{ai}) ) da M
i>1 i>1

where (z;);>1 is a sequence of i.i.d. uniform[0, 1] r.v. Notice that this sequence can be finite. In Section
3 we will see how Bertoin and Le Gall exploited this fact to define the stochastic flow of bridges. We
now provide some important examples of A Fleming-Viot processes, that will be of use in the sequel.
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0 - Introduction

Kingman coalescent / standard Fleming-Viot. A(du) = Jo(du) corresponds to the celebrated stan-
dard Fleming-Viot process [32] whose genealogy is given by the Kingman coalescent [49], that is, the
coalescent where only two blocks merge at once.

Beta coalescent / Beta Fleming-Viot. Take for A the distribution of a Beta(2 — «, ) r.v. with a €
(0,2)
ulfoz<1 _ u)afl

T2 — o)) ™

A(du) =

These Beta(2 — o, ) Fleming-Viot are in duality with the Beta(2 — «, «) coalescents that have been
extensively studied, see [0, 7, 18] for instance.

Bolthausen-Sznitman coalescent. When A(du) = du, the A coalescent is called Bolthausen-Sznitman
coalescent. Notice that it corresponds to the Beta(2 — «, «) coalescent with o = 1. This object arose in
the mathematical physics literature, see in particular [4, 12, 19, 37].

Some contributions of this thesis.

Here are two results on the standard Fleming-Viot / Kingman coalescent. The first concerns the
number of atoms / blocks of these processes, the second focuses on the length of the evolving Kingman
coalescent.

Denote by #u (resp. #m) the number of atoms of a given measure 4 (resp. the number of blocks of
a given partition of integers 7). It is well-known that #p; and #II; are equal in law at any given time
t > 0, whenever p and II are a A Fleming-Viot process and a A coalescent.

THEOREM (cf TH A.1) Suppose that p is the standard Fleming-Viot process and (II;,t > 0) is a
Kingman coalescent. The processes (#p¢,t > 0) and (#11;,t > 0) have the same distribution.

We refer to Appendix A for a discussion on a similar identity for other measures A.

One can naturally associate a real tree to a Kingman coalescent. We denote by e-erased Kingman
coalescent the tree obtained after having erased a length € > 0 from each leaf. Note also that the evolv-
ing Kingman coalescent is a consistent collection of Kingman coalescents obtained from the lookdown
construction (see the next section).

THEOREM (cf TH V.2 AND V.3) The process of length of the evolving e-erased Kingman coalescent
can be suitably compensated so that it converges in the Skorohod’s topology as € | 0 toward a non-trivial
limit, which is the same as the one obtained by Pfaffelhuber, Wakolbinger and Weisshaupt in [05].

1.2 Measure-valued branching processes

We start with the definition of the continuous-state branching process (CSBP for short) introduced
by Jirina [46] and Lamperti [57]. A CSBP is a [0, oo]-valued Markov process that verifies the branching
property: for any two given initial values z, 2’ € [0, 00|, the process starting from x + 2’ has the same
distribution as the sum of two independent copies starting from 2 and z’ respectively. Such a process is
uniquely characterized by a so-called branching mechanism ¥, which is a convex function of the form

0.2

Vu >0, ¥(u)=~yu-+ ?uQ + /(0 )(e_h“ — 1+ hulg,cy) v(dh)
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1. Two classes of measure-valued processes

where v € R, ¢ > 0 and v is a measure on (0, co) such that f(O oo)(l A h?)v(dh) < oo. Observe that
W is the Laplace exponent of a spectrally positive Lévy process.
DEFINITION 0.4. A U-CSBP is a Markov process (Zi,t > 0) whose semigroup is characterized
by
Vt > 0,YA >0, E[e ™ |Z,] = e Zout)

where .
u(t,A) = A —/ U(u(s,\))ds, Yt >0,A>0
0

This semigroup is Feller so that the ¥-CSBP can be constructed as a r.v. on ID(]0, 00), [0, oc]). It is easy
to deduce from the definition that a CSBP admits two absorbing states, namely 0 and +oc. Hence we
introduce the lifetime of Z as the stopping time T := Ty A T, where

(Extinction) To = inf{t >0:Z; =0}
(Explosion) T := inf{t >0:7Z; =400}
We refer to [60, 62] or Chapter II Subsection 2.2 for further details on CSBPs. Let us now introduce the

measure-valued branching process (MVBP for short). In the setting of measure-valued processes, we say
that the branching property is verified if for any given m, m’ € .#}, the process starting from m + m/
has the same distribution as the sum of two independent copies starting from m and m' respectively. In
other terms, two disjoint subpopulations have independent and identically distributed (w.r.t. their initial
conditions) evolutions. Processes verifying the branching property can see their total mass explode in
finite time, therefore we need to define a point A that stands for all the infinite measures. The space
]f := My U{A} is endowed with the so-called Watanabe topology, see [77] or Chapter II Subsection
2.3 for further details.

DEFINITION 0.5. A Markov process (my,t > 0) taking values in % and such that

vf € B7(0,1)), B exp(~{mi, £))[mo] = exp ( — (mo,u(t, £())))
is called a measure-valued branching process associated with U (U-MVBP for short).

Recall that BT ([0, 1]) denotes the set of bounded Borel functions on [0, 1] with a strictly positive in-
fimum. Note that (A, f) = +oo. From now on, we assume that mg is the Lebesgue measure on
[0,1]. From the definition, we derive that the size (my([0,z]),¢ > 0) of the subpopulation [0, z], for
any x € [0, 1], is a W-CSBP starting from z. In particular, we denote by Z; := m([0,1]),¢ > 0 the
total-mass of m and we define the lifetime of m, say T, as the lifetime of Z.

Intuitively a W-MVBP is a coupling of an infinity of W-CSBPs, each of them starting from an initial
condition in [0, 1]. An important fact is that z — my ([0, z]) is a (possibly killed) subordinator with
Laplace exponent u(t, -), for every ¢ > 0. Using the Lévy-Khintchine formula, there exist a;, d; > 0 and
a measure wy verifying f(O,oo)(l A h)w(dh) < oo such that

VYA >0, u(t,\) = a; + di) +/ (1 — e ") wy(dh)
(0,00)

When a; is strictly positive, the W-CSBP has a positive probability to explode in finite time: we say
that the branching mechanism is non-conservative (see Grey [40] or Subsection 2.2 for a necessary and
sufficient condition on ¥ for being non-conservative). From the Lévy-Khintchine decomposition, we
deduce that m; (conditional on the event that it has not exploded yet) has the following form

my(dr) =Y my({z;})6,, (dz) + dy da 2)

i>1

17



0 - Introduction

where (z;);>1 is a sequence of i.i.d. uniform|0, 1] r.v. Observe the similarity with (1).

One should notice that our previous definition characterizes a unique Markov process: the semigroup is
completely characterized by the Laplace functional, see for instance Section 3.5 in [21]. This characteri-
zation from Laplace transforms is fundamentally different from that of A Fleming-Viot via a martingale
problem and involving duality. However, as it will be useful in the lookdown construction, we recall in
Appendix D a martingale problem that characterizes this Markov process. We end this subsection with a
selection of important examples.

Feller diffusion. When ¥ (u) = %2u2, the W-CSBP is called the Feller diffusion and we have

2)

vt > 0,A > 0.

a-stable branching mechanism, o« € (1,2). Take VU (u) = ku® with o € (1,2) and k£ > 0, then V is
the Laplace exponent of an a-stable Lévy process. In that case

kEa(a—1) B B
Wdh, ’)/—/[1700)hy<dh)7 c=0.

The associated W-CSBP is self-similar with index o« — 1 and we have

v(dh) =

u(t, ) = (AN + (o — Dkt) O ve> 0,0 > 0.
Neveu branching mechanism. Take ¥(u) = ulogu. In that case
v(dh) = h™2dh, y=1- / (Lipery — € Mh~tdh, o =0.

0,00)

This W-CSBP is due to Neveu and we have
w(t,\) =X, VE>0,A> 0.

a-stable branching mechanisms, o € (0,1). Take U(u) = —ku® with « € (0,1) and k£ > 0, then ¥
is the Laplace exponent of an a-stable Lévy process. In that case

_ ka(l —a) B B
l/(dh) = mdh, Y= /(\071)}1 I/(dh), o=0.

‘We have
1—-a)

ut, ) = (M + (1— k)" ve> 0,4 > 0.

Some contributions of this thesis.

The following lemma gives the formula of the drift term that appears in the Lévy-Khintchine decom-
position of u(¢,-): Silverstein proved in [72] that this drift equals 0 whenever W is of infinite variation
form(i.e. o > 0 or [ (0,1) hv(dh) = +00), but it seems that the expression of this drift in the finite
variation case does not appear in the literature.

LEMMA. (cf LEMMA III.2 OR PROP IV.3) When VU is the Laplace exponent of a Lévy process
with infinite variation paths, d; = 0. Otherwise, for all t > 0 we have

di = e Pt where D ==~ +/ hv(dh).
(0,1)
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1. Two classes of measure-valued processes

The next theorem is a complete description of the quasi-stationary distributions associated with CSBPs
that explode in finite time. We call quasi-stationary distribution (associated with the W-CSBP Z) a
probability measure i on (0, 0o) such that

Pu(Zt € -|T > 1) = p()

where [P, is the distribution on ID([0, 00), [0, oo]) of the W-CSBP with initial distribution /.

THEOREM (cf TH IV.1, IV.2 AND IV.3) Consider a branching mechanism VU such that T < oo
and 7t = oo almost surely and set

0 u
d(N) :—A ‘;l(u), YA >0

For any B > 0 there exists a unique quasi-stationary distribution 4 associated to the rate of decay f3.
This distribution is infinitely divisible and is characterized by

/ ps(dr)e™™ = e PPNy >0
(0,00)

Additionally, the following dichotomy holds true:
(i) ¥(+o0) € (—00,0). The limiting conditional distribution is given by

tli)m Pr(Ze € - | T > 1) = phanio, o0 (), Y2 € (0,00)

(il) ¥(+o00) = —o0. The limiting conditional distribution is trivial:
lim Py (Z; <a|T >t) =0, VYa,z € (0,00)
t—o00

However, under some regularity assumptions on U, there exists a function f such that 7./ f(t)
conditioned on non-explosion converges to a non-trivial limit.

Finally, in any case the Q-process associated with the U-CSBP is itself a CSBP with branching mecha-
nism
u +— Du.

This is the drift part of V as identified in the previous lemma.

We refer to Chapter IV for more details.

1.3 Classification of the behaviours

The specific forms (1) and (2) taken by p; and my are very close. Actually many connections have
been established between these two classes of measure-valued processes. We recall them briefly, and
then we present a classification that we develop in Chapters I and II.

Connection for stable processes. A well-known and beautiful result due to Birkner and al. [18] shows a
pathwise connection between «a-stable MVBPs and Beta(2 — «, ) Fleming-Viot processes. Consider a
U-MVBP m and let 7 : [0,T) — [0,00) be a random time change (adapted to the natural filtration of

m). Then the process
W7 —1(t)

P 0, 1]

is a A Fleming-Viot process if and only if we are in one the following cases
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(a) Feller diffusion / standard Fleming-Viot
t 52
W(w) = G, m(0)= [T ds, Mdu) = baldu)
0 s

(b) a-stable MVBP / Beta(2 — a, ) Fleming-Viot

U(u) = ku®, 7(t) = e —11)F(a) /Ot ngl, Ais aBeta(2 — a, a), with a € (1,2)
or
N ~1 b e . .
U(u) = —ku®, 7(t) = ka(a—l)F(a)/O Z; %ds, AisaBeta(2 — a,a), witha € (0,1)

(c) Neveu branching mechanism / Bolthauzen-Sznitman coalescent

U(u) =ulogu, 7(t)=t, A(du)=du

Connection for small populations. Consider a critical branching mechanism, that is, a branching mecha-
nism ¥ of the form

2
)= T u?+ / (e — 1 — hu) v(dh)
2 (0,00)

with o > 0 and f(o C>O)(h A h?*)v(dh) < oco. For every a > 0, let v(®) := v1(g,q) be the restriction of v

to (0, a) and 7% its pushforward through the contraction r — r/a so that u%(®) (du) is a finite measure
on (0,1). Therefore, one can consider the generalised Fleming-Viot process p(@ associated with the
measure u25(®) (du). Bertoin and Le Gall proved in [15] the following convergence

(@p'? ((0,a7 1)), ¢ > 0) = (Zy,t > 0)

at a—00

where Z is a U-CSBP starting from 1 and the convergence holds in ID([0, c0), [0, 00)).

Let us make the following simple comment. The process ¢ — @E“’([O, a~!]) makes both positive and
negative jumps. The latter are due to the constraint on the population size in the Fleming-Viot model and
form the major difference with the behaviour of a CSBP. The result of Bertoin and Le Gall shows that a

small subpopulation tends to feel less this constraint.

Connection for small times. Berestycki, Berestycki and Limic [5] constructed a coupling between a A
Fleming-Viot (when A({0}) = 0) and a ¥-MVBP where

U(u) = / (e —1 —hu)v(dh) and v(dh) := h=2A(dh),Yh € (0, 1).
(0.1)

They remarked that these two processes can be defined from a same Poisson point process in the look-
down representation (up to a random time change for the MVBP). For small times, this random time
change is close to the identity, and therefore, the two measure-valued processes are close. In particular,
this coupling gives a probabilistic explanation to the condition of Bertoin and Le Gall [15] for the coming
down from infinity of the A coalescent (see below).
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1. Two classes of measure-valued processes

A classification into four regimes. These three connections have been a source of motivation for a
systematic comparison of the two classes of measure-valued processes. In order to present the results in
a unified way, we adopt the notation v = 0,02 = A({0}) and v(dh) = h=2A(dh) along with T = oo in
the A Fleming-Viot case and so

() = AQOY 2 +/ (e7" — 1 — hu)h™2A(dh), Yu > 0.
2 (0.1)

For the MVBP, these quantities keep the same meaning. Recall the general form (1), (2) taken by p;, my:
itis composed of an atomic part and a Lebesgue part, that we now call dust component. Our classification
relies on the following two criteria:

a) The number of atoms for all ¢ € (0, T'): finite or infinite.

b) The dust component for all ¢ € (0, T): positive or null.

According to (v, o, ), we identify four regimes for the two classes of measure-valued processes:
e REGIME 1: v((0,1)) < oo and ¢ = 0.

* REGIME 2: ((0,1)) = o0, [,y hv(dh) < ocand o = 0.

e REGIME 3: f(o N hv(dh) = oo and [~ \I,d(’;) = 0.
o REGIME 4: [~ gits < co.

Each regime corresponds to a given behaviour in terms of our two criteria above.

REGIME 1 REGIME 2 | REGIME 3 [ REGIME 4
Finitely many events Infinitely many events
v((0,1)) <ocando =0 v((0,1)) =ocoro >0
Finite variation Infinite variation
f(o,1) hv(dh) < oo and 0 =0 f(O,l) hv(dh) = cooro > 0
No CDI CDI
0 du o0 du
J Sty =0 S W <0
AF-V # of atoms < o0 00 00 < 00
Dust v v
U-MVBP  # of atoms < o0 00 00 < 00
Dust v v

Let us make some comments on this table. We start with the A F-V. The condition for Finitely many
events | Infinitely many events is due to Freeman [35]: it ensures that the number of non-singleton blocks
in a A coalescent is finite / infinite in REGIME 1 / REGIME 2. The duality with A F-V ensures that
the same holds when considering the number of atoms of the A F-V instead of the number of blocks of
the A coalescent. Notice that Freeman’s proof relies on the representation through flows of bridges: we
propose another proof of this result based on the lookdown representation in Theorem B.1. The condition
for the split Finite variation / Infinite variation is due to Pitman [66]: it ensures that the A coalescent has
infinitely many / zero singleton blocks. Once again the duality ensures the presence / absence of a dust
component for the A F-V. The last condition on the No CDI / CDI is due to Bertoin and Le Gall [15] but
a former and equivalent condition was stated by Schweinsberg [69] as follows

i (Zn:(k: —1) <Z> An,k)_l < o0.

n=2 k=2
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Actually these two equivalent conditions determine whether the A coalescent has finitely many blocks
at time 0+ or infinitely many at any time, almost surely. This explains the denomination coming down
from infinity (CDI). By analogy, we say that the A Fleming-Viot comes down from infinity when it has
finitely many atoms (and no dust) immediately after time 0.

EXAMPLE 0.6. The standard and the Beta(2 — «, ) Fleming-Viot, with oo € (1,2), belong to
REGIME 4. The A Fleming-Viot associated to the Bolthausen-Sznitman coalescent is in REGIME 3.
Finally the Beta(2 — o, o) Fleming-Viot, with o € (0, 1), belongs to REGIME 2.

We turn our attention to the W-MVBP. The condition for Finitely many events / Infinitely many
events is proven in Theorem B.2. The condition for the split Finite variation / Infinite variation actually
determines whether the W-CSBP has finite or infinite variation paths. That it is a necessary and sufficient
condition for the presence of dust is a consequence of Proposition I'V.3. Finally the last condition for No
CDI / CDlI is due to Grey [40] and determines whether the W-CSBP has a positive probability of reaching
0 in finite time. When it does, it is elementary to check that the Lévy measure w; of u(t, -) has a finite
mass, and so, m; has finitely many atoms.

EXAMPLE 0.7. The Feller diffusion as well as the a-stable MVBPs, with o € (1,2), belong to
REGIME 4. The Neveu MVBP is in REGIME 3. Finally the a-stable MVBPs, with o € (0, 1), belong to
REGIME 2.

1.4 The Eves

In the previous subsection, we have described the measure p; (resp. my) at any given time ¢ € (0, T).
In particular, we have paid attention to its number of atoms. It is important to notice that, as time passes,
the atomic support does not ‘move’ but only evolves when an atom gets a positive mass or loses its mass.
To formalise this idea, we introduce the following notion.

DEFINITION 0.8. A point x € [0,1] is called ancestral type if there exists t € [0,T) such that
p¢({x}) > 0 (resp. my({z}) > 0).

An ancestral type 2 € [0, 1] is a genetic type carried by an ancestor with a significant progeny at a
given time. We characterize its emergence (the first time it has a strictly positive progeny) and its decay
(the last time it has a strictly positive progeny). Specifically, it emerges either immediately after time
0, in REGIMES 3 & 4; or at a strictly positive time, in REGIMES 1 & 2. Concerning the decay, it can
either never become extinct; or become extinct at a finite time d := sup{t > 0 : p;({z}) > 0} (resp.
d :=sup{t € [0, T) : m¢({x}) > 0}), this happens only in REGIME 4. We can now reinterpret the table
of the preceding subsection.

e REGIME 1. Finitely many ancestral types emerge on any compact interval of time so that the
atomic support at any time is finite. As time passes, the atomic support gets larger and larger since
none of the ancestral types become extinct in finite time.

e REGIME 2. The times at which ancestral types emerge are dense in (0, c0). The atomic support
"increases” as time passes, since here again, none of the ancestral types become extinct in finite
time.

e REGIME 3. The ancestral types emerge immediately after time 0 and do not become extinct in
finite time.

e REGIME 4. The ancestral types emerge also immediately after time 0. The difference with the
preceding regime is that infinitely many (all but one for the A Fleming-Viot / all but a Poisson
number with parameter the second root of W for the ¥-MVBP) become extinct in finite time.
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So far, we have only considered the number of ancestral types. It is natural to ask for a description of the
relative sizes of the progenies. We define the frequency at time ¢ > 0 of an ancestral type x as the quantity
p+({z}) (resp. my({z})/m¢([0,1])). Below we present a study of the behaviour of the frequencies when
t goes to T'. This will lead us to a crucial property in this thesis: we say that the Eve property is fulfilled
if there exists an ancestral type e whose frequency convergesto 1 as ¢t — T.

The A Fleming-Viot case.

THEOREM (Bertoin-Le Gall [13]) There exists a random variable e € [0, 1], uniformly distributed,
such that

pt({e}) — 1

t—o00
This point is called the primitive Eve of the population.
This result ensures that the Eve property is fulfilled by the A Fleming-Viot process, without condition
on A. Notice that e is an ancestral type according to our definition. To further the study, one would

like to have information on those individuals that do not descend from e. To that end, we propose a
generalisation of the primitive Eve of Bertoin and Le Gall.

DEFINITION 0.9. According to the regime of A, we introduce the Eves as follows:

Eves - persistent case. In REGIMES 1, 2 & 3, we say that the A Fleming-Viot admits an infinite se-
quence of Eves if there exists a collection (€');>1 of rv. such that almost surely for all i > 1

pe({e'})
p:([0, 1\ {el, ..., et"1}) e 1

Eves - extinction case. In REGIME 4, we say that the A Fleming-Viot admits an infinite sequence of
Eves if one can order the ancestral types by strictly decreasing extinction times, the sequence is
then denoted by (€');>1.

We now present results ensuring the existence / non-existence of the sequence of Eves.

THEOREM (cf TH 1.1) Suppose that:
e A isin REGIME 1, or
e A is in REGIME 2 and fulfils f[o N v(du)ulog 2 < oo

then the A Fleming-Viot does not admit an infinite sequence of Eves.

Let us comment briefly this result. In REGIME 1, we show that after a certain random time all the ele-
mentary reproduction events choose a parent with type e: as a consequence, no other ancestral type gets
an overwhelming progeny in the remaining population. In REGIME 2, we show that under the u log %
condition, the dust component is still large (the precise statement strongly relies on the lookdown rep-
resentation, we refer to Chapter I) so that one cannot identify a recursive sequence of Eves. When the
ulog % condition does not hold, we conjecture that, even if the dust component becomes negligible, no
ancestral type gets an overwhelming progeny, see Conjecture 1.35.

We turn to REGIME 3.

PROPOSITION (cf PROP 1.4) When A(du) = du, the A Fleming-Viot admits an infinite sequence
of Eves.
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Unfortunately the existence of this sequence of Eves for other measures in that regime remains an open
question, see Conjecture 1.36.

In REGIME 4, the definition of the Eves requires distinct extinction times. Consequently we introduce
the following event

E := {There exists ¢t > 0 s.t. at least two ancestral types become extinct simultaneously at time ¢}

On the complementary event, the ancestral types become extinct at distinct times and therefore, they
can be naturally ordered by decreasing extinction times. Conversely on E, the ancestral types cannot
be ordered by decreasing extinction times and therefore the A Fleming-Viot process does not admit an
infinite sequence of Eves.

THEOREM (cf TH 1.2) Consider REGIME 4. The event E is trivial, that is, P(E) € {0,1}. If
A({0}) > 0 or A(du) = f(u)du where f is a regularly varying function at 0+ with index 1 — o with
a € (1,2) then P(E) = 0 so that the A Fleming-Viot admits an infinite sequence of Eves.

We conjecture that P(E) = 0 in REGIME 4 without further condition on A, see Conjecture 1.37.

The U-MVBP case.
The Eve property can be rephrased in the branching setting as follows.

DEFINITION 0.10. We say that the branching mechanism V verifies the Eve property on the event
{Z1 = 0} (resp. {Z1 = +00}) if there exists a random variable e on [0, 1] such that

m ({e})

my ([0, 1)) T

almost surely on {Z1 = 0} (resp. {Z1 = +o00}). This point is called the primitive Eve.

As we will see, there exists a large class of branching mechanisms for which the Eve property is not
fulfilled. Therefore, one is naturally interested in the other possible behaviours of the ratio My(.) :=
my(.)/m¢([0, 1]) as ¢ — T. In collaboration with Thomas Duquesne, we have obtained a complete clas-
sification. First we have proved that M, := lim;_,7 M, exists almost surely, and that the convergence
holds for the total variation distance. Then we have a description of M, according to the branching
mechanism V: we rely on the following definitions. We call settlers the atoms of M., and dust its
continuous part with respect to Lebesgue measure. When M, has no dust, and the number of settlers is
almost surely 1, we say that M, verifies the Eve property. Finally we denote by ¢ the second root of W.

THEOREM (cf TH II1.2) We assume that V is a non-linear branching mechanism. Then the fol-
lowing holds true almost surely

(i) On the event A = {T <00}, M verifies the Eve property.
(ii) On the event B = {T=00; lim;_yoc Zy =00}

(ii-a) If ¥'(0+4)=—o0, then M, verifies the Eve property.

(ii-b) If ¥'(0+) € (—00,0) and q < 0o, M has no dust and finitely many settlers whose number,
under P( - |B), is distributed as a Poisson r.v. with mean q conditioned to be non zero.

(ii-c) If V'(0+) € (—00,0) and q = 0o, M, has no dust and infinitely many settlers that form a
dense subset of [0, 1].

(iii) On the event C = {T=o00; limy_, o, Z;=0}:
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(iii-a) If V is of infinite variation type, then M, verifies the Eve property.
(iii-b) If VU is of finite variation type, then the following holds true:

(iii-b-1) If v((0,1)) < oo, then My, has dust and finitely many settlers whose number, under
P(-|C), is distributed as a Poisson r.v. with mean f(o 00) e~y (dh).

(iii-b-2) If v((0,1)) =00 and f(o 1 v(dh) hlog1/h < oo, then M, has dust and infinitely many
settlers that form a dense subset of [0, 1].

(iii-b-3) Iff(o,l) v(dh) hlog1l/h = oo, then My, has no dust and infinitely many settlers that
form a dense subset of [0, 1].

Case (i) is relatively trivial: the extinction / explosion time has a density w.r.t. the Lebesgue measure so
that two independent W-CSBPs become extinct / explode at distinct times almost surely. Cases (ii-b) and
(ii-c) are rather intuitive: when the W-CSBP is super-critical with a finite mean, two independent copies
grow at comparable speeds. Cases (ii-a) and (iii-a) are perhaps the most surprising. Let us also comment
briefly the behaviour of the dust. First the dust component of M, is always the limit of the dust of M
when ¢ — T in other words, it cannot be the result of atoms becoming negligible at the infinite. Second,
observe that we have obtained a h log i condition for the existence of dust at the limit in case (iii-b): this
kind of condition appears regularly in the literature on branching processes [40, 64].

This result yields a necessary and sufficient condition on ¥ for the Eve property to hold, namely:
on {Zt = 0}, ¥ has to be of infinite variation type and on {Zt = oo}, ¥/(0+) has to be infinite.
Let us further the study of those Y-MVBPs fulfilling the Eve property: we introduce the counterpart of
Definition 0.9.

DEFINITION 0.11.  According to the regime of ¥, we introduce the Eves as follows:

Eves - persistent case. In REGIMES 1, 2 & 3, we say that the Y-MVBP admits an infinite sequence of

Eves if there exists a collection (€');>1 of r.v. such that almost surely for all i > 1

pi({e'})
p+([0,1]\{e!, ..., ei=1}) t?o 1

Eves - extinction case.  In REGIME 4 when W' (0+) > 0, we say that the ¥-MVBP admits an infinite
sequence of Eves if one can order the ancestral types by strictly decreasing extinction times, the
sequence is then denoted by (€');>1.

Eves - hybrid case.  In REGIME 4 when W' (0+) € [—00,0), we say that the U-MVBP admits an infinite
sequence of Eves if one can order the (finitely many) super-critical ancestral types according to the
first criterion and then the (infinitely many) sub-critical ancestral types according to the second
criterion, the sequence is then denoted by (e');>1.

Notice that we call super-critical those ancestral types whose frequency goes to infinity.

THEOREM (cf TH I1.5) Assume that U is conservative. If the Eve property holds then the ¥-MVBP
admits an infinite sequence of Eves.

The non-conservative case is different, we refer to Remark 11.24.
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Conclusion. Let us sum up the results exposed in this section. In the A Fleming-Viot case, the Eve
property is always fulfilled, but the infinite sequence of Eves does not always exist. In the U-MVBP
case, the Eve property is not always fulfilled. But when it is fulfilled (and when W is conservative), the
MVBP always admits an infinite sequence of Eves. Whereas we have a complete classification of the
asymptotic behaviours in the branching case, some questions remain open in the A Fleming-Viot case
(we refer to Chapter I Subsection 4.5 for conjectures): this asymmetry is mainly due to the powerful
log-Laplace identity which is missing in the latter case.

Let us also mention that the sequence of Eves, in both cases, verifies some nice properties: for
instance they are i.i.d. uniform[0, 1]. We will see later on that they have a profound meaning in the
lookdown representation.

2 A new formulation of Donnelly and Kurtz’s lookdown representation

The purpose of this section is to provide a new formulation of the celebrated lookdown representa-
tion of Donnelly and Kurtz [24]. Our presentation does not require previous familiarity with the original
article as all the arguments will be provided, but it will also shed a new light on this object. The novelty
is primarily due to the introduction of a stochastic flow of partitions encoding the so-called lookdown
graph. We also mention that Foucart has developed independently a very similar object for generalised
Fleming-Viot processes with immigration [34].

The lookdown construction focuses on neutral population models, that is, population models where
the genetic type of an individual does not modify its chances to reproduce or die. This property is funda-
mental as it allows to construct the genealogical structure regardless of the types carried by the lineages.
Although this construction is very general and applies to many objects, we will restrict ourselves to the
A Fleming-Viot and the V-MVBP.

We briefly present the objectives of the lookdown construction. Suppose we are given the population
size t — Z; (we set Z; = 1 in the A Fleming-Viot case for convenience). We want to define a countable
collection of random processes (&:(7),t > 0);>1 such that:

(i) The process t — (Z¢, &4(1), E(2), . ..) is Markov.

(ii) Atevery time ¢ > 0, the sequence (&¢(7));>1 admits a limiting empirical measure
1 n
Ei(dz) = lim Z; 0g, (3 (da)
=

(iii) The process (Z; - Z¢,t > 0) is a A Fleming-Viot process or a W-MVBP.

The collection (&:(2),¢ > 0);>1 should be understood as a particle system that discretizes a measure-
valued process. To define this particle system, we have to specify:

e The initial types (&0())i>1.
e The dynamics of the particle system.

Our presentation starts with the definition of the dynamics which is given by a stochastic flow of par-
titions. In a second part, we look at the main properties of this object and derive the exchangeability
property of (&:(¢))i>1, which is crucial in this construction. The third part is devoted to the identification
of the measure-valued process through a martingale problem.
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2. A new formulation of Donnelly and Kurtz’s lookdown representation

Notation. We denote by &, the set of partitions of N := {1,2,...}. The blocks of a partition = €
P are ordered by increasing values of their least elements so that (1) is the block containing 1, 7(2)
is the block containing the smallest integer not in 7(1) and so on. We set O) := {1},{2},... and
1o := {1,2,3,...}. Given 7,7’ € P, we define Coag(m, 7’) as the partition of N whose i-th block is
given by Ujc(;ym(j). Finally we define 7%, as the set of partitions with a unique non-singleton block.

2.1 The lookdown graph

Our presentation of the measure-valued processes showed that, although the population is a contin-
uum, there are at most a countable number of ancestors with a positive frequency. Henceforth, we are
going to deal with a countable collection of individuals. At any time each individual will be located at
a level taken to be an element of N: two distinct individuals are located at two distinct levels and each
level is occupied. The level of an individual is related to the future behaviour of its progeny: low levels
tend to carry individuals with large progenies. We set the notation (7, t) to designate the individual alive
at time ¢ and located at level <.

REMARK 0.12. We can already notice that this ordering relies on the future of the population, and
therefore the lookdown representation is not adapted to the filtration of the population model. This is a
fundamental difference with the stochastic flow of Bertoin and Le Gall.

For any pair of times s < ¢, we need to specify the genealogical relationships between the individuals
(i,8),i > 1 and (j,t),5 > 1. In our formalism, these relationships are encoded by a random partition
f[s,t of N: the progeny of (i,s) is specified by the block ﬁs,t(i) so that the integers j in this block
are in one-to-one correspondence with the individuals (j,¢) that descend from (i, s). Let us now explain
precisely how one constructs these partitions. First we notice that the population models we are interested

in prescribe only two kinds of elementary reproduction events:
e binary reproduction events, where a parent gives birth to two individuals before dying.

e multiple reproduction events, where a parent gives birth to an infinity of individuals before dying,
the children representing a strictly positive fraction of the population just after the birth.

Suppose that the individual (ig,¢—) is the parent of a multiple reproduction event at time ¢. At this
time ¢, the population is then divided into the descendants of (ip,t—), we call K the set of levels they
occupy, and the other individuals already alive at time t— whose levels have been possibly modified by
the reproduction event. The lookdown construction prescribes that K has to be of the form {ip < j; <
Jja < ...}: thatis, one child is located at the same level as his parent while all the other children are at
higher levels. Subsequently the individuals already alive at time {— are redistributed, keeping the same
order, on the remaining levels N\ K. Let us comment briefly the necessary form of K. Even if it should
be seen as an ad-hoc construction, it is possible to give an intuitive explanation in certain cases. Recall
that the level is related to the importance of the progeny. In the case where the progenies become extinct
in finite time (REGIME 4), the level of an individual is related to the extinction time of its progeny so
that, in our example, the extinction time of the progeny of (ig,¢—) is the supremum of the extinction
times of the progenies of its children. Consequently one child has to be located at level iy while all the
other children are at higher levels. A similar explanation holds when the sizes of the progenies are of
distinct asymptotic orders.

REMARK 0.13. Observe that the intuitive explanation we have given for the form taken by K
requires the existence of an infinite sequence of Eves for the measure-valued process. One can already
suspect a rigorous connection between our sequence of Eves and the lookdown representation.
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We denote by Zx the partition of N with a unique non singleton block K: if we order the blocks
by their least elements, this implies that Zx (ig) = K and for any j # ig, Zx(j) is a singleton. The
genealogical transition from time ¢— to time ¢ is completely described by the partition Z: the progeny
of i is given by the block Zk (ig) = K, while the progeny of j is the singleton Zx (j) for every j # iy.
Assume we are given the genealogical relationships ﬂ&t_ from time s to time t—. Then we have the
following identity: R X

I = Coag(Zx, ;) 3)

To show that (3) holds, observe that the descendants at time ¢ of (4, s) are the children at time ¢ of all the
individuals in II;; (7), which can be written formally

M) = |J Zx()

FEM ¢ (3)

In the particular case of a binary reproduction event, K has only two elements and (3) still holds. The
construction now boils down to generate a suitable (random) collection of partitions of the form Zk.

We introduce a random point process P on [0, T) x 22% which collects all the elementary reproduction
events. This point process is the union of two components:

e A binary part /\/bina,y, whose atoms are of the form (¢, I{m}) where 1 <17 < 7.

e A multiple collisions part N, Whose atoms are of the form (¢, Zx ) where K C N has a strictly
positive asymptotic frequency.

The point process P has to satisfy an important property: on any interval (s, ¢] and for any integer n € N,
the intersection of its projection on (s, t| x &2, with (s,t] x 22} has a (random) finite number of atoms,
let us call them

(tla Ql)a ey (tQ) Qq)

in the increasing order of their time coordinate. In terms of genealogy, this property ensures that the n
first levels undergo only finitely many elementary reproduction events on compact intervals of time. We
set

~

I

[s”} := Coag(04, Coag(og—1, . .., Coag(o2,01)-..))

]

which belongs to &Z,,. Obviously, the collection of partitions (ﬂLt is consistent and defines by an

)nEN
inductive limit a partition Il ; € &. In the case where s = ¢, we let Il ; := Ojoo]-
Extending this construction to all intervals (s, t], we get a collection Il .= (ﬂs,t7 0<s<t<T)that

we call stochastic flow of partitions. The term "flow" is due to the so-called cocycle property:

ﬂr,t = Coag(ﬁ&t, IL, ;) ass.

forevery r < s < tin [0, T). Actually this property holds for all triplets r < s < ¢ simultaneously with
probability one, see Subsection 2.2. To end the definition of the lookdown graph, we give the specific
intensities of M.y and N, upre-
A Fleming-Viot
Niinary 18 @ Poisson point process on R x &% with intensity measure
dt ® ( > A0) g, (.))

1<i<j
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2. A new formulation of Donnelly and Kurtz’s lookdown representation

where I{i, ) is the element of &% whose unique non-singleton block is {i, j}. Nmumple is a Poisson point
process on R x &% with intensity measure

dt ® /(071) Iz(-)v(de)

where 1, is the distribution of the random exchangeable partition with mass-partition (z,0,...) (we
refer to [9] or to Chapter II Subsection 2.1 for a reminder on the so-called paint-box distribution). Note
that these Poisson point processes are taken on the whole line R and not only on [0, 00) and that the
intensities are stationary in time. The following result is immediate.

A

THEOREM The collection of partitions (15, —o0o < s < t < 00) enjoys the following properties:
e Foreveryr <s<t, ﬂr,t = Coag(f[&t, 1:[,«73) a.s. (cocycle property).

° fls,t is an exchangeable random partition whose law only depends on t — s. Furthermore, for any
51 < 82 < ... < 8y the partitions 11s, ¢, 11, g5, . .., 11 are independent.

) tESn—1,8n

° ﬂo,o = Ojoo) and ﬁO,t — O[oo] in probability as t | 0, for the distance d .

Moreover the process (I1_; o,t > 0) is a A coalescent.

We call this object a A flow of partitions.

v-MVBP

Let Ny be a doubly stochastic Poisson point process on [0, T) x 2% with random intensity mea-

sure
2

dt@( > %51{1-,3-}('))

1<i<j

while M, is obtained from the point process

U {59}

{t>0:AZ:>0}

as follows. For each atom (¢, AZ—%t), let o, be a paint-box based on the mass-partition (AZ—?, 0,...). Then

Nmulliple = U { (t, Qt) }

{tZOZAZt >O}

Intuitively, this means that binary reproduction events occur at rate %—t, while each jump AZ, corresponds

to the birth of a fraction AZ%‘ of new individuals.

~

THEOREM (cf TH IL.1) The collection of partitions (11;;,0 < s < t < T), together with the
W-CSBP 7, satisfies

e Forall0 < s <t < T, f[s,t is distributed as a paint-box based on an independent subordinator
with Laplace exponent u(t — s, -) and restricted to [0, Zs).

e Forall0<r<s<t<T, a.s. ﬂr,t = Coag(ﬂ&t, ﬂm) (cocycle property).
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We call (I, 4,0 < s <t < T) a ¥ flow of partitions with underlying CSBP Z. This object is very
tractable to deal with convergences. We illustrate this fact with the following limit theorem.

THEOREM (cf TH I1.4) Consider a sequence of branching mechanisms (¥™),,,>1 and let 1™ be a
U™ flow of partitions. Suppose that

i) Forallu € Ry, ¥ (u) — U(u) as m — oo.
ii) The branching mechanism V satisfies the Eve property.
iii) U is not the Laplace exponent of a compound Poisson process.

then

(07t > 0) 1% (flgy,t > 0)

m—ro0

in ]D)(R+, yoo)

2.2 Limiting empirical measure and exchangeability

We consider a flow of partitions IT which is either related to A or ¥ as defined in the preceding
subsection. A crucial property of this genealogical structure is that for every s < ¢ the random partition
12.[3775 is exchangeable. Indeed for every n € N, the partition ﬂgnt} is obtained by coagulating a finite
number of exchangeable partitions: exchangeability then follows from classical arguments. A result due
to Kingman and de Finetti then ensures that II s,¢ has asymptotic frequencies almost surely: we denote by
|f[5t(z)| the asymptotic frequency of the i-th block, for every ¢ > 1. Actually we have a stronger result

for the flow of partitions.

THEOREM (cf PROP 1.15) With probability one, the following three properties are fulfilled:

i) (Cocycle property) for all triplets r < s < t we have

1ﬁ-[’r‘,t = Coag(ﬂs,t’ Hr s)

)

ii) (Regularity in (P, d»)) for every s < t we have the following convergences in (Poo,d )

hmﬂ t = hmf[ t = ﬂ +

cl0 s,t+€ el0 s+€, S,
lim Hs t—e — Hs t—
ENLO ) )
lim Hs—e,t = Hs—,t
el0

iii) (Regularity in frequencies) for every s < t the partitions ﬂs,t, ﬂ&t_, 12.[3_7,5 possess asymptotic fre-
quencies and whenever s < t we have the following convergences for every integer i > 1

13&)1 I e ()| = lﬁifrol Mores(i)] = [T (3)]
lim [Mly (D)) = [T (0)
lim [Tl (i)] = [T (i
Elﬁ]l‘ s—et (1)) [Tt (2)]

iv) Foreverys e Rt — > .o T, o14(3)| is cadlag on (0, 00).
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2. A new formulation of Donnelly and Kurtz’s lookdown representation

REMARK 0.14. We do not provide the proof of this result in the MVBP case, but it follows as an
easy adaptation of the A Fleming-Viot case.

REMARK 0.15. Partitions f[s,ﬂg and ﬂ&t, are well defined: they differ from ﬂs,t whenever f[s,ys
or II;_ i are non trivial, that is, whenever an elementary reproduction event occurs at time s or t.

This illustrates how the formalism of partitions is well-suited to state precise properties on the reg-
ularity of the genealogy. From now on, we will work on the event of probability one prescribed by the
preceding theorem. Observe that for every s € [0, T) the process

L Z |ﬂ8,s+t(i)‘

i>1

is non-decreasing and cadlag on (0, c0). In REGIMES 3 & 4, it jumps from 0 to 1 at time 0+, while in
REGIMES 1 & 2 it reaches 1 in infinite time.

Based on this genealogical structure, we define a measure-valued process. We assume that initially (7, 0)
has a given type &y(i) € [0, 1], for every ¢ > 1, and that it transmits its type to all his children. This
yields a particle system ¢ — (&;(7));>1 that fulfils the following identity:

Vi, j > 1, jeoui) = &(j) = &old).

From the regularity of the frequencies of the blocks, we deduce that the following map

0.7) 5 15 Zilde) i= 3 [Flo ()3 () + (1 = 3 [ ()] )

i>1 i>1

defines an ./ -valued process which is cadlag on (0, T) for the topology of the total variation distance'.

Notice that the continuity at 0+ does not hold in REGIMES 3 & 4, but we can show that it is almost
surely continuous at 0+ for the topology of the weak convergence of probability measures. Of course,
at any time t > 0 = is the limiting empirical measure of the exchangeable sequence (&:());>1 and we
recover the original definition by Donnelly and Kurtz [24] of the measure-valued process.

Observe that this definition of the measure-valued process allows to identify clearly the respective
roles played by the initial types and the genealogical structure. In particular the evolution of the frequen-
cies does not depend on the initial types.

REMARK 0.16. We have defined the measure-valued process (E,t € [0,T)) from time 0 in the
flow of partitions. Similarly we can define a measure-valued process (Zs¢,t € [s,T)) from time s in the
flow of partitions by setting

(s, T) 3t E(dz) == Z|Hst )]0, (1—Z|Hst )

1>1 1>1

if we are given a sequence of initial types (&5 5(1))i>1.

2.3 Martingale problem

Given a flow of partitions and a sequence of initial types at time 0, we have defined a measure-valued
process t — =;. The goal now is to identify the distribution of this process. An essential ingredient is
the following (the proof is postponed to Appendix C).

I"This regularity for the total variation distance is due to the fact that, in our setting, the individuals inherit the types of their
parent and do not undergo a spatial motion. The proof follows from the cadlag property of each frequency and the monotonicity
of the dust.
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THEOREM 0.1. Suppose that (&o(i))i>1 is an exchangeable sequence of rv. on [0,1]. Then at
any time t > 0 the sequence (&;(i));>1 is exchangeable and for any integer n > 1 and any bounded
measurable map f : [0,1]" — R we have

E f(at(l),...,at(n))|f55} :/[Ol]n flx, ... zn) Ee(day) - - - Ey(dan)

where ]:tz = is the o-field generated by the population size 7 and the process = up to time t.

REMARK 0.17. This result is stated in Theorem 4.1 of [24], but the proof does not seem to be
complete. Our formalism with partitions turns out to be appropriate to show such properties.

From now on, &y(7),7 > 1 is taken i.i.d. uniform[0, 1]. To identify the distribution of ¢ — Z; - =; we
prove that it solves a martingale problem for which uniqueness is known. Below, we provide the specific
arguments for the A Fleming-Viot as they are relatively easy. Those for the W-MVBP are postponed
to Appendix D. However in both cases, we follow the strategy of proof of Donnelly and Kurtz: first
we identify a martingale problem solved by the process (Z;, &:(1),...,&(n)). Then we translate this
martingale problem in terms of (Z; - Z;) thanks to Theorem 0.1 and for appropriate test functions. Finally
we remark that it is exactly the martingale problem that characterises the desired measure-valued process.

A Fleming-Viot

Let IT = (ﬁs,t, s < t) be a flow of partitions associated with the measure A as defined previously.
Let (&(7))i>1 be a sequence of i.i.d. uniform[0, 1] r.v. and (&:(2),¢ > 0);>1, (E¢,t > 0) be defined as
above.

Step 1. We define the bounded linear operator A, : C([0,1]™) — C([0, 1]"™) as follows. For any function
f € C([0,1]™) we set (recall the notation from Subsection 1.1)

Anf(xy,... xn) = Z Mg (F(RE (21, Tpgei1)) — f(@1, ..., @)
K C [n]
k= #K >2

It is a simple matter to check that (&(1),...,&(n);t > 0) is a continuous time Markov chain with
generator A, . Hence the process

t

F(&(1), ... &(n)) — /Anf(au(l),...,éu(n))du

0

is a martingale in the natural filtration F& of the particle system &. Since the sigma-field ]-'f“ contains
.FtE, we deduce that for every 0 < s < ¢ almost surely

E[f(ata),...,at(n)) — f(&s(1), ..., &s(n)) —/Anf(au(l),.--,ium))dUIff} =0

Step 2. We now prove that = verifies the martingale problem of Definition 0.2: recall the map Gy and
the operator L. From Theorem 0.1, we deduce that

G1(E0) = E[f(&(1), ... &4ln)) | FF]
Also, this theorem combined with a straightforward calculation entails
LG§(Eu) = E[Anf (Eu(1),. .., Eu(n)) | FZ], Vu >0
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3. Bertoin and Le Gall’'s stochastic flows

This ensures that
B[Gy(E0) - 6@ - [ 16/@) du| 7]
= E[BL (0 fl) [ ] 1), Eal)
_/:[E[Anf(&u(l), s Eu(n) | FEdul fsﬂ

= E[f(at(l)> . ,E,t(TL)) - f(((-,s(D?' ) Es(n)) _/ Anf(au(l)a . 7au<n))du ‘ ]:53:|

where we use Fubini theorem at the second equality. Consequently (Z;,¢ > 0) is a A Fleming-Viot pro-
cess, thanks to the uniqueness of the martingale problem obtained by Bertoin and Le Gall (see Subsection
1.1).

Conclusion. The lookdown representation allows to construct the A Fleming-Viot (resp. the ¥-MVBP)
along with its genealogy. Actually our reformulation provides explicitly the genealogy through the flow
of partitions. In the next section, we present an alternative representation.

3 Bertoin and Le Gall’'s stochastic flows

Bertoin and Le Gall introduced in a series of four papers [12, 13, 14, 15] a representation of Y-MVBP
and A Fleming-Viot processes using stochastic flows.
3.1 Stochastic flows of bridges

Recall that a bridge in the sense of Kallenberg [47] is a non-decreasing random process F' : [0, 1] —
[0, 1] such that F'(0) = 0, F/(1) = 1 and F has exchangeable increments. Kallenberg showed that there
exist a sequence (V;);> of i.i.d. uniform[0, 1] r.v. and an independent sequence a; > az > ... > 0 of
r.v. verifying > a; < 1 such that almost surely for all z € [0, 1]

F(z) =) ailg<my + x(l - Za’)

i>1 i>1

We have already encountered this object in the definition of the A Fleming-Viot process: we then re-
marked that  — p;([0, x]) is a bridge. This simple fact is the underlying idea for flows of bridges.

DEFINITION 0.18. (Bertoin-Le Gall [13]) A collection of r.v. (Fgt,—00 < s < t < 00) that
verifies:

o For every s < t, Fy; is a bridge whose law only depends on t — s. Furthermore, if t; < to <
... < tp, the bridges ¥y, 1,,...,Fy, _, +, are independent.

e Foreveryr < s < t, we have almost surely
F,; = Fs4 o Fy s (cocycle property)
e Foo=1Idand ¥o; — Id in probability as t | 0 in Skorohod’s topology.
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is called a stochastic flow of bridges. Additionally, if we define ps; as the probability measure on [0, 1]
whose distribution function is ¥ and if (pot,t > 0) is a A Fleming-Viot process, then the flow is said
associated to the measure A.

We postpone the construction of such flows to the next paragraph. We first examine some properties
of this object. Consider an independent sequence (U;);>1 of i.i.d. uniform[0, 1] r.v. and define for all
t > 0 the following random partition

I _ _
i~ F—tl,O(Ui) = F—%,O(Uj)

where F:tl’o is the right-continuous inverse of F_; o for every ¢ > 0. There is a one-to-one correspon-
dence between the jumps of F'_; o and the blocks of II; with positive asymptotic frequency. Additionally
IT; has dust iff F'_; o has a drift component. These two properties are consequences of the fact that II; is
a paint-box based on the mass-partition obtained from the jumps of F_; o (see [9] or Chapter II Subsec-
tion 2.1 for the definitions). Bertoin and Le Gall proved that the process (II;,¢ > 0) is an exchangeable
coalescent (or = coalescent), and in the particular case where the flow of bridges is associated to A, it is
a A coalescent.

To construct a flow of bridges associated to a given measure A, Bertoin and Le Gall first considered the
case where u~2A(du) is a finite measure before passing to the limit. We propose another construction
based on Kolmogorov’s extension theorem. However in any case, the trajectories of the flow do not have
much regularity properties.

Construction of flows of bridges. Fix an integer n > 1 and a sequence t; < t3 < ... < ty41. Denote
by IT a flow of partitions associated to the measure A. For each i € [n], consider the mass-partition
T4, 4,4, ¥ =1 (ai;)j>1 formed by the asymptotic frequencies of the blocks of II;, ., in the decreasing
order. Using an independent sequence (V; j);>1 of i.i.d. uniform[0, 1] r.v. we define the bridge Fy, ;
as follows. For all z € [0, 1], let

Fti’ti+1 (ZL’) = Z az’]l{‘/l,ysm} + x(l - Z aivj)

j21 j=21

41

Doing so for each 7 € [n], we get a collection of independent bridges Fy, ;, ., € [n] whose distribution
is the one expected. We need to verify the consistency of this law when n varies. To that end, we remark
that the ordered jumps of the bridge

Fioyts 0Fe ¢,

are equal in law to the asymptotic frequencies of the partition
Coag(Htg,t3 ’ Ht1 b2 )

This identity is a consequence of Corollary 1 in [13]. But since this last partition is distributed as ﬂt17t3,

we deduce that

(d)
Fiots 0F 1, = Fiy g

The consistency follows. Therefore, one can apply Kolmogorov’s extension theorem to deduce the exis-
tence of a stochastic flow of bridges associated to A.

Notice that a flow of bridges encodes much more than a single A Fleming-Viot process: it actually
couples an infinite collection (ps,t € [s,00))scr of such processes indexed by s € R.
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3. Bertoin and Le Gall’'s stochastic flows

3.2 Stochastic flows of subordinators
The idea is very close, but a major difference consists in the varying population size.

DEFINITION 0.19. (Bertoin-Le Gall [12]) A collection of rv. (Ss¢(a),0 < s < t,a > 0) that
verifies:

e Forevery0 < s <t, (Ss:(a),a > 0) is a subordinator with Laplace exponent u(t — s, -).

o Foreveryinteger p > 2 and 0 < t; < ... < 1, the subordinators Sy, ¢,, ..., 5S¢
dent and almost surely

b1ty AT€ indepen-

Sti.t,(a) =S¢, 11, ©... 084 1,(a), Ya > 0 (cocycle property)

e Foralla >0, (So(a),t > 0) is a V-CSBP started from a.

is called a stochastic flow of subordinators.

To prove the existence of such an object, Bertoin and Le Gall made use of Kolmogorov’s extension
theorem, we refer to Proposition 1 in [12] for details.
As we will be interested in an initial population [0, 1] at time 0, we introduce the Y-MVBP

mo ([0, x]) := So(z), Yz € [0,1]

lifetime T. Also, we let Z; := myg ([0, 1]). From now on, we will restrict our attention to the flow
(Sst(a),0 < s <t < T,0 < a < Z). This object defines a collection of W-MVBPs (mg,t €
[s,T)sc[o,T) €ach starting from a point s € [0, T):

This ¥-MVBP admits a cadlag modification, still denoted (mg¢, ¢ > 0), that allows to deal with its

m; ([0, z]) := Ss¢(x), Y € [0,Zs]

Note the analogy between the collection of A Fleming-Viot obtained from the flow of bridges, and this
collection of W-MVBPs obtained from the flow of subordinators.

Genealogical interpretation of stochastic flows. In both cases, the stochastic flows provide a notion of
genealogy for the underlying measure-valued process: the progeny of those individuals lying in [a, b] C
[0,1] at time O is given by ¢ — Fo+([a,b]) (and similarly with S). Moreover, for any 0 < s < t, the
cocycle property expresses the following consistency: the progeny at time ¢ of [a, b] is the union of all
the progenies at time ¢ of the descendants at time s of [a, b]. This representation through stochastic flows
does not provide explicitly a particle system, as the lookdown representation does. The goal of the next
section is to explain how one can read the lookdown representation from a stochastic flow.

A remark on the cocycle property. One should pay attention to the fact that, for both flows of bridges
and subordinators, the cocycle property is verified for each given triplet » < s < t almost surely, but
nothing ensures that it holds for all triplets with probability one. Indeed, the construction from Kol-
mogorov’s extension theorem does not provide such an almost sure result. However, this simultaneous
cocycle property is obtained in the particular case where v(du) is a finite measure thanks to a Poissonian
construction, see Section 5 in [13]. It is interesting to notice that the cocycle property is verified for all
triplets with probability one in the case of flows of partitions, see Subsection 2.2.
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4 Unification of two representations

Consider a flow of bridges F (resp. a flow of subordinators S) associated to A (resp. to ¥). Our
goal is to define, from any time s € R (resp. s € [0, T)), a lookdown process whose limiting empirical
measure is equal to (ps,t € [s,00)) (resp. to (m, ¢, t € [s,T) up to the population size Z). To that end,
we need to identify a sequence of initial types and a flow of partitions.

Assumption. From now on, A and W are such that the measure-valued process admits an infinite se-
quence of Eves (see Subsection 1.4). This requirement will be explained below.

At any time s € R, the A Fleming-Viot (p,¢,t € [s,00)) admits almost surely a sequence of Eves,
say (el);>1. Similarly, when s € [0, T), the W-MVBP (m;,t € [s, T)) that starts from the Lebesgue
measure on [0, Zs] admits almost surely a sequence of Eves, but for convenience, we normalise this
sequence by the total-mass Zs. Here again, we denote the Eves by (e);>1. In both cases they are i.i.d.
uniform[0, 1].

Since the flow fulfils a consistency property (the so-called cocycle property), it is natural to look at the
genealogical relationships between the Eves taken at different times. For every s < t we define the
random partition f[sﬂt by

{ ! j <= el and eg descend from a same ancestor at time s
The r.h.s. can be stated formally as Fs_t1 (e}) = Fs_tl(ei) for the A Fleming-Viot, and S;g(Zt el) =
Ss_t1 (Zy - e{ ) for the ¥-MVBP. It is a simple matter to check that the ancestor at time s of an Eve at time

t is necessarily itself an Eve. Additionally for each ¢ > 1, the ¢-th block ﬂsyt(z’) is the progeny at time ¢
of the i-th Eve ¢’ at time s.

THEOREM (cf TH 1.3 AND TH I1.6) The collection of partitions (Ily;, —co < 5 < t < o0)

(respectively (115 ;,0 < s <t < T))isa A (respectively V) flow of partitions.

Therefore, in both cases we have extracted a genealogical structure from the flow of bridges (resp.
subordinators). However, the lack of regularity of the latter (the cocycle property is not verified simul-
taneously by all triplets) prevents the flow of partitions to be itself regular. More precisely, nothing
ensures that with probability one the number of elementary reproduction events in the flow of partitions
restricted to [n] is finite on compact intervals of time and that the cocycle property holds for all triplets.
These regularity properties are necessary for the lookdown representation since it is a pathwise construc-
tion. Consequently we propose a regularisation procedure to show the existence of a modification of the
original flow of partitions that verifies the required properties. We refer to Chapter I Section 2.3 and
Proposition I1.30 for further details. From now on, we will deal with this regular modification.

We have identified a process of Eves s +— (e%);>1 and a stochastic flow of partitions IL. As explained
in Section 2, this is sufficient to define a lookdown process. From every time s, we introduce:

[5,T) 3 t > Egu(da) = 3 [[Lo(8)]6e; (da) + (1 -3 \ﬁs,t(i)oda@
i>1 i>1
Our main result is the following.

THEOREM (cf TH 1.4 AND 11.7) The lookdown construction based on the flow of partitions II

and the process of Eves s — (e,)i>1 allows to recover the flow of bridges (resp. subordinators). More
precisely, in the A Fleming-Viot case for every s € R almost surely

(Est,t € [5,00)) = (psy,t € [5,00))
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while in the V-MVBP case for every s € [0, T) almost surely
(Zt . Es’t,t S [S, T)) == (m&t,t S [8, T))

Additionally, this decomposition is unique in the following sense. Consider another flow of partitions I
and another process of initial types s — (Xs(i))i>1 and suppose that the lookdown construction based
on these objects allows to recover the flow of bridges (resp. subordinators) then:

e (Initial types) For each s, almost surely Vi > 1 x(i) = €.

o (Lookdown graph) Almost surely I = II.

The existence of an infinite sequence of Eves: a necessary condition for uniqueness. Consider a
measure A or a branching mechanism W such that the measure-valued process does not admit an infinite
sequence of Eves, and for the moment exclude REGIME 4 for A Fleming-Viot. Consider the lookdown
representation. We stress that there is no uniqueness of the initial types. Indeed, since the measure-
valued process does not admit an infinite sequence of Eves there exist two ancestral types x # y whose
progenies at the infinite are of comparable asymptotic. Necessarily  and y have to be two initial types in
the lookdown representation. Since their progenies are comparable at the infinite, « has both a positive
probability to be located above y and a positive probability to be located below .

We are now concerned with the uniqueness of the lookdown graph associated with the flow of measure-
valued processes. We start with the W-MVBP case. Assume that the Eve property is not fulfilled:
from Subsection 1.4 we know that T = oo a.s. Necessarily any such W-flow of partitions I enjoys
the following property: the number of elementary reproduction events on the time interval [0, T = o)
involving at least two levels among [n] is finite almost surely (otherwise the Eve property would be
fulfilled). The result stated in Theorem 0.1 can be applied to the entire interval [0, T = co) (the proof
only requires the finiteness of the number of elementary reproduction events restricted to [n] on [0, ¢])
and yields another flow of partitions I’ which allows to construct the same flow of U-MVBPs. As a
consequence there is no uniqueness of the lookdown graph.

We turn to the A Fleming-Viot. Consider first REGIME 1. The number of elementary reproduction events
involving at least two levels among [n] is infinite almost surely, therefore the preceding procedure cannot
be applied. However one can consider a restriction of this flow of partitions by removing the progeny of
the first level at time 0, that is, by removing ro,t(l) for all £ > 0. Once we have reindexed the integers in
the partitions, we get a new collection of partitions that verifies the cocycle property. For this collection
of partitions the number of elementary reproduction events involving at least two levels among [n] is
finite almost surely, and we can apply our procedure to construct another collection of partitions. The
non-uniqueness then follows. When the A Fleming-Viot is in REGIME 2 OR 3 and does not admits an
infinite sequence of Eves, one can adapt the preceding argument to show the non-uniqueness of the flow
of partitions.

Finally in REGIME 4 for the A Fleming-Viot, there does not exist an infinite sequence of Eves if the
process loses two ancestral types simultaneously. The question of uniqueness of the initial types and the
lookdown graph remains then open: however we conjecture that there does not exist such A Fleming-Viot
processes.

37



0 - Introduction

38



CHAPTER |

From flows of Lambda Fleming-Viot processes to lookdown processes
via flows of partitions

This chapter has been taken from the article [52].

1 Introduction

The A coalescent process (II;,¢ > 0) has been introduced by Pitman [66] and Sagitov [67]. This
is a Markov process with values in the set &, of partitions of N := {1,2...} whose distribution is
characterised by a finite measure A on [0, 1]. Let us describe briefly the dynamics of this process. Using
the consistency of the partitions, it suffices to define the dynamics of the restriction (HL"] ,t > 0) of the
process to the set &7, of partitions of [n] := {1,...,n}, forevery n > 1. If Hl[tn] has m blocks at a given
time ¢ > 0, then any k of them merge at rate

Ak = / 2*(1 — )" k272 A (dx) (1L1)
[0,1]

for every integer k € {2,...,m}. If we assume that Iy is the trivial partition O := {{1}, {2}, ...}
then the process (I1;, ¢ > 0) can be interpreted as the genealogy of an infinite population: each individual
is represented by an integer so that the coalescence of a collection of blocks corresponds to groups of
individuals finding their most recent common ancestor backward in time.

The A coalescent is in duality (see Lemma 5 of Bertoin and Le Gall [13]) with the so-called A Fleming-
Viot process which, on the contrary, describes the evolution forward in time of an infinite population.
This Markov process has been introduced by Bertoin and Le Gall [13], and implicitly by Donnelly and
Kurtz [24]. In this population model, each individual possesses a genetic type taken to be a real value
in [0, 1] so that the frequencies of the genetic types among the population are encoded by an element
of the set .#) of probability measures on [0, 1]. The A Fleming-Viot process is therefore an . -valued
process. It starts from the Lebesgue measure on [0, 1] and evolves through reproduction events that can
be informally described as follows. At rate v(dx) := 2~ 2A(dx) a parent (uniformly chosen among the
population) reproduces: a fraction x of individuals dies out and is replaced by individuals with the same
type as the parent. The duality with the A coalescent can be thought of as follows: each reproduction
event induces a coalescence event backward in time.

Although one can easily construct the A coalescent thanks to the consistency of the restrictions of the
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partitions, the construction of the A Fleming-Viot process is not trivial. The main objective of this
paper is to unify two constructions, namely the stochastic flow of bridges introduced by Bertoin and Le
Gall [13] and the lookdown representation of Donnelly and Kurtz [24]. This is achieved in three main
steps. First we propose a new formulation of the lookdown representation that relies on the introduction
of an object called the stochastic flow of partitions. Second we investigate the asymptotic behaviour of
the A Fleming-Viot process, and introduce the notion of Eves that generalise the primitive Eve of Bertoin
and Le Gall [13]. We stress that this study is interesting in its own right. Third, we use the Eves and the
stochastic flow of partitions to define the lookdown representation pathwise from the stochastic flow of
bridges.

1.1 The lookdown representation via the flow of partitions

In the lookdown representation introduced by Donnelly and Kurtz [24], the A Fleming-Viot process
is obtained as the process of empirical measures of a countable particle system (&;(i),t > 0),i > 1
which is called the lookdown process. The particle system is constructed in such a way that the n first
particles do not depend on all the other ones, for every n > 1. Let us describe the dynamics of the n
first particles for a given n > 1. Initially the particles start from a sequence of values called initial types
which are i.i.d. uniform[0, 1] r.v. Then to every subset K C {1,...,n} whose cardinality k¥ belongs
to {2,...,n} is associated an exponential clock with parameter A, ;. When this clock rings, the values
of the n first particles are updated as follows. All the particles indexed by ¢ € K take the type of the
particle indexed by min K, while the remaining particles indexed by 7 € [n]\ K take, in the same order,
the values of the particles indexed by {1,...,min K — 1, min K 4+ 1,...,n — k + 1}. These transitions
are called reproduction events and the particle indexed by min K is called the parent. The total transition
rate of the n first particles is equal to

A= <Z> A (1.2)

k=2

The consistency of the particle system comes from the fact that the n-th particle does never give its type
to one of the (n— 1) first particles so that the infinite collection of particles can be defined simultaneously.
This particle system admits a process of empirical measures which is a A Fleming-Viot process. We refer
to Subsection 2.1 for precise definitions.

The collection of reproduction events forms the so-called lookdown graph. It is well-known that this
object implicitly defines the genealogy of the particle system. However this has never been formalised.
One contribution of the present paper is to show that the lookdown graph can be encoded by a collection
of partitions of N := {1,2,...} that we call a stochastic flow of partitions and that gives an explicit
description of the genealogy of the lookdown process. To state the definition of this object, we introduce
some notation. The restriction of an element 7 € 2., to the set 2, is denoted 7™, We endow 2.,
with the distance d» defined as follows

dop(m, ') = 27" where i = sup{n > 1: = W/[n}}. 1.3)

We order the blocks of a partition 7 in the increasing order of their least element. We denote by 7(4) the
i-th block according to this ordering, and we define the asymptotic frequency of this block

()] = lim ~#{m(i) O [n]}

n—oo M

when this limit exists. For any partitions 7, 7/, we introduce the partition Coag(m, 7’) as follows. For
every i > 1, the i-th block of Coag(, 7’) is the union of the blocks () for j € 7'(i).
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DEFINITION L1. A stochastic flow of partitions is a collection II = (f[&t, —0 < s<t<o)of
partitions of N := {1,2, ...} such that:

o Foreveryr <s <t Il ; = Coag(f[si, f[rys) a.s. (cocycle property).

° ﬂs,t is an exchangeable random partition whose law only depends on t — s. Furthermore, for any
51 < 82 < ... < sy the partitions 11, s,, 1, 55, ..., 15, | 5. are independent.

o ﬂo,o = 0] = {{1}.{2},... } and ﬂ07t — O[] in probability as t | 0 for the distance d ».

Furthermore if the process (ﬁ,w, t > 0) is a A coalescent then we say that MisaA flow of partitions.

In Section 2 we show a correspondence between lookdown graphs and flows of partitions. This corre-
spondence allows us to propose a new formulation of the lookdown representation that we now present.
Let & = (&p(7),7 > 1) be a sequence of i.i.d. uniform|0, 1] r.v., referred to as the initial types, and let
IT be an independent A flow of partitions. For every ¢ > 0 and every i > 1, we let j be the index of the
block of TIy; that contains 7 and we set &;(i) = &(j). Then (&:(i),t > 0),i > 1 is a lookdown pro-
cess. Furthermore its process of empirical measures coincides almost surely with the .} -valued process
(So4(I1, &), t > 0) defined by

o4 (T1,&0) == Mo ()]0e ) + (1 = D Mo (8)]) £.

i>1 i>1

where £ stands for the Lebesgue measure on [0, 1]. Consequently (& +(IT, &), > 0) is a A Fleming-
Viot process. We refer to Subsection 2.3 for the simultaneous existence of the asymptotic frequencies of
the blocks at all times ¢ > 0.

Observe that the lookdown representation provides much information on the A Fleming-Viot process. In
particular, it shows that at any time ¢ > 0 the probability measure cg’o,t(ﬂ, &o) has an atomic component
and a Lebesgue component. When this Lebesgue component is not null, we say that the measure has
dust. Notice that this terminology comes from the theory of partitions of N: if the union of the singleton
blocks of T € £, admits a positive asymptotic frequency, we say that 7w has dust (see Section 2.1 in
Bertoin [9]).

1.2 The Eves

We shall assume that A({1}) = 0 to avoid trivial reproduction events where all individuals merge at
once in the A coalescent. For convenience, we introduce the following notation

U(u) = A({0})u? + /(0 1)(6_1:” — 1+ zu)v(dr), Yu>0 wherev(dz)=xz"2Aldz). (14)

Let p = (ps,t > 0) be a A Fleming-Viot process assumed to be cadlag for the weak convergence in .
(the semigroup is Feller). For the moment we do not assume that p has been obtained from the lookdown
representation. From the behaviour (recalled in Section 3) of the dust and the number of non-singleton
blocks in the A coalescent and thanks to the duality with the A coalescent, we are able to identify four
regimes for the A Fleming-Viot process.

PROPOSITION L2. We identify the following four regimes according to the measure A:
1. DISCRETE: v([0,1)) < co. For all t > 0, almost surely p; has dust and finitely many atoms.

2. INTENSIVE w. DUST: v([0,1)) = oo and f[o 1 zv(dzr) < oo. For all t > 0, almost surely p; has
dust and infinitely many atoms.

41



| - From flows of Lambda F-V to lookdown processes

3. INTENSIVE 00: f[o 1 zv(dz) = oo and [~ \I,d(i) = o0. Forallt > 0, almost surely p; has no dust

and infinitely many atoms.

4. CDIL: foo \Ild(qi) < oo. For allt > 0, almost surely p; has no dust and finitely many atoms.

This classification will be useful for the study of the asymptotic behaviour of the A Fleming-Viot process
that we now present. Bertoin and Le Gall [13] showed the existence of a r.v. e such that almost surely

pt({e}) — 1.

t—00

The r.v. e has a uniform distribution on [0, 1] and is called the primitive Eve of the population. It can
be interpreted as an ancestor whose progeny fixes in the population. In the present paper, we investigate
the existence of an infinite sequence of Eves ¢’,i > 1 that would generalise the primitive Eve in the
following sense: for every i > 1, the progeny of e’ is overwhelming among the population that does not
descend from e!, ..., e, The precise definition is given below.

DEFINITION L3. According to the regime of A, we introduce the Eves as follows:

Eves - persistent case.  In regimes DISCRETE, INTENSIVE w. DUST and INTENSIVE oo, we say that p
admits an infinite sequence of Eves if there exists a collection (€');>1 of points in [0, 1] such that

foreveryi > 1 |
pc({e'})
0 ([0, I\ fel, .. e 1]) i |

Eves - extinction case.  In regime CDI, we say that p admits an infinite sequence of Eves if one can
order the atoms by strictly decreasing extinction times, the sequence is then denoted by (€');>1.

In Proposition 1.21 we show that the event where p admits an infinite sequence of Eves is measur-
able in the sigma-field generated by p and that, on this event, the Eves are measurable. It is simple
to check that almost surely e! is well-defined and coincides with the primitive Eve. To determine the
existence of the whole sequence, we need to study the asymptotic properties of the A Fleming-Viot
process. The lookdown representation is particularly appropriate to that purpose. Indeed, suppose that
pr = éaoyt(ﬂ, &o),t > 0 where ILisa A flow of partitions and &g is an independent sequence of i.i.d.
uniform[0, 1] r.v., then if the A Fleming-Viot process (p¢, ¢ > 0) admits an infinite sequence of Eves then
necessarily e; = &y(7) for every 7 > 1, see Proposition 1.23. We now present our results on the existence
of the Eves.

THEOREM L.1. Suppose that A belongs to:
e Regime DISCRETE or
e Regime INTENSIVE w. DUST and fulfils the condition f[o T log %I/(d$) < 00

then almost surely the A Fleming-Viot process does not admit an infinite sequence of Eves.

Let us comment briefly this result. We rely on the lookdown representation. In regime DISCRETE, we
will prove that eventually all the reproduction events choose a parent with type &g(1) so that only the
frequency of the primitive Eve makes positive jumps. It is then easy to derive that the second initial type
&0(2) does not fix in the remaining population that does not descend from &((1). In regime INTENSIVE
w. DUST under the condition f[O,l) xlog %V(dl’) < oo, we will prove the almost sure existence of at least
one initial type, say &g(7) for a certain i > 2, whose frequency stays equal to 0 forever. Consequently the
i-th Eve does not exist. Notice that the z log % condition is fulfilled by all the Beta(2 — «, «v) coalescents
with a € (0,1). Let us mention that this = log% condition does also appear in a very similar context
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with continuous state branching processes, see [25].

In regime INTENSIVE oo, we have the following result.

PROPOSITION 1.4,  In regime INTENSIVE oo, when A(dx) = dx almost surely the A Fleming-Viot
process admits an infinite sequence of Eves.

This result strongly relies on the connection between the Bolthausen-Sznitman coalescent [12, 19] and
the Neveu continuous state branching process, see Subsection 4.3. The existence of the sequence of Eves
for other measures A in regime INTENSIVE oo remains an open question.

To study regime CDI, we rely again on the lookdown representation. Definition 1.3 and the remark
that follows the statement imply that the A Fleming-Viot process admits an infinite sequence of Eves if
and only if the initial types &0(2), £0(3), ... become extinct at distinct times almost surely. We call E the
event where at least two initial types become extinct simultaneously.

THEOREM L2. The event E has probability 0 or 1. When A({0}) > 0 or when A(dx) = f(x)dx
with f a regularly varying function at 0 with index 1 — o where « € (1,2), then E has probability 0 and
almost surely the A Fleming-Viot process admits an infinite sequence of Eves.

The regular variation condition on the density of A is verified by the well-studied class of Beta(2 — «, )
coalescents with « € (1,2). We refer to Subsection 4.5 for conjectures on the existence of the sequence
of Eves in the remaining cases.

1.3 The flow of bridges and the unification

Let us present another approach to construct the A Fleming-Viot process. An exchangeable bridge as
defined by Kallenberg [47] is a non-decreasing random process F' : [0, 1] — [0, 1] such that F'(0) = 0,
F(1) = 1, and F has exchangeable increments. Bertoin and Le Gall observed that the distribution
function of the A Fleming-Viot process taken at a given time ¢ > 0, say F}, is an exchangeable bridge.
Moreover for all 0 < s < t, F} has the same distribution as F}__ o Fs where F}_ is an independent copy
of F;_ and o stands for the composition operator of real-valued functions. This observation motivates
the following definition due to Bertoin and Le Gall [13].

DEFINITION LS. A flow of bridges is a collection F := (F;, —00 < s <t < 00) of bridges such
that :

e Foreveryr <s <t Fr.; =F,;0F, a.s. (cocycle property).

o The law of Vs s only depends ont — s. Furthermore, if s1 < 52 < ... < s,
the bridges ¥, o, Fgy s5,...,Fs, | s, are independent.

o Foo=1Idand ¥o; — Id in probability as t | 0 for the Skorohod’s topology.

Furthermore, if one denotes by ps ; the probability measure with distribution function ¥ s ; and if (pg ¢, t >
0) is a A Fleming-Viot process, then F is called a A flow of bridges.

Observe that the stationarity of the increments of the flow of bridges ensures that the distribution of
(ps,s+t,t > 0) does not depend on s € R. Consequently a A flow of bridges does not only construct one
A Fleming-Viot process, it actually couples an infinite collection of A Fleming-Viot processes indexed
by s € R.

We now present the main contribution of the present paper. Consider a measure A such that the A
Fleming-Viot process almost surely admits an infinite sequence of Eves. Notice that we do not restrict
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ourselves to the particular cases that we have identified in Proposition 1.4 and Theorem 1.2 and we only
assume that Definition 1.3 is verified. Let F be a A flow of bridges. For every s € R, consider a cadlag
modification of the A Fleming-Viot process that we still denote by (ps s4¢,t > 0) for simplicity. We let
es := (e!,i > 1) be the sequence of Eves of the A Fleming-Viot process (pss+¢,¢ > 0). The cocycle
property of the flow of bridges expresses the consistency of the collection of A Fleming-Viot processes,
it is therefore natural to look at the relationships between the Eves taken at different times. We introduce
the random partitions ﬂs,t of N by setting for every ¢ > 1

(i) = {5 >1: F;tl(eg') =el}.

where FS_,} is the cadlag inverse of F ;. This formula means that we put in a same block all the Eves at
time ¢ that descend from a same Eve at time s.

A~

THEOREM L3. The collection of partitions (111, —0o < s <t < 00) is a A flow of partitions.

From this A flow of partitions we can define a collection of measure-valued processes using the lookdown
representation. Fix s € R and introduce the .#-valued process (&% s1+(11, e5), ¢ > 0) by setting

gs,s+t(ﬁ>es) = Z |ﬁ8,s+t(i)|5eg + (1 - Z |ﬁS,s+t(i)D ¢, vt =>0.
i>1 i>1

Simple arguments show that e is a sequence of i.i.d. uniform[0, 1] r.v. which is independent of 1 so that
(&5,5+¢(1,e5),t > 0) is a A Fleming-Viot process. This leads us to the statement of our main result.

THEOREM L4. Suppose that the A Fleming-Viot process admits an infinite sequence of Eves. The
A flow of bridges is uniquely decomposed into two random objects: the flow of partitions and the Eves
process. More precisely, for all s € R almost surely

~

(gs,ert(Haes)’t Z 0) = (ps,s+tat Z 0)

Furthermore if we are given a A flow of partitions Il and for each s € R an independent sequence
Xs == (Xs(7),7¢ > 1) i.i.d. uniform|0, 1] such that almost surely (& s4+(1I',Xs),t > 0) = (ps 541, > 0)
then

)

e (Initial types) For all s € R, almost surely for every i > 1 x(i) = €.
e (Genealogy) Almost surely I = IL

This theorem shows that the A flow of partitions IT and the process of Eves (es, s € R) are sufficient to
recover the whole collection of A Fleming-Viot processes encoded by the flow of bridges. Furthermore
these two ingredients are unique. Notice that our construction actually defines a flow indexed by s € R
of lookdown processes.

2 Flows of partitions

We start this section with the original definition of the lookdown representation. Then we introduce
our formalism based on partitions of integers and show a one-to-one correspondence between lookdown
graphs and flows of partitions. Let us also mention that stochastic flows of partitions have been indepen-
dently introduced by Foucart [34] to define generalised Fleming-Viot processes with immigration.
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2.1 The lookdown representation

In the lookdown representation, the population is composed of a countable collection of individuals:
at any time each individual is located at a so-called level, taken to be an element of N. This induces at
any time an ordering of the population. At time O the individual located at level ¢ > 1 is called the i-th
ancestor, his type is denoted by &y(i) € [0, 1]. As time passes, reproduction events occur in which an
individual, called the parent, gives birth to a collection of children and dies out. Each child is necessarily
located at the same or a higher level than the parent and has the same type. All the individuals (except
the parent) that were alive before the reproduction event are then redistributed keeping the same order on
the levels that are not occupied by a child. The variable &;(7) is then defined as the type carried at time
t > 0 by the individual located at level 7 > 1. We now provide formal definitions.

We define S as the subset of {0, 1}°° whose elements have at least two coordinates equal to 1. For
every n > 2 we also introduce S,, as the subset of {0, 1}°° whose elements have at least two coordinates
equal to 1 among [n]. For a subset p of R X S, and an integer n > 2, let p|(5 4« s, be the intersection of
p with [s,t] x Sp,.

DEFINITION L6. A deterministic lookdown graph is a countable subset p of R X S such that for
alln € Nand all s < t, p|[s4)xs, has a finite number of points. To every point (t,v) € p we associate
the set I, == {i > 1:v(i) = 1}.

A deterministic lookdown graph should be seen as a collection of reproduction events (t,v) € R X Soo,
where ¢ denotes the reproduction time, min Iy , is the level of the parent and I; , is the set of levels that
participate to the reproduction event.

DEFINITION L7. Let p be a lookdown graph and &y = (&y(i),7 > 1) be a collection of values in
[0, 1]. The deterministic lookdown process constructed from p and &y is the particle system (&(i),t >
0),i > 1 defined as follows:

e The initial values are given by (§y(i),1 > 1)
)

e At any reproduction event (t,v) € p witht > 0 we have

{ ¢(1) = &—(min(ly,)) foreveryi € I,
(i) =& (i — (#{LoN[i]} —1)VO0)  foreveryi ¢ I,.

The transitions should be interpreted as follows. At level min(/¢,) is located the parent of the repro-
duction event, this individual dies at time ¢. At any level ¢ € I;, a new individual is born with the type
&t~ (min(l¢,)) of the parent. All the individuals alive at time ¢— except the parent are then redistributed,
keeping the same order, on those levels that do not belong to I; ,, (see Figure I.1). When v does not belong
to Sy, then & (i) = & (i) for every i € [n]. The finiteness of the set p[; s, forall s <t thus ensures
that the n first particles (& (i),¢ > 0),7 € [n] make only finitely many jumps on any compact interval
of time so that they are well-defined. Observe the consistency of the particle system when n varies: the
(n + 1)-th particle does not affect the n first. Consequently (&;(4),t > 0),7 > 1 is well-defined.

{.5)

We now explain how one randomises the previous objects so that the lookdown process admits al-
most surely a process of empirical measures that forms a A Fleming-Viot process. Let (€2,.7,P) be a
probability space and let P be a Poisson point process on R x Sy, with intensity measure dt ® (g + fip )-
The measures px and pp are defined by

pa(l) == /(0’1) ou()v(du) , pr(. 0) > s,() (1.6)

1<i<y
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oy
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Figure I.1: A lookdown graph. Each arrow corresponds to a reproduction event: the level carrying a dot repro-
duces on the levels carrying an ending arrow. For example, at time 1, level 2 reproduces on levels 5 and 7 while
former levels 5, 6 and 7 are pushed up to the next available levels.

The ancestor of the individual alive at time ¢3 at level 7 is given by A, (7) = 4.

The corresponding flow of partitions, restricted to [7], would be entirely defined by _the parti-
tions I, —p, = {{1},{2,5,7}, {3}, {4}, {6}}, l,—s, = {{1.2,4}, 3} {5}.{6}.{T}}, 1lsy—yy, =
{{1},{2,5},{3},{4},{6},{7}} and so on.

where for all u € (0, 1), 0y,(.) is the distribution on So of a sequence of i.i.d. Bernoulli random variables
with parameter v, and for all 1 <7 < j, s; ; is the element of S, that has only two coordinates equal
to 1: ¢ and j. The measure up corresponds to reproduction events involving a positive proportion of
individuals while px corresponds to reproduction events involving only two individuals at once.

DEFINITION L8. A lookdown graph associated with the measure A - or A lookdown graph in
short - is a Poisson point process P on R x Sy, with intensity measure dt @ (pug + pip)-

Using Formula (I.2) we easily get

(e + ) (52) =A0) (3 ) + L kZZQ (1) - =+ ) = a.

Basic properties of Poisson point processes ensure that P[5 s, 1s a Poisson point process on [s,t] X Sp
whose intensity has a total mass equal to (¢ — s)\,, < oo. Consequently for P-almost all w, P(w) is a
deterministic lookdown graph. Let &y = (&0(7),7 > 1) be an independent sequence of i.i.d. uniform[0, 1]
L.V.

DEFINITION L9. Applying Definition 1.7 to P(w) and &y(w) for P-almost all w € ), we get a
particle system (&(i),t > 0),i > 1 that we call the lookdown process associated to P and &,.

We let .7, be the set of probability measures on [0, 1] endowed with the topology of the weak conver-
gence.

THEOREM LS. (Donnelly-Kurtz [24]) P-almost surely the particle system (&(i),t > 0),7 > 1
admits a process of empirical measures

T
t— == lim 725&@).
=1

n—oo N, 4

This #1-valued process is a cadlag A Fleming-Viot process.
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2. Flows of partitions

This result is not stated in these terms in the article of Donnelly and Kurtz so that we provide some details
on the proof.

Proof Let us introduce for every n > 1, the process of empirical measures of the n first particles:

—m . 1
t— .ZEL ] = Zéit(l)
i=1

n y —

This process takes values in the space D(]0, 00), .# ) of cadlag .#-valued functions. Let fi, k > 1 be
a dense sequence of continuous functions on [0, 1]. Lemma 3.4 and 3.5 of Donnelly and Kurtz [24] show
that for every k£ > 1, almost surely the sequence of processes ( f[o,l] T (a:)EEn] (dr),t > 0),n>1lisa
Cauchy sequence in D(]0, 00), R) endowed with the norm:

du(X,Y):/ e tsupl A | X — Y| dt.
0,00) s<t

Although it is not separable, this space is complete. Subsequently using the distance

d(m,m’) := Z 27k (‘ o fr(z)m(dx) —

k>1

}fk(x)m’(da:)‘ A 1)

[0,1

that metrises the topology of the weak convergence on ., it is a simple matter to check that almost

surely (2;,¢ > 0),n > 1 is a Cauchy sequence in D([0, 00), .#, ) endowed with the norm:

d, (M, M) = / e tsupd(Mg, M) dt.
[0,00)  s<t
The sequence converges almost surely since the latter is a complete space. The identification of the
distribution of the limiting process can be carried out by comparing (modulo a simple calculation) the
expression of the generator obtained by Donnelly and Kurtz in Section 4 [24] with the expression of the
generator of the A Fleming-Viot process obtained by Bertoin and Le Gall in Theorem 3 [13]. |

2.2 Deterministic flows of partitions

We start with the definition of the deterministic flow of partitions. Then we prove a one-to-one cor-
respondence between the set of deterministic flows of partitions and the set of deterministic lookdown
graphs. Finally we show that the deterministic flow of partitions formalises the implicit genealogy en-
coded by a deterministic lookdown graph. A key role will be played by the coagulation operator. Recall
that for all 7,7’ € P, Coag(m,n’) is the element of Z, whose i-th block is equal to the union of
the 7(j)’s for j € 7'(i). We extend this notation to the case where 7,7’ € &2, by taking implicitly
Coag(m, ') as an element of &7, and using the same definition for its blocks.

DEFINITION L10. A deterministic flow of partitions is a collection T = (g4, —00 < s < t < 00)
of partitions of N that verifies:

e Forallr < s < t, we have 71,y = Coag(sy, Ty s) (cocycle property).
e foralls € R, 71y, = Ojoo) and the limit 1i%n TTr,s =: Ts— s exists and is either a partition with a
s
unique non-singleton block or Q[

o Forallt € R, 1<lIg . Ty,s exists and equals O (left regularity).
r<s
r.stt
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| - From flows of Lambda F-V to lookdown processes

e forall s € R, liin Tt exists and equals Q[ (right regularity).
tls

It is natural to call {(s,7s—s) : Ts—s # Ojsc)} the collection of the jumps of 7. For convenience, we
write this collection of jumps in a slightly different manner. To every partition 7,_ ¢ that differs from
Ojoc) WE associate the element vg of S, whose i-th coordinate is 1 if and only if ¢ belongs to the non-
singleton block of 75— 5. We then set J(7) := {(s,vs) : Ts— s # Oj]} for the collection of jumps of

~ [n]

7. Similarly for every n > 2, we set J,, () := {(s,vs) : 75 ¢ # Op) }. Notice that J(7) and J,,(7) are
subsets of R X S and R x &, respectively.

LEMMA L11. For every n > 1, the intersection of J,, (%) with any set of the form [s,t] X S,, has
finitely many points.

Proof Suppose that the intersection of .J,,(7) with the set [s, ] x S, has infinitely many points. Nec-
essarily these points accumulate near a certain point in [s, ¢]. For simplicity we assume that they accu-
mulate on the right of € [s,¢) and we let (r1,v1), (r2,v2), ... be a sequence of these points such that
r; § rasi — oo. Since 7, ,, converges to the partition with a unique non-singleton block equal to
{j >1:v,(j) =1} asu 1 r; and since v,, € S, there exists u € (r;41,7;) such that 7?1[7]“ # Opp)-

Therefore the cocycle property fry[&]rm = Coag(ﬁm«i, ﬁ,L:LJ]rlu) ensures that fr,[ﬂm # 0Op,)- Using the

cocycle property once again we get that fryﬂl # 0Ofy]- Taking the limit as ¢ — oo we deduce that the right
regularity at r is not verified. If we had assumed that the points accumulate on the left of a given point r
then the left regularity at » would have failed. |

We now make the connection between deterministic flows of partitions and deterministic lookdown
graphs.

PROPOSITION L.12. The map J that associates to a deterministic flow of partitions 7 the collec-
tion of its jumps J(7) is a bijection between the set of deterministic flows of partitions and the set of
deterministic lookdown graphs.

Proof Let 7 be a deterministic flow of partitions. One can write

J(7) = | Ju(®).

n>1

Hence the set on the left is a countable union of countable sets thanks to Lemma 1.11, so that it is itself
countable. Moreover Lemma I.11 shows that the intersection of J(7) with any set of the form [s, ] X S,,
has only finitely many points. Consequently J(7) is a deterministic lookdown graph.

Let p be deterministic lookdown graph. For every n > 1, we construct the restriction of 7 to &, as

follows. Fix s < t. If s = ¢, set ﬁgng = Qpy- If s < B, let (t1,v1),. .., (tg, vy) be the finite collection
of points in P, ¢ xs, ranked by increasing time coordinates. We define the map ¢y, : S, — & as
follows. For every v € S, ¢, (v) is the element of &, with a unique non-singleton block equal to

{i € [n] : v(i) = 1}. We then set

ﬁsnt} := Coag (qﬁn(vk), Coag ((bn(vk,l), ..., Coag(dn(va), on(v1)) ... ))

Our construction is consistent when 7 varies so that there exists a unique partition 7, ; whose restriction
to [n] is given by er”j, for all s < t. Let us now check that 7 is indeed a deterministic flow of partitions.
The cocycle property is a direct consequence of our definition with the coagulation operator. The finite-

ness of p|(s qxs, forevery s <t and every n > 1 ensures the existence of 75— s for all s € R along with
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2. Flows of partitions

the left and right regularity. The fact that 75 s is either O or a partition with a unique non-singleton
block is a consequence of the fact that we have only coagulated partitions with a unique non-singleton
block. Finally it is simple to check that J(7) = p. [

Let us now explain why the deterministic flow of partitions is relevant in our context. Let p be a determin-
istic lookdown graph. For any level 7 > 1 taken at a given time ¢ > 0, one can define its ancestral line by
tracing its genealogy backward in time until its ancestor at time 0. This ancestral line starts at j and stays
constant between two reproduction events. At a reproduction event, say (s,v) with s € (0, t], either the
ancestral line belongs to I, and then it jumps to min I, ,, or the ancestral line does not belong to I ,,.
In the latter case, the ancestral line jumps from its current position, say i, to i — (#{I;, N [i]} — 1) V0.
The value of the ancestral line at 0 is then the ancestor of level j at time ¢, we denote it by A:(j). We
refer to Figure 1.1 for an illustration of these ancestral lines.

Denote by J~! the inverse map of J and set # := J~!(p). The following lemma shows that 7 is the
genealogical structure implicitly encoded by p.

LEMMA L13. Foralli > landallt > 0, 71g (i) = {j > 1: A(j) = i}.

In other words, 7o (%) is the progeny at time ¢ of the i-th ancestor. This allows to state an alternative
definition of the lookdown process. Consider a sequence of initial types &g(7),7 > 1. Then it is simple
to check that the lookdown process of Definition 1.7 verifies and is characterised by

Vi,j > 1, i€ Tou(j) = &(i) = &o(d)-

Proof Fix n > 1. Let (s1,v1), (s2,v2),... be the elements of P|(0,00) xS, Tanked by increasing time

coordinates. From the definition of the map J, it is immediate to check that ¢ +— ﬁ([)t] only evolves at

times si,k > 1. Set s9 = 0. We prove by induction on £ that for every ¢ > 1, 71[ ] ( ) ={j € [n]:
Ag, (j) = i}. Atrank O this is trivial. Suppose that it holds at a certain rank £ — 1 > (). Atrank k, we set

Is[z},vk = {j € [n] : vg(j) = 1} and for every j € [n] we define b(j) by setting
b(j) = min IS[Z}% ifj e Is[zjvk , by)=j—- (#{Is[’;vk [1]} —1) VO otherwise.

Then the definition of the ancestral line immediately yields that Ay, (j) = A, _,(b(j)). Let m be the
partition of [n] whose blocks are given by {j € [n] : As,(j) = i},7 € [n]. From the formula above we
check that j and j are in a same block of 7 if and only if A,, , (b(j)) = As,_, (b(j")) which is equivalent
to saying (thanks to the induction hypothesis) that b(j) and b(j’) are in a same block of ﬁ([)ni . From
the very definition of er’,;‘L s, it is elementary to check that b(j) is the index of the block of TI'[n]

Sk—1,5k
containing j. Since ﬁ([)"ik = Coag(TrLk] LSk 77([] lk ,) we deduce that 7r[ ] . (i) = 7 and the induction is

complete. We have checked the asserted equality for the restrictions to [ | for any given n > 1. The
lemma follows. |

2.3 Stochastic flows of partitions

We now consider the stochastic flow of partitions of Definition I.1. We first propose a Poissonian
construction of this object and show that almost surely its trajectories are deterministic flows of partitions.
Consequently almost all the trajectories encode a deterministic lookdown graph and can be used to apply
the lookdown construction. Second we consider a stochastic flow of partitions not necessarily constructed
from a Poisson point process. Nothing ensures that almost all its trajectories are deterministic flows of
partitions. However we show the existence of a modification of this stochastic flow of partitions such that
almost all its trajectories are deterministic flow of partitions. The lookdown representation can therefore
be applied to the modification. We will need this result for the unification.
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| - From flows of Lambda F-V to lookdown processes

Poissonian construction

Let (2, F,P) be a probability space. Fix a finite measure A on [0, 1) and consider a A lookdown
graph P as introduced in Definition 1.8. Note that for P-a.a. w € €2, for all s < ¢ and all n > 1 the point
collection P (w))(s,]xs, has a finite number of points. Therefore we define for P-a.a. w the deterministic

flow of partitions II(w) by setting II(w) := J~1(P(w)).

PROPOSITION L1.14. The collection of partitions MisaA flow of partitions.

Proof The cocycle and continuity properties are verified for P-a.a. trajectories by construction. The
independence of the increments comes from the independence properties of Poisson point processes.
Finally the Poissonian construction of coalescent processes (see Section 4.2.3 of the book of Bertoin [9])

A~

ensures that (IT_; o,t > 0) is a A coalescent. [

The trajectories of the stochastic flow of partitions obtained from this Poisson point process are P-a.s. de-
terministic flows of partitions. Actually they enjoy several nice regularity properties as the following
result shows (the proof is postponed to Subsection 6.1).

PROPOSITION L.15.  On a same event of P-probability one, the following holds true:
i) The trajectories of II are deterministic flows of partitions.

ii) (Regularity in frequencies) For every s € R,t > 0 the partitions fl&s_,_t, fl&s_i_t_, ﬂ5_75+t possess
asymptotic frequencies and whenever t > 0 we have the following convergences for every integer

1>1
lm [T gyrae(i)| = Hm [Mopeape(i)] = [T pe(3)]
€l0 el0
m [ opr—e()] = Mospe(4)]
€l0
lim’ﬂs—e,s—f—t(i)’ = ’ﬂs—,s—&-t(i)’
el0

iii) Forevery s € R, t — Yo [T 44(i)| is cadlag on (0, 00).

Let & = (&o(7))i>1 be a sequence of i.i.d. uniform[0, 1] r.v. As remarked after Lemma I1.13, one can
construct the lookdown process associated with P and &g as follows.

DEFINITION L.16 (Second definition of the lookdown process.). The lookdown process associated
with T1 and &g is the unique collection of processes (&(i),t > 0),i > 1 such that for every integers
i, >1landallt >0 R

i€ oy(j) = &(i) = & ()

This process coincides with the lookdown process associated with P and &y of Definition 1.9.

The exchangeability of f[oﬂg and &y ensures that (&:(7));>1 is itself exchangeable (see for instance the
proof of Theorem 2.1 in [9]). The original formalism of the lookdown representation does not provide
such an immediate argument for the exchangeability. Now we set for all £ > 0

o =Y |Tos(d)[de,() + (1= [Moe(d)]) €

i>1 i>1

where ¢ is the Lebesgue measure on [0, 1]. This definition makes sense on the event of P-probability one
of Proposition I.15.
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PROPOSITION L17. The process (&y4(I1, &), t > 0) is a cadlag A Fleming-Viot process. It
coincides P-a.s. with the process of empirical measures of the lookdown process (&;(i),t > 0),i > 1
introduced in Theorem I.5.

REMARK L18.  The process (& (11, &), t > 0) is even cadlag for the total variation distance on
M.

Proof From Proposition 1.15, we know that P-a.s. (& (1T, &), > 0) is a cadlag .4} -valued process.
Moreover for all t > 0, P-a.s. & (11, &) coincides with the empirical measure of (&; (i), > 1) (see for
instance Lemma 2 of Foucart [34]). From Theorem 1.5, we know that the process of empirical measures
of the lookdown process is a cadlag A Fleming-Viot process. Since two cadlag processes that coincide
P-a.s. for all rational values, are P-a.s. equal, the almost sure equality follows. |

Regularisation

We now consider a A flow of partitions IT in the sense of Definition I.1. Observe that its trajectories
are not necessarily deterministic flows of partitions. Indeed, the cocycle property does not necessarily
hold simultaneously for all triplets 7 < s < ¢ on a same event of probability one. Hence the bijection .J

cannot be directly applied to obtain lookdown graphs. Below we prove the existence of a modification II
whose trajectories are genuine deterministic flows of partitions. The reason that motivates this technical
discussion is that we will identify in Section 5 a stochastic flow of partitions embedded into a flow of
bridges from which we will construct a lookdown process.

PROPOSITION L19. Ler Il be a A~ﬂ0w of partitions. There exists a collection of partitions 11 such
that for all s < t, almost surely f[s,t = f[s7t and such that on a same event Q. of probability one, all the

trajectories ﬁ(w) are deterministic flows of partitions.

Our strategy of proof is to restrict to the rational marginals of the flow of partitions IT, and to prove
that they verify the properties of a deterministic flow of partitions up to an event of probability zero.
Then, we take right and left limits on this object and prove that we recover a modification of the initial
flow. The proof is postponed to Subsection 6.2.

REMARK L20. From a stochastic flow of partitions, we have been able to define a regularised
modification. Note that this operation does not seem possible for a stochastic flow of bridges. Indeed,
a key argument in our proof relies on the continuity of the coagulation operator whereas this property
does not hold with the composition operator for bridges.

3 The Eves

We start with the classification into four regimes of the A Fleming-Viot process. In view of the proof
of Proposition 1.2, we recall some results of the literature on the behaviour of the A coalescent, we refer
to Pitman [66], Schweinsberg [69], Bertoin and Le Gall [15], Gnedin et al. [36] and Freeman [35] for the
proofs. Let (IT;,¢ > 0) be a A coalescent. We use the regimes introduced in the statement of Proposition
1.2 which are characterised in terms of the measure A. In regime DISCRETE, almost surely for all ¢ > 0
the partition IT; has dust and finitely many non-singleton blocks. In regime INTENSIVE w. DUST, almost
surely for all £ > 0 the partition II; has dust and infinitely many non-singleton blocks. In regime INTEN-
SIVE oo, almost surely for all ¢ > 0 the partition II; has no dust and infinitely many non-singleton blocks.
Finally in regime CDI, almost surely for all ¢ > 0 the partition II; has no dust and finitely many non-
singleton blocks. In the latter regime, we say that the A coalescent Comes Down from Infinity (CDI).
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Proof of Proposition 1.2. Let (p;,t > 0) be a A Fleming-Viot process. Fix t > 0. We know that p;
has the same distribution on .#] as the r.v. é"o,t(ﬁ, &o) defined in Subsection 2.3. By definition of the
measure & ¢ (f[, &o), the dust and the number of atoms of this random probability measure have the same
law as the dust and the number of non-singleton blocks of a A coalescent taken a time ¢. Using the results
on the A coalescent recalled above, we obtain the asserted classification. [ |

To study the existence of the Eves we need to deal with a regular version of the A Fleming-Viot
process. Let P be the distribution of the A Fleming-Viot process on the space D := D([0, 00), .#)) of
cadlag .#-valued functions endowed with the usual Skorohod’s topology. Recall that .#; is equipped
with the topology of the weak convergence of probability measures. We denote by Z(D) the Borel
sigma-field associated with D augmented with the P-null sets. Recall also from Proposition 1.17 that one
can get such a regular version of the A Fleming-Viot process using the lookdown representation.

PROPOSITION L.21. The set
O = {p € D : p admits an infinite sequence of Eves}
belongs to B(D). Moreover the map
DNO — [0,1"
p = (ei)izl
is measurable when [0, 1]V is endowed with the product sigma-field.

Proof We start with regimes DISCRETE, INTENSIVE w. DUST and INTENSIVE co. We set for any k,l,n > 1
and any € € (0, 1)

7j—1

O(k,e,l,n):= | J ﬂﬂ{ ([ 2; ;*i))> 1_6< pt([imggl’;z)))}

11,1 €[27] jE[K] t21
te@

which is clearly an element of (D). Subsequently we set

O(k)y= () lim lim O(keln).
c(0,1)NQ oo
The event O(k) is the event where the k first Eves exist. Then O = lim | O(k) so that O belongs to
% (D). The event {e! < 2} is then obtained by modifying the definition of O(1, ¢, 1, n) by restricting to
the 41’s which are smaller than inf{j € [2"] : 2 < j27"} and taking the union on n > 1 and the limit as
I — oo and € | 0. This can be easily generalised to prove the measurability of the whole sequence.

We now turn to regime CDI which is more involved. We rely on the following four claims.
Claim 1. The set

c—loep- vVt € QY , pt is a weighted sum of finitely many atoms
= - Vt,s € QF the atoms as time ¢ + s are a subset of the atoms at time .

belongs to A(D).

Claim 2. On the set C, for all ¢ > 0 the measure p; is a sum of finitely many atoms. Furthermore, for
every s € Q7 and every t > s the atoms of p; are necessarily atoms of ps.

Consequently on C' we can define #p; as the number of atoms of the measure p; for any given time
t > 0. Of course p — #p; is measurable from C to N.

52



3. The Eves

Claim 3. For every i > 2 and every p € C we define the following quantity 7; := inf{t > 0 : #p; <
i}. Then 7; is a #-stopping time where 7] := o(ps, s € [0, t]) augmented with the P-null sets.

Claim 4. The set

Vt € RY, pg is a weighted sum of finitely many atoms
C'={peD: Vtsc R* the atoms as time ¢ + s are a subset of the atoms at time ¢
t — #py is cadlag on (0, 00)

belongs to B(D).

The set O is the subset of C” where ¢ — #p; makes only jumps of size —1 so that it belongs to Z(D).
To end the proof of Proposition .21 in regime CDI we observe that on the event O, we have for every
x € [0,1]

=i =0 (U to: #00=1pu(05) =1})

teQ4

so that the measurability of e! is immediate. This can be generalised easily to prove the measurability of
the whole sequence.
Proof of Claim 1. Forevery t,s > 0andevery k > 1,m > 0,n > 1 let

cttmon= U Oo((5 ) o550 5) >0)

i1yl gm€ JEK]

11,...,1k4mare distinct
ij—1 i ' ij—1 ij\\
N {ellP50) > e[ 32)) =0

k<j<k+m

N {5 ) =eel['5 ) =0})

iE[Qn],i#i1,...,ik+m

which is obviously a measurable set. Then we have

C= ﬂ UU lim C(k,t,m,s,n).

t,s€Qt k>1m>0 "7

so that it is a Borel set of . Claim 1 is proved.

Proof of Claim 2. Fix t > 0 and let s € (0,¢) N Q. We restrict ourselves to p’s which belong to C'. We
know that for every ¢ > 0 such that ¢t + ¢ € Q the atoms of p;;. are atoms of p,. Let S be the union
of the atoms of p;4. when € varies. Necessarily .S is a finite set so that it is a closed set of [0, 1]. By the
right continuity of p we deduce that

p¢([0,1]\S) < UTIEIPHE([O, 1\S)=0

where implicitly € is taken such that ¢ + € belongs to Q. This ensures that p; is a sum of finitely many
atoms which are also atoms of ps. Claim 2 is proved.

Proof of Claim 3. If T; < t then there are two cases. Either at time ¢ the number of atoms is smaller than
i, this is a measurable event. Or at any time s € {t} U ((0, t)N (@) the number of atoms is larger than
or equal to 7 and there exists at least one time r € (0,¢)\Q such that #p, < i. Let us show that the
latter case is measurable. Fix m > 0 and consider the interval of time (s_, s4) on which for all rational
t € (s—,s4+) N Q the measure p; has m + i atoms. We call a1 < ... < ay,; these atoms. By the right
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continuity of p we know that ¢ — p¢({a1}),..., p¢t({am+i}) are cadlag processes on [s_, s..). For each
collection j1 < ... < jmy1 of m -+ 1 indices among [m + i], we introduce the hitting time of 0 € R™*!
by (s—,s4) 2 t — (p:({a;,}),...,pt({aj,..,})) which is a stopping time in the augmented filtration
. Then {1; < t} coincides P-a.s. with the union on m > 0 and on the j; < ... < j;,4+1’s of the event
where this hitting time belongs to (s_, sy ). The claim follows.

Proof of Claim 4. The set C" is the subset of C' where the times 7; are the infimum of the rational times
at which p has less than ¢ atoms. Therefore

c = ﬂ{n =inf{t € Q7 : #p; < z}}

i>2
and the claim follows. This ends the proof of the proposition. |

From now on, we rely on the lookdown representation to study the Eves. We consider a probability
space (2,.%,P) on which is defined a A flow of partitions IT arising from the Poissonian construction of
Subsection 2.3 and an independent sequence &g of i.i.d. uniform[0, 1] r.v. We then set p; := é"mt(ﬂ, &o)
for all ¢ > 0. Proposition 1.17 ensures that (p;, ¢ > 0) is a A Fleming-Viot IP-a.s. cadlag. The study of the
existence of the Eves in regime CDI requires a precise description of the behaviour of the A Fleming-Viot
process.

LEMMA L22.  In regime CDI we define for every i > 1 the rv. d(i) := inf{t > 0: TTo.+(4)| = 0}.
Then P-a.s. for every i > 1 we have d(i) = inf{t > 0 : Iy (i) = 0}. Consequently P-a.s.

o foreveryi>1,d(i) > d(i+1),

e foreveryi > 1, the block ﬁo,t(i) has a strictly positive frequency when t € (0,d(7)) and is empty
when t € [d(i), o),

e d(i)}0asi— oc.

Proof First observe the following deterministic fact. For any two partitions 7,7 € P, if ™ has n
blocks then Coag(7’, ) has at most n blocks. Recall that in regime CDI at any time ¢ > 0 the exchange-
able partition f[o,t has P-a.s. finitely many blocks that all have stricly positive asymptotic frequency.
Using these two observations, we easily get that P(C') = 1 where C'is the event introduced in Claim 1
of the proof of Proposition I.21.

We now prove that P(C’) = 1 where C” is the event introduced in Claim 4. For every i > 2 we de-
fine ¢; := inf{t € Q% : #p; < i}. AsP(C) = 1 we know that P-a.s. the sequence ¢;,i > 2 is
non-increasing. Since f[070 = O[] and P-as. for every ¢ € Q7 the partition ﬂoﬂg has a finite num-
ber of blocks which have positive asymptotic frequencies we deduce that [P-a.s. the sequence ¢;,¢ > 2
has no positive lower bound and thus converges to 0. For every ¢ > 2 and every ¢ € Q) we define
7i(€) := inf{t > € : #p; < i}. The right continuity of p and the P-a.s. finiteness of the number of atoms
on [, 00) entail that P-a.s. the measure p,, ) has less than i atoms. Furthermore the arguments in the
proof of Claim 3 above ensure that this is an J#-stopping time. Then Proposition 3.1 in Donnelly and
Kurtz [24] yields that the sequence (&, () (j));j>1 is exchangeable. Necessarily its empirical measure is
P-as. equal to p;, (). By de Finetti Theorem (see for instance p.103 in Bertoin [9]) conditionally on
Pr,(c) the sequence (&, (¢)(j));>1 is i.i.d. with distribution p, (). Therefore P-a.s. this sequence takes

its values in the set of atoms of p, ) and therefore ﬂo,n(e) has at most ¢ — 1 blocks. This together with

the exchangeability of f[o,t at any given time ¢ ensures the existence of an event 2* of [P-probability 1
on which II fulfils the regularity properties of Proposition 1.15, on which p € C and on which for all
t € Qf U{ri(e),i > 2,e € Q' } we have
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(a) #ﬂo,t = #p¢,
(b) [To+(5)| = pe({&0(4)}) is strictly positive i.f.f. j < #ITo.

We work deterministically on €2*. Fix ¢ > 2. There exists ¢ € Q7 such that ¢ < ¢;. Suppose that
7i(€) < g;. Then by (a) and (b) above and the deterministic fact at the beginning of the proof, we have
#p; < iforall t € [1;(€),00) which is in contradiction with the definition of ¢;. Therefore 7;(€¢) = ¢;
and for all ¢ € Q7 such that ¢ < e we have 7;(¢’) = g;. Since 7; = lim,( 7;(€) we deduce that 7; = ;.
Consequently P(C’) = 1.

Set 71 = oo. Notice that the right continuity of the asymptotic frequencies of the blocks ensures that
|f[0,d(,~) (7)] = 0. For every i > 1 the atom &((4) disappears at time d(7) and thus necessarily d(i) = 7
for a certain £ > 1. Let us that d(i) = 7; for every ¢ > 1. If d(1) < oo then properties (a) and (b) above
hold true for ¢ = d(1) and we deduce that #ﬂo,d(l) has no blocks which is not possible for a partition.
Consequently d(1) = co. We now prove by induction that d(i) = 7; < d(i — 1) for every ¢ > 2. Atrank
i = 2, we know that for all ¢ € (0,d(2)) we have p;({&o(j)} > 0 when j = 1,2 so that #p; > 2 and
T2 > d(2). Since pg(2)({&0(2)}) = 0 we deduce using property (b) above that 7o = d(2). As d(1) = oo,
the inequality d(2) < d(1) is trivially verified. Suppose now that d(j) = 7; forall j € [i — 1] withi > 2
being given. Necessarily d(i) < d(i — 1). Indeed if d(i) > d(i — 1) then pgi;_1)({&o(i)}) > 0 and
property (b) would yield that p;_1)({&0(¢ — 1)}) > 0 which is contradictory. Now observe that for all
t € (0,d(i)) we have p;({&0(j)}) > 0 for j € [i] so that #p; > i. Consequently d(z) is the first time
at which p has less than ¢ atoms. Hence d(i) = 7;. The induction is complete. We have shown that for
every ¢ > 1 on (0,d(7)) the asymptotic frequency of f[oi(i) is strictly positive and that f[oi(i) is empty
on [d(i), 00). Furthermore since d(i) = ¢; we know that the sequence d(i),¢ > 2 is non-increasing and
converges to 0. u

The following proposition justifies the use of the lookdown representation in the study of the Eves. Recall
that we are in the Eves - extinction case when the A Fleming-Viot process is in regime CDI and admits
an infinite sequence of Eves, while we are in the Eves - persistent case when the A Fleming-Viot process
is in any other regime and admits an infinite sequence of Eves.

PROPOSITION L23. Let (pt,t > 0) be a A Fleming-Viot process constructed with the lookdown
representation. Then P-a.s. &y(1) coincides with the primitive Eve of Bertoin and Le Gall. If we assume
that the A Fleming-Viot process P-a.s. admits an infinite sequence of Eves (¢',i > 1) then we have P-a.s.
foreveryi > 1, e = &q(i).

Proof Consider first the Eves - extinction case. By construction of p, we know that P-a.s. for all ¢ > 0

#11o 4

pr =Y [Mos(i)|0g, i)

i=1

where #7 denotes the number of blocks of a partition 7. The existence of the infinite sequence of Eves
ensures that P-a.s. for every ¢ > 1 we have d(i¢) > d(i + 1) where d(¢) has been introduced in Lemma
[.22. This lemma actually shows that the extinction time of &y(7) is equal to d(i). Consequently P-a.s.
for every i > 1 we have &g(i) = e’. Consider now the Eves - persistent case. For all t > 0, we denote
by a:(1) > a¢(2) > ... > 0 the masses of p; ranked in the decreasing order. We prove by induction on
1 > 1 that

RV . . T, (j
P € o) = () = Land Pas. i < [ Ll
T 2uk=1 11108
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| - From flows of Lambda F-V to lookdown processes

We start at rank ¢ = 1. From the definition of p, there is a one-to-one correspondence between the blocks
of Tlp,; with positive frequency and the masses of p;. The definition of e! entails that P-a.s. |TTo¢(1)]
converges to either 0 or 1 as t — oo and that a;(1) converges to 1 as ¢ — oo. The exchangeability of
the partition Ty ; implies that P(|TTo¢(1)| = a¢(1)|(as(k))x>1) = a¢(1). Consequently P(|TTo+(1)| =
as(1)) = 1 as t — oo by the dominated convergence theorem. This implies that P-a.s. |TIg¢(1)] — 1 as
t — oo. The claimed property is proved at rank 7 = 1. Assume that it holds at a given rank 7 — 1 > 1.
The existence of an infinite sequence of Eves yields that

—
1=30 0 a(j) oo

The one-to-one correspondence between the atoms of p; and the blocks of f[()ﬂj with positive frequency
along with the induction hypothesis and the existence of an infinite sequence of Eves imply that P-a.s.

Io,4(i)
1— 30 Toa())

converges to either 0 or 1 as ¢ — oo. The exchangeability of ﬂO,t entails that

A~ . . . . - - y . = at(Z)
[[D(|H07t(z)| = a;(i) | {Vj € [i — 1], Moz ()| = ar(j)}; (at(k))k2i> Ty al)

Using the dominated convergence theorem and the arguments above we deduce that P(ITg (i) = a;(i))

% goes to 1 as ¢ goes to infinity and the induction is
I_ijl HO,t(])

complete. Since for all i > 1, ps({&0(7)}) = |IIo(i)| we deduce from the convergence obtained by
induction and the uniqueness of the Eves that P-a.s. £q(7) = e'.

In the case where the A Fleming-Viot process does not admit an infinite sequence of Eves the arguments
above still hold for the primitive Eve. |

converges to 1. Henceforth P-a.s.

COROLLARY L24. Consider a cadlag A Fleming-Viot process that admits P-a.s. an infinite se-
quence of Eves (e',i > 1). Then the Eves are i.i.d. uniform|0,1] and are independent of the sequence

(pe({e'}),t > 0),i > 1.

Proof First assume that the A Fleming-Viot process is obtained via the lookdown representation. Since
(&0(i),7 > 1) is a sequence of i.i.d. uniform[0, 1] r.v. independent of IT and since for every i > 1,
(ps({e'}),t > 0) = (Ilg4(i),t > 0) then Proposition 1.23 ensures that the asserted result holds. Now
consider any cadlag A Fleming-Viot process (p¢,¢ > 0). Proposition 1.21 ensures that the Eves are
o(p)-measurable r.v. and therefore their distribution coincides with that obtained via the lookdown con-
struction. |

4 Results on the existence of the Eves

The goal of this section is to prove Theorem 1.1, Proposition 1.4 and Theorem I.2. We consider each
of the four regimes separately. Except for regime INTENSIVE co we rely on the lookdown representation
of the A Fleming-Viot process. Let (€2,.%,P) be a probability space on which is defined a A flow of
partitions arising from the Poissonian construction and an independent sequence &g of i.i.d. uniform[0, 1]
r.v. We set p; := &4(I1, &) for all £ > 0. We also rely on the lookdown process (&:(i),t > 0),7 > 1
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4. Results on the existence of the Eves

defined from IT and & according to Definition 1.16. Let us introduce some technical tools for later use.
We define the filtration R
Fi=0llps,0<s5<t), t>0 1.7)

associated to the flow of partitions. We augment this filtration with the P-null sets.

LEMMA L1.25. The process (ﬂ()’t, t > 0) is a P-valued Markov process with a Feller semigroup.

For any #;-stopping time T, conditionally given {T < oo} the process (11 1+, > 0) is independent of
F; and has the same distribution as (1o ¢, t > 0).

Proof The very definition of stochastic flows of partitions ensures that (ﬂO,t7 t > 0) is Markov with a
semigroup () defined as follows. For every m € &7, and every bounded measurable map f on &

Quf(m) = E| f(Coag(Tlo,, m))|.

Consider a bounded continuous map f. Since Coag is a bi-continuous operator (see Section 4.2 of
the book of Bertoin [9]), the dominated convergence theorem ensures that 7 — Q. f () is a bounded
continuous map. Since &, is a compact metric space, the map f is uniformly continuous. For every
e > 0, there exists n > 1 such that dp (7, 7') < 27" = |f(7w) — f(n")] < € where d» is the distance
introduced in Formula (I.3). Thus we get

sup Quf(r) — f(m)] < eP(If} = 04) +2 sup |£(m)|(1— P} = 0p) )
TEP o TEP o

Since ﬂ()’t — O[oq] in probability as ¢ | 0, the right member goes to € as ¢ | 0. This implies the Feller
property of (). Let 7 be an .%;-stopping time. Let A € .Z. Let fi,..., f, be p > 1 bounded continuous
maps on &,,. We want to prove that forevery 0 <t; < ... <%,

E[1al(rcoy filllerie) o fo(rrie,)] = E1alrcoyJE[f1(Tog,) - .- fp(oy, ).

We check the result for p = 1, since the general case can be treated similarly. For every integer n > 1,
let 7,, be the smallest real number of the form & /n which is strictly larger than 7. The right continuity of
the trajectories at the first line, the independence and stationarity of the increments of a flow of partitions
at the third and fourth lines ensure that

E[1alircoy fillrrin)] = Jim El1alircoo)fi (U E——)

= lim > E[at{e—1)m<r<isnp St Mifn/mae)]
>0

= lim > E[at{e—1)m<r<i/mp B T p/nre,)]
k>0

= E[lA 1{T<oo}]E[f1 (ﬁO,t1 )]

We also introduce the lowest level associated to an ancestor.

DEFINITION L.26.  Forall t > 0 and every i > 1, we set L;(i) := inf{j > 1: j € Ty (i)} where
inf () = oo by convention. The r.v. L(i) is the lowest level at time t that belongs to the progeny of the
i-th ancestor.

In regime CDI and from Lemma 1.22 we know that P-a.s. for every ¢ > 1 the r.v. L:(i) < oo when
t € [0,d(7)) while L;(i) = oo when t € [d(i), 00).
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| - From flows of Lambda F-V to lookdown processes

LEMMA L1.27. Let 7 be a deterministic partition with a unique non-singleton block whose index is
k > 1. Assume that 7(k) admits an asymptotic frequency, say u € (0,1]. Then for any exchangeable
random partition 7' almost surely the partition Coag(m, ') admits asymptotic frequencies and we have

Vi 1, | Coag(m,w)(0)] = [« ()| (1 — u) + Lpen oy

Proof Lemma 4.6 in the book of Bertoin [9] ensures that Coag(, 7’) admits asymptotic frequencies
almost surely, we only need to prove the asserted formula on the these frequencies. Let y(n) := min 7 (n)
be the smallest integer in the n-th block of 7. Since 7 has an infinite number of blocks, v(n) goes to
infinity as n tends to infinity. Observe that

n > 1, (n) - (#{x(k) N )]} - 1) VO =n.

We thus get that n/~(n) goes to 1 —u as n goes to infinity. From the definition of the coagulation operator
for every i > 1if k € 7'(i) then the block Coag(m, 7")(4) contains the elements in (k) together with
the images through  of the elements in 7/(¢) while if k ¢ 7/(7) then the block Coag (7, ) (i) contains
only the images through ~ of the elements in 7’(7). Therefore we get for every n > k

#( Coag(m, 7)) ()]) = #(7'() N ) + ey (#(x (k) N () ~ 1)

Since the blocks of 7/ have asymptotic frequencies almost surely and since n/v(n) — 1 — u we get the
asserted equality of the lemma by dividing both members of the above formula by -y(n) and taking the
limit as n — oo. |

4.1 Regime DISCRETE

Recall from Proposition 1.23 that the primitive Eve e of Bertoin and Le Gall is almost surely equal
to &£o(1). Consider the process ¢t — p¢(]0, 1]\{&o(1)}). Theorem 4 of Bertoin and Le Gall [13] shows
that this process is Markov with a Feller semigroup. Since we have constructed p with the lookdown
representation, ¢ — p¢([0, 1]\{&x(1)}) evolves at the reproduction events of the lookdown process. In
regime DISCRETE, these reproduction events are finitely many on any compact interval of time. Therefore
we can enumerate {(s, I,_ ;) : s > 0, T, , # O[sc] } by increasing time coordinates, say (¢;,7;),7 > 1.
For each partition m;, we let u; be the asymptotic frequency of its unique non-singleton block (these
asymptotic frequencies are well-defined on a same event of probability one, see the proof of Proposition
I.15). From Formula (I.6) we deduce that the w;’s are i.i.d. with distribution v(du)/v([0,1)). We work
with the collection (;,u;),i > 1. We then set X := 1 and for every i > 1, X; := p¢, ([0, 1]\{&0(1)}).
From the above arguments, we deduce that (X;,7 > 0) is a Markov chain. Let us denote by Q, the
distribution of this Markov chain when it starts from « € (0, 1]. The following lemma provides the
transition probabilities of this chain.

LEMMA L1.28. Fix x € (0, 1] and let u be a rv. with law v(du)/v([0,1)). Under Q, the rv. X is
distributed as follows:

X, — {(1 —u)x with probability u + (1 — z)(1 — u) 18)

1 —w)x+u with probability (1 — ).

Proof We use the lookdown representation and work under measure PP in the proof. Fix 7 > 1. We have
P-as. Xy, = 1 — |Ipy,(1)] and Iy, = Coag(m;,Ilpy, ,). Let K be the index of the non-singleton
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4. Results on the existence of the Eves

block of ;. Lemma L.27 entails that P-a.s. if K € Ty, (1) then |TTo 4, (1)] = [TTo.s,_, (1)|(1 — ug) 4 u;
while if K ¢ Tlo, (1) then [TIo, (1)] = |TTo,,_, (1)|(1 — u;). Therefore

]P)(Xz = Xi,1(1 — uz) |ui,Xi,1) = P(K S ﬁ07t171(1) |ui,Xi,1)
P(X; = Xi1 (1 — wi) + ui | ug, Xi1) = PK ¢ Moy, (1) | s, Xio1)

Observe that P-a.s. {K € Iloy, (1)} = {&:,_,(K) = &(1)}. Since u; has law v/(du)/v([0,1)) and is
independent from X;_1, the proof boils down to determining P(&;, , (K) = &o(1) | u;, Xi—1). Since 7;
is an exchangeable random partition independent of the lookdown process up to time ¢;_; and since u;
is the asymptotic frequency of its unique non-singleton block, we have for all £ > 1

P(K =k ’ (E’ti—l(.j))jZLUi) = (1 — Ui)k_lui.

On the event where ' = 1 the parent of the reproduction event is of type &;, ,(1). Recall that &;, (1) =
&o(1) since the first particle of the lookdown process is constant. On the event where K = k > 2 the
parent of the reproduction event is of type &, _, (k). Proposition 3.1 of Donnelly and Kurtz [24] ensures
that (&, ,(j),j > 1) is an exchangeable sequence of r.v. Its empirical measure is P-a.s. equal to py, ;.
Consequently

Vk Z 2, ]P)(tt_,tlil(k‘) = ‘it¢,1(1) |ui,Xi,1) =1- Xifl-

Therefore we get

P(&ti—l(K) = ‘EO(l) ’uivxifl) = ZP(K = k|(£ti71(j))j21’ui) P(Eti71(k‘) = &ti71(1)|uiin*1)
k=1
= U + (1 - Xl_l)(l - ul)

This ends the proof of the lemma. |

PROPOSITION L.29. There exists a random time T' > 0 after which P-a.s. the process t +—
p:({&0(1)}) makes only positive jumps. In other terms, eventually all the reproduction events choose
a parent of type &o(1).

Proof We work on (Q2,.%#,P). We introduce the random variables 7y := inf{i > 0 : X; < 1/2} and for
eachn > 0,7, :=inf{i > 7, : X; — X;_1 > 0} and 7,1 := inf{i > r, : X; < 1/2}. We use the
convention inf () = co. In words, 79 is the first time the process X hits (0,1/2) and r is the first time
after 7y the process X makes a positive jump. Recursively 7,41 is the first time after r, the process X hits
again (0,1/2), and r,,1; is the time of the next positive jump. Set 7, := o(X;,0 < i < k). Recall that
the objective is to prove that P-a.s. X eventually makes only negative jumps. The proof of the proposition
therefore boils down to showing that P-a.s. the sequence (7, )n>0 eventually equals +oco. The transition
probabilities of the chain entail that  — Q, (X makes only negative jumps) is decreasing. Thus for all
n > 0, P-as.

P(rp41 = 00| ]-'Tn+1)1{m<oo} = QXT”+1 (X makes only negativejumps)l{T"<oo}
Q1 /2(X makes only negative jumps)1y, oo}

Y

Consequently for alln > 0

P(ry, < 00) < (1 — Qy2(X makes only negative jumps))7th1
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| - From flows of Lambda F-V to lookdown processes

Hence to prove the proposition it is sufficient to show that Q /(X makes only negative jumps) is strictly
positive. From the transition probabilities of the chain, this quantity is equal to

E[H (ui—i—(l—ui)(l—;ﬁ(l —w)))] > E[H(l - ;ﬁ(l—ug’))}

i>1 j=1 i>1 j=1

[exp (Zlog (1-= H(1 - uj)))]

1>1 ]*

Y

Let us now prove that the negative r.v. inside the exponential is finite almost surely. Its expectation is
given by

E[Zlog ;1:[ (1 — uy) ] > E[—;Zﬁ(l—uj)} (1.9)
i>1 j=1 i>1 j=1
2 —g ;E[ﬁ(l —Uj)]

where c is a positive constant such that log(1 —y) > —cy for all y € [0,1/2]. We have used the
monotone convergence theorem to go from the first to the second line. We get

E{ﬁ(l _ uj)} - <f[0 1f[0,1) (dU))

The measure v is supported by (0, 1) since we are in regime DISCRETE, consequently the right mem-
ber is strictly smaller than 1. This ensures that the series at the second line of (1.9) is finite, which
in turn implies the almost sure finiteness of the negative r.v. inside the exponential above. Therefore
Q, /2(X makes only negative jumps) > 0. [

Proof of Theorem 1.1 for regime DISCRETE. We know from Lemma 1.27 and Proposition 1.29 that PP-
a.s. for every i > 1if t; > T then [Ilgy (1)] = (1 — w;)|[Ioy, (1) + w; and [IIgy, (2)] = (1 —
u;)|Moy, ,(2)|. Consequently P-as. for every i > 1if t; > T then py,([0,1]\{&(1)}) = (1 —
u;)pe, ([0, 1]\{&(1)}) and p¢, ({&0(2)}) = (1 — wi)pr, , ({&0(2)}). Moreover Proposition 1.2 en-
tails that P-a.s. for all t € Q_ the measure p; has dust and therefore p;({&0(2)}) < p:([0, 1]\{&0(1)}).
Consequently [P-a.s. the process

PiEo@)) > (1.10)

p:([0, 1\ {&(1)})" ~
is constant after time 7" and is strictly lower than 1 so that the A Fleming-Viot process does not admit a
second Eve. |

4.2 Regime INTENSIVE w. DUST

Recall that for every n > 2, L;(n) is defined as the smallest integer in Il ¢ (n) - or equivalently as the
lowest level with type &y(n) at time ¢ > 0. For every ¢t > 0 we let Cy(n) be equal to 1 if Ls(n), s € [0, t]
has been chosen as the parent of a reproduction event, 0 otherwise. In other terms Cy(n) equals 1 if and
only if a reproduction event has chosen a parent of type &(n) on the time interval [0, ¢]. Let us describe
the dynamics of the pair (L¢(n), C¢(n),t > 0). For every k > 2 and every [ > 1 we set

(I+1)Ak

a(k, k+1) := Z (k> (l i; ! )Am—l I+1

=2
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where A4 41 is defined at Formula (I.1).

LEMMA 1.30. The process t — (Li(n),C(n)) is a continuous time Markov chain with values in
N x {0,1}. For every k > 2 and every |l > 1 the transition rates are given by

(k+1,0) atrateq(k,k+1)

d (k,1)—= (k+1,1)at rate q(k, k +1
k,1) at rate \j, 1 and - (k,1) = ( ) at rate q )

(k,0) —>{

Proof This is a consequence of the transitions of the lookdown process given at Definition (I.7). Indeed
suppose that the process ¢ — L;(n) is currently at level k. It jumps to a higher level if a reproduction
event involves at least two levels among [k]. This higher level equals & + [ if:

e i levels are involved among the [k] first, with ¢ € {2,..., (I + 1) Ak},
e [+ 1 —ilevels are involved among {k + 1,...,k+1— 1},
e level k + [ is not involved.

This yields the rate q(k, k + [). Concerning the second coordinate, observe that level k is chosen as the
parent of a reproduction event at rate \j 1. Once the second coordinate reaches 1 it does not evolve any
more by definition. |

This lemma has two consequences. First the process (L¢(n),t > 0) is a continuous time Markov chain.
Second conditionally given this process, the probability that C.(n) := tlim Cy¢(n) equals 0 is given by
—00

P(Coo(n) = 0] (Li(n),t > 0)) = exp ( - /OOO )\Lt(n)vldt).

Finally let us observe that the map k — Ay 1 is decreasing.

PROPOSITION 1.31.  Consider regime INTENSIVE w. DUST and assume that f[o 1T log % v(dr) <
oo. Almost surely there exists at least one initial type whose frequency remains null.

REMARK 1.32. A simple adaptation of the proof actually shows that there exists an infinity of
initial types whose frequencies remain null.

Proof The frequency of &y(n) remains null if L(n) is never chosen as the parent of any reproduction
event or equivalently if C'r,(n) = 0. To prove the proposition, it suffices to show the P-a.s. existence of
an integer n > 1 such that Co(n) = 0. First we claim the existence of an integer ny > 1 and of a real
value w € (0, 1] such that

Yn > ny, }P’(Coo(n) = O) = E{exp ( _ /OO)\Lt(nL1 dt)} > w. I1.11)
0

We postpone the proof of this claim below and complete the proof of the proposition. First observe that
P-a.s. the set {Coo(n) = 0} coincides with {¥¢ > 0 : TIy(n) is a singleton}. We stress that the latter
set P-a.s. coincides with {¥¢t > 0, |[Iy+(n)| = 0}. One inclusion is trivial since a singleton has null
frequency. Let us prove the other inclusion. P-a.s. if at a given time ¢ > 0 the block 12.[()715(7’1) is not a
singleton then for all s > 0 the block fIO,HS (n) is not a singleton (otherwise the partition ﬂo,t+s would
have a finite number of blocks and this is not the case in this regime). Moreover P-a.s. for all time ¢ € Q%
the block f[o,t(n) is either a singleton or admits a strictly positive asymptotic frequencies. The converse
inclusion follows. Consequently P-a.s. the set {Co (1) = 0} coincides with {V¢ > 0, [T ¢(n)| = 0}.
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| - From flows of Lambda F-V to lookdown processes

Let ro := inf{t > 0 : |TIg+(ng)| > 0} be the first time at which the n-th block gets a positive frequency.
On the event where r < 0o, we let nq := inf{n > ng : [Ty, (n)| = 0} be the lowest level n such that
&o(n) has never reproduced on [0, 7g]. Observe that n; is P-a.s. finite on the event 1y < oo since P-a.s.
the partition ﬁO,ro has singleton blocks. Then recursively we define for every & > 1, ry := inf{t > 0 :
[TTo+(ng)| > 0} and on the event where rj, < 00, ngyq := inf{n > ny, : [I,, (n)| = 0}. Here again
on the event where 7, < oo, the r.v. ng1 is P-a.s. finite thanks to the same argument. To prove the
proposition we need to show that P-a.s. there exists £ > 1 such that r;, = co. From (I.11) we have

P(ro = 00) = P(Cxs(ng) = 0) > w.

For every k > 0, r is a stopping time in the filtration .%;,t > 0 of the flow of partitions. Lemma

I.25 entails that on the event where r;, < oo the process (II,, »,+¢ ¢ > 0) has the same distribution as
(ITy, t > 0) so that (I.11) does also hold for this process:

Vn > no, P(Vt >0, |ﬂrk’rk+t(n)\ =0 ‘ TR < oo) > w.

Thus we get
P(rg+1 = oo|rg < 00) > w.

This easily implies that
P(Vk > 0,71, < 00) =0

and the proof is complete.

Proof of (I.11). The strategy of the proof is to construct on an auxiliary probability space (A, .4, Q)
an integer-valued process Y = (Y;,¢ > 0) which is stochastically lower than L(n) for every n > ng
with ng suitably chosen. From the description of the process (L(n),C(n)), the probability under P of
Coo(n) = 0 is bounded below by the expectation under Q of exp ( — fooo )\yt’ldt).

Let u* be a real value in (0, 1) such that A((u*,1)) > 0 and set a = f__ﬁ;. Notice that @ > 1. There
exists ng > 3 such that

1T —n _ s 4a
0<l————<u" 72<1 , ang > ng+ 1. (I.12)
a (u*)?ng
1wt 2
Wesetu' ;=1 — % Then we claim that for every n > ng
0o lan]—3 L J 3
an| — 4 4

Z q(n, lan]| +1) > / v(dz)x? Z ( , >a:7(1 — g)lanl =37, (1.13)
=0 (u',1) j=lan]—-1-n J

An analytic proof of this claim is given below but let us make the following comment. On the left, we
have the total rate at which L(n) jumps from n to a level above (or equal to) |an | while on the right, we
have the rate at which occur reproduction events verifying:

e The proportion of individuals involved in the reproduction event belongs to (v, 1).

e The two first levels participate to the reproduction event.

e Among levels {3, ..., |an| — 1} the number j of levels that participate is greater than or equal to
|an] — 1 — n so that in such a reproduction event L(n) jumps from n to a level above (or equal
to) |an].
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4. Results on the existence of the Eves

Fix € (v/,1), n > ng and let B be a Binomial r.v. with |an| — 3 trials and probability of success .
We observe that for every given = € (v, 1)

lan]—3

Z (Lanﬁ_?))xj(l_x)mﬂ_g’_j

j=lan]—1-n

is the probability that B is greater than or equal to [an| — 1 — n. Let P be the probability distribution of
B. From (I.12), we easily verify that

x([anJ—3)—Lcmj+1+n:n727(1fx)(Lch73)2n727(17x)an2uzn>0.

Using the Bienaymé-Chebyshev inequality at the third line, we get

P(B < |lan] —1—mn) P(B - x(lan] —3) < lan] — 1 —n — z(|lan] — 3))

< P(|B—=z(lan] —=3)| >n—2— (1 —z)(lan] — 3))
z(1—x)(lan] — 3) 4a
< <
T (n—2—(1—-a)(lan) —3))> ~ (w)n
Using (I.13) we get
lan|—3
v(dz)z? an] =3 29 (1 — p)lon)—3-J v(dz)z? _ o
/(u’,l) (d ) jLaan:—I—n( ] > ](1 ) ’ ° /(u’,l) (d ) <1 (U*)Q’I’L>
> A((W,1))(1 - (u*4)2m)) =:r

Together with (I.12) this ensures that the rate at which the process L jumps from n to a level above or
equal to |an] is greater or equal to r > 0, uniformly for all n > ng. Consider an auxiliary probability
space (A, A, Q) on which is defined a Poisson process with rate 7. Denote by 0 =ty < t1 < to < ...
the jump times of this Poisson process. Still on (A4, A, Q) we define the process Y = (Y;,t > 0) as
follows. Initially Y = ng, and Y stays constant on every interval [t, ¢, 1) while its transitions are
given by Y3, ., = [aY}, ]. We then set b := inf{|an]/n,n > ng}. Thanks to (I.12) we have for every
n > ng, lan]/n > (n + 1)/n. Moreover |an|/n — a > 1 as n — oo. Consequently b > 1 and thus
forevery k > 0,Y;, > b*. From the bound obtained on the jump rates, we deduce that the process Y is
stochastically lower than the process L(n) for every n > ng. Set w(n) := P(Cs(n) = 0). For every
n > no we have

w(n) = Q[GXP(—Z(tk+1—tk))\Yt } —eXp<ZIOg( ))
k? T+ )‘Yt
k>0 Kol
The right member is strictly positive if and only if k>0 Yy, 1 < 00. Using the simple inequality
Vm >1, Apa < / zv(dr) + (1 —m é)m 1/ zxv(dr)
(0,m™ 2] (0,1)

we get

Z)\nk,l < Z/ +§: Ytk /( zxv(dr)
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| - From flows of Lambda F-V to lookdown processes

The second sum on the right converges since Y;, > b* > 1. Thus we deduce that 3 k>0 Avy, 1 < 00 if

. Tv(dr) < oo
2 o

Observe that this last quantity is equal to

o0

Z(k+1)/ . %]xy(dx) = 2::/

k=0 bmZbn

which is finite since f[o ) T log 1 y(dz) < cc. Therefore w := infy,>p, w(n) > 0.

Proof of (1.13). Consider the set S := {1,...,|an]| + 1 — 1}. Observe that

(LanH%n)An n lan] +1—n—1
i) \|lan] +1+1—n—i

=2

is the number of combinations with |an| + [ + 1 — n elements among S with at least 2 elements among

{1,...,n}. This number is greater than the number of combinations with |an| + [ + 1 — n elements
among S with the constraint that 1 and 2 are chosen. The latter is equal to (La%ﬁﬁgil) Consequently

we can bound the left member of (I.13) as follows.

n) ( L(LTLJ +l-n-1 )xLanH—l—n—O—l(l _ x)n—l

oo (lan]+l4+1-n)An
(i lan] +1+1—n—1i

/ v(dx) Z Z
[0,1) 1=0 i—2

0,1
- +1-3
> vldx 1,|_anj+l—n+1 1— 7 n—l( lanJ >
- /(ulvl) ( ); ( ) lan| +1—n—1

The binomial factor in the right member corresponds to the number of combinations with |an| + [ —
n — 1 elements among the set {3,...,|an]| + [ — 1}. Splitting this last set into {3, ..., |an| — 1} and
{lan],...,|lan| + 1 — 1} we get that the last quantity is equal to

(lan]+l-n—1)A(lan]—3

/(u/71)V(dw) i glonlFmntl(q — gyn-t Z )<Lani' - 3) (LCWJ +1 _ln 1 j)

=0 j=lan|—n—1
lan|—3
= / v(dv)z® Y <LG”J, - 3) 2 (1 — g)lan) =3
(u',1) j=lan|—n—1 J
© l . .
lan|—n—1—j+l/q1 _ \n—|an]+2+j
8 Z (LanJ—i—l—n—l—j)x (1-2)

I=j+n+1—|an|

Finally using the change of variable p = |an| +1 —n — 1 — j and setting k :=n+ 1+ j — |an], one
gets

- ! lan]—n—1—j+l/1 _ \n—lan]|+24+5 _ (1 — $)1+k > (p + k)' P
Z lan|+1—n—1—7j v (1-=2) - k! Z v
I=j+n+1—|an| J ) p=0 p:
A simple induction on k shows that the last quantity is equal to 1. |
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4. Results on the existence of the Eves

Proof of Theorem 1.1 in regime INTENSIVE w. DUST. We know from Proposition 1.31 that P-a.s. there
exists n > 2 such that p;({&g(n)}) = 0 for all ¢ > 0 so that the n-th Eve is not defined. [

4.3 Regime INTENSIVE oo

When A is the Lebesgue measure on [0, 1], one obtains the celebrated Bolthausen-Sznitman coales-
cent [19]. Its A Fleming-Viot counterpart belongs to regime INTENSIVE co. The proof of Proposition 1.4
relies strongly on the connection with measure-valued branching processes obtained by Bertoin and Le
Gall [12] for the Bolthausen-Sznitman coalescent, and by Birkner et al. [18] for all the Beta(2 — «, )
coalescents with « € (0, 2). We refer to Dawson [2 1], Etheridge [30] and Le Gall [60] for further details
on measure-valued branching processes. Let us also mention that the existence of an infinite sequence
of Eves for the measure-valued branching process with the Neveu branching mechanism can be obtained
thanks to the results in [25, 53].

Proof of Proposition 1.4. One can construct p by rescaling a measure-valued branching process (my, t >
0) associated with the Neveu branching mechanism ¥ (u) = ulog u as follows:

pi(dr) := m, vt >0

This result was initially stated for the Bolthausen-Sznitman coalescent by Bertoin and Le Gall in [12], and
later on by Birkner et al. for the forward-in-time process in [18]. As a consequence of this connection,
we deduce that there exists a r.v. e such that almost surely

my({e})
me((0, 1)) - |

The branching property ensures that the restrictions of m to any two disjoint subintervals of [0, 1] are
independent. For each integer n > 1, we divide [0, 1] into dyadic subintervals of the form

0,277), 27", 2% 27"), ..., [1—27"1]

and we consider the corresponding restrictions of m. Obviously, for each subinterval [(i — 1)27",727")
there exists e(, n) such that
m(felim))

m([(i — 1)277,12°7)) 100

Necessarily m restricted to the union of two subintervals indexed by i # j € [2"] admits either e(i,n)
or e(j,n) as an Eve and therefore

i mel{elim))

B (G € 1O

Hence one can order the e(i,n),7 € [2"] by asymptotic sizes. Using the consistency of the restrictions
when n varies, one gets the existence of a sequence (€');>1 fulfilling the formula of the statement. W
It is rather unfortunate that this simple argument does not apply to other measures in regime INTENSIVE
Q.

4.4 Regime CDI

In this subsection, we work on the probability space (2,.%,P) on which is defined the A flow of
partitions II and the sequence of initial types &y = (&o(7), 4 > 1) i.i.d. uniform[0, 1]. For every ¢ > 0 we

65



| - From flows of Lambda F-V to lookdown processes

set py := &.+(IT, &) and we let (£4(i),t > 0),7 > 1 be the lookdown process constructed from IT and
&o. Recall the filtration introduced in (I.7). A classical argument ensures that % is a trivial sigma-field
under PP, that is, for every A € %, we have P(A) € {0, 1}. We restrict our attention to regime CDI and
we define the following event

E := {There are at least two initial types that become extinct simultaneously }.

LEMMA L1.33. Consider regime CDL. Then P(E) is either O or 1.

Proof Recall from Lemma 1.22 that P-a.s. for every @ > 1, d(7) stands for the extinction time of the
initial type &o(7) and that it coincides with the first time at which Iy +(¢) is empty. The r.v. d(i) is an
F-stopping time. We also know from Lemma 1.22 that P-a.s. d(i) | 0 as ¢ — oo. Then it is easy to
check that N;>1.%4;) = Fo+. The event E can be written as follows:

E:={3>2:d(i)=d(i+1)}.
We introduce the following collection of nested events
E,:={3j>i:d(y)=d(G+1)}, i>1

and we set E, := N;>1E;. Since E; € F4(;), we deduce that Es, € Fo4 so that P(Ey,) € {0,1}. To end
the proof, we show that P(E.,) = P(E).

Suppose that P(Ew) = 1. Since Eo, C E, we deduce that P(E) = 1. Suppose now that P(E.,) = 0 and
assume that there exists ¢ > 1 and p € (0, 1] such that P(d(i¢) = d(i + 1)) = p. Recall Definition 1.26.
For every k > i, let 7,.(¢) := inf{t > 0 : L;(i) > k}. This is an .%;-stopping time. By consistency,
P-ass. Ly, (i) < Ly, (y(i + 1) and we have

{d(i) = d(i + 1)} = {(Ls,(5)4¢(7),t > 0) and (L, (34+(i + 1), > 0) reach oo simultaneously}.

Since 75 (7) is a P-a.s. finite .7;-stopping time, Lemma 1.25 ensures that (1L, ;) r, (i)+s, 5 > 0) has the
same distribution as (ﬁ0,37 s > 0) and is independent of .7, (i)- We deduce that

P((i) =d(i+1)) = Y P(Ly(i) = j Lo (i +1) = §)P(d() = d(5))
J'>jzk
J'>j>k
< P(E)

We have proved that for all & > i, P(E) > p > 0. Since the events Ex, k > i are nested this ensures that
P(Es) > p > 0 which contradicts the hypothesis. Therefore for all i > 1, P(d(i) = d(i + 1)) = 0 and
consequently P(E) = 0. [ ]
For every n > 1 and every ¢ > 0 we now introduce the event

Enc:={3m>n:d((1+c)m) =d(m)}.

PROPOSITION 1.34.  Suppose that P(E) = 1. There exists ¢ > 0 such that IP’( Mp>1Ene) > 0.
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4. Results on the existence of the Eves

Proof The equality P(E) = 1 entails the existence of an integer j > 2 such that P(d(j) = d(j+1)) > 0.
Since the process ¢t — (L¢(2), L¢(3)) has a positive probability to reach (j,j + 1) at a certain time, a
simple argument based on Lemma 1.25 entails the existence of 7 € (0, 1] such that P(d(2) = d(3)) = 7.
We introduce for every n > 1 the .%;-stopping time

= inf {t >0:p([0,1\{&(1)}) < i}

2
n
which is finite almost surely since the primitive Eve e = &o(1) fixes. We first show that L, (3) — L., (2)
becomes large as n goes to infinity. To that end, we define

Z;, =inf{k > L, (2): k ¢ 12[07%(1)} =inf{k > L, (2): &, (k) # &(1)}.

Hence L, (2) and Z;, are the first and second levels at time 7,, which are not of type &o(1). Necessarily
&, (Z5,) is either equal to &y(2) or is equal to &y(3) in which case Z,, = L, (3). In both cases
Z,, is lower than or equal to L, (3). Proposition 3.1 in [24] ensures that the sequence (&,/(7));>1 is
exchangeable with empirical measure p, as soon as 7’ is a stopping time in the filtration of p. This result
can be extended easily to show that (&./(7));>2 is exchangeable with empirical measure p,» whenever 7/
is a stopping time in the filtration of the pair ( p, p({&0(1)}) ). We deduce that the sequence (&, (7))i>2
is exchangeable with empirical measure p,, so that the &, (i),7 > 2 are i.i.d. with law p,,. The law of
(L+,(2), Z;,) can then be characterised as follows.

Fix a real value p € (0,1) and consider an auxiliary probability space (A, .4, Q) on which are defined
two independent geometric r.v. G and G’ with parameter p, that is:

VE>1, QG =k =(1-p)"p

Then the distribution under P of (L, (2), Z, ) conditionally given p-, ([0,1]\{&0(1)}) = p is the dis-

tribution under Q of (1 + G, 1+ G + G’). A simple calculation yields for all ¢ > 0

/

Q(lfGZC;GEn) _ Z Z p)iH=2

k=nl=c(k+1)
p(l o p)c 24+n(1+c)
= Boao (L14)

By the right continuity of p, P-a.s. pr, ([0,1]\{&(1)}) < 1/n? From the dominated convergence

theorem and (I1.14) we get
Z;, — L: (2) 1
—_n o nr’ > . > .
P( L@ -¢tn®=2 ”) noee T4 ¢

Recall that L, (3) > Z;, so that

. LT (3) — L’T (2) ) . <Z7- — LT (2) > 1
lim P = = >c; L (2)>2n) > lim P| —FZ—>2>c¢; L (2) >2n ) =

‘We now introduce the event

B, = {d<2> —d(3); LT”(?’L)T‘(QL;"(Q) > i Lo,(2) 20}

Take ¢ > 0 such that
lim above we deduce the existence of ng > 1 such that for all n 2 no

L..(3)— Ln(2) _ 1—e
P( - zc,Lm@)zn)zHc.
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| - From flows of Lambda F-V to lookdown processes

Using the inequality P(D N D’) > P(D) + P(D’) — 1 that holds for any two events D, D" we get

LTn (3) — LTn (2)
L, (2)

PB,) > P<d<2>=d<3>>+w>< Zc;LTn<2>2n>—1

Moreover we have

L. (3)>(1+ c)LTn§2), L, (2) = m; } (I.15)

Since 7, 1s a P—zl.s. finite .%;-stopping time, Lemma 1.25 ensures that (f[Tn,TnJFs, s > 0) has the same
distribution as (Il s, s > 0) and is independent of .%,, . This yields together with (I.15) that for every
n > ng

1—c¢
P(E > P(B,) > —— —1>0.
(Enc) = B(Ba) 2 1+

Since the events E,, .,n > 1 are nested, P(N,>1E, ) = lim, o P(E, ) > 0 and the proposition is
proved. |

Proof of Theorem 1.2. Recall the function ¥ from Equation (L.4). Since [ o d“
the continuous map ¢ — v(t) as the unique solution of

* du
=t, Vi>0
/v(t) W (u)

Proposition 15 in Berestycki et al. [5] ensures that for all € € (0, 1) we have

! 1 ; 1
]P’(hmmf #1lo.s > ; limsup #1lo.s < ) =1
€

S0 () T e o w(iEet) T L

{d.16)

where #ﬂo,t denotes the number of blocks of ﬁo,t- Assume that A(dz) = f(x)dx where f is regularly
varying at 0+ with index 1 — o (where o € (1,2)) or that A({0}) > 0 (in which case « is taken equal
to 2). Then W is regularly varying at +-oco with index « and v is itself regularly varying at 0+ with index
—1/(av — 1) (see Subsection 6.3 for a proof of this fact). Consequently we have for all e € (0, 1)

(l—i—et)(l—i—e)l/(a*l) (1—675)(1—6)1/(&*1) )
v 1—c¢ 1—c¢ twv 1+e 1+e twv '
Together with (1.16) this yields X
p( lim 700 _q) _q
t—>0 wv(t)

This forces the jumps of ¢ +—> #ﬂw to be small near 0+. More precisely for any ¢ > 0

o, — #II
P<limsup #1lo. = #1lo. < c) = 1. 1.17)
t—0 #HO,t

The collection of events (E, ., > 1) is nested. Recall that P-a.s. d(i) | 0 as i — oo. Using (1.17) we
deduce that for any ¢ > 0

P( ngl Enc) =0.

This identity combined with Proposition 1.34 entails that P(E) is not equal to 1. Lemma 1.33 in turn
ensures that P(E) = 0. [
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4.5 Open questions

Consider regime INTENSIVE w. DUST and recall the function ¥ from (I.4). In [25], it is shown
that the measure-valued branching process with branching mechanism ¥ (we refer to Dawson [21],
Etheridge [30] or Le Gall [60] for a definition of this object) has a residual dust component when ¢ tends
to infinity iff |, 01) log % v(dz) < oo. However when this x log % condition is not fulfilled the frequen-
cies in the population when ¢ goes to infinity are of comparable order and the measure-valued branching
process does not admit an infinite sequence of Eves. As branching processes and A Fleming-Viot pro-
cesses present many similarities [0, 15, 18], it is natural to expect the following behaviour.

CONJECTURE L35. [n regime INTENSIVE w. DUST when f[o 1 x log % v(dx) = oo, every initial
type of the lookdown representation gets a positive frequency at a certain time. However there does not
exist an infinite sequence of Eves.

In regime INTENSIVE oo, if we could prove that L(n + 1) goes to infinity much faster than L(n) then
we could deduce the existence of a sequence of Eves. But the main difficulty lies in finding a precise
upper bound for L(n).

CONJECTURE L.36. In regime INTENSIVE oo, the A Fleming-Viot admits an infinite sequence of
Eves without further condition on A.

Finally in regime CDI, our proof relies strongly on the regular variation of the measure A. However
the similarity between A Fleming-Viot and branching processes (for which the extinction times of two
independent copies are distinct almost surely) suggests the following.

CONJECTURE L37. In regime CDI, without further condition on A we have P(E) = 0 and thus,
the A Fleming-Viot always admits an infinite sequence of Eves.

5 Unification

Let (€2,.#,P) be a probability space on which is defined a A flow of bridges (Fs;, —00 < s <
t < oo) according to Definition 1.5. We consider a modification of this flow of bridges that we still
denote (Fy;, —00 < s < t < o0) and such that for every s € R the process (pss4¢,¢ > 0) is a
cadlag A Fleming-Viot process. This modification does exist since the A Fleming-Viot process has a
Feller semigroup, see p.278 in [13] . From now on, we assume that the measure A is such that the A
Fleming-Viot process admits [P-a.s. an infinite sequence of Eves. Let us emphasise the fact that we only
rely on Definition I.3 and do not restrict ourselves to the particular examples of measures A presented in
Proposition 1.4 and Theorem 1.2.

5.1 The evolving sequence of Eves

For each s € R, we define the Eves (e, > 1) of the A Fleming-Viot process (ps. s+, > 0). Notice
that this sequence is defined on an event of P-probability 1 that depends on s. For each s € R, outside
this event we set an arbitrary value to the sequence (e’,7 > 1). Below we provide a simple description
of the connection between the Eves taken at two distinct times. We rely on a key property due to Bertoin
and Le Gall [13] that we now recall. Consider an exchangeable bridge B and an independent sequence
V = (V;,i > 1) of i.i.d. uniform|0, 1] r.v. We define an exchangeable random partition 7 = 7 (B, V') by
setting

i~j< B YV;) =B YV)).

For each j > 1, if the j-th block 7 () is not empty then we define Vj’ := B~1(V;) for an arbitrary integer
i € 7(j). If the number of blocks of 7 is finite, we complete the sequence V’ with i.i.d. uniform|0, 1] r.v.
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| - From flows of Lambda F-V to lookdown processes

Then Lemma 2 in [13] entails that the (V}/,j > 1) are i.i.d. uniform[0, 1] and are independent of 7.

PROPOSITION L.38. Fix s > 0. Define the partition 7 = 7(Fo g, (el);>1). Then the sequence
(e},j > 1) is independent of ™ and P-a.s. for every j > 1, if w(j) is not empty then e}, = Faé () for
any i € 7(j).

This allows to introduce (Il ;, —00 < s < ¢ < 00) by setting for every s < ¢
ﬁs,t = W(Fsﬂg, (ei)izl) ifs<t, ﬁs,t = O[oo} if s =t.

Proof Let {1y ¢ be an event of P-probability one on which the definitions of the Eves at times 0 and s
hold and on which for all ¢ € Q4 we have Fo 51+ = Fs 541 0Fo 5. Recall that (ei,, i > 1) is a sequence of
i.i.d. uniform[0, 1] r.v. which only depends on o (Fs s+, ¢ > 0) so that (e%,i > 1) is independent of Fy s
from the independence of the increments of the flow of bridges. The sequence (e, i > 1) plays the role
of the sequence (V;,7 > 1) above. We introduce K as the random number of blocks of = which is P-a.s.
finite in the Eves - extinction case (the bridge F ¢ has a finite number of jumps and no drift) while it is
[P-a.s. infinite in the Eves - persistent case (the bridge F¢ ¢ has an infinite number of jumps). We define

the following sequence of random variables V; := F; 1(ed) where i; := min 7 (j) for every j € [K]. If

K is finite, we set Vj’ = eé for all j > K. To prove the proposition, it remains to show that:
(i) P-as. ¢} = V] forevery j € [K],
(ii) (eé) j>1 is independent of 7.

We start with the first assertion. We argue deterministically on the event €2 ; of P-probability one. We
claim that for every j € [K]and all t € Q4

Psstt({€9}) < posie({V]}) < pssre ([0, 1\ ek, .. e 1Y), (1.18)

Let us prove (I.18). Recall that Vj’ is the pre-image of eéj through Fy , so that Vj’ is either the location of
a jump of the bridge or it is point of increase. First assume that Vj’ is the location of a jump of F¢ 5. This

yields that Fos(V}) > ed > Fo,s(V/—). Consequently Fo4(V}) > Fs,s+t(e?) > Fyopi(ed —) >

Fo, 8+t(V}’ —) and the first inequality of (I.18) follows. To prove the second inequality, observe that for
alll € [i; — 1], ¢! does not belong to (Fo,s(V/=),Fo,s(V})]. Consequently

ij—1

pO,s—i-t({Vj/}) = ps7s+t((F0,S(Vj/_)a FO,S(V]’/)]) <1l- Z 98,5+t({els})
=1

and the second inequality follows. Assume now that Fg , is continuous but increasing at V}’ . Then
Fo,s(V}’) —ef = Fo,s(V}’—). Since F s is increasing at Vj’ we have Fo,s+t(Vj’—) = F,opi(ed—) and
we get po,s 1+ ({V]}) = ps.sr¢({ed'}). The second equality of (I.18) derives from the fact that for every
L€ ij—1], ¢l # ed sothat

ij—1

po.s+t(1V]}) = pssie({ed}) 1= pasre({el}).
=1

Therefore (I.18) is proved. We now carry out the proof of Assertion (i), we treat separately two cases.
We start with the Eves - extinction case. The bridge Fo s has no drift and K jumps. These K jumps
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are located on the points (VJ’ )je[k)]- Necessarily the K first Eves are the jump locations of Fo s so
that the sets {V},j € [K]} and {e%, j € [K]} coincide. By definition of the Eves, the processes

t = psste([0, 1]\ {el, .. el ) and t p573+t({eij}) reach 0 at the same time. From (I1.18) we
conclude that ¢ — pg s++({V}}) reaches 0 also at that time. Hence, the collection (V) c(x) is ordered

by decreasing extinction times and we conclude that V’ = e0 for all j € [K]. We turn to the Eves -
persistent case. The definition of the Eves implies that for allj > 1

lim Ps,s+t ({efsj }) 1

1
128 psspe ([0, 1\ el ..., ed )
The arguments used in the proof of (I.18) can be adapted to show that for all t € Q4

i—1
Ps.srt(fess-ved ) < poste({VFh--- Vi)
Together with (1.18) this yields

. po.<+({V}}) . ps.str({e}) _,

t)Z([Of Po s+t([0 1]\{‘/17 veey ‘/]‘/_1}) N t;&? ps,s+t([0, 1}\{6%, .. e?il})

By the uniqueness of the Eves we get Vj’ = e% for all 7 > 1. The first assertion is proved.

We turn to the second assertion. In the Eves - persistent case, this assertion is a consequence of the key
property of Bertoin and Le Gall and of the first assertion since K = oo P-a.s. We consider the Eves -
extinction case. Let ¥, := o(F,;, —oo < r <t < s), implicitly we augment this sigma-field with the
P-null sets. Observe that on the event { K = k}, the Eves (e{)) j>k have extinct progenies at time s so
that 1 K:k}(ef)) j>k 1s Ys-measurable. For every k > 1, we define a sigma-field on { ' = k} by setting

By = {Aﬂ {K = k} A€ O'(F()’S, (eg)jzﬂ}.

We claim that (e j>k is independent of B,. Indeed let i be a bounded measurable map on D([0, 1], [0, 1])
and let g, gs be two bounded measurable maps on [0, 1] (endowed with the product sigma-field).

E[90((eé)j>k)h(F0,S)gs((eg)jzl)1{K:k}} = E E[90((eg)j>k)h(FO,8)gs((e‘g)jzl)1{Kk}gs]]

= E:90((eg)j>k)h(F0,s)1{K:k}}E[QS((eg)jzl)]

= E:go((e%)pk)}E[h(Fo,s)i{sz}]E[Qs((eg)jzl)]

where the second equality comes from the independence of the increments of a flow of bridges and the
¢s-measurability of 11z .z () j>k» while the third equality comes from Corollary .24 and the fact that
on {K = k} the bridge Fo s only depends on (ef);<x and (pos({e’}))i<k. The claimed independence

follows. We now prove the independence of (e}));>1 with 7. Let m > 1 be an integer, f1,..., fm be m
bounded measurable maps on [0, 1] and 1 < i; < ig < ... < i,, be m integers. Let also ¢ be a bounded
measurable map on Z. Let P := P(- | {K = k}). We have

B[] f(e)o(m)] = izﬁzk[ﬁfﬂe?w(m}ﬁbmzm
j=1 k=1 j=1
— iEk[ [ﬁ o(r) | Be| |P(K = )
=1 j=1
= iE{ H ] [ H fi( eo )1 k—k}

k=1 Jiig>k jii; <k
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where we use the claim proved above and the fact that on {K = k} the r.v. 7 and (eg) j<k are Bj-
measurable. Then we apply the key property of Bertoin and Le Gall together with Assertion (i) to obtain

[T serom] = Soof T1 oiehe] TT e]efotrrsons)

k=1 Jiij >k Jii;<k
— [T 5] E[om)
j=1

Assertion (ii) follows. This ends the proof of the proposition. |

Proof of Theorem 1.3. The cocycle property is trivially fulfilled if r = sors =t thuswe fix r < s < ¢
and prove the cocyle property. We argue deterministically on the event of P-probability one on which
F,i = Fs: o F, s and on which the definition of the Eves at times 7, s and ¢ hold. Fix two integers 2, j

and let k;, k; be the integers such that F_; '(el) = e and F t Lel) = et?. Observe that
Fre(er) = Fri(er) & Fry o Fi(e)) = Frg o Fof(e):
The right member is equivalent with

_ ) _ k;
ki = ky or -l (eb) = Frol (b)),

Consequently we have proved that ¢ and j are in a same block of f[m if and only if they are in a same
block of ﬂs7t or the indices of their respective blocks in ﬂs,t, say k; and k;, are in a same block of ﬂr, s
The cocycle property follows.

Theorem 1 [13] ensures that for every s € R, ( s—t,s,t > 0) is an exchangeable coalescent. Since
the flow of bridges is associated with the measure A, we deduce that (H,w, t > 0)is a A coalescent.
Another consequence of this fact is that II s,t 18 an exchangeable random partition whose distribution only
depends of ¢t — s.

Fix s1 < s9 < ... < s,. If we prove that Hsn 1,5n is mdependent of HS1 TR ,ﬂ then an easy

Sn—2,Sn—1>
induction allows to prove the independence of Hs1 PR HSW%S%1 ; Hsn—l,Sn' For every i € [n — 1],
= ] ep - ] ) . .

I, 50y is a0 (Fy, 5,0, (€4, ) >1)) measurable r.v. and if i € [n — 2] then (eg,,,);>1 is measurable in

the sigma-field
U((e§l+2)j21 ) (Fsi+1,t78i+1 S t S Si+2)>~

Consequently it is sufficient to prove that IT,, _, ., is independent of a((egn_l) j>1, (Fsp, —00 < s <
t < sn,l)). Fix k£ > 1. Let ¢, , be the sigma-field generated by (Fs;, —0co < s <t < s,-1). Let
fi,-.., fr be k bounded measurable maps on [0, 1] and let h be a bounded measurable map on .. For
all j1,...,jr > 1landall A € ¢;, , we have

[H filel ) tah(,, )| = E:E[foez;_l)uh(ﬂsn1,sn)|%n1H

= E JJEIC )} E[14]E [h(HSn—lvsn)}
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where we use the independence of the increments of a flow of bridges at the second line, and Proposition
1.38 at the third line. Hence Hsn |,sn 1s independent of o((esn izt (Fep,—00 < s <t < sn,l))
The asserted independence follows.

Finally the convergence in distribution of ﬁoﬂg towards O[] as ¢ | O derives from Lemma 1 in [13]. Since
the limit is deterministic and since &, is a metric space, the convergence in probability is immediate.l

5.2 Proof of Theorem |.4

From the A flow of bridges, we have defined a A flow of partitions. The trajectories of the latter
are not necessarily deterministic flows of partitions. However using the regularisation procedure of
Subsection 2.3, we can consider a modification of this flow of partitions that we still denote (ﬂs,t, -0 <
s <t < o0) and whose trajectories are deterministic flows of partitions P-a.s. At any given time s € R,
we use this flow of partitions and the Eves at time s to define a measure-valued process thanks to the
lookdown construction

t— @'@s s—i—t( ; z>1 Z |Hs s+t ’591 + 1 - Z |Hs s-l—t )
i>1 i>1

Fix s € R. Both (é"s,sﬂ(ﬂ, (e)i>1),t > 0) and (ps s4¢,t > 0) are P-a.s. cadlag processes. To prove
that they coincide P-a.s., it suffices to show that for every ¢ > 0, P-a.s. éa&sﬁ(f[, (e)i>1) = Ps,s+t- Fix
t > 0. Since F 444 is an exchangeable bridge, we know that P-a.s. F, ., has a collection of jumps
and possibly a drift component. Proposition 1.38 ensures that P-a.s. the jump locations of F ;. are
included in the set {e!,i > 1}. Moreover since (e}, ., > 1) is independent of F ,;; P-a.s. each block
of the partition f[& s+t admits an asymptotic frequency equal to the size of a jump of Fs sy4. Since the
i-th block is associated with the jump located on the i-th Eve e, we deduce that P-a.s. for every i > 1,

ps.stt({€1}) = T, s14(7)|. Consequently P-a.s.

ps,ert Z |Hs s+t |5el ‘|‘ 1 - Z ‘Hs s+t f — éas,ert(ﬁ ( ‘)z>1)-

i>1 i>1

The first assertion of Theorem 1.4 is proved. We turn to the second assertion. Let I’ be another A flow of
partitions and for every s € R, let x; = (xs(¢),7 > 1) be an independent sequence of i.i.d. uniform[0, 1]
r.v. We assume that for each s € R, P-a.s.

(é"&s_,_t(f[, (ei)izl)’t >0) = (§S,s+t(ﬂ/=X5)’t >0) = (pS,s+tut >0).

From Proposition 1.23, we deduce that P-a.s. for every i > 1, (i) = e’.
Thanks to these almost sure equalities we get P-a.s. forevery ¢ > land all s € Qand ¢t € Q.

Ps,sie({el}) = Mo spe(i)] = [TI, o (9)]. (1.19)

We now work on an event 2* of P-probability one on which (I.19) holds true and on which both f[, Ir
verify the regularity properties of Proposition I.15. We argue deterministically on €2*. Using Proposition
i s.stt()] = ]ﬂ;75+t(i)\. To end the proof,
it suffices to obtain that for all s € R, ﬂs_,S = f[;_@. This is a consequence of the next lemma which
concludes the proof of Theorem 1.4.

LEMMA L39. Let II* denote indifferently either I or I'. Let I be a subset of N. The following
assertions are equivalent

i) f[sxﬂs has a unique non-singleton block I.
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ii) Forevery i # minl, let b(i) be the unique integer such that i="b(i)— (#{I N [b(i)]} —1) V 0. Then
(IR e (D)t = 0) = (L1 (b(3))] ¢ > 0).

Proof Suppose i). Recall that f[sx_’t = Coag(ITX,, IIX s)- Let i be an integer distinct from min . The

s,t)
definition of the coagulation operator implies that for all t >0, f[sx_ﬁ (i) = f[;s 4¢(b()). Conse-
quently the identity on the asymptotlc frequencies follows.
Suppose ii). Since the trajectories of I1* are deterministic flows of partitions, we know that HX ¢ 1S a par-
tition with at most one non-singleton block. For i # min I we stress that the equality (|1} s +t( i), t >
0) = (| 1(b(7))],t > 0) implies that I (1) = {b(i)}. We first prove that b(i) € I (i), let us
denote by J the latter block. In the Eves - extinction case for j < j' the process (\HS s3]t = 0)
reaches 0 strictly after (|TI s+1(4")];t > 0) so that the process (|H5X_78+t( i)[,t > 0) reaches 0 at the

same time as ( ]HS sp¢(minJ)[,¢ > 0) reaches 0. Consequently minJ = b(i). In the Eves - per-

»S

sistent case for every j the ratio |II st D 2> ]Hs s+¢(j")| goes to 1 as t — oo. Consequently
we have |1 sie(@)] ~ |11 spe(minJ)| ast — oo. If minJ < b(i) then |11 s4¢(b(7))] is negligi-
ble compared with |[IT s+¢(i)] as t — oo while if min.J > b(i) the converse holds true. Therefore
min J = b(:). We now prove that J = {b(7)}. Suppose that there is another element k£ € J. Then we
have |12 see(D)] > |11 st (0()] + |11 S+t( )| for all ¢ > 0. The process (|11 s+t(K)[,t > 0) cannot
be null at all times since otherwise the Eve ¢ would not be well-defined. We then deduce that the equal-
ity |[T1 s = 11X s+¢(b(4))] is not verified at all times, which is contradictory. Hence J = {b(i)}.

We have proved that for every i # min I, f[sxf s(i) = {b(7)}. This suffices to recover completely the
partition ﬂsx_’s and to assert that fIS,X_’S(min I=1. [

6 Appendix
6.1 Proof of Proposition .15

Recall that P is a A lookdown graph. Without loss of generality, we can assume that for every w € €2,
forall s < tandall n > 1 the collection P, s, (w) has a finite number of points. Since M=J1! (P),
we deduce that for every w € (1, f[(w) is a deterministic flow of partitions. The difficulty of the proof
lies in the regularity of the asymptotic frequencies.

LEMMA 1.40. P-a.s. forall s € R, f[s_,s admit asymptotic frequencies.

Proof Fix n > 1. Consider the set {(s,II,_ ) : Hgﬂ s 7 O} A simple argument shows that this is
a Poisson point process on R x Z, with intensity dt x ¢(m,,) where ¢(m,,) is the pushforward of the

finite measure

my = (pa + px) (- N Sn)
through the map ¢ : Soo — Poo that associates to an element v € S, the partition with a unique non-
singleton block equal to {7 > 1 : v(i) = 1}. If we enumerate the points in {(s, I,_ ) : ﬂgn_]s # Oy}
by increasing absolute time coordinate, then we get a collection (t;, 7;);>1 Where (7;);>1 is a sequence
of i.i.d. exchangeable Z-valued r.v. with distribution ¢(my,)/my(S,). Consequently almost surely
for every 1 > 1 the partition m; admits asymptotic frequencies. We deduce that with probability one all

the IT,_ s such that H[ s 7 O[n) admit asymptotic frequencies. Taking a countable union onn > 1, we
get the asserted result.

LEMMA L.41. With probability one for every rational value s and every integer i > 1 the process
(|Ts.514(i)|, t > 0) are well-defined and cadlag.
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Proof This follows as an adaptation of Lemmas 3.4 and 3.5 in [24].

To end the proof, we need to distinguish three cases.

1- CDI. The process (ﬂt_m, r > 0) starts with infinitely many blocks, and immediately after time 0,
comes down from infinity. Note that this property holds a priori on an event of probability one that
depends on ¢, but the cocycle property allows to assert that the coming down from infinity holds for all
t simultaneously on a same event of probability one. The jumps of (ﬂt_m, r > 0) are finitely many
on any compact interval of (0, co) since the jump rate of a coalescent with a finite number of blocks is
finite. Thus P-a.s. for all s € R, ¢ > 0, there exists a rational value q(w) = ¢q € (s,s + t) such that
H& s+t = Hq s+t and the existence of asymptotic frequencies follows from the rational case. The limit

%1 Mg yesre(i)] = [TMse14(7)], Vi € N

is then obvious. Similarly, there exists a rational value p(w) = p < s such that IT, o1, = TI,_ 4. It
implies the existence of asymptotic frequencies for the latter along with the limit

13{8 My cort(i)| = [Ts_s14(d)|, Vi e N

The same kind of arguments apply to show the regularity when ¢ varies.

Finally the process (3 ;- |[Tlss1¢(i)],¢ > 0) is cadlag on (0, c0) since at any time ¢ > 0 only finitely
many |ﬂs s+t(7)|’s are non-null and since each of these are cadlag processes in t.

2- DISCRETE and INTENSIVE w. DUST. On any compact interval of time, only a finite number of repro-
duction events hit any given level (recall that f 0.1) uv(du) < 00), therefore r — I, rt(7) evolves at
discrete times for any given ¢ > 1. The arguments of the previous regime can therefore be applied by
considering I, () instead of HS + in order to show the regularities in frequency.

Showing that (>~ T, 4+4(3)|,t > 0) is cadlag on (0, c0) is more involved. This will be a consequence
of a uniform bound on the block frequencies. More precisely we introduce for every t > 0

Nog(n) = > #{i € [n] s vs(i) =1},
s€(0,t]

One can show that the sequence of processes (N (n)/n,t > 0) converges P-a.s. to a cadlag process
(Yo+,t > 0) for the uniform norm on D([0, c0), R). Then a simple argument based on the transitions of
the lookdown process ensures that for every 7,7 > 1 and every s,t > 0

No s+t+e(n) — No st¢(n)
n

> # o) N )} = 3 #{lleesa() N} <
j=1

=1

so that for every ¢ > 1

’ Z |Hs s+t+e | - Z ‘Hs s+t “ < YE) ,S+t+e — Yb s+t
J=1

Taking the limit as ¢ — oo, one gets the asserted right continuity of ()., M5 444(4)],t > 0). A similar
argument yields the existence of left limits. B

3- INTENSIVE oo. In this regime, all the partitions have infinitely many blocks and no singleton. Arguing
like in Lemma 1.41, we can show that on a same event of probability one for every s € QQ the process
(i1 T, 4+4(7)|,t > 0) is constant equal to 1. We now prove the existence of asymptotic frequencies
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for f[573+t when s is not rational. Fix ¢ > 1 and a rational value p € (s, s + t) N Q. For every n > i, we

set n
n)i=1—=>> [T s:(l)
=1

From the property proved above n(n) — 0 as n — oo. Let us denote by j1, jo, . . . the elements of the
block 11, ,,(¢). From the cocycle property, we have:

Z ’Hp sst(j) < lim #{ﬂs,s—&-t(ﬂ N [m]} < #{ ) ﬂ[ ]} < Z ‘ﬂp,s+t(,jl>‘+77(n)

m—00 m m—)oo

a<n qi<n

(1.20)
Letting n go to infinity ensures the existence of |II; s;+(¢)|. The same reasoning applies to II,_ 4 ¢
and II; ¢4+ . We now prove the regularity properties. Since p is rational, we know that there exists
eo(w) = €9 > 0 small enough so that

Hﬂp75+t+e(j)‘ - ‘ﬂp,s+t H , Ve < e€,Vj <n

Therefore

1 - Z ’ﬁp,5+t+e(l)‘ < 2n(n), Ve < e
=1

Combined with Equation (1.20), this ensures the convergence of |ITy ¢y ¢4 (7)| towards |TT, ¢ 4(i)| when €
goes to 0. We get similarly the convergence when ¢ — e goes to t—. To prove the convergences when s — e
goes to s— and s + € goes to s, one remarks that there exists eg(w) = €9 > 0 such that no reproduction
events affecting at least two levels among [n] fall in (s — €, s) nor in (s, s + €). Hence IT,_. ,,(i) N [n]
and TT, (i) N [n] do not vary whenever € is in (0, €y). Similar arguments as above apply.

To end the proof, we need to check that (3,<, |TIs 1+(7)|,# > 0) is constant equal to 1 for all s € R.
We have checked it for rational values s. Fix s € R and ¢ > 0. Take an arbitrary p € (s,s +t) N Q.
From the cocycle property and Fatou lemma, we know that for all 7 > 1 we have

’ﬂS,s—&-t(i)‘Z Z ’ﬂp,s-i-t(j)‘

JEMLs p(4)
so that
Z |Hs s+t | > Z Z |Hp,s+t ‘ - Z |Hp,s+t ‘ =L
i>1 >1 jefl, j>1
This concludes the proof. |

6.2 Proof of Proposition .19

The proof of the proposition relies on three lemmas.

LEMMA 1.42. Consider the restriction (f[&t, s <t € Q) of the flow of partitions to its rational
marginals. Then there exists an event )y of probability 1 on which:

o Vr<s<teq, f[mg = Coag(ﬂs’t, ﬁns}
o For everyn > 1, every a < b there exist mg > 1 and k > 0 such that for all m > mg, every

.. ~[n
partition 1T, Hi-1)

1)2-m (b—a).atia—m(b_a) 1G4S at most one non-singleton block and #{i € [2™] :

lnl
I i 1y2-m (b—a) atiz—m (b—a) 7 Oy} equals k.
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This lemma implies that almost surely the trajectories of (fl&t, s <t € Q) are deterministic flows of
partitions.

Proof First, one has
P (11, = Coag(l, 1, 1T,,),¥r < s < t € Q%) = 1 (121)

Fix a < b. The second assertion is trivially verified for a stochastic flow of partitions I17 defined from
a A lookdown graph P. Using Equation (I.21) and the fact that the finite-dimensional distributions of II
and 117 are equal, the assertion for these values of a, b follow. Taking a countable union on a < b € Q
the asserted result follows. |

We now define for every s < ¢ € R the partition I s,t on the event {2 as follows.

LEMMA L43. On the event (), the following random partition is well-defined.

I, ifs,teQ,s<t
O[OO} ifs=t
fogm { i oe #5€Q1¢0Q (1.22)
lim ﬂr,t ifs¢Q,teQ
r\Ls,TEQ~ ~
Coag(ﬂqi, ﬁs,q) for any arbitrary rational q € (s,t) if s,t ¢ Q

Furthermore, for every r < s < t, f[,ﬂ,t = Coag(ﬁs,t, f[m).

Proof We work on the event €2 throughout this proof. Recall the cocycle property together with the
left and right regularity properties verified by the flow restricted to its rational marginals. Fix s € Q
and let us prove the existence of a limit for ﬂs,v when v is rational and goes to a given irrational value
t € (s,00). Fix n > 1. There exists € = €(w) > 0 such that for all rational values p, ¢ in (¢,t + €),
H[ l, = 0p,). Combined with the cocycle property on rational marginals, this ensures that v — Hs% is
constant whenever v € (t,¢ + €) N Q. The existence of the limit follows. A similar argument shows the
existence of a limit for ﬂv,t when v is rational and goes to an irrational value s and ¢ is a given rational
value.

Fix r < s < t. If all three are rational, the corresponding cocycle property holds since we are on ().
Now suppose that either s is rational or both r and ¢ are rational, then we stress that the corresponding
cocycle property still holds. Indeed, take a limiting sequence of rational values for which the cocycle
property holds and then use the continuity of the coagulation operator (see Lemma 4.2 in Bertoin [9]).

Finally, suppose that s,t ¢ Q. To verify that our definition of 12[37,5 makes sense, we need to show that

Coag(ﬁq,t, f[s,q) does not depend on the value ¢ € (s,t)NQ. Consider two such values ¢, ¢ € (s,t)NQ,
suppose that ¢ < ¢’ and use the associativity of the coagulation operator (see Lemma 4.2 in [9]) to obtain

Coag (Il 4, I, ) = Coag (I, Coag(Il, ;. 11, ,))

= Coag (Coag(Hqgt, Hqﬂq 1, Hsjq) = Coag (lz[qyt, lz[&q)

Thus, the definition of ﬂs,t does not depend on ¢ € (s, ).

Finally, consider three irrational » < s < ¢, and two rational values ¢, ¢’ such that ¢ € (r,s) and
/

q € (s1).

Coag(ﬁsﬂg,f{r,s) = Coag(Coag( 't7 )Coag(ﬁ ,A q))
= Coag( ¢ t» Coag(Il sq,Coag(f[ f[ ))) I, ;
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This concludes the proof. |

On the complement of {1, set any arbitrary value to f[&t.

LEMMA L.44.  The collection of partitions I is a modification of 1L, that is, for every s < t, a.s.

Il ; = f[s,t. Furthermore, for each w € Qy, f[(w) is a deterministic flow of partitions.

Proof Fix s € Q. For every t € Q, f[s75+t = f[s7s+t on the event €2, so it holds a.s. We know

that the process (Il s4¢,¢ > 0) admits a cadlag modification from Lemma 1.25. Almost surely for all

t € Q the t-marginals of this modification coincide with f[s, s+t and also with fI& s+t. Since the process

(ILs ¢, t € [s,00)) is also cadlag, we deduce that almost surely it coincides with the modification. Thus
it is itself a modification of (II s4¢,t > 0). Consequently for all s € Q and all ¢ > 0 we have almost

surely f[373+t = fIS’Sth.
Now suppose s irrational, take ¢ > 0 and fix n € N. We have forall ¢ € (s,s +¢t) N Q

P(ﬂﬂﬂ = ﬂgﬁ) > P<ﬁz[;i+t = ﬁz[:i—‘rt ; ﬁ[sﬂth = Coag(ﬂﬂﬂ, ﬂ%) ; fILTf(]] - O[n})

Asql s, ]P’(fl[sn(]l = O[n}) — 1 by definition of a stochastic flow of partitions. The cocycle property of a

stochastic flow of partitions together with the almost sure identity flq7 s+t = ﬁq7 s+t that we have already

proved, ensures that the probability of the event on the r.h.s. tends to 1 as g | s. Thus f[57 st = s o4t

almost surely. Finally, when ¢ = 0 we know that f[& s = O[] almost surely by definition. Therefore, I
is a modification of IT. ~

We need to verify that for all w € Qp, ﬂ(w) is a deterministic flow of partitions. The cocycle property
was proved in the preceding lemma. Let us show the right regularity. Fix s € R and n € N. Recall that

ln]

there exists € = €(w) > 0 such that for all rational p < q € (s,s +¢€), I, 4 = Opy)- Letting p | s, we
get fILn(]I = 0y forall ¢ € (s,s+ €) N Q. Similarly for all » € (s, s + €), we have ﬁ([]nql = 0[] as soon
as ¢ € (s, ). Using the fact that fILnJo = Coag(ﬂ([f,]ﬂ, fILn(]I) we get that fILnJo = Oy forall r € (s,5 +¢).

This in turn implies that f[[sn,l — f[[snl as r | s and the right regularity is proved. The left regularity is
obtained similarly. |

6.3 Calculations on regular variation

We fix a € (1,2) and assume that A(du) = f(u)du with f(u) = u!~*L(u) for all u € (0,1) and L
is slowly varying at 0+ (see [56]). Fix A € (0, 00). For all u > 0 we have

\P(Q“) = W(u)+ /ﬁ(wu 1t au)a 0 <L(§) - L(x>>d$ N /;W“ ~1+au)z™ "*L(z)dz

Since L is slowly varying at 0+, the ratio L(z/\)/L(x) goes to 1 as x tends to O+. This, together with

the fact that ¥(u)/u — oo as u — oo, ensures that

U(Au) ~ AU(u)

U— 00

Let us now prove that the map v defined in the proof of Theorem 1.2 is itself regularly varying at 0+ with
index —1/(a — 1). We have

v(t) :/t W(v(s)) — v(s) ¥'(v(s))
0 (W(v(s)))’
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6. Appendix

In the above calculations, we use the identity v'(s) = —¥(v(s)) and the regular variation of ¥ at oo that
ensures the convergence uW’(u)/¥(u) — « as u — oo (see Theorem 2 in [560]). Therefore we have
proved that
tv'(t) -1
v(t) t=0 a—1

This identity implies, thanks to Theorem 2 in [56], that v is regularly varying at O+ with index —1/(« —
1).

Assume now that A(du) = ¢ do(du)+ f(u)du where ¢ > 0 and f is any positive and measurable function
such that f(o 1 f(u)du < oo. It is simple to show that ¥(u) ~ cu?/2 as u — oc. The calculations on v
above then applies with o = 2. We deduce that v is regularly varying at O+ with index —1. |

79



| - From flows of Lambda F-V to lookdown processes

80



cHAPTER ||

Genealogy of flows of continuous-state branching processes via flows
of partitions and the Eve property

This article [53] has been accepted for publication in the Annales de [’ Institut Henri Poincaré.

1 Introduction

A continuous-state branching process (CSBP for short) is a Markov process (Z¢,t > 0) that takes its
values in [0, +0o] and fulfils the branching property: for all z, 2’ € [0, +00|, (Z; + Zj,t > 0) is a CSBP,
where (Z¢,t > 0) and (Z},t > 0) are two independent copies started from z and 2’ respectively. Such
a process describes the evolution of an initial population size Zg, and the branching property implies
that two disjoint subpopulations have independent evolutions. To alleviate notation, we will implicitly
consider an initial population size Zg = 1. A CSBP has a Feller semigroup entirely characterized by
a convex function V¥ called its branching mechanism, so we will write W-CSBP to designate the corre-
sponding distribution. The Feller property entails the existence of a cadlag modification, still denoted
(Z¢,t > 0) and thus allows to define the lifetime of Z as the stopping time

T:=inf{t >0:7Z; ¢ (0,00)}

with the convention inf ) = oo. The denomination lifetime is due to the simple fact that both 0 and oo
are absorbing states.

The process Z can be seen as the total-mass of a measure-valued process (my, ¢ € [0,T)) on [0, 1]
(or any compact interval), started from the Lebesgue measure on [0, 1] and such that for all x € [0, 1],
(m([0,z]),t > 0) and (my((z, 1]),¢ > 0) are two independent W-CSBP corresponding to the sizes of
the subpopulations started from [0, ] and (x, 1] respectively. The process m is called a measure-valued
branching process or W-MVBP for short. Note that when Z1 = oo, the measure is no longer finite and
therefore we set mp = A, see Subsection 2.3 for further details.

DEFINITION IL.1. We say that the branching mechanism V satisfies the Eve property if and only if
there exists a random variable e in [0, 1] such that

my (dx)
m tT—T> (Se(d.’L') a.s. (IIl)
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Il - Genealogy of CSBPs via flows of partitions

in the sense of weak convergence of probability measures. The r.v. e is called the primitive Eve of the
population.

This property means that a fraction asymptotically equal to 1 of the population descends from a single
individual located at e as ¢ gets close to the lifetime T. This property seems to have never been studied
before, except by Tribe [75] in the case of the Feller diffusion with a spatial motion. From the branching
property, we will show that e is necessarily uniform[0, 1], when the Eve property is verified. The goal

of the present paper is to study this Eve property in connection with the genealogy of the ¥-CSBP. Note
m¢(dz)
m; ([0,1])

that the complete classification of the asymptotic behaviour of
work [25].

will be provided in a forthcoming

A CSBP describes the evolution of the population size, but does not provide clear information on
the genealogy. In recent years, several approaches have been proposed to study the genealogical struc-
ture: one can cite the historical superprocess of Dawson and Perkins [22], the continuum random tree
introduced by Aldous in [2], the Lévy trees of Le Gall, Le Jan and Duquesne [26, 61], we also refer
to [13, 38, 39] for the genealogy of related population models. This paper presents a new object, called
a stochastic flow of partitions associated with a branching mechanism, that unifies two well-known ap-
proaches: the flow of subordinators of Bertoin and Le Gall [12] and the lookdown representation of
Donnelly and Kurtz [24]. Let us mention that this object focuses on the genealogical structure, and does
not pay attention to the genetic types carried by the individuals: hence it would not be appropriate to deal
with more elaborate models incorporating mutations or spatial motions. We first introduce this object and
its relationships with these two representations, before presenting the connection with the Eve property.

As mentioned above, the population size does not define in itself the genealogy. Therefore we start

from a cadlag W-CSBP (Z;,t € [0, T)) and enlarge the probability space in order to add more information
to this process. This is achieved by defining a random point process P with values in [0, T') x Z,, where
P stands for the space of partitions of the integers N. To each jump (¢, AZ;) of the CSBP is associated
a point (¢, o¢) in P such that the random partition g, is distributed according to the paint-box scheme
with mass-partition (AZ—?, 0,0,...), see Subsection 2.1 for a precise definition of the paint-box scheme.
The genealogical interpretation is the following: (¢, AZ;) corresponds to a reproduction event where a
parent, chosen uniformly among the population alive at time ¢—, gives birth to a subpopulation of size
AZy; therefore a fraction AZ—? of the individuals at time ¢ descends from this parent. In addition, when Z
has a diffusion part, P contains points of the form (t,Zy; ;3) that model binary reproduction events, that
is, events where an individual ¢ at time {— is the parent of two individuals ¢ and j at time ¢, the partition
Ty; 5y having a unique non-singleton block {4, j}, with i < j. A precise definition of the point process
P will be given in Subsection 3.2, but it should be seen as an object that collects all the elementary
reproduction events as time passes.
We then introduce a collection of random partitions (12[37t, 0 < s <t<T)by "composing" the partitions
contained in P. In order not to burden this introduction, we do not provide the precise definition of
these partitions but, roughly speaking, f[s,t is the result of the composition forward-in-time of all the
elementary reproduction events provided by P on the interval (s, t]. Therefore the partitions collect the
following information

e Backward-in-time : the process s — I, s,¢ gives the genealogy of the population alive at time ¢.
e Forward-in-time : the process s — f[t,H s gives the descendants of the population alive at time ¢.

(f[s’t, 0 <s<t<T)iscalled a U flow of partitions and Z its underlying ¥-CSBP.
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Connection with the lookdown representation

This object is intimately related to the lookdown representation of Donnelly and Kurtz [24]. A lookdown
process is a particle system entirely characterized by a sequence of initial types, that provides a sampling
of the initial population, and a so-called lookdown graph, that stands for the genealogical structure. In
a previous work [52], we showed that the flow of partitions formalizes and clarifies the notion of look-
down graph which was implicit in the lookdown construction of Donnelly and Kurtz [24]. To complete
the picture of the lookdown construction, note that the limiting empirical measure of the particle system
at time ¢, say Zy, is a probability measure such that the process Z - = is a W-MVBP, see Section 3 for
further details.

Connection with the flow of subordinators

It is well-known that the process x +— my([0,x]) is a subordinator whose Laplace exponent u(-) is
related to the branching mechanism ¥ via forthcoming Equation (II.7). In addition, the branching prop-
erty ensures that mq ¢ is obtained by composing the subordinator m; with an independent subordinator
distributed as m;. This is the key observation that allowed Bertoin and Le Gall [12] to describe the
genealogy of the Y-MVBP with a collection of subordinators. Formally, a ¥ flow of subordinators
(Ss,t(a),0 <'s <t,a > 0)is a collection of random processes that verify

e Forevery 0 < s <t, (Ss:(a),a > 0) is a subordinator with Laplace exponent u;_.

e For every integer p > 2and 0 < ¢; < ... < t,, the subordinators Sy, ¢, . .., Stp,l,t,, are indepen-
dent and
Sty ,tp(@) =S¢, 1,4, 0. 0S4 1,(a), Ya > 0 as. (cocycle property)

e Foralla >0, (Sp+(a),t > 0) is a U-CSBP started from a.

Each subordinator [0,1] > = — So(z) can be seen as the distribution function of a random measure
mg on [0, 1] so that (mq, ¢ > 0) forms a W-MVBP. In particular, S; := Sg (1) is its total-mass process
and one can define T as its lifetime. Hence, all the relevant information about this initial population
[0,1] is contained into the flow (Ss+(a),0 < s < t,0 < a < S;). Fix0 < s < t < T and consider
a point a € [0, S4] such that S, ¢(a) — Ss+(a—) > 0. Bertoin and Le Gall interpreted a as an ancestor
alive at time s and S, ;(a) — Ss¢(a—) as its progeny alive at time t. We show that our collection of
partitions actually formalizes this genealogical structure. To state this result we use the notation & (S ;)
that stands for the paint-box distribution based on the mass-partition obtained from the rescaled jumps
{S“(“)_S—w, a € [0, S4]} of the subordinator S, ;, here again we refer to Subsection 2.1 for a precise
definition.

THEOREM IL1. The collection of partitions (115 ;,0 < s < t < T), together with its underlying
CSBP 7, satisfies

o Foralln > landall) <t] < ... <ty

. . d
Ztyse o Zoy Moty T ol < )2 (Strs St P(S0ts)s- ooy P (St 1))t < T5)

e forall0<r<s<t<T,a.s. ﬂr,t = Coag(ﬂsjt, ﬂm) (cocycle property).

Note that the operator Coag is a composition operator for partitions, see Section 4.2 in [9] or Sub-
section 2.1 of the present paper.

Main results
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Il - Genealogy of CSBPs via flows of partitions

We now study the connection between the Eve property and the genealogy. To alleviate notation, we set
I, := HOt and let o be the diffusion coefficient appearing in the branching mechanism W. In addition,
we let Zjo) := {{1,2,3,...}} denote the partition with a unique block containing all the integers.

THEOREM IL.2. There exists an exchangeable partition fIT such that f[t — fIT almost surely as
t 1 T. Moreover, these three assumptions are equivalent

i) VU satisfies the Eve property.
i) It = o) a.s.

i) Y (AZZS)2+/TZst_ooas
S 0 S

{s<T:AZs>0}

This result allows to define f[t = f[T forallt > T.

If there are individuals who do not share their ancestors with any other individuals then the partition
has singleton blocks: we say that the partition has dust. It is well-known that for coalescent processes
with multiple collisions, a dichotomy occurs (except in a very trivial case) between those coalescent
processes that have infinitely many singletons at every time ¢ > 0 almost surely and those that have no
singletons at every time £ > 0 almost surely, see [66]. It is striking that a similar dichotomy holds in the
branching process setting.

THEOREM IL.3. The following dichotomy holds:

o [f U is the Laplace exponent of a Lévy process with finite variation paths, then almost surely for
all t € (0,7T), the partition 11, has singleton blocks.

e Otherwise, almost surely for all t € (0,T), the partition I1; has no singleton blocks.

Furthermore when o = 0, almost surely for all t € (0, T| the asymptotic frequency of the dust component
of Uy is equal to [ (1 — AZZS) whereas when o > 0, almost surely for all t € (0, T] there is no dust.

A flow of partitions also appears as an efficient tool to deal with convergences. We illustrate this fact
with the following problem. Consider a sequence of branching mechanisms (U, ),,>1 that converges
pointwise to another branching mechanism . Implicitly, Z", 1™ will denote ¥,,,-CSBP and ¥,,, flow
of partitions, for every m > 1. It is easy to deduce from [20] that Z'™ — Z in a sense that will be made
precise in Subsection 5.2, so that a similar result for the corresponding genealogies is expected.

THEOREM IL.4. Suppose that
i) Forallu € Ry, U, (u) — ¥(u) as m — oc.
ii) The branching mechanism U satisfies the Eve property.
iii) U is not the Laplace exponent of a compound Poisson process.

then

(e > 0) % (M1, > 0)

m— 00

in ]D)(R+, t@oo)
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1. Introduction

The Eve property says that the rescaled W-MVBP can be approximated by a Dirac mass as t gets

close to T It is natural to ask if finer results can be obtained: for instance, does there exist a second Eve
that carries a significant part of the remaining population ?
We call ancestor a point z € [0, 1] for which there exists ¢ € [0, T) such that m;({z}) > 0; in that
case, my({x}) is called the progeny of x at time ¢. We will prove in Subsection 4.2 that the collection of
ancestors is countable. Roughly speaking, the progeny of a given ancestor is a W-CSBP started from 0.
Therefore, one can naturally compare two ancestors: either by persistence, i.e. according to the extinction
times of their progenies (if they become extinct in finite time); or by predominance, i.e. according to the
asymptotic behaviours of their progenies (if their lifetimes are infinite). Notice that these two notions
(persistence/predominance) are mutually exclusive.

THEOREM ILS5. Assume that Z does not reach oo in finite time. If the Eve property holds then one
can order the ancestors by persistence/predominance. We denote this ordering (e');>1 and call these
points the Eves. In particular, e' is the primitive Eve.

The Eves enjoy several nice properties. For instance, Proposition I11.26 shows that the sequence
(€");>1 is i.i.d. uniform[0, 1]. Also, the Eves will be of major importance in the last part of this work we
now present.

Theorem II.1 shows that flows of subordinators and flows of partitions are related by their finite-
dimensional marginals. One could wonder if the connection is deeper: does there exist a flow of partitions
embedded into a flow of subordinators ? It turns out that the Eve property plays a crucial role in this topic.

Consider a ¥ flow of subordinators (Sg+(a),0 < s <t < T5,0 < a < S,), and for simplicity
let Z, := S, denote the total population size and T := T" its lifetime. For all s < ¢, the subordinator
Ss+ defines a random measure m,; on [0, Zs] with total mass Z;. Assume that Z does not reach co
in finite time and that the Eve property is verified. Theorem II.5 allows to introduce the Eves process
(e,s € [0,T));>1 by considering at each time s € [0, T), the sequence of Eves of the ¥-MVBP
(mgy,t € [s,T)) that starts from the Lebesgue measure on [0, Z,]. Notice that we actually rescale the
Eves (e%);>1 by the mass Zg in order to obtain r.v. in [0, 1].

The Eves process is the set of individuals that play a significant r6le in the population as time passes. One
is naturally interested in the genealogical relationships between these Eves, so we introduce a collection

of partitions (Il ;,0 < s <t < T) by setting

I, (i) := {j € N : ¢ descends from e’}

Here "e/ descends from e’" means that Z; - €] € (Ss,t(Zs - €4—),Ss4(Zs - €1)].

THEOREM IL.6. The collection of partitions (ﬂs,t,O < s <t < T) defined from the flow of
subordinators and the Eves process is a U flow of partitions.

We end with a decomposition result similar to the main theorem of [52]. For each time s € [0, T),
let & (11, (e%);>1) be the measure-valued process defined by

[5.T) 3 ¢ = > [T 0(8)]6; (da) + (1 -3 \ﬁs,t(i)y)dm
i>1 i>1

and r, ; the probability measure on [0, 1] defined by

ms’t(ZS . dac)

rs¢(dx) = 7,
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Il - Genealogy of CSBPs via flows of partitions

THEOREM IL.7. The flow of subordinators can be uniquely decomposed into two random objects:
the Eves process (e, s € [0,T)) and the flow of partitions (15,0 < s <t < T).

i) Decomposition. For each s € R, a.s. & (11, ();>1) = (rss,t € [5,T))

ii) Uniqueness. Let (H;+,0 < s <t < T) be a ¥ flow of partitions defined from the V-CSBP Z, and
foreach s € [0,T), consider a sequence (xs(i))i>1 of r.v. taking distinct values in [0, 1]. If for each
s €[0,T), as. &(H, (Xs(i))i>1) = (vsst,t € [s,T)) then

e Foreach s € [0,7T), a.s. (xs(i))i>1 = (€4)i>1.
e Almost surely H = IL

This theorem provides an embedding of the lookdown representation into a flow of subordinators and
thus, unifies those two representations. Note that the Eve property is actually a necessary condition for
the uniqueness. Indeed when the Eve property does not hold, there is no natural order on the ancestors
and therefore no uniqueness of the embedding.

2 Preliminaries

2.1 Partitions of integers

For every n € N U {00}, let &, be the set of partitions of [n] := {1,...,n}. We equip P with
the distance d » defined as follows. For all m, 7’ € P2

dop(m,7')=2"" < i=sup{j € N: 7l = 7r'm} (IL.2)

where 7] is the restriction of 7 to [j]. (%, d) is a compact metric space. We also introduce for every
n € NU{oo}, &} as the subset of .77, whose elements have a unique non-singleton block. In particular,
for all subsets K C N, we denote by Zk the element of &?%_ whose unique non-singleton block is K
Also we denote by Oj] := {{1}, {2}, ...} the trivial partition of N into singletons.

Let 1 € P, for each i > 1 we denote by 7 () the i-th block of 7 in the increasing order of their least
element. Furthermore, the asymptotic frequency of 7(7) when it exists is defined to be

‘ ‘_nlggonzl{jerz

When all the blocks of a partition 7 admit an asymptotic frequency, we denote by ||+ the sequence of its
asymptotic frequencies in the decreasing order. We consider the Borel o-field of (P, d#), and define
an exchangeable random partition 7 as a random variable on &, whose distribution is invariant under
the action of any permutation of N, see Section 2.3.2 in [9] for further details.

We define the coagulation operator Coag : P, X Py — Po as follows. For any elements 7, 7’ €
P, Coag(m, ') is the partition whose blocks are given by

Coag(m,x')(i) = | =(j) (IL3)

jen’ (i)
for every ¢ € N. This is a Lipschitz-continuous operator and we have
Coag (71', Coag(’', 7T")) = Coag (Coag(w, '), 71'") (IL.4)

86
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for any elements 7, 7/, 7" € P, see Section 4.2 in [9] for further details.

We call mass-partition a sequence s = (s;);>1 such that 51 > so > ... > 0,> .~y s; < 1. From a
mass-partition s one can define the paint-box based on s, that is, the distribution &(s) of the random
exchangeable partition whose sequence of asymptotic frequencies is s. This can be achieved by con-
sidering a sequence (U;);>1 i.i.d. uniform[0, 1] and defining the random partition 7 via the following
equivalence relation

injedp>1stU,Uj €

p—1 p
Dk ) s
k=1 k=1

In this work, we will consider the mass-partition (z,0,...) associated to a point z € (0, 1] and the
corresponding paint-box distribution & (, 0, . ..) in order to define the flow of partitions, see Subsection
3.2.

Finally consider a subordinator X restricted to [0, a], with @ > 0. On the event { X, > 0}, the sequence

AXi N
(% el
this sequence will be denoted by &?(X). This can be achieved by considering an i.i.d. sequence (U;);>1
of uniform|0, 1] r.v., and defining on the event {X, > 0} the exchangeable random partition 7 by the

following equivalence relation

will be called the mass-partition induced by the subordinator X, and the paint-box based on

i j e XN XU = XN (XAU;) (IL5)

where X ! denotes the right continuous inverse of ¢ — X;. We also complete the definition by setting
P(X) =TLjo) = {{1,2,3,...}} on the event { X, = 0}.

2.2 Continuous-state branching processes

We recall the definition of the continuous-state branching processes introduced in the celebrated
article of Jirina [46]. A continuous-state branching process (CSBP for short) started from a > 0 is a
Markov process (Z¢,¢ > 0) with values in [0, co] such that (Z¢™°,¢ > 0) has the same distribution as
(Z¢ + 7%, t > 0) where Z* and Z? are two independent copies started from a and b respectively. Such a
process is entirely characterized by a convex function ¥ : [0, +00) — (—00, +00), called its branching
mechanism, via the following identity

Ele ] = e~ 2N wA >0 (IL6)
where the function u;(\) solves
Oug (A
5§ ) _ —U(u(N), uo(A) = A (IL.7)

and W is the Laplace exponent of a spectrally positive Lévy process. Thus ¥ has the following form

2

U(u) = yu + %uQ + / (e — 14 hulg,<qy) v(dh) (IL8)
0

where v € R, > 0 and v is a measure on (0, 0o) such that [°(1 A 2?)v(dz) < co. In the sequel, we
will omit the symbol a and consider a = 1 as the results we will expose do not depend on this value. Note
that the semigroup is Feller, so a W-CSBP admits a cadlag modification. In the rest of this subsection,
we consider implicitly a cadlag modification of Z.

We say that the W-CSBP is subcritical, critical or supercritical according as ¥/ (0+) is positive, null, or
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negative. Furthermore since 0 and oo are two absorbing states, we introduce the following two stopping
times, namely the extinction time and the explosion time by setting

To:=inf{t >0:Z; =0}, T :=inf{t >0:7Z; = o0} (I1.9)

Let also T := Ty A To, denote the lifetime of the ¥-CSBP Z. Classical results entail that P(Zt = 0) =
e~ 4, and therefore P(ZT = oco) = 1 — e~ 9 where ¢ := sup{u > 0 : ¥(u) < 0}. Note that we use the
convention sup R = oo. In [40], Grey provided a complete classification of the possible behaviours of
Z at the end of its lifetime:

Extinction. For all t > 0, we have P(Ty < t) = ¢~%(>) and
* du

ut(00) < 0o < ¥(v) > 0 for large enough v and / —— < 00
v Y(u)

If u:(o0) is finite, then u(co0) | g as ¢ — oo. This ensures that on the event {Zt = 0} either T < oo
as.,orT =o0as.

Explosion. For all ¢ > 0, we have

lim E[e ] = ¢~ w(0F) (IL.10)

P(Teo >t) = i,

Using this last equality, Grey proved that T, = 00 < fo " % = 0o. When this condition holds, we

say that the CSBP is conservative. Here again, on the event {Zt = +oo} either T < co a.s., or T = o0
a.s.
The proofs of the following two lemmas are postponed to Section 7.

LEMMA IL2. On the event {T < oo}, T has a distribution absolutely continuous with respect to
the Lebesgue measure on R .

Forall € € (0,1), we introduce T, := inf{¢t > 0: Z; ¢ (¢, 1/¢)}, and notice that T, < T a.s. for all
€€ (0,1).

LEMMA IL3. Forallt > 0andall e € (0,1)

E > (AZZS>2 < o0

s<tATe:AZs>0 s

2.3 Measure-valued branching processes and flows of subordinators

In this subsection, we introduce the measure-valued branching processes associated to a branching
mechanism W. For the sake of simplicity, we will consider measures on the interval [0, 1], but the
definition holds for any other compact interval. Let .#; denote the set of finite measures on [0, 1] and let
A be an extra point that will represent infinite measures. We set ]f := s U{A} and equip this space
with the largest topology that makes continuous the map

[0,+OO]></(1 — ]f

Aop ifA<oo
A, —
i) {A i\ = 0o
This topology is due to Watanabe [77].

We denote by B* the set of bounded Borel functions on [0, 1] that admit a strictly positive infimum.
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We call measure-valued branching process associated with the branching mechanism W, or ¥-MVBP in
short, a .#-valued Markov process (my, ¢ > 0) started from a given measure mq € .#; that verifies for
all f € BT

E[exp(— (my, f))] = exp(— (mo, u; o f))

Note that (A, f) = +oo, thus A is an absorbing point. The existence of this process can be obtained
using a flow of subordinators as it will be shown below. The uniqueness of the distribution derives from
the Markov property and the characterization of the Laplace functional on B1+.

It is straightforward to check that the total-mass process (m;([0,1]),¢ > 0) is a ¥-CSBP, say Z,

started from mg([0, 1]). As proved in [28], this process verifies the branching property: for every
mg, mg € 4y, the process (m; + mj,t > 0) is a W-MVBP started from mg + mg, where (my,¢ > 0)
and (mj, ¢ > 0) are two independent U-MVBP started from m( and my, respectively.
Finally, from Lemma 3.5.1 in [21] one can prove that its semigroup verifies the Feller property. This
implies that the W-MVBP admits a cadlag modification. In the rest of this subsection, we consider im-
plicitly a cadlag modification of m and will denote by T the lifetime of its total-mass process (which is
necessarily a cadlag W-CSBP).

Suppose that (my, ¢ > 0) starts from the Lebesgue measure on [0, 1]. It is then immediate to deduce
that for all ¢ > 0, the process = — my ([0, z]) is a (possibly killed) subordinator whose Laplace exponent
is given by (u¢(A), A > 0). From the Lévy-Khintchine formula, we deduce that there exists a real number
dy > 0 and a measure w; on (0, co) that verifies [°(1 A h)w;(dh) < oo, such that

uy(N) = ug(0+) + de X + / (1 — e M) w(dh) , forall A > 0 (IL11)
0

Notice that u¢(0+) is the instantaneous killing rate of the subordinator, which is related to the explosion
of the total mass process (m;([0,1]),¢ > 0). Indeed P(T, < t) = P(my([0,1]) = 00) = 1 — e~ %(04),
see Equation (II.10).

From this observation, Bertoin and Le Gall introduced an object called flow of subordinators. Propo-
sition 1 in [12] asserts the existence of a process (Ss¢(a),0 < s < t,a > 0) such that
e Forevery 0 < s <t, (Ss:(a),a > 0) is a subordinator with Laplace exponent u;_.

e Forevery integer p > 2and 0 < t; < ... < t,, the subordinators Sy, ¢,, ..., St,_, ¢, are indepen-
dent and
Sti,t,(a) =S¢, 11, .. 08¢ 1,(a), Ya > 0as. (cocycle property)

e Foralla >0, (Sp(a),t > 0) is a W-CSBP started from a.

Actually in their construction, they excluded the non-conservative branching mechanisms but one can
easily adapt their proof to the general case.
Let us now present the connection with the W-MVBP. Introduce the random Stieltjes measures

mg ¢+(dz) = dySo+(x), Vo € [0,1]

From the very definition of the flow of subordinators, one can prove that (mq,,t > 0) is a ¥-MVBP
started from the Lebesgue measure on [0,1]. One can consider a cadlag modification still denoted
(moy,t > 0), and let TS be the lifetime of its total-mass process S; := mq([0,1]),¢ > 0 (which is
a cadlag W-CSBP). It is then natural to introduce the random Stieltjes measures

mg ¢ (dx) := dySs (), Vo € [0,S]
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Il - Genealogy of CSBPs via flows of partitions

for every 0 < s < t < TS. Each process (msy,t € [s,T%)) is a ¥-MVBP and admits a cadlag
modification still denoted (m;;, ¢ € [s, T)). Then we obtain a flow of W-MVBP (m,;,0 < s <t <
TS) that describes the evolution of an initial population [0, 1].

3 Flows of partitions and the lookdown representation

The goal of this section is to develop the construction of W flows of partitions presented in the
introduction. To that end, we first recall the definition of deterministic flows of partitions as introduced
in [52] since the one-to-one correspondence with lookdown graphs is deterministic. Then, we define a
random point process P pathwise from a cadlag U-CSBP Z, which will allow us to construct a ¥ flow
of partitions. Finally we give a precise characterization of its jump rates which will be necessary in the
proof of Theorem IL.4, this last subsection can be skipped on first reading.

3.1 Deterministic flows of partitions

Fix T € (0,+oc]. In [52], we introduced deterministic flows of partitions and proved they are in
one-to-one correspondence with the so-called lookdown graphs. Lookdown graphs are implicit in the
lookdown construction of Donnelly and Kurtz [24], and the upshot of the flows of partitions is to clarify
and formalize this notion. In the present paper, we do not recall the definition of the lookdown graph and
we refer to [52] for further details.

Below this formal definition of deterministic flows of partitions, the reader should find intuitive com-
ments.

DEFINITION IL4. A deterministic flow of partitions on [0,T) is a collection T = (75,0 < s <
t < T) of partitions such that

e Foreveryr <s<te|0,T), w,; = Coag(7s s, fiy.s).

e Foreverys € (0,T), limlim 7, ; =: 75— s = O[]
rts tls

e Foreverys € [0,T), liin Tst = Ts.s = Ofog)-
tls

Furthermore, if for all s € (0,T'), 75— s has at most one unique non-singleton block, then we say that
is a deterministic flow of partitions without simultaneous mergers.

The first property asserts a cocycle property for the collection of partitions: the evolution forward-
in-time is obtained by coagulating consecutive partitions. The second and third properties ensure that
for all n > 1 and every compact interval [r,¢] C [0,7), only a finite number of partitions 7?@8 differ
from the trivial partition Op,;. Note that in this paper, we will only consider flows of partitions without
simultaneous mergers.

Construction from a point process
Let p be a deterministic point process on [0,7) x Z2% whose restriction to any subset of the form
(s,t] x 22} has finitely many points. Fix an integer n € N and two real numbers s < t € [0,7). Let
(ti, 0i)1<i<q be the finitely many points of P|(s,t]x 2 in the increasing order of their time coordinate. We
introduce

frw := Coag(oq, Coag(0g—1, - - ., Coag(o2,01)...)) (I1.12)

Obviously, the collection of partitions (ﬁgbt],n € N) is compatible and defines by a projective limit a

unique partition 7, ¢ such that its restriction to [n] is ﬁgng, for each n € N. Then, one easily verifies that

(7rst,0 < s <t < T)is adeterministic flow of partitions without simultaneous mergers.
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3. Flows of partitions and the lookdown representation

REMARK ILS. This construction gives a hint of the one-to-one correspondence with lookdown
graphs. See [52] for further details.

We can now introduce the lookdown representation using a deterministic flow of partitions. Let
(&s,5(1))i>1 be a sequence of points in Ry and define the particle system (&4(i),¢ € [s,T))i>1 as
follows. Forallt > sand all¢,7 > 1,

Eat(J) = &ss(1) & J € Trs4(1) (11.13)

DEFINITION IL6. We use the notation Z(, (&s,5(i))i>1) to denote the deterministic lookdown
function (&54(i),t € [s,00))i>1 defined from the flow of partitions 7t and the initial types (& 5(1))i>1.

Moreover, for all t € [s,T'), set

Es¢(dr) == lim — Zéast (IL.14)

n—oo n

when this is well-defined.

DEFINITION IL7. We denote by &(7, (&5,5(1))i>1) the collection of limiting empirical measures
(Est,t € [s,00)) defined from the flow of partitions 7t and the initial types (& 5(1))i>1, when it exists.

Let us give an intuitive explanation of this particle system. If one considers each point &g 4(i) as
some characteristic (type or location for instance) of the i-th ancestor at time s, then the underlying idea
of the lookdown representation is to give the same characteristic to the descendants of this ancestor at
any time ¢ > s. Therefore, the measure = ;(dx) describes the composition of the population at time ¢:
Est({&s,5(7)}) is the proportion of individuals at time £ who descend from the i-th ancestor alive at time
s. In the next subsection, we will see that if one applies this scheme with a random flow of partitions,
whose distribution is well chosen, then = is a MVBP (rescaled by its total-mass).

3.2 Stochastic flows of partitions associated with a branching mechanism

We randomize the previous definitions using a point process P on [0, T) X P, where T is a random
positive time in order to introduce flows of partitions associated with a branching mechanism ¥. As
mentioned in the introduction, this point process is obtained as the union of two point processes: N
that stands for the binary reproduction events due to the diffusion of the underlying CSBP, and \/,, that
encodes the positive frequency reproduction events due to the jumps of the CSBP. As these objects rely
on many definitions, one should refer on first reading to the heuristic definitions given in the introduction.

For every z > 0, we introduce the map ¢, : R% — [0, 1], that will be used to consider rescaled
jumps of a CSBP, by setting
h

. h
¢ Hh+z

We define a measure ;"™ on Y, that will encode binary reproduction events often called Kingman
reproduction events. Recall that Zy; ; stands for the element of &5, whose unique non-singleton block
is {4, j} for every integers 1 < i < j.

o (drr) = Zéz{ J(dm) (11.15)
1<j
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Il - Genealogy of CSBPs via flows of partitions

This ends the introduction of preliminary notation. Fix a branching mechanism ¥ and consider a -
CSBP (Z¢,t > 0) started from 1 assumed to be cadlag. We keep the notation of Section 2.2, in particular
T denotes the lifetime of Z. We start with the definition of V,,. Consider the random point process

o= U {5}

{tZOZAZt >0}

and define a #2-randomization ,, of Q in the sense of Chapter 12 in [48], where & is the paint-box
probability kernel introduced in Subsection 2.1. The point process N, := U{(t, AZt ,0t)} on Ry X
[0, 1] X P can be described as follows. For all ¢ > 0 such that AZ; > 0, g, isar.v. on P, distributed
according to the paint-box distribution @(Azt 0,...). It is more convenient to consider the restriction
of this point process to R, x ., still denoted by /\/'l, = U{(t, 0¢) }-

Second, we define a doubly stochastic Poisson point process N, on Ry x £, in the sense of
Chapter 12 in [48], with a random intensity measure given by

2
lyemydt ® %ubi“*‘”(dw) (1L.16)

We finally define the point process P on Ry x H, as
P =N, UN, (IL17)

Notice that almost surely this point process takes its values in R4 x 2%, and has finitely many points in
any set of the form [0, ¢] x & witht < T and n € N, as we will see in Proposition II.13. Thus for each
w € (1, we define a deterministic flow of partitions without simultaneous mergers (fI st(w),0<s<t<
T) using the point collection P (w) and the pathwise construction of Subsection 3.1.

Let us now explain how one defines a lookdown process associated with a ¥-MVBP. Fix s > 0
and condition on {s < T}. Consider a sequence (& 5(7));>1 of i.i.d. uniform[0, 1] r.v. and define
the lookdown process (&s:(7),t € [s,T))i>1 := Zg(f[, (&s,5(2)))i>1. Lemma 3.5 in [24] ensures that
almost surely this particle system admits a process of limiting empirical measures (Z,4,t € [s,T)) :=
&4(T1, (&4,5(7))i>1), and almost surely for all ¢ € [s, T) we have

=ar(dn) = 3 M08 o o) + (1= 3 a0 o

i>1 1>1

Moreover, Section 2 in [18] shows that the process (Z; - =5 ¢+(Zs - dz),t € [s,T)) is a cadlag V-MVBP
started from the Lebesgue measure on [0, Z;], conditionally on Zs.

REMARK IL.8. The results in [15, 24] are stated with the usual notion of lookdown graph. But
they are immediately translated in terms of flows of partitions thanks to our one-to-one correspondence.

REMARK IL9. We can define from any time s € [0, T), a U-MVBP with total-mass process Z using
an independent sequence of initial types (& 5(1))i>1 and the flow IL Then, it could seem simple to define
a flow of V-MVBP using this lookdown representation simultaneously for all s € [0, T). However, this
is far from being trivial since the initial types s — (& 5(%));>1 have to be suitably coupled. In Section
6, we will show that these initial types have to be the Eves.

An important property of the lookdown process (see [24]) is that for all £ > s, conditionally given Z;
the sequence (&, ¢+(¢));>1 is exchangeable on [0, 1]. This implies that conditionally given Z; the partition
I1, ; has the paint-box distribution on the subordinator x — Z; - =, +([0, z]). More generally, we have
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3. Flows of partitions and the lookdown representation

THEOREM IL1 The collection of partitions (fI&t, 0 < s <t < T), together with its underlying
CSBP 7, satisfies

e foralln > 1landall0 < t; < ... <ty

~ ~ d
(Ztl’ .. '7Ztn7H0,t1v s ’th—17tn|tn < T)(:)(Stu .. ‘7Stn7 y(so,tl)a ceey ‘@(Stn—l»tn”tn < TS)

e Forall0<r<s<t<T, a.s. ﬂr,t = Coag(ﬂ&t, ﬂm) (cocycle property).

Proof The cocycle property is a consequence of our construction as we have defined the restrictions
of the partitions by coagulating elementary reproduction events. We turn our attention to the finite
dimensional distributions. Fix an integer n > 1 and a n-tuple 0 =ty < t; < ... < t,. Let (Ss(a),0 <
s <t,0<a<Sps(z)) bea ¥ flow of subordinators restricted to an initial population [0, z] instead of
[0, 1], and keep the notation T® to denote the lifetime of the total mass process (S; := So(2),t > 0)
which is a U-CSBP started from z. For every i € [n], let Hy, | ;, be distributed according to the paint-
box #(S,_,,)- Note that Hy¢,,...,Hy, |, are coupled only through their mass-partitions. We use
our construction of the beginning of this subsection to define pathwise from the CSBP (S;,t > 0) a
collection (ﬂit, 0 < s <t < TS). We will use the notation P, to emphasize the dependence on the
initial value z. Implicitly, f; will denote a bounded Borel map from £, to R and g; a bounded Borel
map from R to R. We now prove by recursion on n > 1 that

E.[AI05,,)91(Se) - (T3, 4 )gn(Se) 1, <1sy]
= E.[fi(Ho)91(S) - - fu(He, 14,90 (S6,) 1, <153

The case n = 1 follows from the discussion above the statement of the theorem. Fix n > 2 and suppose
that for all z > Oand all f1,..., fr-1,91,---,9n—1, we have

E.[f1 (ﬁg,n)gl (Sty) - - fn—l(ﬂi_g,tn_l)gn—l(stn71>1{tn,1<TS}]
=E.[fi(Hot)g1(St,) - -+ foo1(Hey ot 1)9n—1(St, 1)1, <183

Then, we obtain at rank n for any given z > 0 and any f1,..., fn,91,---,9n

E-[AI05,,)91(S0) - (T2, 4 )gn(Se,) 1, <15)]
= E. A5 0)00(S0) Ly cryBsi, (2008 1) - FalITE 0 m1)90 (St L1t <15

= E, [fl(Ho,tl)gl(Stl)1{t1<TS}Est1 [fo(Hoty—t,) - - fTL(th—l—tlytn—tl)gn(stn—tl)l{tn—t1<TS}]:|
= E:[fi(Hou)g1(Se) - - fo(He, 1,90 (Se,) 1, <15y

where the first (resp. last) equality comes from the Markov property applied to the process (S;,t €
[0, T9)) (resp. to the homogeneous chain (St;, Hy, |+, tit1 —ti)1<i<n) while the second equality makes
use of the recursion hypothesis and the case n = 1. |

This result motivates the following definition.

N

DEFINITION IL10. A collection of random partitions (11;4,0 < s < t < T) defined on a same
probability space as a cadlag V-CSBP (Z,t € [0,T)) and that verifies

e foralln > 1landall0 < t; < ... <ty

(d)

(Ztl, .. .,Ztn,ﬁoytl, . ,ﬁt |tn < T) = (Stl, .. ~7Stn> @(Soﬂgl), ceey Q(Stnfl,tn”tn < TS)

n—1,tn
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Il - Genealogy of CSBPs via flows of partitions

e Forall0<r<s<t<T, a.s. IAIM = Coag(fl&t, flm) (cocycle property).

is called a VU flow of partitions. Z is called its underlying CSBP.

REMARK IL.11. In our construction from a point process, we can verify that the cocycle property
is fulfilled almost surely simultaneously for all triplets, that is,

A~

P[V0<r<s<t<T, I, = Coag(Ily;,TL.,)] =1

This is not necessarily the case for a general V flow of partitions: however Proposition I1.30 will show
that we can define a regularized modification which fulfils that property.

3.3 A characterization of the jump rates

The formalism of partitions enables one to restrict to n individuals sampled uniformly among the
population. In this subsection, we give a characterization of the dynamics of this finite-dimensional
process. The restriction of P to Ry x &2} is denoted P We introduce, for any integer 2 < k < n and
any subset K C [n] such that #K = k, the quantity

Li(n,K) := #{r € (0,4] : (r, 1) e PI'}} (IL18)

where II[? Vis the restriction of Tk to [n] and Zx is the partition whose unique non-singleton block is K.
Moreover, we set

Lin):= Y Lg(nK) (IL.19)

{KC[n]:#K=>2}

In words, L;(n) is the total number of points of P restricted to (0,¢] x Z;;. Note that the collection of
processes {(Li(n,K),t € [0,T)); K C [n],#K > 2} is completely equivalent with the restricted flow

(H[n] 0 <s <t<T): the knowledge of any one of them is sufficient to recover the other. We denote

st
by d, the number of subsets of [n] with at least 2 elements, that is, dy, := Y_;_, (}) and we introduce
the filtration (F, ¢ > 0) by setting for all ¢ > 0

Fii=0{Zss € [0,t]} \/ o{Ppyx .} (11.20)

For every integer k such that 2 < k < n, we set

1
Ank(2, W) = /0 k(1 —z)nk (JZQx_Qég(dm) +z2vo0 gi)z_l(d:c))

where vo¢; ! is the pushforward measure of v through the map ¢,. Notice that An,k can be seen as a map
from R*. x .#;(Ry) to R.. Indeed, any element of .# (R ) has the form 625y(dh) + (1 A h?)i(dh),
where & > 0 and # is a measure on (0, 00) such that [ (1 A h?)(dh) < oo, so it can be associated to
the branching mechanism ¥ defined by the triplet (7 = 0, &, ¥).

This ends the introduction of notation. We now state two results: the first is a technical continuity
statement and the second is the characterization of the jump rates. They will be of main importance for
the proof of Theorem I1.4.

PROPOSITION IL12. Fix k,n such that 2 < k < n. The map M, is continuous from R X
M+ (R4.), endowed with the product topology, to R ..

The proof of this first result will be given in Section 7, as it is rather technical. For the next result,
we rely on notions of stochastic calculus introduced in Chapters 1.3 and II.2 in [45].
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3. Flows of partitions and the lookdown representation

PROPOSITIONIL.13.  The collection of counting processes { (L¢(n,K),t € [0, T)); K C [n], #K >
2} is a pure-jump d,-dimensional semimartingale on [0, T) with respect to F. Its predictable compen-
sator is the d,-dimensional process

{(/Ot A (Zom, W)ds,t € [0,T) )i K C [n], #K > 2} (IL21)

Proof Fix K C [n] such that its cardinality, denoted by k := #K, is greater than 2. It is straightforward
to check that (L;(n, K),t € [0,T)) is a counting process adapted to the filtration F. Similarly, one can

easily verify that the process
t
(/ Anso(Zo_, W)ds, t € 0, T))
0

is a predictable increasing process w.r.t. the filtration F. Let us prove that the process

(Lt(n, K) — /Ot Aago(Zs—, W)ds, t € [0, T))

is a local martingale on [0, T) w.r.t. F. To do so, set for all ¢ € [0, T)

Mt(l) = Lt(n,K)fZ(AZZS)k(l AZZ >n kfl{k 2}/ —ds
s<t 5
Mt(z) = ;(AZ?)]C(l AZ o // ) kZS_yo¢Z (dzx)ds

It is sufficient to show that both M) and M?) are local martingales on [0, T) w.r.t. F.

Let us focus on the first one. Fix € € (0, 1) and recall the definition of the stopping time T, := inf{¢t >
0:Z ¢ (e,1/€)}. Condition on (Zs, s € [0,T)) and consider a time s > 0 such that AZs > 0 (note that
those times are countably many a.s.). The &Z-randomization procedure implies that the restriction of the

random partition g5 to &2, has a probability (AZ—ZS*)’“(l - AZ—ZSS)”*’C to be equal to II[? ] independently of

the other partitions (0¢){/s:az,>0}- For all £ > 0, the number of occurrences of the partition Il[g Vin N,
restricted to [0,¢ A T¢] x &2, is given by the following r.v.

#{s€0,t AT : (s, 2y € NP} (I1.22)

which is, therefore, distributed as the sum of a sequence, indexed by {s € [0,¢ A T¢] : AZs > 0}, of

independent Bernoulli r.v. with parameters ((AZ—ZSS)k(l - AZ—ZSS)"_’“). Since
AZg\k AZg\n—k AZg\2
1-22) < (52) .23
(z) (-7) =(Z 23

a simple application of Borel-Cantelli lemma together with Lemma II.3 ensures that the r.v. of Equation
(I1.22) is finite a.s. One also easily deduces that for all t > 0

E[#{scl00nT: (o) e M} | Zosepentd)] = 3 (B2) (1-52)""

7 7
s<tATe s s

Furthermore when k = 2, we deduce from the definition of \V, that the counting process
#{s€0,]: (s, I e NI, t e 0,T)
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Il - Genealogy of CSBPs via flows of partitions

is a doubly stochastic Poisson process with intensity 1{t<T}%—fdt. Therefore, forall ¢ > 0
tATe 2
E[#{s € 0,0 AT : (5,78 e NI} | (Zos € 0, A T)] = / 7 s
0 S
Notice that the r.h.s. is finite a.s. Putting together the preceding results, we get that

E|:Lt/\T€(n, K) | (Zs,s € [O,t/\Te])] = Z (AZZS)k(l AZZ )n k—l—l{k , /t/\T o
s<tAT. S s

Using Lemma II.3 and Equation (I1.23), we deduce that the r.h.s. of the preceding equation is integrable
for all t > 0. Therefore W
1
E[Mt/\T J=0
Note that the integrability is indeed locally uniform since we deal with non-decreasing processes. In
addition, we have forall 0 < r <¢,
E[Mor, | 7] = M + E[LMTE,MTE (n,K)
tATe 2

Sy (BB oy _1{H}/ o ds| 7]

SE(TATe,tAT]

By applying the strong Markov property at time r A T¢ to the process Z, one easily gets that the
second term in the r.h.s. is zero a.s. using the preceding arguments. Therefore, we have proven that
(]\4&2Fe .t € [0,T)) is a locally uniformly integrable martingale. Since T, 1 T a.s., it implies that M/ (1)
is a local martingale on [0, T).

We turn our attention to M (?). Tt is well-known that the dual predictable compensator of the random
measure

> 5@ a7, (11.24)

(1>0:02,50p
is the random measure 1y, mZ¢-dt @ v o dil_ (dz) on Ry x [0,1]. Thus Th.IL.1.8 in [45] ensures that
M®) is a local martingale on [0, T). Indeed, it suffices to take W (w, t, ) := 1{t<T}$k(1 — )" % and

to apply the theorem to the random measure of Equation (I1.24).
We have proved that both M () and M(?) are local martingales w.r.t. F, this implies that the process

(Lt(n, K) — /Ot Ase(Zo—, W)ds, t € [o,T))

is a local martingale on [0, T') w.r.t. F.

Finally, consider the vector formed by the d,, counting processes. Since we have identified for each of
them their compensator in a same filtration F, we have identified the compensator of the vector. The
proposition is proved. |

4 The Eve property

Throughout this section, m designates a cadlag W-MVBP started from the Lebesgue measure on
[0, 1], Z denotes its total-mass process and T its lifetime. In the first subsection, we define the Eve
property and prove Theorem II.2. In the second subsection, we identify a complete sequence of Eves and
prove Theorem II.5. Some properties of the Eves are given in the third subsection.
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4. The Eve property

4.1 Definition
Recall the definition given in the introduction.

Definition IL.1 We say that the branching mechanism V satisfies the Eve property if and only if there
exists a random variable e in [0, 1] such that

mt(dx)
———— — d(dx) a.s. 11.25
me([0,1]) . Oeld®) as ({25
in the sense of weak convergence of probability measures. The r.v. e is called the primitive Eve of the

population.

LEMMA I1.14.  Suppose that the Eve property is verified. Then e is uniform[0, 1].

Proof Let us consider a bijection f from [0, 1] to [0, 1] that preserves the Lebesgue measure. For all
t > 0, we denote by m; o f~! the pushforward measure of m; by the function f. The process (m; o
f~1t €[0,T))is still a W-MVBP whose lifetime is T. Thus there exists ar.v. ¢’ € [0, 1] such that

my o f~1(dx)
Tmg((0,1]) ot ber (d) as. (11.26)

Moreover, it is immediate to check that ¢’ := f(e) and that ¢’ and e have the same distribution. We
deduce that e is ar.v. on [0, 1] whose distribution is invariant under bijections that preserve the Lebesgue
measure. Hence it is a uniform|0, 1] r.v. |

The following proposition specifies an important case where the Eve property is fulfilled.

PROPOSITION IL15. If T < oo a.s. then VU satisfies the Eve property.

Proof Suppose that T < oo a.s. The branching property fulfilled by the process (my, ¢t > 0) ensures that
(m¢([0,277)),t € [0,T)); (me([27™,2x 27™)),¢ € [0,T));...; (me([1 —27",1]),¢ € [0,T))

are 2" i.i.d. W-CSBP started from 27" and stopped at the infimum of their lifetimes. Since the lifetimes
of these CSBP are independent and finite a.s., we deduce from Lemma I1.2 that they are distinct a.s. and
that T is either the first explosion time or the last extinction time of the preceding collection. Therefore,
forall i € [27],
lim my([(1 — 1)27™,i27™))
t—T m, ([0, 1])

This implies that there exists a unique (random) integer u,, € [2"] such that

€{0,1} as.

lim my ([(un — 1)27™, u,27™))

Jim, (0, 1]) = las.

This holds for all n € N and obviously [(u, — 1)27", u,27") D [(upt1 — 1)2*(”“), un+12*(”+1)).
We can therefore introduce the following random variable

e := inf u,27"

neN
We have proved that
mt(dx )
———~ — de(dx) aus. 11.27
me((0, 1)) i el as (27
in the sense of weak convergence of probability measures. |
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Il - Genealogy of CSBPs via flows of partitions

REMARK IL.16. A complete classification of the asymptotic behaviour of ( 0 )1]) will be estab-

lished in a forthcoming work [25]. In particular it will be shown that whenever the CSBP is supercritical,
the Eve property is fulfilled if and only if the mean is infinite: an intuitive argument for this result is that
two independent copies of a same CSBP have comparable asymptotic sizes iff the mean is finite.

We now present a result that relates the Eve property with the behaviour of the ¥ flow of partitions at the
end of its lifetime T. In addition, this result provides a necessary and sufficient condition on Z for the
Eve property to hold.

Theorem I1.2 There exists an exchangeable partition It such that I, — It almost surely as t T T.
Moreover, these three assumptions are equivalent

i) W satisfies the Eve property.
i) Iy = o a.s.

AZS 2 T 2
i) S <Zs) +/0 Z—sds—ooas

{s<T:AZ:>0}

REMARK IL.17.  This theorem should be compared with Theorem 6.1 in [24 ] where a similar condi-
tion on the total-mass process is given but for a much larger class of measure-valued processes. However
their result is proved only when T < oo, which in our particular case of branching processes, is a trivial
case as we already know from Proposition 11.15 that the Eve property is fulfilled.

Proof To prove the asserted convergence, it suffices to show that for each n € N, the restriction ﬂy[f”] of
II; to &7, admits a limit when ¢ 1 T almost surely. We fix n € N until the end of the proof.

Step 1. Remark that conditional on fOT o? Z2-ds, the r.v. #{Na\[O,T)x,@;} has a Poisson distribution with

parameter ( ) f T2 ds Thus we have almost surely

T 2
(#{Na|0T)x/* —0\/ *ds —eXp(—<Z>/O %ds) (I1.28)

In addition, thanks to Borel-Cantelli lemma we notice that

P(#{NVHO,T)X,@;} =0| Z (AZfS)Q = OO) <

(#{NV\[OT xp:} =00] Z (

s<T

)2 - oo) —0 (I1.29)

Step 2. Introduce t; := inf{t > 0 : il = Zj;)} for all i € N, we first prove that ¢, < T conditional on

{ZKT(AZSS + fOT 22 ds = oo}, thus it will imply that TT") — Zj,) as t T T on the same event, and
also the implication 111) = ii). We proceed via a recursion. At rank ¢ = 2, we use Equations (I1.28) and

(I1.29) to obtain
AZN2 [T o?
P(#{P\[O,T)x[@g}zo‘ Z ( 7 ) -i-/o %dS:oo> =0
s<T § s

Hence to < T a.s. Suppose that ¢,_; < T almost surely for a given integer 1 > 3, then we have

H[Z 1] = Zj;—1) as. Thus either ¢; = t;_; and the recursion is complete, or H ={1,...,i—1},{i}.
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4. The Eve property

In the latter case, we need to prove that on [t;—1, T) there will be a reproduction event involving an
integer in [ — 1] and the integer <. We denote by A; the subset of &7 whose elements are partitions with
a non-singleton block containing an integer lower than ¢ — 1 and the integer ¢. Remark that on the event

{Xer(B2)? + [ ods = oo}

Z <AZZS>2+/1:I(ZCZS:OO a.s.

ti—1<s<T s

so that almost surely

P(#{Nﬂ(ti,l,T)xAi} =0 /OT Z ds = 00) =0
AZ\2
=) =)

P(#{Nu\(ti,l,T)xAi} =0 Z ( 7
s<T
which in turn ensures that ¢; < T a.s. The recursion is complete.
Step 3. We now prove that conditional on {) | _ (AZZSS )2 + fOT %—jds < oo}, the number of reproduction

events #{P|j0,1)x 32:;;} is finite. This will imply that ﬂgn] admits a limit as ¢ 7 T on the same event.

Thanks to the remark preceding (I1.28), we deduce that on { fOT %—jds < oo}, the r.v. #{Ng‘[O7T)X 2}
is finite. In addition, for each s > 0 such that AZ; > 0, the probability that the restriction of g to &),

differs from Oy,,) 1s equal to
S (1 (AZg\k AZg\n—k
Z(k:)( Zs ) (1_ Zs )

0

independently of the other (o;);-s. Since
>y ()G
k Zs
s<T k=2
an application of Borel-Cantelli lemma implies that

P(#{NIJHQT)XO';} < oo} Z (AZZ:)Q < oo) =1

s<T

AZs
Zs

)2 ()

Thus we have proved that #{P|jo,1)x 2 } is finite on the event {ZS<T(ATZSS)2 + fOT %—jds < oo}

Step 4. We now prove that

P(> (AZS)2+/OT  4s < %) >0 = P(Tlr # Tpng) > 0

s<T Zs Zs

this will imply ii) = iii).
Thanks to Equation (I1.28), we get

T 2
P(#{NJ[O,T)w;}:O‘/O %Sds<oo)>0

Also, note that
AZ, AZg
P(#{NVHO,T)X,@;} =01 {( 7. )% s < T}) =11 (1 — Z. )2>

s<T
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Il - Genealogy of CSBPs via flows of partitions

One can readily prove that the r.h.s. is strictly positive on the event {) <T(%)2 < oo}. Therefore we

Zs
have proven that
a2l
P(I =0 3 (
s<T

9 T ;2
) + / —ds < oo) >0
0 Zs

This inequality ensures the implication ii) = iii).
Step 5. We turn our attention to the proof of ii) < i). Consider a sequence (&o(7));>1 of i.i.d. uniform|0, 1]
r.v. and let (&:(7),t > 0);>1 := Z(1L, (&0(7))i>1) be the lookdown process defined from this last se-
quence and the flow of partitions IT. We know that (Z;-Z;(.),t > 0) isa W-MVBP, where (Z;,t > 0) :=
o1, (£0())i>1). Moreover, a.s. forall t € [0,T)

AZ,
Zg

n

- 1
= ({&(1)}) = nlggongl{am:ao(l)}

= (1)
It is intuitively easy to see that the Eve property is equivalent with the almost sure convergence

Z({&(1)}) —1

“T

Roughly speaking, the primitive Eve is necessarily the type &(1) in the sequence of initial types of the
lookdown representation. For a rigorous proof of this result, see Proposition I1.25. Then, it is sufficient
to show the following equivalence

:t({ao(l)}) tT—T> las. < II; tT—T> I[OO] a.s.

Since II; is, conditionally on {¢ < T}, an exchangeable random partition, we deduce that for all n > 1
P = Ty 1T (1)) = 1)

Thus
- 1 alnl
Z({&o(1)}) e las. <= |IL(1)] e las. <= Vn>1, I} = Z;, as.

The proof is complete. |

Thanks to this theorem, we can set ﬁt = ﬂT forallt > T.

4.2 An ordering of the ancestors
Consider the following definition of an ancestor.

DEFINITION IL.18.  Fix a point x € [0, 1]. If there exists a time t > 0 such that m;({x}) > 0, then
we say that x is an ancestor of m and m({x}) is called its progeny at time t. We say that an ancestor
x becomes extinct at time d, if d := sup{t > 0 : my({z}) > 0} is finite. If so, d is called its extinction
time.

Thanks to the lookdown representation the set of ancestors is countable almost surely. Indeed, an
ancestor is a point of the atomic support of the MVBP at a given time. Since at any time, the atomic
support is included in the set of initial types (of the lookdown representation) and since this last set is
countable, the result follows.
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4. The Eve property

REMARK I1.19. [n the infinite variation case, one can identify an ancestor and its progeny with
a Lévy tree among the Lévy forest that represents the genealogy of a CSBP. For further details on Lévy
trees see [26, 27, 61].

The progeny my({x}) of an ancestor x has the same possible long-term behaviours as a W-CSBP
(these behaviours have been recalled in Subsection 2.2). We thus propose a classification of the W-
MVBPs according to these possible behaviours; for the moment we do not require the Eve property to
be verified. Recall d;, wy from Equation (IL.11).

Classification of the behaviours

e Extinction. The total-mass process Z reaches 0 in finite time. All the ancestors become extinct in
finite time but no two of them simultaneously. At any time ¢ € (0, T), m, has finitely many atoms,
hence the number of ancestors that have not become extinct is finite, and m; has no continuous
part, that is, d; = 0.

e Explosion. The total-mass process Z reaches oo in finite time. All the ancestors, except the primi-
tive Eve, have finite progenies at time T

e [Infinite lifetime - no extinction of ancestors. T = oo and VU is either negative or has a second
positive root ¢ € [0,00) and verifies [~ ﬁ = oo. Then no ancestor becomes extinct in finite
time, and their progenies reach, in infinite time, 0 or oo.

e [Infinite lifetime - possible extinction of ancestors. T = co, ¥ has a second positive root ¢ > 0 and
> \Ifl(z) < oo. The set of ancestors can be subdivided into those, infinitely many, which become
extinct in finite time (no two of them simultaneously) and those, finitely many, whose progenies

reach oo in infinite time.

Additionally in the last two cases, the number of ancestors whose progenies reach co is Poisson with
parameter g under the condition that ¥ is conservative.

REMARK IL.20. A U-MVBP enjoys at most two distinct behaviours: one on the event {Zt = 0}
and another on the event {Zp = oo}.

EXAMPLE IL.21. Let us give some examples that illustrate the previous cases

o U(u) = u?, the U-CSBP reaches 0 in finite time almost surely and so we are in the Extinction case
almost surely.

e U(u) = —\/u, the U-CSBP reaches +oc in finite time almost surely and so we are in the Explosion
case almost surely.

o VU(u) = uln(u), this is called the Neveu CSBP: it has an infinite lifetime almost surely and so we
are in the Infinite lifetime - no extinction of ancestors case almost surely.

e U(u) = uln(u) + u?, this CSBP reaches either 0 in finite time or cc in infinite time. On the event
{Z1 = oo} we are in the Infinite lifetime - possible extinction of ancestors case, while on the event
{Z1 = 0} we are in the Extinction case.

Proof (Classification of the behaviours) It is plain that these four cases cover all the possible combi-
nations of branching mechanisms and asymptotic behaviours of the total-mass processes.

Extinction case. If d; > 0 or wy is an infinite measure then we have P(Z; = 0) = 0, therefore nec-
essarily wy is a finite measure and d; = 0. Since each atom of m; is associated with an ancestor with
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Il - Genealogy of CSBPs via flows of partitions

a positive progeny at time ¢, we deduce that at any time ¢ > 0 only finitely many ancestors have not
become extinct. Now condition on {¢ < T} and consider two ancestors x1 and x2 in [0, 1] not yet extinct
at time ¢. Their progenies after time ¢ are given by two independent W-CSBP (myys({z1}),s > 0) and
(myys({z2}),s > 0). The extinction times of these two ancestors are then distinct a.s. thanks to Lemma
I1.2.

Explosion case. Since two independent W-CSBP cannot explode at the same finite time thanks to Lemma
I1.2, we deduce that only one ancestor has an infinite progeny at time T.

Infinite lifetime cases. The Poisson distribution of the statement can be derived from Lemma 2 in [11].
Let z € [0, 1] be an ancestor. Then, there exists ¢ > 0 s.t. m¢({x}) > 0. The process (ms45({z}),s >
0) is a W-CSBP started from m;({z}), and so, either it reaches co in infinite time with probability
1 — e~ (=14 or it reaches 0 with the complementary probability. In the latter case, it reaches 0 in finite
time if and only if [ d“ ;< oo

Now consider the case f Oo d(“) < o0o. Remark that in that case d; = O for all ¢ > 0 and that there is
no simultaneous extinction (same proof as above). Let us prove that infinitely many ancestors become
extinct in finite time. Consider the lookdown representation of the U-MVBP: we stress that the set of ini-
tial types is exactly equal to the set of ancestors. We have already proved one inclusion at the beginning
of this subsection: each ancestor is an initial type. The converse is obtained as follows. Observe first
that W is necessarily the Laplace exponent of a Lévy process with infinite variation paths since otherwise
[ d“ < 0o would not hold. Therefore Theorem I1.3 ensures that the partitions IIy,¢ > 0 have no
smgleton each block has a strictly positive asymptotic frequency and therefore each initial types of the
lookdown representation has a strictly positive frequency. This implies that each initial type is necessar-
ily an ancestor. As the initial types are infinitely many, so are the ancestors: a Poisson number of them
have a progeny that reaches oo in infinite time, hence infinitely many become extinct in finite time. W

REMARK IL.22. One should compare the Extinction case with the behaviour of the A Fleming-Viot
processes that come down from infinity. But in that setting, the question of simultaneous loss of ancestral
types remains open, see Section 6 or [52] for further details.

THEOREM IL.5 Assume that 7 does not reach oo in finite time. If the Eve property holds then one
can order the ancestors by persistence/predominance. We denote this ordering (e');>1 and call these
points the Eves. In particular, e' is the primitive Eve.

The persistence of an ancestor refers to the extinction time of its progeny (when it reaches 0 in finite
time) while the predominance denotes the asymptotic behaviour of its progeny (when it does not become
extinct in finite time). The proof of this theorem is thus split into the Extinction and the Infinite lifetime
cases. Note that we have excluded the case where the ¥-CSBP is non-conservative for a reason given in
Remark I1.24.

Extinction case
One can enumerate the ancestors of (my,t € [0,T)), say (e');>1, in the decreasing order of their
extinction times (d*);>1, thatis, T = d' > d*> > d3... > 0. In particular, e! is the primitive Eve.

Infinite lifetime case

We let e! be the primitive Eve of the population: necessarily it does not become extinct in finite time.
Then we use the following result.

LEMMA I1.23. In the Infinite lifetime - no extinction of ancestors case: there exists a sequence
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4. The Eve property

(e%)i>o such that for all i > 2

b (e}

B (0 1\ e, e 1)

In the Infinite lifetime - possible extinction of ancestors case: let K be the random number of ancestors
which never become extinct. There exists a sequence (€');>2 such that foralli € {2,...,K}

o m(fe'})
t—o0 my ([0, 1]\{e!, ..., ei"1})

=1

and (e');~x are the remaining ancestors in the decreasing order of their extinction times (d*);~, that
is, T = 0o > df*1 > gh+2 > gK+3 > 0,

Proof We focus on the Infinite lifetime - no extinction of ancestors case, the other case is then a mixture
of the latter with the Extinction case. For every n € N, we subdivide [0, 1] into

0,277),[27", 2% 27"), ..., [l =27 1]

Since these intervals are disjoint, the restrictions of my to each of them are independent. Therefore, we
define for each ¢ € [2"], the random point e(7, n) as the Eve of the process

(me(.N[(E—1)27™,i27™)),t > 0)

(note that for i = 2™ we take [1 — 27", 1]). In addition, one can define an ordering of the collection
(e(1, n))iepn] according to the asymptotic behaviours of their progenies. More precisely, for two integers
i # j € [2"], thanks to the classification of the behaviours and the Eve property, we have

i mede(im)})

A ey < 10

Thus, there exist two r.v. i} # 5 € [2"] such that for all 7 € [2"]

(i)
t—00 mt({e(i,n)})
my ({e(if,n)})

lm — 2 = o if g £ T,

t—o0 mt({e(i,n)})

We set e!(n) := e(i?,n) and €%(n) := e(i%,n). We claim that almost surely the sequences (e!(n)),>1
and (e2(n))n>1 are eventually constant. This is clear for (e!(n)),>1 since for each n > 1, el(n) =
e!, which is the primitive Eve of the entire population [0,1]. We turn our attention to the sequence
(€2(n))n>1, in that case the claim is not so clear. Roughly speaking, the wild behaviour this sequence
could have is the following: infinitely often, the second Eve €?(n) is "hidden" in the interval [(if~' —
1)2- (=1 jn»=19=(n=1)) containing the first Eve ¢! at rank n — 1, but we will see that it cannot occur.
Suppose that the claim does not hold. Thus there exists an event E of positive probability on which
there exists a sequence (ny)x>1 of integers such that e?(ny — 1) # e?(ny) for every k > 1. From the
consistency of the restrictions of the MVBP m to the subintervals defined at ranks n; — 1 and ny, we
deduce that €%(ny,) is in [(i?’“_l — 1)2~ (=) 2k~ lo—(m=1)) that is, the same interval as e' at rank
ny; — 1. Hence on the event £/

= oo ifi # i}

le! —e?(n)] — 0asn 1t oo (I1.30)
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We now exhibit a contradiction. By the exchangeability of the increments of the MVBP m, we know that
(¢7,145) is distributed uniformly among the pairs of integers in [2"]. Therefore, one easily deduces that
foralln > p

P(le! — e*(n)| <27P) <P([iff —if| <2777 4+1) <2277

This implies that the convergence of Equation (I1.30) holds with probability 0, and £ cannot have positive
probability. Therefore our initial claim is proved and we can define € := lim e?(n).
n—oo

The property is proved for the first two ancestors e! and e?. The general case is obtained similarly. W

REMARK 11.24. In the case where Z reaches oo in finite time (non-conservative case), we cannot
obtain a relevant ordering. Indeed, in that case all the progenies mt({z}) of the ancestors © # e are
finite at time 'T. Therefore, no natural order appears in that setting.

4.3 The Eves and the lookdown representation

Let us motivate the previous ordering by presenting a striking connection with the lookdown rep-
resentation. The following proposition implies that, if the process of limiting empirical measures of a
lookdown process is equal to a given ¥-MVBP, then the initial types are necessarily the sequence of Eves
of the Y- MVBP. We denote by r; the probability measure obtained by rescaling m; by its total-mass Z;.

PROPOSITION I1.25. Assume that the Eve property is fulfilled and that the V-CSBP does not
explode in finite time. Consider a VU flow of partitions (ﬁsi,O < s <t < T) defined from the V-
CSBP 7 and a sequence (&0(i))i>1 of r.v. taking distinct values in [0,1]. Let (Z,t € [0,T)) :=
& (I, (£0(i))i>1) be the limiting empirical measures of the lookdown process defined from these objects.
If (Z4,t €10,T)) = (11, € [0,T)) a.s., then (&o(i))i>1 = (€')i>1 a.s.

Proof We prove the proposition in the Extinction and Infinite lifetime - no extinction of ancestors cases,
as the Infinite lifetime - possible extinction of ancestors case is a combination of these two cases. Consider
the lookdown process

(&:(i),t € 10, T))iz1 == L (L (Eo(4))ix1)

Suppose this lookdown process verifies the assumptions of the proposition: there exists an event * of
probability 1 on which

(B, t €[0,T)) = (rr,t € [0,T)) (I1.31)

We have to prove that £ (i) = e’ for all i > 1 a.s. First we notice that each initial type £o(i) (resp. each
ancestor e') is associated with a process of frequencies (|Ilo(i)[,¢ > 0) (resp. (r¢({e’}),¢ > 0)). In
addition, we have

Zi(d) = 3 [Ho () |6e, sy (dr) + (1 -3 \ﬁo,t(i)\)dx (IL32)

i1 i>1
We work on the event (2* throughout this proof.
Extinction case. There is no drift part in Equation (I1.32), and the two sets {&0(i);4 > 1} and {e;i > 1}
are equal. The initial types {&0(7); i > 1} of the lookdown process are ordered by decreasing persistence
by construction. The Eves of the ¥-MVBP (my,t € [0, T)) are also ordered by decreasing persistence.
Therefore (i) = e’ forall i > 1.
Infinite lifetime - no extinction of ancestors case. From Equations (I1.31) and (I.32), we know that

(Iﬁo,t(i)l)le = (rt({ei}))fZl (IL.33)
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forall t € [0, T). By definition of the ancestors, we know that for every i > 1

. Nl
P[(rt({eg]mlsm = (”({e%}))lﬁg] v

Thus, using the exchangeability of the partition fI(),t, Equation (I1.33) and the last identity, we deduce

that for every ¢ > 1

P[(‘ﬂo,t(j”)lgjgi = (’ﬂO,t(j)‘)igjgi} — 1

t—o0
which entails that '
P[(Eo(j))gjgi = (e])léjﬁz} =1

This concludes the proof. |

We now determine the distribution of the sequence of Eves (e');>1.

PROPOSITION IL.26. The sequence (e');>1 is i.i.d. uniform|0,1] and is independent of the se-

quence of processes (my({e'}),t € [0,T))..,

Proof Consider a sequence (£(i));>1 of i.i.d. uniform[0,1] r.v. and a ¥ flow of partitions (TI,;,0 <
s <t < T) defined from the W-CSBP (Z;,t € [0, T)). Let (Z,t € [0, T)) := & (IL, (£0(i))i>1) be the
limiting empirical measures of the corresponding lookdown process. Denote by ® the measurable map
that associates to a U-MVBP its sequence of Eves. From Proposition 11.25, we deduce that a.s.

D((Zs - Ei(.),t € [0,T))) = (&0(4))iz1

—
=

Since (Z¢ - Z¢(.),t € [0,T)) = (my(.),t € [0,T)), we obtain thanks to Proposition I1.25 the following
identity:
; d) — .
(me(),t € [0,T)), (€)iz1) L ((Zs - Z4(),t € [0,T)), (Eoi))iz1) (I1.34)
Therefore (e);>1 is a sequence of i.i.d. uniform[0, 1] r.v. In addition the collection of asymptotic fre-
quencies (Z; - Z¢({&0(7)}),t € [0,T))i>1 only depends on II, thus it is independent of the initial types
(&0(7))i>1. The asserted result follows. [ |

5 Some properties of the genealogy

Consider a branching mechanism ¥, a W-CSBP Z started from 1 assumed to be cadlag and a ¥ flow

A~

of partitions (I ;,0 < s < t < T) defined from the ¥-CSBP Z. We present some properties of the W
flow of partitions before stating a limit theorem. For the sake of simplicity, let II; := Il ; forall ¢ > 0
(recall that Theorem II.2 allows us to extend this process after time T').

5.1 Dust and modification

THEOREM I1.3 The following dichotomy holds:

e Ifo =0and [;°(1 A h)v(dh) < oo, then almost surely for all t € (0,T), the partition 11, has
singleton blocks.

e Otherwise, almost surely for all t € (0,T), the partition I1; has no singleton blocks.

Furthermore when o = 0, almost surely for all t € (0, T] the asymptotic frequency of the dust component

of 1 is equal to [Toc:(1 = AZZSS) whereas when o > 0, almost surely for all t € (0, T] there is no dust.
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REMARK I1.27.  The condition o = 0 and [;°(1 A h)v(dh) < oo is equivalent to saying that W is
the Laplace exponent of a Lévy process with finite variation paths.

Proof By the definition of a ¥ flow of partitions, we know that, conditional on ¢ < T, I, is distributed
as a paint-box on the subordinator Sq ; therefore it has no singleton blocks iff d; = 0 (recall that d; is the
drift term of the Laplace exponent u.(.)). Since for all £, s > 0, us45(.) = uz o us(.), classical results
ensure that dy, ¢ = d;.ds. Therefore

It >0,di >0 Vi >0,d >0

Also, the equivalence d; > 0 < o = 0 and [;°(1 A h)v(dh) < oo can be found in [72].

Suppose now that 0 = 0. Classical results on exchangeable partitions (see [9] for instance) ensure
that the asymptotic frequency of the dust is almost surely equal to the probability that the first block
is a singleton conditional on the mass partition. If £ < T, then f[t(l) is a singleton iff no elementary

reproduction event has involved 1. This occurs with probability [ (1 — AZfS) conditionally on Z. If

t = T, then either [T has finitely many blocks and in that case it cannot have dust, or it has infinitely
many blocks. In the latter case Il (1) is a singleton iff for all ¢ < T II;(1) is a singleton. This occurs

. e AZs
with probability [T, (1 — 52).

When o > 0, the number of blocks in f[t is finite almost surely since we are either in the Extinction case
or in the Infinite lifetime - possible extinction of ancestors case.
Finally, for all ¢ € [0,T) we have proved that the asserted properties hold almost surely. Since the

process of asymptotic frequencies of I, is cadlag, we deduce that these properties hold almost surely for
allt € [0,T). |

Another interesting question about genealogical structures is the following: can we recover the popula-
tion size from the genealogy ?

PROPOSITION I1.28.  The process (Zi,t > 0) is measurable in the filtration .7-",5IAI = a{ﬂns, 0<
r<s<t}t>0.

Proof We give a sketch of the proof. Suppose that & > 0 then the infinitesimal jumps due to binary
coagulation events allow one to recover the jump rates which is 02 /Z; at any given time ¢ > 0 thus the
process Z is entirely recovered from this only information. Now suppose that o = 0. The rescaled jumps
(AZ—?, t > 0) are measurable w.r.t. (F11,¢ > 0). Conjointly with the knowledge of the deterministic drift
v, we are able to recover the paths of the process. |

Recall that the trajectories of a stochastic flow of partitions are not necessarily deterministic flows of
partitions: the cocycle property does not necessarily hold simultaneously for all triplets » < s < t. But
we have mentioned that this property is actually verified in the particular case of a flow of partitions
defined from a cadlag CSBP as presented in Subsection 3.2. The goal of what follows is to prove that
any W flow of partitions admits a modification whose trajectories are deterministic flows of partitions.
The following two results are proved in Section 7.

LEMMA IL.29. The process (Z, It > 0) is a Markov process in its own filtration with a Feller
semigroup.

PROPOSITION 1I1.30. Consider a ¥ flow of partitions (ﬂsyt,() < s <t < T) with underlying

~

U-CSBP (24,0 <t < T). There exists a process (113 ;,0 < s < t < T) such that:

e Forall s < t, almost surely on the event {t < T} f[s,t = ﬂs,t-

o forP-a.a w €, f[(w) is a deterministic flow of partitions without simultaneous mergers.
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5.2 A limit theorem

We now turn our attention to the continuity properties of the law of (ﬂt, t > 0) according to its
branching mechanism . To motivate this study we provide a convergence result for sequences of W-
CSBPs, but this requires first to introduce a suitable topology to compare cadlag functions that possibly
reach oo in finite time. At first reading, one can replace our topology with the usual Skorohod’s topology
and skip the next paragraph.

Our topology is the same as the one introduced in [20]. Let d be a metric on [0, +oc] that makes
this space homeomorphic to [0, 1]. We denote by Z([0,+0oc], [0, 4+00]) the space of cadlag functions
f :[0,+00] — [0,+00] such that f(¢) = 0 (resp. co) implies f(¢ + s) = 0 (resp. oo) and tlg};lo f()
exists in [0, +-00] and is equal to f(o0).

We define A as the set of increasing homeomorphisms of [0, +-0c] into itself. Let ds, be the following
metric on Z([0, +oc0], [0, +00])

()= 1A inf (supd(F(5).9 9 X(s) Vsupls = A(5)] )
AeA >0 s>0

Let (V,,)men be a sequence of branching mechanisms such that Equation (IL.8) is fulfilled with the
triplet (Y, Om, Vm )men verifying the corresponding assumptions and denote by Z™ a ¥,,,-CSBP started
from 1. Let ¥ be another branching mechanism and Z a W-CSBP. We consider the following assumption.

ASSUMPTION 1. Forallu € Ry, we have V., (u) — ¥ (u) as m — oc.

REMARK I1.31. This assumption is equivalent with

Ym = Vm((L,00)) — v = v((1,00))
in R and
o2 60(dh) + (1 A h?) v (dh) — o280(dh) + (1 A %) v(dh)

in the sense of weak convergence in the set M ;(R.) of finite measures on R.y. See Theorem VII.2.9 and
Remark VII.2.10 in [45].

The following proposition yields a convergence result on sequences of CSBP, which is a consequence
of the work of Caballero, Lambert and Uribe Bravo in [20].

PROPOSITION IL.32. Under Assumption 1, we have

d
(Z7*,t > 0) % (Z¢,t > 0), in the sense of weak convergence in 9([0,+0oc], [0, +oc])  (I1.35)
m—0o0
Proof The proof of Proposition 6 in [20] ensures that there exists a sequence (Y;",t > 0) of U,,-
Lévy processes started from 1 stopped whenever reaching 0 that converges almost surely to a W-Lévy
process (Y¢,t > 0) stopped whenever reaching 0, where the convergence holds in Z([0, +o0], [0, +00]).

Furthermore, Proposition 5 in [20] yields that L~! is continuous on (Z([0, +00], [0, +00]), dso) Where
L is a time change due to Lamperti, see Subsection 7.1 for the definition. Therefore, we deduce that

doo (L7Y(Y™),L71(Y)) — Oas.

m—0o0

Since L=1(Y™) (resp. L=1(Y))is a ¥, (resp. ¥) CSBP for all m > 1, this concludes the proof. [

Let (II™,

st

THEOREM 11.4 Suppose that

0 < s <t)beaV¥,, flow of partitions, for each m > 1.
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Il - Genealogy of CSBPs via flows of partitions

i) Forallu € Ry, ¥, (u) — U(u) as m — oo.
ii) The branching mechanism VU satisfies the Eve property.
iii) U is not the Laplace exponent of a compound Poisson process.

then

(e >0) 2 (i, >0)

m—00
inD(R4, Poo).
The proof of this theorem requires a preliminary lemma. Recall that T, := inf{t > 0 : Z; ¢
(e,1/€)}-
LEMMA I1.33. Under the hypothesis of the theorem, suppose that 7" — 7 almost surely as m 1 0o
in 2(]0,+00], [0, 4+00)), then for all € € (0,1) we have T — T, a.s. and

( g\Tzn,t Z 0) — (Zt/\TE,t 2 O) a.s.

m—0o0
in D(R+, R+)
We postpone the proof of this lemma to Section 7. We are now ready to prove the theorem.

Proof (Theorem II.4) The definition of the topology on &, entails that it suffices to show that for every

n €N,

(e > 0) 1D @@ > 0) (IL36)

m—o0

inD(R4, #,). So we fix n € N. Our proof consists in showing that

@ P(M) = T) > 1ase Lo

t> 0) in D(R,, 2,) for every € € (0,1).

AT e \ AT

b) (f{m’["] > 0> @, (ﬁ["]
To see that those two properties imply the asserted convergence, observe that they entail
P(IIE" = Z) = 1
as m — oo and € | 0. Since Zj,,) is an absorbing state for the processes I and ™[, we deduce that
P[(T, e >0)= Tt >0)] - 1

tATe?

Pt 0) = (e = 0)] - 1

as m — oo and € | 0. Hence, the asserted convergence follows. We now prove a) and b).

The first property a) derives from Theorem II.2 and the fact that T, — T a.s. as e | 0.

Let us prove the second property b). Note that this is sufficient to show that for every € € (0, 1)
@,
mToo

{Uap (n, )t 2 0 K € ], #K > 2} =% { (Lyxr, (n, K), ¢ 2 0); K © [n], #K > 2}

in D(R, R, where {(L;(n,K),t > 0); K C [n],#K > 2} are the counting processes whose
jump rates have been characterized in Subsection 3.3. Indeed the knowledge of these processes allows to

108



6. From a flow of subordinators to the lookdown representation

determine the elementary reproduction events f[l[ﬁ]’t, and so, is sufficient to recover the process (ﬂw ,t >

0). Obviously, this also holds when the processes are stopped at T..
Let Z™ (resp. Z) be a ¥,,-CSBP (resp. W-CSBP) such that Z™ — Z almost surely as m 1 oo in
2([0,4+00], [0, +00]). Fix € € (0,1), we know from Lemma I1.33 that

( ?XTL”’t = 0) mﬁo (Zt/\Te,t > 0) a.s.

in D(R4, Ry ). Using Proposition II.12 and the definition of the stopping times T7*, we deduce that for
each2<k<n

AT tATe
(/ A so(Z W™ ds, ¢ > 0) . (/ Ago(Zo—, Wds, t > 0) as. (I1.37)
0 0

mToo

inD(Ry,Ry).
From each V,,-CSBP Z™, we define a flow of partitions and consider the corresponding d,,-dimensional
counting process

We do the same from the W-CSBP Z and define
{(LtATe(n,K),t >0); K C [n], #K > 2}

We have shown in Proposition 11.13 that this process is a d,-dimensional pure-jump semimartingale
whose predictable compensator is the d,,-dimensional process

tAT,
{(/ Anirc (Zo, W)ds,t > 0); K C [n],#KZQ}
i ,

and similarly for {(L}}m(n,K),t > 0); K C [n],#K > 2}, for each m > 1. From Theorem
VIL.4.18 in [45] we deduce that the collection of d,-dimensional processes {(L}}m (n, K),t > 0); K C

[n], #K > 2},,>1 is tight D(Ry., Ri"). Indeed, in the notation of [45] conditions (i) and (ii) are triv-
ially verified, while condition (iii) is a consequence of Equation (I1.37). Furthermore, this last equation
ensures that any limit of a subsequence of the collection of d,-dimensional semimartingales is a d,,-
dimensional semimartingale whose predictable compensator is

tAT.
{(/ Mk (Zs—, W)ds, t > 0);K C [n],#K > 2}
0

which characterizes uniquely the semimartingale {(Liat, (2, K),t > 0); K C [n], #K > 2} (see for
instance Theorem 1X.2.4 in [45]). This ensures the following convergence

{112 0): K € ], K = 2] 2D { (Lonr, (0. )£ 2 0): K C [n], #K > 2]
(IL.38)

in D(R4, R%). |
6 From a flow of subordinators to the lookdown representation

6.1 Connection with generalised Fleming-Viot and motivation

In [52], we considered the class of generalised Fleming-Viot processes: they are Markov processes
that take values in the set of probability measures on a set of genetic types, say [0, 1], and that describe
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Il - Genealogy of CSBPs via flows of partitions

the evolution of the asymptotic frequencies of genetic types in a population of constant size 1. A flow of
generalised Fleming-Viot processes (ps ¢, —00 < s <t < +00) is a consistent collection of generalised
Fleming-Viot processes and is completely encoded by a stochastic flow of bridges, see the article [13]
of Bertoin and Le Gall. This object is similar to the stochastic flow of subordinators (restricted to an
initial population [0, 1]), but while in the former the population size is constant in the latter it varies as a
CSBP. This will be a major difficulty in the present work. We introduced the notion of ancestral type for
a generalised Fleming-Viot process, similarly as we have identified the ancestors of a MVBP. Then we
restricted our study to the following two subclasses of generalised Fleming-Viot:

e Eves - extinction: the ancestral types with a positive frequency are finitely many at any positive
time almost surely and any two of them do never get extinct simultaneously. Thus we can order
them by decreasing extinction times, hence obtaining a sequence (e');>1 called the Eves.

e Eves - persistent: the ancestral types do never become extinct and can be ordered according to the
asymptotic behaviours of their progenies as ¢ tends to co, we called the corresponding sequence
(€");>1 the Eves as well.

At each time s € R, we defined the sequence of Eves (e);>1 as the ancestral types of the generalised
Fleming-Viot process (pst,t € [s,00)). Then, expressing the genealogical relationships between those
Eves in terms of partitions of integers we obtained a stochastic flow of partitions (ﬂs,t, —00 < 5 <
t < 00). These two objects catch all the information encoded by the flow of generalised Fleming-Viot
processes: (e%);>1 is the sequence of types carried by the population started at time s while (fl&t, t e
[s,00)) tells how the frequencies of these types evolve in time. Additionally, it provides a pathwise
connection with the lookdown representation: the main result of [52] asserts that for every time s € R,

the process of limiting empirical measures &, (II, (€%);>1) is almost surely equal to (ps ¢, ¢ € [s,00)).

Many connections exist between generalised Fleming-Viot processes and Y-MVBP: in [12], Bertoin
and Le Gall proved that the Bolthausen-Sznitman coalescent is the genealogy of the Neveu branching
process, in [18] Birkner et al. exhibited a striking connection between «-stable branching processes
and Beta(2 — «, o) Fleming-Viot processes and in [15] Bertoin and Le Gall proved that a generalised
Fleming-Viot process has a behaviour locally (i.e. for a small subpopulation) identical with a branching
process. It is thus natural to expect that a result similar to the one stated in [52] holds in the present
setting of branching processes.

For our construction to hold, we need the following assumptions:

e W is conservative, that is, the W-CSBP does not reach oo in finite time a.s.
e The branching mechanism ¥ enjoys the Eve property.

These assumptions ensure the existence of the ordering of ancestors presented in Subsection 4.2 in three
different cases: Extinction, Infinite lifetime - no extinction of ancestors and Infinite lifetime - possible
extinction of ancestors.

From now on, we consider a flow of W-MVBP (m,;,0 < s < t < T) defined from a ¥ flow
of subordinators. As explained in Subsection 2.3, we can assume that each process (ms;,t € [s,T))
is cadlag. Note that in this section, we use T instead of T° for the lifetime of the flow and we set
Z¢ = mo4([0,1]) for all ¢ € [0,T) instead of the notation S;. Finally, recall the definition of the
probability measure 1 ; via the rescaling

mg¢(Zs - dx)

rg¢(dx) = 7,
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6. From a flow of subordinators to the lookdown representation

In the next subsection, we define the Eves process (el,s € [0,T));>1 and a U-flow of partitions
(ﬂ&t, 0 < s <t < T) pathwise from the flow of W-MVBP. In particular, we prove Theorem IL.6.
In the last subsection, we introduce for all s € [0, T), the lookdown process (&s.(i),t € [s,T))i>1 :=
Zs(11, (€})i>1) and define the measure-valued process (Eg,t € [s,T)) := &4(I1, (€})i>1). The rest of

that subsection is devoted to the proof of the following result.

THEOREM 11.7 The flow of subordinators can be uniquely decomposed into two random objects:
the Eves process (e, s € [0, T)) and the flow of partitions (11,0 < s <t < T).

i) Decomposition. For each s € R, a.s. & (11, (¢);>1) = (rss,t € [5,T))

ii) Uniqueness. Let (H; 4,0 < s <t < T) be a ¥ flow of partitions defined from the V-CSBP Z, and
foreach s € [0, T), consider a sequence (Xs(i))i>1 of r.v. taking distinct values in [0, 1]. If for each
s €[0,T), as. &(H, (Xs(i))i>1) = (vsy,t € [s,T)) then

e Foreach s € [0,7T), a.s. (xs(i))i>1 = (e4)i>1.

o Almost surely H = 11.

6.2 Eves process and flow of partitions

For each s € [0, T), the process (mg¢,t € [s,T)) is a W-MVBP started from the Lebesgue measure
on [0, Zs]. Therefore, we introduce the sequence (e');>1 defined as its sequence of Eves (according to
the definition given in Subsection 4.2) but rescaled by the mass Z; in order to obtain r.v. in [0, 1]. The
process (eZ, s € [0, T));>1 is then called the Eves process.

A motivation for the rescaling of the Eves by the mass Z; is given by the following lemma.

LEMMA IL.34. For every s € [0,T), the sequence (€.);>1 is i.i.d. uniform[0, 1] and independent
of the past of the flow until time s, that is, of c{m, ,,0 < u < v < s}.

Proof An easy adaptation of Proposition I1.26 shows that, conditional on a{mu,y, 0 <u<wv<s},the
sequence (Zgsel);>1 is ii.d. uniform[0,Z;]. Therefore, the sequence (e%);>1 is i.i.d. uniform[0, 1] and
independent of o{m,, ,,0 < u < v < s}. [ |

We now express the genealogical relationships between the Eves in terms of partitions. It is convenient
to define the process I ; as the distribution function of ry; for all 0 < s < ¢ < T. One easily shows
that this process is a bridge in the sense of [13]: it is a non-decreasing random process from 0 to 1 with
exchangeable increments. We define an exchangeable random partition ﬁs,t forall0 < s <t < T
thanks to the following equivalence relation

. 1zls, . — ; — ]
i N j e Frile)) =F ()

for all integers ¢, j.

PROPOSITION IL35. Forall 0 < s <t < T, almost surely (Fs, (¢);>1, (el)i>1) follows the
composition rule, that is:

o (ei);>1 is i.i.d. uniform[0,1].

. ﬁ&t is an exchangeable random partition independent of (e%);>1. Denote its blocks by (A;) j>1

in the increasing order of their least elements. Then, for each j and any i € Aj, we have e} =

F,(e)).
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Il - Genealogy of CSBPs via flows of partitions

o (el);>1 is i.i.d. uniform|0,1].

The proof of this proposition follows from very similar arguments to those developed in Section
5 of [52], where the Eves - extinction case corresponds here to the Extinction case while the Eves -
persistent case corresponds to Infinite lifetime - no extinction of ancestors here. Once again, the Infinite
lifetime - possible extinction of ancestors case is obtained as a mixture of the previous two ones.

N

THEOREM 11.6 The collection of partitions (115 ;,0 < s < t < T) defined from the flow of subordi-
nators and the Eves process is a ¥ flow of partitions.

Proof Fix 0 <r < s <t <T. We know that for all integers i, j

ﬁr . — I — 1
i X' j e Fo () =Fi(e])

r,t

Recall that F;/ (e}) = F, ;! o F_/(e}) as. and similarly for j. Proposition I1.35 shows that there exists
k

an integer k; (resp. k;) such that Fs_t1 (ef;) = e a.s. (resp. j instead of 7). Then we obtain that a.s.

inCt Jjek; H,Cs kj

From the definition of the coagulation operator, we deduce that a.s. f[m = Coag(f[svt, f[,,,s).

Now we prove the property on the finite dimensional marginals via a recursion on n. Implicitly f; (resp.
gi) will denote a bounded Borel map from &, (resp. R, ) to R while ¢ will be a bounded Borel map
from [0, 1] to R. For any sequence 0 =ty < t; < ty < ... < tp, Hy, 14, = P(St,_, ;) will denote
the random partitions obtained via independent paint-box schemes based on S¢, , ¢, with ¢ € [n]. In
addition, we will consider a more general setting in which the flow of subordinators is taken at time 0
with an initial population [0, z] for a given z > 0 (whereas in this section we consider only the case
z = 1). Then we make use of P, to emphasize the dependence on z > 0. We will prove that for any
integern > 1,forall z > 0,0 < ty...<ty,andall f1,..., fn,91,...,9, We have

E.[fi(ot)g1(Ze,) - - fru(Mle 1 0,)9n(Ze,) | (€h)iz1]
= E.[fi(Hou)91(Ze,) - fo(Hey s 0,)9n(Z1,)]

This identity will ensure the asserted distribution for finite dimensional marginals of I1.

At rank n = 1, we use Lemma II.34 to deduce that the sequence (6%1)1‘21 is independent from the
subordinator Sp¢,. Therefore, we can assume that Hy ;, is defined according to the paint-box scheme
with this sequence of i.i.d. uniform[0, 1] and the subordinator S ¢,, thatis, Hy;, = ﬂO,tl- It suffices to
prove that ﬂO,t1 and Z., are independent from the sequence (eé)izl. The first independence comes from
Proposition I1.35. The second independence can be obtained from Lemma I1.34. The identity follows.
Now suppose that the identity holds at rank n — 1 for all z > 0, and all fi,g1,..., fn—1,9gn—1. At rank
n, we get for any f1,91,..., fn,gn, ¢ and 2 > 0

E, [fl (ﬂO,t1)gl(Zt1) cee fn(ﬁtn,htn)gn(Ztn)é((eé)izl)]
= E, [fl (Mo, )91(Ze,)p((eh)i1) B[ fo (s 1) 92(Zas) - - fu(Mt_y )90 (Z,) | Foos (eil)izlﬂ

where F;, is the o-field generated by the flow of subordinators until time ¢;. Remark that we have
used the measurability of (e);>1 from F, and (e%1 )i>1, given by Proposition I1.35. We now apply the
Markov property to the process (Z¢, ¢ > 0) to obtain

=E,. [fl(ﬂo,tl)gl(Ztl)Gﬁ((eé)z‘zl) Ez,, [fo(Moty—t)92(Zty—t,) - - - gn(Ztp—ty) | (eil)z‘zﬂ]
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6. From a flow of subordinators to the lookdown representation

Notice that we use an abusive notation when conditioning on (eil)izl: we mean that the sequence of
ancestors at time 0 in the shifted (by #) process is equal to the sequence (e! L )i>1 of the original flow of
subordinators. We believe that an accurate notation would have greatly burdened the preceding equations.
We now apply the recursion hypothesis and the case n = 1 to obtain

= E. |:f1(H07tl)gl(Zt1)EZt1 [fo(Hoty—t,)92(Zty—t,) - - -gn(Ztn—tl)]] E. [6((ef)i>1)]
= E.[Ai(Hot)g1(Ze,) fo(Heyty) - - fro(Heyy )90 (Ze, )| Ba[(()i>1)]

where the last equality is due to the Markov property applied to the chain (Zti JHe, L4y, (tig1— tz)) L<i<n
Note that this discrete chain is homogeneous in time since we include in the state-space the length of the
next time interval. The recursion is complete. |

6.3 The pathwise lookdown representation

So far, we have defined pathwise from the flow of U-MVBP (m57t, 0 < s <t < T) the Eves process
(el,s €10, T));>1 and a ¥ flow of partitions (ﬂs,t, 0 < s <t < T). Thanks to Proposition I1.30, we can
consider a regularized modification of the flow of partitions that we still denote (ﬂs7t7 0<s<t<T)
for convenience. We are now able to define a particle system (&54(i),0 < s <t < T);>; as follows.
Forall s € [0,T), let (&,4(),t € [5,T))i>1 := -Zs(II, (€%);>1) and define the measure-valued process

(Zas,t € [5,T)) := &(IT, (€l);>1). The rest of this subsection is devoted to the proof of Theorem I1.7.

Proof (Theorem II.7) Fix s > 0 and work conditionally on {s < T}. From the lookdown representation,
we know that for all ¢ € [s, T), almost surely

Ese(de) = D Mse()l0e (da) + (1= Y s (i) dee

i>1 i>1

Thanks to Proposition I1.35, for all ¢ € [s, T), almost surely for all i > 1, |[TT,+(i)| = rs¢({e%}) and
ror =y rar({el})de (dz) + (1= ro({el}))da
i>1 i>1

we obtain that almost surely for all t € [s,T) N Q, E5+ = rs¢. Since both processes are cadlag, we
deduce they are equal almost surely.

We now turn our attention to the proof of the uniqueness property. Let (H;;,0 < s <t < T) be a
U-flow of partitions defined from Z and (xs(7), s € [0, T));>1 be, at each time s € [0, T), a sequence of
r.v. taking distinct values in [0, 1]. Define for each s € [0, T')

(Xs7t7t € [57 T)) = éas(Hv (Xs(i))i21)

and suppose that a.s. (Xs¢,t € [s,T)) = (rs¢,t € [5,T)).

From Proposition I1.25, we deduce that for each s € [0, T), almost surely (xs(i))i>1 = (€%)i>1. So
the first uniqueness property is proved. We now prove the second uniqueness property. There exists an
event * of probability 1 such that on this event, for every rational numbers s, ¢ such that0 < s <t < T
and every integer ¢ > 1 we have

rse(fel}) = s (8)] = [H(0)] (IL.39)

In the rest of the proof, we work on the event 2*. Our proof relies on the following claim.
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Claim The flow of partitions I is entirely defined by the knowledge of the quantities |II ;(7)| for every
rational values 0 < s <t < T and every integer 7 > 1.

Obviously, the same then holds for the flow of partitions H. Thanks to this result and Equation (I1.39),
we deduce that IT = H almost surely. |

It remains to prove the Claim. This is achieved thanks to the following two lemmas.

LEMMA I1.36. Almost surely, for every s < t in [0, T) such that t is rational, ﬂ&t admits asymp-
totic frequencies and the process v — |I1,_,. ()| is ladcag for every integer i.

LEMMA I1.37. Let I be a subset of N. The following assertions are equivalent

i) ﬂs,7s has a unique non-singleton block 1I.

ii) Foreveryi # min[ let b(i) be the unique integer such that i = b(i) — (#{I N [b(i)]} —1) V0. Then
we have (|Is_ (i)],t € (s,00) N Q) = (|I+(b(2))],t € (5,00) N Q).

and similarly when Il is replaced by H.

Proof (Claim) The knowledge of |IT, ;(i)| for every rational values 0 < s < t < T and every integer
i > 1, entails, thanks to Lemma I1.36, the knowledge of the quantities |II,_ ;(4)| and |IL,+(¢)]| for all

r € (0,t). Then, Lemma I1.37 ensures that the elementary reproduction events II,_ ; are obtained from
the preceding quantities. |

Proof (Lemma II.36) From the exchangeability properties of IT, we know that almost surely the quan-
tities |TT, ()| exist simultaneously for all rational values s < t and integers 7 > 1. Fix the rational value
t. We differentiate three cases. First if w; is a finite measure and d; = 0, then the process r f[t_mn
has finitely many blocks and no dust, and evolves at discrete times by coagulation events. Thus, for all
s € (0, T), there exist rational values p < s < ¢ such that 12[5_7,5 = fIm and fIS,t = fIq,t. The result
follows. Second if d; > 0. Then, one can easily prove that the rate at which the ¢-th block is involved in
a coalescence event is finite, for every ¢ > 1. Therefore, the same identities, but for the i-th block, as in
the previous case hold.

Finally, consider the case where blocks have infinitely many blocks but no dust. Then, one can adapt the

arguments used in Section 7 of [52] to obtain the result. [ |

Proof (Lemma II.37) The objects are well-defined thanks to Lemma I1.36. One can adapt the proof in
Section 6 of [52] in this setting to obtain the asserted result. For this, it is enough to remark that the
processes (|IT,4(i)|,t € (s,T) N Q);> are distinct by pair since either they reach 0 at distinct finite
times or their asymptotic behaviours are distinct. |

7 Appendix

7.1 The Lamperti representation

The Lamperti representation provides a time change that maps a W-Lévy process to a W-CSBP. It
relies on the following objects. Define for all ¢ > 0 and any f € Z([0, +o¢], [0, 4+00]),

I(f):==1inf{s > 0: /Osf(u)du >t}

114



7. Appendix

Then we define L : Z([0, +o0], [0, +00]) — 2([0, +¢], [0, +00]) by setting
L(f):= folI(f)forall f € 2(]0,40o¢], [0, +x])

Conversely, one can verify that L=1(g) = g o J(g) where, for all g € 2([0, +o0], [0, +-00])

J(g)e :=1inf{s >0 /Os g (u)du >t}

Consider a W-Lévy process Y started from 1 stopped whenever reaching 0, the result of Lamperti ensures
that L=1(Y) is a W-CSBP started from 1, and that L(Z) is a W-Lévy started from 1 stopped whenever
reaching 0.

7.2 Proof of Lemma Il.2

A simple calculation ensures that ¢ — u:(00) (When u;(00) < 00) and ¢ — u.(0+) are differentiable,
with derivatives equal to —W(u(00)) and —W(uy(0+)) respectively. Therefore ¢t — P(T < t) =
e—ut() 4 1 — ¢~u(0F) js differentiable as well. So the distribution of T is absolutely continuous with
respect to the Lebesgue measure on (0, co) on the event {T < co}. [

7.3 Proof of Lemma II.3

Let (Y¢,t > 0) be a W-Lévy started from 1. Using the Lamperti’s result, we define a W-CSBP
7 := L=1(Y) started from 1. For all € € (0, 1), we introduce the stopping time

TY :=inf{t >0:Y; ¢ (e,1/€)}

and use the stopping time T introduced for Z previously. It is immediate to check that for all ¢ > 0,
Y jv),aTy = Ziat,. Fix t > 0 and notice that

t
J(Y)t/\TESE

Thus, we get that

L5 ) - x Gy 6]

s<tATe:AZs>0 S s<J(Y)ATY: s<J(Y)eATY: s
0<AYs<1 AY>1
1 2
= QE[ >, (avy) ] +E[#{s < J(Y) ATY : AY, > 1}]
s<J(Y)eATY:
0<AY <1
1 2
=< EQE{ > (AY,) ] —I—E[#{s <tle: AY, > 1}}
s<t/e:0<AY <1
t t
< 5 h2u(dh) + -v([1, 0)) < o0
€ J(,1) €
where the last inequality derives from the very definition of v. u
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7.4 Proof of Proposition 11.12

Fix 2 < k < n. Consider a sequence (2,,),>1 € R that converges to z > 0, and a sequence of
branching mechanisms (¥, ),,>1 such that Assumption 1 is verified. We have to prove that

1 2 1 2
/0 wk(l—x)”_k(Z—:x_Qéo(dx)+zmymo¢;7i(d:c)) —>/O :nk(l—:v)"_k(%x_zdo(d:c)—i—zz/o@_l(dx))

Since z ++ 2*~2(1 — )"~ ¥ is continuous on [0, 1], it suffices to prove that

52
— 80(dz) + 2V 0 ¢2 ' (d

Zm

2
y L " bo(de) + za®v 0 97 (da) (IL.40)

in the sense of weak convergence in .#¢ ([0, 1]). Let f : [0, 1] — R be a continuous function. Set

I, = /0 1 f(a:)(ﬁao(dx)ﬂmx%mo@;(dx)) - /0 Tt )(Ug”éo(dh>+zm(hf)21/m<dh>)

h+2zm " \2m Zm
We decompose I,,, = A, + By, where
> h h o 2 2 2
= h 1A RS v, (dh
| PG G P (ol + (1 A 2w, ah)

B = /ooo(f(hfzm)(hjthzm)%m - f(h :L— z)(h—?—z)%) 1 /\1h2 (an&o(dh) +(1A hQ)Vm(dh))

Using the remark below Assumption 1, one can check that A,, — A where

S T I e

1 o2
/0 f(x)(;&o(dw) +z2%vo ¢;1(daﬁ))

Therefore, the proof of Equation (I1.40) reduces to show that B,,, — 0 as m 1 oo. To that end, we get

(™. h h h zm hooz ) )
B = /0 f(h+zm)h+zm(h+zm1/\h2 h+z1Ah2)[0m5O(dh)+(l/\h)Vm(dh)]
0o h h h . h ho oz )
+/0 (f(h+zm)h+zm_f(h+z)h+z)h+z1/\h2[Uméo(dh)—i_(l/\h)Vm(dh)]

h Zm, h z

Set h) = —
gnlh) = T R IR
in h € R,.. Therefore we have the following upper bound for the absolute value of the first term on the

r.h.s. of the preceding equation

. One can easily prove that g,,,(h) — 0as m 1 oo uniformly

£ oo /OOO |gm (D)[[02,60(dh) + (1 A h2)um(dh)] — 0 as m T oo

Finally remark that the second term in the r.h.s. of the preceding equation gives
/ oo £ ( h ) h ) h z
0 h+zm h—i—zm h+z h+z/h+21AhK2

( [02,80(dh) + (1 A h2)v (dR)]
= | () ~ 1)) G P s [oho(ah) + (1A ) )]
I

h+zm h+z"/ " h+z

+ /OO ! ! ) A [02,60(dh) + (1 A B2y, (dh)]
0 h+zm h+zm h+z/h+z1Ah? Tm0 m
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Denote by C,, and D,,, respectively the first and second term on the r.h.s. of the preceding equation. One

can easily prove that h —

o has converges to 0 as m 1 oo uniformly in A € R;. And since
h

f is uniformly continuous on [0, 1], we deduce that h — f (ﬁ) — f(33) converges to 0 as m 1 oo
uniformly on R . Therefore it is immediate to check that |Cy,,| — 0 as m 1 co. Moreover,

h 1 1 h? z |z — zm]| 1
- < Ty
‘f(h—&—zm)(h—l—zm h+z)h+zl/\h2‘_"f”°° Zm (z ?)
Hence, D, — 0 as m 1 oo. This ends the proof of the proposition. |

7.5 Proof of Lemma 1l.29

The state space of this process is (0, 00) X P, to which is added formally a cemetery point O that
gathers all the states of the form (0, 7) and (oo, 7) where 7 is any partition. The semigroup has been
completely defined in Theorem II.1, and it follows that the corresponding process (Z, It > 0) is
Markov. To prove that this semigroup verifies the Feller property, we have to show first that the map
(z,7) — E[f(Z,11,)] is continuous and vanishes at 8, and second that E[f (Z,, II,)] — f(z,7) ast | 0,
for any given continuous map f : (0,00) X P — R that vanishes at 9, and any initial condition
(z,7) € (0,00) x P for the process (Z, I1).

To show the first assertion, we consider the map

(2,7) = E[f(S0.1(2), Coag(F(Sg,), m))]

where (So.+(a),a > 0) is a subordinator with Laplace exponent u;(.) and S§ , is its restriction to [0, z].
Let (2, Tm)m>1 be a sequence converging to (z, m) € (0,00) X P For all € > 0, there exists mg > 1
such that for all m > mg, we have

1S0,(2) — So.t(2m)]
]P’( S0.1(2) V So.t(zm) > € ‘ So(2) ¢ {0, oo}) <€

P(So,t(2m) # So,t(2) | So(z) € {0,00}) < €

Then, there are two cases: on the event {Sp:(z) € {0,00}}, the process starting from (z, ) is in
the cemetery point at time ¢ and with conditional probability greater than 1 — ¢, this is also the case
at time ¢ for the process starting from (z,, 7,,), for every m > mg. On the complementary event
{Sot(2) ¢ {0,00}}, fixm > mgandn > 1. Without loss of generality, we can suppose that z,,, < z. Let
(Ui)i>1 be a sequence of i.i.d. uniform[0, S ¢(2)] r.v. and introduce the partitions &?(S§ ;) by applying
the paint-box scheme to the subordinator S§ ; using the (U;);>1. Let (V;);>1 be an independent sequence
of i.i.d. uniform[0, So (2] r.v. and define the sequence W; := U;il(y,<s,(z)} T Vil{Ui>So.s(2m)}-
This sequence is also i.i.d. uniform[0, So ¢(zy,)], and we apply the paint-box scheme to the subordinator
Sor with that sequence (W;);>1, then obtaining a partition &2(Sg77). We have (recall the definition of

117



Il - Genealogy of CSBPs via flows of partitions

the metric d 4 given in Equation (I1.2))
(dﬂ(«@(séﬁ) P(S54)) < 27" [So(2) & {0,00})
P ﬂ{U Wi} m { 1S0,¢(2) — So,¢(2m)] < e} | Sot(2) ¢ {0,00}]

Licn S0,4(2) V So.t(2m)

[S0,6(2) = So,¢(zm)|
(2)

SOt z)V SOt(Zm)

Y

> P ({0 < Soam))
[1S0.(2) — So(zm)|
| So,t(2) V So,¢(2m)

> P <1-9 00209

< €; So.(2) ¢ {0, oo}]

x P

<€|Sou(z) ¢ {O,oo}]

Putting all these arguments together and using the facts that the coagulation operator is bicontinuous and
that f is continuous and vanishes near d, one deduces that

E[f(So(2), Coag(2(S5,),m)) — f(So.(2m), Coag(Z(S§7), mm))] — 0

m—0o0

and the continuity property follows. The fact that it vanishes at 0 is elementary. Let us now prove that
forall (z,7) € (0,00) X Po, We have

E[f(So,(2), Coag(#(S5,),m))] mEACK)

This convergence follows from the cadlag property of ¢ — So +(z) and the fact that Z(S§ ;) tends to O
in distribution as ¢ | 0. The Feller property follows. |

7.6 Proof of Proposition 11.30

Let ( st,0 < s <t < T)be a U-flow of partitions with underlying W-CSBP Z. The idea of
the proof is the following: we consider the rational marginals of the flow and show that for P-a.a. w,
(Ily4(w),0 < s <t < T;s,t € Q) is a deterministic flow of partitions. Thus we extend this flow to
the entire interval [0, T) and show that its trajectories are still deterministic flows of partitions, almost
surely.

There exists an event {2 of probability 1 such that on this event, we have:

e Foreveryr < s <te[0,T)NQ,I.; = Coag(Ilss,II,.).

e Forevery s € (0,T),Vn>1,3e > 0s.t. Vp,g € (s —€,5) NQ, H[n] = Opp)-

e Forevery s € [0,T),Vn > 1,3e > 0s.t. Vp,q € (s,s +€) NQ, ﬂgf(]] = Opp)-

e Forevery s € [0,T)NQ, Il , = 0[] and the process (Tls4,t € [s,T) N Q) is cadlag.

The existence of this event follows from the following arguments. First, for each given triplet the coagu-
lation property holds a.s. So it holds simultaneously for all rational triplets, a.s. Second, the probability
that II,.; is close to Oj increases to 1 as ¢t — r | 0. Together with the coagulation property this ensures

the second and third properties. Finally, Lemma I1.29 shows that the process (Z;, f[t; t > 0) is Markov
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with a Feller semigroup, so it admits a cadlag modification. This ensures the last assertion.

We now define a process (II;+,0 < s <t < T) as follows. On Qﬁ, wesetforall0 <s<t<T

., ifs,t€Q
lim II if t
i ritl,gé@ s,r if s € Q, ¢ Q
Hstiz lim Hrt iftGQ,S¢Q
’ rls,reQ 7
O] ifs=t
Coag(ﬁr,t, f[sﬂ«) if s,t ¢ Q with any given r € (s,t) N Q

On the complementary event 2\(2, set any arbitrary values to the flow L. A long but easy enumeration

of all possible cases proves that this defines a modification of IT and that almost surely, the trajectories
are deterministic flows of partitions. |

7.7 Proof of Lemma 11.33

Let (fm)m>1 and f be elements of Z([0, +o0], [0, +00]) without negative jumps and introduce for
all e € (0,1)

T/(€) :=inf{t >0: f(t) & (e,1/€)} and T/ () := inf{t > 0: f,(t) ¢ (¢,1/€)} forall m > 1
We make the following assumptions

i) fm(0) = f(0) =1and fp, — f for the distance d.

i)y T/ (e) = inf{t > 0: f(t) ¢ [e,1/€]}.
i) Af(T7(e)) > 0= f(T7(e)) > 1/e.
iv) For all r € [0,7/(¢)), inf f(s) > e. Moreover when Af(T/(¢)) > 0, it remains true with

s€[0,r]
r= Tf(e).

We fix € € (0, 1) until the end of the proof.

Step 1. We stress that T/ (e) — T/ (¢) as m — oo. Indeed, suppose that there exists § > 0 such that
T/m(€) < T/ (€) — 6 for an infinity of m > 1 (for simplicity, say for all m > 1). Then, for all m > 1 we
use iv) to deduce

NGRS

doo(f, fm) = 5 A inf — {[1/e = f(s)[A[f(s) — €[} >0

{s€[0, 7 (e)— 5]}

which contradicts the convergence hypothesis. Similarly, suppose that there exists § > 0 such that
T7m(€) > T7 () + 6 for an infinity of m > 1 (here again, say for all m > 1). For all m > 1, using ii)
we have

. 5
doo(f, fin) 2 5 A sup {If(s) =1/el Ale—= f(s)[} >0
{s€[14 ()T (+51}

which also contradicts the convergence hypothesis. Therefore, the asserted convergence 77/ (¢) —
T7(€) as m — oo holds. For simplicity, we now write T instead of T/ (¢) to alleviate the notation.

Step 2. We now prove that (f™(t ATTm),t > 0) — (f(t AT7),t > 0) for the distance d,. We consider
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two cases.
Step 2a. Suppose that T7 is a continuity point of f. Fix n > 0, there exists § > 0 such that for all
t € [T —6,T7 + 5], we have )

d(f(T7), (1) <7

From i), we know there exists an integer mo > 1 and a sequence (A\;;,)m>m, of homeomorphisms of
[0, 00) into [0, o) such that for all m > my, [T/ — T/| < §/4 and

sup [Am(s) — s| < /4 and sup d(fm(Am(s)), f(5)) <7

s>0 s>0
We consider now any integer m > my. For all r € [0, §/2], we have
AT =), fT)) < AT =), FOGHTT =) + A OGN = ), (7))
< 2n

using the preceding inequalities. In particular we have proven that f™(T/m) — f(T7) as m — oo.
Finally for all ¢ > 0 and all m > mg we have

A(frn DO AT, FEATT)) < d(fnDn(8), F(£) + d( (T, FE) L, (19> 7m0 170
+ A fm D)), FTINL L y<im ssrry + d(fin(TI), F(TT))

The first and the fourth term in the r.h.s are inferior to 7 and 27 thanks to the preceding inequalities.
Concerning the second term, one can show that |t — T7| < §/2 when {\,,(t) > T/ t < T/} which
ensures that

d(fin(T7), FOL(r s im ersy < A fn(TI), F(TD) + d(F(TT), F(8)1 10112572y < 30
Similarly, when {\,,,(t) < T/m ¢ > T/} the quantity r := T/ — \,,,(¢) belongs to [0, /2] and thus
d(fn(Am (1)), f(Tf))l{,\m(t)ngm,tsz} <2n

Hence, we have d(f (A (t) AT/m), f(t AT7)) < 8. This proves the asserted convergence when 7/
is a continuity point of f.

Step 2b. Now suppose that f jumps at time 7. Recall that in that case, f(77) > 1/e. We denote by
S :=sup{f(s) : s € [0,T7)} the supremum of f before time 7"/, which is strictly inferior to 1/e, and
similarly I := inf{f(s) : s € [0, 77)} which is strictly superior to e thanks to iv). Set

n:=1[d(1/e,S) Ad(1/e, f(TT)) Ad(e, 1)]/2

Thanks to i), there exists an integer mo > 1 and a sequence (A, )m>m, 0of homeomorphisms of [0, co)
into itself such that for all m > mg we have

sup [Am(s) — s| < nand sup d(f™(Am(s)), f(s)) <7

5>0 5>0
Suppose that A, (T) > T/, Then necessarily,
d(f™(TIm), FOGHTI™))) > d(1/e, S) Ad(e, T) > 1
which contradicts the hypothesis. Similarly, if \,,,(T7) < T, then
d(f™ Aa(T), F(TT)) > d(L/e, f(T7)) >
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which also contradicts the hypothesis. Hence, \,,,(T*) = T/m. And we conclude that

(f™EATI™),t>0) = (FEATT),t > 0)

in (2([0, 400}, [0, +0]), ds). But these functions are elements of D(R, R} ), so the last convergence
also holds in the usual Skorohod’s topology (see the remark below Proposition 5 in [20]).

To finish the proof, it suffices to apply these deterministic results to the processes Z™ and Z once we
have verified that their trajectories fulfil the required assumptions a.s. Recall that a W-CSBP Z can be
obtained via the Lamperti time change (see Appendix 7.1) of a ¥ Lévy process Y

Zi =Y j(v),

and that the map ¢ — J(Y); is continuous.
As we have assumed that W is not the Laplace exponent of a compound Poisson process, we deduce that
as. T = inf{s > 0 : Zs ¢ [¢,1/€]} and that if Z jumps at time T, then Z1_ > 1/e a.s. Moreover,

iI[lf | Zs > eas. forallr € [0,T,), and also for » = T, when Z jumps at T.. Otherwise, the cadlag
s€l0,r

inverse of the infimum of Z would admit a fixed discontinuity at time € with positive probability, but the
latter is (the Lamperti time-change of) the opposite of a subordinator, and so, it does not admit any fixed
discontinuity. |
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cHAPTER |||

The Eve property for continuous-state branching processes

This article [25] has been written in collaboration with Thomas Duquesne.

1 Introduction

Continuous State Branching Processes (CSBP for short) have been introduced by Jirina [46] and
Lamperti [58, 57, 59]. They are the scaling limits of Galton-Watson processes: see Grimvall [41] and
Helland [43] for general functional limit theorems. They represent the random evolution of the size
of a continuous population. Namely, if Z = (Z;)ic[0,o0) is @ CSBP, the population at time ¢ can be
represented as the interval [0, Z;]. In this paper, we focus on the following question: as ¢t — oo, does
the population concentrate on the progeny of a single ancestor e € [0, Zy| ? If this holds true, then we
say that the population has an Eve. More generally, we discuss the asymptotic frequencies of settlers. A
more formal definition is given further in the introduction.

The Eve terminology was first introduced by Bertoin and Le Gall [13] for the generalised Fleming-
Viot process. Tribe [75] addressed a very similar question for super-Brownian motion with quadratic
branching mechanism, while in Theorem 6.1 [24] Donnelly and Kurtz gave a particle system interpre-
tation of the Eve property. In the CSBP setting, the question has been raised for a general branching
mechanism in [53]. Let us mention that Grey [40] and Bingham [17] introduced martingales techniques
to study the asymptotic behaviours of CSBP under certain assumptions on the branching mechanism: to
answer the above question in specific cases, we extend their results using slightly different tools. For
related issues, we also refer to Bertoin, Fontbona and Martinez [11], Bertoin [10] and Abraham and
Delmas [1].

Before stating the main result of the present paper, we briefly recall basic properties of CSBP, whose
proofs can be found in Silverstein [72], Bingham [ 7], Le Gall [60] or Kyprianou [50]. CSBP are [0, oo]-
Feller processes whose only two absorbing states are 0 and oo and whose transition kernels (py(z, - ) ; t€
[0,00),x €0, 00]) satisfy the so-called branching property:

Vo, €[0,00], Vt € [0,00), pi(z, ) *pe(a’, ) =pi(x+ 2, ). (IIL.1)

Here, * stands for the convolution product of measures. We do not view co as a cemetery point, and
we do not consider killed CSBP. Then, the transition kernels are true probability measures on [0, co] and
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they are characterised by their branching mechanism ¥ : [0, c0) — R as follows: for any ¢, \, z € [0, c0),

/ pe(z, dy) exp(—Ay) = exp(— xu(t, )\)) , (I11.2)
[0,00)

where u( -, \) is a [0, 0o)-valued function that satisfies dyu (¢, A) = —¥(u(t, A)) and u(0, \) = A. For
short, we write CSBP(W, x) for continuous state branching process with branching mechanism ¥ and
initial value x. The branching mechanism W is necessarily of the following Lévy-Khintchine form:

YA€ [0,00), W(A)=A\+ (A2 +/ m(dr) (e =14 Mlgcyy), (I11.3)
(0,00)

where v €R, >0 and 7 is a Borel measure on (0, c0) such that f(o,oo)(l A r?) 7t(dr) < oco. We recall
that a CSBP with branching mechanism W is a time-changed spectrally positive Lévy process whose
Laplace exponent is U: see for instance Lamperti [57] and Caballero, Lambert and Uribe Bravo [20].
Consequently, the sample paths of a cadlag CSBP have no negative jump. Moreover, a CSBP has infinite
variation sample paths iff the corresponding Lévy process has infinite variation sample paths, which is
equivalent to the following assumption:

(Infinite variation) 5>0 or / ra(dr) = o0 . (I11.4)
(0,1)

Therefore, the finite variation cases correspond to the following assumption:

(Finite variation) =0 and / ra(dr) < oo . (II1.5)
(0,1)

In the finite variation cases, W can be rewritten as follows:

VA€ [0,00), P(A)=DA —/ m(dr) (1 —e ), where D :=~+ /r m(dr) . (IIL.6)
(0,00) (0,1)
In these cases, note that D = limy_,oo W(A)/A\.
We shall always avoid the cases of deterministic CSBP that correspond to linear branching mecha-
nisms. Namely, we shall always assume that either 5 > 0 or w # 0.
Since W is convex, it has a right derivative at 0, that is possibly equal to —oo. Furthermore, ¥ has at
most two roots. We introduce the following notation:

T (04) := Jim ATU(N) € [-00,00) and g =sup{A€[0,00): T(N\)<0}. (I11.7)

Note that ¢ >0 iff ¥/(0+) <0, and that ¢= oo iff — W is the Laplace exponent of a subordinator.
We next discuss basic properties of the function « defined by (II1.2). The Markov property for CSBP
entails

Vi, s, €]0,00), u(t+s,\) =u(t,u(s,\)) and O (t,\)=—T(u(t,\)), u(0,\)=\. (IIL8)

If A € (0,00), then u( -, \) is the unique solution of (IIL.8). If A =g, then u( -, q) is constant to g. An
easy argument derived from (II1.8) entails the following: if A > ¢ (resp. A< q), then u( -, \) is decreasing
(resp. increasing). Then, by an easy change of variable, (I11.8) implies

A du
) Y(u)

Wt € [0,00), YA € (0,00)\{q}, / - (11L9)
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For any x € [0, 0c|, we denote by P, the canonical law of CSBP(W, ) on the Skorohod space of
cadlag [0, oo]-valued functions that is denoted by ID([0, 00), [0, 00]). We denote by Z = (Z¢)e[o,00)
the canonical process on D([0, 00), [0, 00]). As t — oo, a CSBP either converges to oo or to 0. More
precisely,

Vz € (0,00), e ¥ =Py(limZ =0)=1-P;(limZ =o0). (IIL.10)

If U/(0+) > 0, then ¢ =0 and the CSBP gets extinct: W is said to be sub-critical. If ¥'(0+) < 0, then
q >0 and the CSBP has a positive probability to tend to co: W is said to be super-critical.
Let us briefly discuss absorption: let (y and (, be the times of absorption in resp. 0 and co. Namely:

Co=inf {t>0:Z;0orZy— =0}, (o=inf{t>0:ZsorZ_ =00} and (= A (s,  (IL11)

with the usual convention: inf () = co. We call ¢ the time of absorption. The integral equation (II1.9)
easily implies the following:

d
(Conservative V) Ve €10,00), Pup((oo<0)=0 <= / Y . (I11.12)
o+ (¥(r))-
Here (- )_ stands for the negative part function. If W is non-conservative, namely if

) dr
(Non-conservative ) /0+ @) <00, (1I1.13)
then, ¥/(0+)=—oo and for any ¢, z € (0, 00), Py ({oo >t) =exp(—xk(t)), where £ (t) :=limy_,04 u(t, A)
satisfies foﬁ(t)dr/(\ll(r))_ =t. Note that x : (0, 00) —> (0, ¢) is one-to-one and increasing. Thus, P,-
a.s. limy_, o Zy = 00 iff (o < 0o and in this case, lim;_,¢__ Z; = co. Namely, the process reaches oo
continuously.
The integral equation (I11.9) also implies the following:

(o)
d
(Persistent U) Ve € [0,00), Py({p<o0)=0 <= / Wr) = . (I11.14)
r
If U allows extinction in finite time, namely if

) > dr

(Non-persistent U) — < 00, (II1.15)
W(r)

it necessarily implies that W satisfies (II.4), namely that W is of infinite variation type. In this case, for

any t,z € (0,00), P, (o <t) = exp(—zv(t)) where v(t) := limy_ oo u(t, \) satisfies ff(cz)dr/lll(r) =1t.

Note that v : (0, 00) —> (g, 00) is one-to-one and decreasing. Thus, P-a.s. limy;_,oo Z; =0 iff (5 < oc.

The previous arguments allow to define u for negative times. Namely, for all ¢ € (0,00), set
k(t) = limy_04 u(t, A) and v(t) = limy_0o u(t, A). As already mentioned, ~(t) is positive if U is
non-conservative and null otherwise and v(¢) is finite if U is non-persistent and infinite otherwise.
Then, observe that u(t, -) : (0,00) — (k(¢),v(t)) is increasing and one-to-one. We denote by
u(—t, -) : (k(t),v(t)) — (0,00) the reciprocal function. It is plain that (IIL.9) extends to negative
times. Then, observe that dyu(—t, \) = ¥ (u(—¢,\)) and that (IIL.8) extends to negative times as soon
as it makes sense.

Let us give here the precise definition of the Eve property. To that end, we fix z € (0, 00), we denote
by ([0, x]) the Borel subsets of [0, z]. We also denote by .# ([0, x]) the set of positive Borel-measures
on [0,z] and by ., ([0, z]) the set of Borel probability measures. Let us think of m; € .#1([0, z]),
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t € [0,00), as the frequency distributions of a continuous population whose set of ancestors is [0, z]
and that evolves through time ¢. Namely for any Borel set B C [0, x], m;(B) is the frequency of the
individuals at time ¢ whose ancestors belong to B. The relevant convergence mode is the fotal variation
norm:

Ve i(0,a]), 1 — vl = sup { [u(A)—v(A)]; A€ B(0,2])} .

Here, it is natural to assume that ¢ — m; is cadlag in total variation norm. The Eve property can be
defined as follows.

DEFINITION IIL.1.  We denote by { the Lebesgue measure on R (or its restriction to [0, x| according
to the context). Let t € (0, 00) — my € #1([0, x]) be cadlag with respect to ||-||,qr and assume that there
exists Moo € A1 ([0, z]) such that limy_,||my — Moo ||var = 0, where

Moo = al+ Y moo({y})dy . (IIL.16)

yeS

Here, a is called the dust, S is a countable subset of |0, x] that is the set of settlers and for any y € S,
Mmoo ({y}) is the asymptotic frequency of the settler y.

If a =0, then we say that the population m := (mt)te(o,oo) has no dust (although my may have a
diffuse part at any finite time t). If a =0 and if S reduces to a single point e, then mq, = do and the
population m is said to have an Eve that is e. Furthermore, if there exists to € (0, 00) such that m; = de,
for any t > 1, then we say that the population has an Eve in finite time. O

The following theorem asserts the existence of a regular version of the frequency distributions asso-
ciated with a CSBP.

THEOREM IIL.1. Let x € (0,00). Let ¥ be a branching mechanism of the form (1I1.3). We as-
sume that U is not linear. Then, there exists a probability space (2, F ,P) on which the two following
processes are defined.

(a) Z = (Zt)ie[o,0) is a cadlag CSBP (¥, ).

(b) M = (My)se(o,00] is a #1([0, x])-valued process that is ||-||var-cadlag on (0, 00) such that

~ _ -1
VB e #A([0,z]), P-a.s. tgr& M (B) =z~ 4(B).

The processes Z and M satisfy the following property: for any Borel partition By, . .., By, of [0, 2| there
exist n independent cadlag CSBP(W), ZWV ..., Z"M), with initial values {(By), .. ., £(By,), such that

Vke{l,...,n}, Vte[0,0),  M(By) =2z, (IL.17)

where ( stands for the time of absorption of Z.

We call M the frequency distribution process of a CSBP(V, z). If W is of finite variation type, then
M is ||-||var-right continous at time 0, which is not the case if ¥ is of infinite variation type as explained
in Section 2.3. The strong regularity of M requires specific arguments: in the infinite variation cases, we
need a decomposition of CSBP into Poisson clusters, which is the purpose of Theorem II1.3 in Section
2.2. (see this section for more details and comments).

The main result of the paper concerns the asymptotic behaviour of M on the following three events.

e A := {({ <oo} that is the event of absorption. Note that P(A) > 0 iff U either satisfies (II1.13) or
(III.15), namely iff ¥ is either non-conservative or non-persistent.

126



1. Introduction

e B :={(=00; limy_o, Z; =00} that is the event of explosion in infinite time. Note that P(B) >0
iff U satisfies (IT1.12) and ¥’ (0+) € [—00, 0), namely iff ¥ is conservative and super-critical.

o C:={(=00; limy_,o Z; =0} that is the event of extinction in infinite time. Note that P(C) >0
iff U satisfies (I11.14) and ¢ < oco.

THEOREM IIL2. We assume that ¥ is a non-linear branching mechanism. Let x € (0, 00) and let
M and Z be as in Theorem II.1. Then, P-a.s. imy_, || My — Moo ||var = 0, where My is of the form
(I11.16). Moreover, the following holds true P-almost surely.

(i) On the event A = {{ <00}, M has an Eve in finite time.
(ii) On the event B = {(=00; limy_,o, Z; =00}

(ii-a) If V' (0+)=—o0, then M has an Eve;

(ii-b) If V'(0+) € (—00,0) and q < oo, there is no dust and M has finitely many settlers whose
number, under P( - |B), is distributed as a Poisson r.v. with mean xq conditionned to be non
zero;

(ii-c) If ¥'(0+) € (—00,0) and q = oo, there is no dust and M has infinitely many settlers that
form a dense subset of [0, x].

(iii) On the event C = {(=00; limy_,o Z; =0}

(iii-a) If U is of infinite variation type, then M has an Eve;
(iii-b) If U is of finite variation type, then the following holds true:

(iii-b-1) If 7((0,1)) < oo, then there is dust and M has finitely many settlers whose number,
under P(-|C), is distributed as a Poisson r.v. with mean § f(o 00) e~ m(dr);

(iii-b-2) If w((0,1)) = oo and f(o,l) m(dr)rlogl/r < oo, then there is dust and there are in-
finitely many settlers that form a dense subset of [0, z|;

(iii-b-3) Iff(o,l) 7(dr) rlog1/r = oo, then there is no dust and there are infinitely many settlers
that form a dense subset of [0, x].

First observe that the theorem covers all the possible cases, except the deterministic ones that are trivial.
On the absorption event A={( < oo}, the result is easy to explain: the descendent population of a single
ancestor either explodes strictly before the others, or gets extinct strictly after the others, and there is an
Eve in finite time.

The cases where there is no Eve — namely, Theorem II1.2 (ii-b), (ii-c) and (iii-b) — are simple to
explain: the size of the descendent populations of the ancestors grow or decrease in the same (deter-
ministic) scale and the limiting measure is that of a normalised subordinator as specified in Proposition
II1.12, Lemma II1.13, Proposition III.14, Lemma II1.15, and also in the proof Section 3.2. Let us mention
that in Theorem I11.2 (iii-b1) and (iii-b2), the dust of M, comes only from the dust of the M, t € (0, 00):
it is not due to limiting aggregations of atoms of the measures My as t — oo.

Theorem II1.2 (ii-a) and (iii-a) are the main motivation of the paper: in these cases, the descendent
populations of the ancestors grow or decrease in distinct scales and one dominates the others, which
implies the Eve property in infinite time. This is the case of the Neveu branching mechanism W(\) =
Alog ), that is related to the Bolthausen-Sznitman coalescent: see Bolthausen and Sznitman [19], and
Bertoin and Le Gall [13].

Let us first make some comments in connection with the Galton-Watson processes. The asymptotic
behaviours displayed in Theorem III.2 (ii) find their counterparts at the discrete level: the results of
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Seneta [70, 71] and Heyde [44] implicitly entail that the Eve property is verified by a supercritical Galton-
Watson process on the event of explosion iff the mean is infinite. However neither the extinction nor the
dust find relevant counterparts at the discrete level so that Theorem II1.2 (i) and (iii) are specific to the
continuous setting.

CSBP present many similarities with generalised Fleming-Viot processes, see for instance the mono-
graph of Etheridge [30]: however for this class of measure-valued processes Bertoin and Le Gall [13]
proved that the population has an Eve without assumption on the parameter of the model (the measure A
which is the counterpart of the branching mechanism ¥). We also mention that when the CSBP has an
Eve, one can define a recursive sequence of Eves on which the residual populations concentrate, see [53].
Observe that this property is no longer true for generalised Fleming-Viot processes, see [52].

The paper is organized as follows. In Section 2.1, we gather several basic properties and estimates on
CSBP that are needed for the construction of the cluster measure done in Section 2.2. These preliminary
results are also used to provide a regular version of M which is the purpose of Section 2.3. Section 3
is devoted to the proof of Theorem III.2: in Section 3.1 we state specific results on Grey martingales
associated with CSBP in the cases where Grey martingales evolve in comparable deterministic scales:
these results entail Theorem II1.2 (ii-b), (ii-c) and (iii-b), as explained in Section 3.2. Section 3.3 is
devoted to the proof of Theorem II1.2 (ii-a) and (iii-a): these cases are more difficult to handle and the
proof is divided into several steps; in particular it relies on Lemma II1.20, whose proof is postponed to
Section 3.3.

2 Construction of M.

2.1 Preliminary estimates on CSBP.

Recall that we assume that ¥ is not linear: namely, either 5 > 0 or 7 # 0. The branching property
(IIL.1) entails that for any ¢ € (0, 00), u(t, -) is the Laplace exponent of a subordinator. Namely, it is of
the following form:

u(t,\) = k(t) + d(t)A +/ v(dr)(1—e™"), A€ 0,00), (I11.18)
(0,00)

where x(t) = limy_,04 u(t, A), d(t) € [0,00) and f(O,oo)(l A 1) v(dr) < oco. Since W is not linear, we
easily get 14 #0. As already mentioned in the introduction if U is conservative, x(t) =0 for any ¢ and if ¥
is non-conservative, then  : (0, c0) — (0, ¢) is increasing and one-to-one. To avoid to distinguish these
cases, we extend v; on (0, oo] by setting v4({oo}) := k(t). Thus, (III.18) can be rewritten as follows:
u(t, \)=d(t)\ + f(O,oo] ve(dr) (1 — e~™), with the usual convention exp(—o0) =0. Recall from (IIL.6)
the definition of D.

LEMMA IIL.2. Lett € (0,00). Then d(t) >0 iff U is of finite variation type. In this case, d(t) =
—Dt
et

Proof First note that d(t) =lim)_,oo A~ !u(#, \). An elementary computation implies that

u(t)’\ N _ exp (/Ot Js logu (s, \) ds) = exp ( - /Ot W ds) : (IIL.19)

If W satisfies (II1.15), then recall that limy_,o, u(t, \) < co. Thus, in this case, d(t) = 0. Next assume
that W satisfies (II1.14). Then, lim)_, o, u(¢,\) = co. Note that W(\)/\ increases to oo in the infinite
variation cases and that it increases to the finite quantity D in the finite variation cases, which implies
the desired result by monotone convergence in the last member of (II1.19). |
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Recall that for any z € [0, 0o], P, stands for the law on D(]0, o), [0, oc]) of a CSBP(¥, x) and recall
that Z stands for the canonical process. It is easy to deduce from (III.1) the following monotone property:

Vte(0,00), Vy€[0,00), Va,2’ €[0,00] such that z < 2/, P, (Zt > y) <Py (Zt > y). (1I1.20)
LEMMA IIL3. Assume that U is not linear. Then, for all t,z,y € (0, 0), P, (Zt > y) >0.

Proof Let (Sz),c(0,00) be a subordinator with Laplace exponent u(t, -) that is defined on an auxiliary
probability space (2,.%,P). Thus S, under P has the same law as Z; under P,. Since v; # 0, there
is 79 € (0, 00) such that v¢((rp,00)) > 0. Consequently, N := #{z € [0,z] : AS, > ro} is a Poisson
r.v. with non-zero mean zv;((rg, c0)). Then, for any n such that nrg >y we get P, (Z; >y) =P (S, >
y)>P(N > n)>0, which completes the proof. [ |

The following lemmas are used in Section 2.2 for the construction of the cluster measure.
LEMMA IIL4. Assume that U is of infinite variation type. Then, for any t, s € (0, 00),
Vigs(dr) = /I/S(dIE) P, (Zt edr; Zs > 0) . I1.21)
(0,00]

Proof Let v be the measure in the right member of (IIL.21). Then, for all A € (0, co), (II1.2) and (II1.8)
imply that

v(dr)(1—e ) = [ vg(dz) (1—e M) = (s, ult, =u(s+t,\) = [ vips(dr)(1—e ).
A;$1x1 ) A@Ad)(l ) = uls,ult, \)) = u(s+t,) /;QTM)(l )

By letting A\ go to 0, this implies that v({c0}) = v445({oc0}). By differentiating in A\, we also get
f(o o) v(dr)re " = f(o 00) Veys(dr)re™". Since Laplace transform of finite measures is injective,
this entails that v and 14 coincide on (0, c0) which completes the proof. |

LEMMA IIL5. Assume that V is of infinite variation type. Then, for all € € (0,1) and all s,t €
(0, 00) such that s <t,

/( ) vs(da) Py(Zi—s > €) = 1((g,0]) € (0,00). (I11.22)

700]

Proof The equality follows from (IIL.21). Next observe that v¢((e,00]) < 1 [ (0,00] (LAT)1e(dr) < oo.
Since v, does not vanish on (0, c0), Lemma II1.3 entails that the first member is strictly positive. [

We shall need the following simple result in the construction of M in Section 2.3.
LEMMA IIL6. For all a,y € (0,00), lim,—04 Pr(Zg > y) = 0 and lim, 04 Py (Suppepo o) Zo >
y)=0.

Proof First note that P,.(Z, >y) < (1—e D) 7'E [1—e %/ = (1—e 1)1 (1 — e "4®1/9)) - 0 as
r — 0, which implies the first limit. Let us prove the second limit: if ¢ = oo, then Z is non-decreasing
and the second limit is derived from the first one. We next assume that ¢ < co, and we claim that there
exist §, C'€ (0, 1) that only depend on a and y such that

Vz € [y,00), Vb€ [0,a], pu(z,[0,0y]) <C. (I11.23)

Proof of (I11.23). We specify 6 € (0, 1) further. By (II1.20), p (2, [0, 8y]) < py(y, [0,0y]) = Py, (Zy <6y).
By an elementary inequality, for all A € (0, 00), Py (Zy < 0y) < exp(yOA)E,[exp(-\Zp)] = exp(yO\ —
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yu(b, \)). We take A=¢+1. Thus, u(-, ¢+1) is decreasing and py(z, [0, Oy]) <exp(yO(g+1)—yu(a, ¢+1)).

We choose 0 = uz(?q(ﬁ;) . Then, (I11.23) holds true with C' =exp(—yf(q + 1)). [ |

We next set T'=inf{t € [0, 00) : Z; >y}, with the convention inf ) =oc. Thus {supyc(y  Zo >y} =
{T' <a}. Let 0 and C as in (II1.23). First note that P,.(T' <a) <P, (Zy > 0y)+P, (T <a;Z, <0y). Then,
by the Markov property at 7" and (II1.23), we get

P (T'<a; Zo<Oy) = Er[Yr<ay Pa—1(Z7,[0,0y])] < CP(T < a) .
Thus, P (suppefo,a Zb>y) < (1 —C)7P,(Zy>0y) — 0 as r — 0, which completes the proof. [

We next state a more precise inequality that is used in the construction of the cluster measure of CSBP.

LEMMA IIL7. We assume that V is not linear. Then, for any €,m € (0, 1) and for any ty € (0, 00),
there exists a € (0,to/4) such that

Ve 0,1], ¥be[0,al, Vee [Lto, to, ]P’x(sup Zo > 2; Ze > 5) <P, (Zy > 1; Ze > ).
te[0,b]
(I11.24)

Proof Since V is not linear, 14 # 0. If ¢g= oo, the corresponding CSBP has increasing sample paths and
the lemma obviously holds true. So we assume that ¢ < co. We first claim the following.

Y ax,y,to,t1 € (0,00) with t; < t, inf ]Px (Z¢ >y) >0. (I11.25)

te(ty,tg

Proof of (II1.25). Suppose that there is a sequence s,, € [t1,to] such that lim,,_, . P,(Zs, > y) = 0.
Without loss of generality, we can assume that lim,, ,~, s, =t. Since u( -, \) is continuous, Zs, — Z;
in law under P, and the Portmanteau Theorem implies that P, (Z; >y) < liminf, o P.(Zs, >y) = 0,
which contradicts Lemma II1.3 since ¢ > 0. |

We next claim the following: for any 7, § € (0, 1), there exists a € (0, 00) such that
Vz €[2n, 00), Vs€]0,al, P (Zs <n) <6. (I11.26)

Proof of (I11.26). We fix = € [2n, 00). Let a € (0, c0) that is specified later. For any s € [0, a], the Markov
inequality entails for any A € (0, c0)

]P)x(zs < n) < e)\nEx [ef/\Zs] — eAnfxu(s,)\) < 67)\7]+2n()\4u(s,/\)) ' (111.27)

We now take A >gq. Then, u( -, ) is decreasing and we get

s

— A+ 2n(A—u(s,\)) < —An+ 277/ U(u(b,A)db < =An+2na¥(N). (II1.28)
0

Thenset A\ = ¢+ 1—n"tlogd and a = (¢ + 1)/(2¥())), which entails (I11.26) by (I11.28) and (I11.27).
]

We now complete the proof of the lemma. We first fix €, 7€ (0, 1) and ¢o € (0, c0) and then we set

1 infté[itoﬂfo] Pay (Zt > 5)

5
Py (Z¢ > ¢)

2 Supte[}(to,to]
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By (II1.25), § > 0. Let a € (0, +to) be such that (II1.26) holds true. We then fix = € [0, 5], b € [0, a] and
c€ [%to, o) and we introduce the stopping time 7' = inf{t € [0, c0) : Z; > 2n}. Then,

A= ]P’I<sup 7o > 20 Zo > 5) =P, (T <b; Ze>e) <Po(Zy> 1; Ze>e)+ B, (I1.29)
s€(0,b]

where B := P, (T <b;Zy <15 Ze> 5) is bounded as follows: by the Markov property at time b and

by (II1.20), we first get

B < Ey[Lr<p;z,<n) Pz, (Zeb>€)] < Py(Ze—t>€) Eo[L(r<p, z,<m}]-

Recall that p;(x, dy) =P, (Z; € dy) stands for the transition kernels of Z. The Markov property at time
T then entails

B < Py(Ze—p>¢e) By [1gp<py po—1(Z1,[0,7])].
Next observe that Py-a.s. b—T <a and Zg > 27, which implies p,_7(Zr, [0,7]) < § by (II1.26). Thus,

B < O0Py(Ze—p>e) By [1p<py] -
Since c—b € [$to, to), we get S P,y (Ze—p>¢) < % inf e (140.60) P2n (Z;>€). Next, observe that

P,-a.s. on {T < b}, t [ilrtlft ]]P’gn (Z¢>€) < pe—1(2n, (g, 0]) < pe—r(Zr, (€, 0]),
Elgtosto

where we use (II1.20) in the last inequality. Thus, by the Markov property at time 7' and the previous

inequalities, we finally get

B < %Ex [1{T§b}pc—T(ZT7 (E,OO])] = %Pm(T <b; Zc>5) = %A )

which implies the desired result by (I1I1.29). |

We end the section by a coupling of finite variation CSBP. To that end, let us briefly recall that CSBP
are time-changed Lévy processes via Lamperti transform: let X = (X¢);¢[0,) be a cadlag Lévy process
without negative jump that is defined on the probability space (2, F,P). We assume that Xy =z €
(0, 00) and that E[exp(—AX})] =exp(—zA + t¥())). We then set

°d
7=inf{te[0,00): X;=0}, L;=rAinf {SE[O,T) : fr > t} and 7, = Xz,, (IL30)
0 r
with the conventions inf ) = co and X, = 0co. Then, (Zt)te[o,oo) is a CSBP(V, x). See [20] for more
details. Recall from (II1.6) the definition of D.

LEMMA IIL.8. Assume that V is of finite variation type and that D is strictly positive. Let (Zt)te[(],oo)
be a CSBP(V, ) defined on a probability space (2, F,P). For any A € [0,00), set U*(\) := ¥(A) —
DA. Then, there exists (Z} )ic(0,00), @ CSBP(V*, x) on (Q, F, P) such that

P-as. Vte[0,00), sup Z;<Z.
s€[0,t]
Proof Without loss of generality, we assume that there exists a Lévy process X defined on (Q2, F, P)
such that Z is derived from X by the Lamperti time-change (I11.30). We then set X; = X;+ Dt thatis a
subordinator with Laplace exponent —W* and with initial value z. Since D is positive, we have X; < X}
for all t € [0, 00). Observe that 7" = co. Let L* and Z* be derived from X* as L and Z are derived

from X in (II1.30). Then, Z* is a CSBP(¥*, x) and observe that L} > L;. Since X* is non-decreasing,
Zy = Xz: > th > X1, = Z, which easily implies the desired result since Z* is non-decreasing. [
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2.2 The cluster measure of CSBP with infinite variation.

Recall that D([0, 00), [0, oo]) stands for the space of [0, oo]-valued cadlag functions. Recall that Z
stands for the canonical process. For any ¢ € [0, c0), we denote by .%; the canonical filtration. Recall
from (III.11) the definition of the times of absorption (y, (-, and (. Also recall from the beginning of
Section 2.1 the definition of the measure v; on (0, o].

THEOREM IIL.3. Let U be of infinite variation type. Then, there exists a unique sigma-finite mea-
sure Ny on D([0, 00), [0, 00]) that satisfies the following properties.

(@) Ny-a.e. Zg =0and ¢ > 0.
(b) v (dr) =Nyg (Ztedr; Zs > 0),f0r any t € (0, 00).

(¢c) Ny [F(Z./\t) G(Zy.); 2y > 0] = Ny [F(Z./\t) Ez[G]; Z¢ > O],for any nonnegative func-
tionals F, G and for any t € (0, 0).

The measure Ny is called the cluster measure of CSBP().

Proof The only technical point to clear is (a): namely, the right-continuity at time 0. For any s, ¢ € (0, 00)
such that s <t and for any € € (0, 1), we define a measure Q7 . on ([0, 00), [0, 0c]) by setting

S _ 1 .
Qi.[F]= e /(O’OVO?(dx) B [F(Z(.—g),); Ze—s>¢], (I1.31)

for any functional F'. By Lemma IIL.5, (III.31) makes sense and it defines a probability measure on
the space D(]0, 00), [0, oc]). The Markov property for CSBP and Lemma IIL5 easily imply that for any
s<sp<t,

S — 1 v .
Qi [F(Zsyy.)] = (eI /(0700}30(@:) Ey[F(Z); Zi—sy>¢], (I11.32)

We first prove that for ¢ and ¢ fixed, the laws Q) . are tight as s — 0. By (IIL.32), it is clear that we only
need to control the paths in a neighbourhood of time 0. By a standard criterion for Skorohod topology
(see for instance Theorem 16.8 [16] p. 175), the laws Q) . are tight as s — 0 if the following claim holds
true: for any 7, § € (0, 1), there exists a; € (0, ) such that

Vse(0,a1], Qf75< sup Z > 277) <d. (I1.33)

[0,a1]

To prove (II1.33), we first prove that for any 1, d € (0, 1), there exists ag € (0,¢) such that
Vs, be (0,ao] such that s < b, QF.(Zy>7) < 50.. (I11.34)

Proof of (II1.34). Recall that 1} o)(y) < C(1—e™Y), for any y € [0, 00], where C'= (1—e™!)~!. Fix
7,0 €(0,1) and s,b€ (0, t) such that s <b. Then, (I11.32), with b= s, implies that

_1 C _1,
Qi (Zy>n) < CQj.(1—e ) :Vt((goo])/(o V(],(d.r) (1—e ") Py(Zs—p>¢)

C? L B
< ’M/(O;?(dx) (l—e " )Ex[l—e Ezt,b}

IN

C? 1 1
/ vp(dz) (1 —e n")(1— e_"w(t_b’g)) =: f(b).
©

vt((g,0]) J(0,00]
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By developping the product in the integral of the last right member of the inequality, we get

C? 1 1 1 1
fb) = m(u(ba o) Fult ) - u(b, S Hu(t=b, g))) — 0,
We then define ag such that supye (g 4] f(b) < %6, which implies (II1.34). 0

Proof of (II1.33). We fix n,6 € (0,1). Let a € (0, +¢) such that (II1.24) in Lemma III.7 holds true with

to =t. Let ap as in (I11.34). We next set a; = aAag. We fix s € (0,a1] and we then get the following
inequalities:

fo( sup Z > 27]) < Qi (Zs>n)+ Qf,€< sup Z > 2n; Zg < 77,)

[0,a1] [0,a1]

IN

1 1
6—1—/1/5dx Py sup Z >2n; Zi_s>¢
5 (e, 00]) (o,n]( ) <[o,a17s] ' >

) 2
< 5‘+L/AL% dz) Py (Za,—s > Ly—s>¢€
3t o)) S (1) P 1=:>¢)

1 s
< §5+2Qt,s(za1 >77) < 0.

Here we use (I11.34) in the second line, (II1.24) in the third line and (II1.34) in the fourth one. 0

We have proved that for ¢, e fixed, the laws Qf . are tight as s — 0. Let Q) stand for a possible
limiting law. By a simple argument, ;- has no fixed jump at time sy and basic continuity results entail
that (II1.32) holds true with Q); . instead of Qf}e, which fixes the finite-dimensional marginal laws of Q; .
on (0,00). Next observe that for 7,0 € (0,1) and a; € (0, }t) as in (II1.33), the set {sup(q 4,y Z > 20}
is an open set of ([0, 00), [0, oc]). Then, by (II1.33) and the Portmanteau Theorem, Q¢ (sup(gq,) Z >
2n) < 6. This easily implies that Q;.-a.s. Zgp = 0, which completely fixes the finite-dimensional
marginal laws of Q¢ . on [0, co0). This proves that there is only one limiting distribution and Qi = Qe
in law as s — 0.

We next set Ny = 14((g,00]) Qre. We easily get Ny — Ny oo = Ny (- ; Z¢ € (g,€']), for any
0<e<e' <1. Fixep € (0,1), p € N, that decreases to 0. We define a measure N, by setting

N = Nigo + Z Nt epn ( s Zi € (Epps Ep]) = Nigo + Z Ntepn —Nte, -
p=>0 p>0

By the first equality, N; is a well-defined sigma-finite measure; the second equality shows that the defini-
tion of Ny does not depend on the sequence (&p)pen, Which implies N¢ (- 5 Z; > €) = 14((e, 00]) Qe
for any € € (0, 1). Consequently, we get N, — Ny = Ny(- ; Zy = 0), forany ¢’ >¢>0. Fix ¢4 € (0,1),
q € N, that decreases to 0. We define Ny by setting

Ny =Nig+ Y Neg (-5 %, =0) = Neg + > Ny =N,
q=0 q>0

The first equality shows that Ny is a well-defined measure and the second one that its definition does not
depend on the sequence (t4),en, Which implies

Vee(0,1), Vt € (0,00), Nu(-;Z>e)=u1((e,00]) Qre - (I11.35)

This easily entails that for any nonnegative functional ¥

Vt € (0,00), Ng[F(Zey.); Z>0] _/ v(de) By [ F] . (I11.36)
(0,50]

133



Il - The Eve property for CSBPs

Recall that ( is the time of absorption in {0, co}. Since Ny, . (( =0) =0, we get Ny (¢ =0) =0 and
thus, Ny ({0}) =0, where 0 stands for the null function. Set A, ; = {Z;, >¢,}. Then, Ny (A4, ) < oo
by (II1.35). Since D([0, o0), [0, 00]) ={0} U, ;1 Ap,q» Nw is sigma-finite. Properties (b) and (c) are
easily derived from (I11.36), (II1.35) and standard limit-procedures: the details are left to the reader. W

2.3 Proof of Theorem lll.1.

Poisson decomposition of CSBP.

From now on, we fix (€2,.%, P), a probability space on which are defined all the random variables
that we mention, unless the contrary is explicitly specified. We also fix x € (0, 00) and we recall that ¢
stands for the Lebesgue measure on R or on [0, ], according to the context.

We first briefly recall Palm formula for Poisson point measures: let £ be a Polish space equipped
with its Borel sigma-field &. Let A, € &, n € N, be a partition of £. We denote by .#,(E) the set of
point measures m on E such that m(A,) < oo for any n € N; we equip .#(£) with the sigma-field
generated by the applications m — m(A), where A ranges in £. Let N'=)",_; ¢.,, be a Poisson point
measure on £ whose intensity measure p satisfies p(A,) < oo for every n € N. We shall refer to the
following as to the Palm formula: for any measurable F' : E'x #y(E) — [0, 00),

E[ZF(%,N—%)} - /ﬂ(dz)E[F(z,./\/')] . (I1.37)
i€l E

We next introduce the Poisson point measures that are used to define the population associated with a
CSBP.

Infinite variation cases. We assume that VU is of infinite variation type. Let

P =870 (I11.38)
i€l
be a Poisson point measure on [0, z] x D([0, o0), [0, oc]), with intensity 1, ,)(y)€(dy)Nw(dZ), where
Ny is the cluster measure associated with W as specified in Theorem III.3. Then, for any ¢ € (0, c0), we
define the following random point measures on [0, z|:

Zy=> 76, and Z_ =) 7 5, . (I11.39)
iel i€l
We also set Zy = £(- N[0, z]). [ |

Finite variation cases. We assume that U is of finite variation type and not linear. Recall from (I11.6)
the definition of D. Let

2= 04,2 (111.40)
jedJ
be a Poisson point measure on [0, z] x [0, 00) x D([0, 00), [0, 00]), whose intensity measure is
Loy (0)A(dy) e P'6(at) [ n(ar) B, (a2).
(0,00)

where P, is the canonical law of a CSBP(V, r) and where 7 is the Lévy measure of W. Then, for any
t € (0, 00), we define the following random measures on [0, z]:

Zi=e P 00,2+ Y Lyyan iy, beyy Zeo=e PG 00,2+ Y LyyanZ, ) uy
jeJ jeJ
(IIL41)
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We also set Zy = (- N[0, z]). |

In both cases, for any ¢ € [0,00) and any B € %([0,z]), Z:(B) and Z;_(B) are [0, co|-valued
- -measurable random variables. The finite dimensional marginals of (Z;(B));e[o,o0) are those of a
CSBP(V, ¢(B)): in the infinite variation cases, it is a simple consequence of Theorem IIL.3 (c); in the
finite variation cases, it comes from direct computations: we leave the details to the reader. Moreover, if
By, ..., By are disjoint Borel subsets of [0, z], note that the processes (Z;(Bk))ic(0,00)> 1 <k <n are
independent. To simplify notation, we also set

vt e[0,00), Z = Z([0,x]) , (1I1.42)

that has the finite dimensional marginals of a CSBP(V, x).

Regularity of Z.

Since we deal with possibly infinite measures, we introduce the following specific notions. We fix
a metric d on [0, oo] that generates its topology. For any positive Borel measures x4 and v on [0, z], we
define their variation distance by setting

dvar(p,v) == sup d(u(B),v(B)) . (111.43)
Be2([0,z])
The following proposition deals with the regularity of Z on (0, c0), which is sufficient for our purpose.
The regularity at time 0 is briefly discussed later.

PROPOSITION IIL.9. Let Z be as in (111.39) or (111.41). Then,

P-a.s. Vt € (0,00), hl_i>r61+ dvar (Ze4h, 2¢) =0 and hg& dvar (Ze-n, Z¢~) = 0. (I11.44)

Proof We first prove the infinite variation cases. We proceed by approximation. Let us fix sg € (0, 00).
For any € € (0, 1), we set
vt e (07 OO) ’ 2’7t<€ = Z 1{Zéo>5} lef 6%
iel
Note that #{i €] : Z. >e} is a Poisson r.v. with mean zNy (Zs, >¢) = vy, ((e, 00]) < 00. Therefore,
Z°¢ is a finite sum of weighted Dirac masses whose weights are cadlag [0, oo]-valued processes. Then,
by an easy argument, P-a.s. Z¢ is dy,,-cadlag on (0, c0).

For any v € [0, oo, then set ¢(v) = sup{d(y, z) ; y < z < y+wv}, which is well-defined, bounded,
non-decreasing and such that lim, ,o@(v) = 0. For any ¢ > & > 0, observe that Zf/ = Z; +
Zie[ 1{Z§O€(E’,€]} Z% (sz Then, we fix T € (O, OO), we set Yf’s = Zie[ 1{Z};O€(E’,€]} Zéo+t and we
get

sup  dvar (Zf/, Zf) < (Vo) where V..:= sup Y °.
t€ls0,50+7] te[0,T]
Note that Y€ is a cadlag CSBP(¥). The exponential formula for Poisson point measures and Theorem
I11.3 (b) imply for any A € (0, c0),

_% logE[eXp (_)\YOE:E)] = / Z/SO(dT)(l - e_)‘r) <A | vso(dr)r —— 0.
(

&' €] (0,¢] €0
For any 7 € (0,00), it easily implies lim._,oSup.i¢(g P(Yods > n) = 0. Next, note that r —

Py (supgejo,r) Zt > n) is non-decreasing and recall that lim, o4 P; (supte[O’T] Z¢ >n) =0, by Lemma
IIL.6. This limit, combined with the previous argument, entails that lim._,o sup./¢(o ) El¢(Vze)] = 0.
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Therefore, we can find €, € (0, 1), pEN, that decreases to O such that } .o E[p(Vz,,, ,)] <o, and
there exists €2 € .7 such that P(0) =1 and such that R, := 3~ ¢(Vz,,,,) — 0asp— 00, on
. We then work determininistically on €2: by the previous arguments, for all Borel subsets B of [0, ],
for all t € (sg, so + T') and for all ¢ > p, we get d(Z;*(B), 2,"(B)) < R, and d(Z;*(B), Z;”(B)) <
R,, since d is a distance on [0,00]. Since ¢t > sg, the monotone convergence for sums entails that
limg 00 Z;%(B) = Z4(B) and lim,_, Z,°(B) = Z;_(B). By the continuity of the distance d, for all
B, all t € (sg,00) and all p € N, we get d(2:(B), 2;”(B)) < R, and d(Z;—(B), 2;”(B)) < R,. This
easily implies that Z is dy,,-cadlag on (sg, so + T') since the processes Z°7 are also dy,,-cadlag on the
same interval. This completes the proof in the infinite variation cases since sg can be taken arbitrarily

small and T arbitrarily large.

We next consider the finite variation cases: we fix sp € (0, 00) and for any ¢ € (0, 1), we set

Vit € [0, 80] ) Zia = Z 1{tj§t,zg>e} Zg—tj 5%'
jeJ

Since #{j € J : t; < so, Z} > €} is a Poisson r.v. with mean z 7((e, o0]) Jol e Pldt < 00, 2%, as a

process indexed by [0, so], is a finite sum of weighted Dirac masses whose weights are cadlag [0, oo]-

valued processes on [0, s0]: by an easy argument, it is dya,-cadlag on [0, so]. Next observe that for any
7

e>¢'>0, 25 = ZF + Yjes Lyt e el Zinty Oy THOS,

SUp dyar (27, 27) < o(Vere)  where Vro:=) 1, (0 supz

te[0,s0] ]E] te[0,s0]

The exponential formula for Poisson point measures then implies for any A € (0, co),
—%logE[exp —AVee)] / Dtdt/ (dr)E 1 e A SUP,50) 2
5/

We now use Lemma IIL.8: if D € (0, 00), we set U*(\) = ¥(A) — DA and if D € (—o0, 0], we simply
take U* = W. Denote by u* the function derived from U* as u is derived from ¥ by (II1.9). As a
consequence of Lemma II1.8, we get E,.[1 — e~ ASUP[0,50) ] <1 — e "% (502 Thus,

—~logE[exp (—=AV.)] < / ¢ Dt gt / m(dr) (1—e " (s0N)

0 (e’ e]

< soeDlsou*(so,)\)/w(dr)r — 0.

(O,E] e—0

This easily entails lim. o sup./¢(g ¢ E[¢(V..)] = 0. We then argue as in the infinite variation cases:
there exists a sequence ¢, € (0,1), p € N, that decreases to 0 and there exists 2y € . with P(Q) =1,
such that R, := 3" - ©(Ve,i1,e,) — 0as p— oo, on Q. We work determininistically on Qo: we set
Z} = Z,—e P4(-NJ0,x]), that is the purely atomic part of Z;. Then, for all B, for all ¢ € [0, so] and for
allpeN, d(Z;(B), 2,”(B)) < R, and d(Z;_(B), 2," (B)) < R,. This implies that P-a.s. Z* is dyy-

cadlag on [0, sgl, by the same arguments as in the infinite variation cases. Clearly, a similar result holds
true for Z on [0, so|, which completes the proof of Proposition II1.9, since sy can be chosen arbitrarily
large. |

Note that in the finite variation cases, Z is dyar-right continuous at 0. In the infinite variation cases,

this cannot be so: indeed, set B = [0, z]\{z;; i € I'}, then Z(B) =0 for any t € (0, 00) but Zy(B) =
¢(B)=ux. However, we have the following lemma.
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LEMMA IIL.10. Assume that V is of infinite variation type. Let Z be defined on (Q2,.%,P) by
(111.39). Then

VB e #(0,z]), P-as. t£%1+ Z,(B) = ¢(B).

This implies that P-a.s. Z; — Zy weakly as t — 0+.

Proof Since (Z;(B))¢c[o,0c) has the finite dimensional marginal laws of a CSBP(¥, £(B)), it admits a
modification Y = (¥7);¢[0,00) that is cadlag on [0,00). By Proposition IIL.9, observe that Z.(B) is
cadlag on (0, 00). Therefore, P-a.s. Y and Z. (B) coincide on (0, c0), which implies the lemma. [ |

Proof of Theorem Ill.1 and of Theorem Il1.2 (7).

Recall the notation Z; = Z,([0, z]). By Proposition II1.9, Z is cadlag on (0, co) and by arguing as
in Lemma III.10, without loss of generality, we can assume that Z is right continuous at time 0: it is
therefore a cadlag CSBP(V, z). Recall from (III.11) the definition of the absorption times (y, (~ and ¢
of Z. We first set
_ Z(B)

vt e [0,0), VB € A(0.a]),  M(B) ="

(I11.45)

Observe that M has the desired regularity on [0, () by Proposition II1.9 and Lemma III.10. Moreover M
satisfies property (II.17). It only remains to define M for the times ¢ > ( on the event {{ <oc}.

Let us first assume that P({y < co) > 0, which can only happen if ¥ satisfies (III.15). Note that
in this case, ¥ is of infinite variation type. Now recall & from (I11.38) and Z from (II1.39). Thus,
Co = sup;¢; ¢}, where ({ stands for the extinction time of Z%. Then, P({y <t) = exp(—zNy((o >1)).
Thus, Ny (¢p >t) = v(t), that is the function defined right after (III.15) which satisfies fvo(j) dr/¥(r) =t.
Since v is C', the law (restricted to (0, 00)) of the extinction time (o under Ny is diffuse. This implies
that P-a.s. on {{y < oo} there exists a unique ig € [ such that {y = éo. Then, we set £y := sup{¢}; i €
I\{io}}, e = x4, and we get M; = d, for any t € (&, (o). Thus, on the event {{y < oo} and for any
t > (p, we set M; = de and M has the desired regularity on the event {(y < co}. An easy argument on
Poisson point measures entails that conditional on {(p < oo}, e is uniformly distributed on [0, z].

Let us next assume that P({,, < oo) > 0, which can only happen if ¥ satisfies (II[.13). We first
consider the infinite variation cases: note that (,, = inf;c; (%, where ¢, stands for the explosion time
of Z%. Then, P((s >1t) = exp(—2zNy (oo <t)). Thus, Ny ((s <t) = x(t) that is the function defined
right after (II1.13) which satisfies fon(t) dr/(¥(r))_ = t. Since & is C, the law (restricted to (0, 00)) of
the explosion time (o, under Ny is diffuse. This implies that P-a.s. on {(s < 00} there exists a unique
i1 € I such that (o = ggg. Then, on {(, <00}, we set e = x;, and My = de, for any ¢ > (. Then, we get
limy ¢ — || M} —de||var = 0 and an easy argument on Poisson point measures entails that conditional on
{(o0 <00}, e is uniformly distributed on [0, z]. This completes the proof when W is of infinite variation
type. In the finite variation cases, we argue in the same way: namely, by simple computations, one shows
that for any ¢t € (0,00), #{j € J : t; <t, Z{_tj =00} is a Poisson r.v. with mean xx(t); it is therefore
finite and the times of explosion of the population have diffuse laws: this proves that the descendent
population of exactly one ancestor explodes strictly before the others, and it implies the desired result in
the finite variation cases: the details are left to the reader. |

REMARK IIL11. Note that the above construction of M entails Theorem I11.2 (7). |
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3 Proof of Theorem Ill.2.

3.1 Results on Grey martingales.

We briefly discuss the limiting laws of Grey martingales (see [40]) associated with CSBP that are
involved in describing the asymptotic frequencies of the settlers. Recall from (I11.39) and (II11.41) the
definition of Z;: for any y fixed, t—— Z;(]0, y]) is a CSBP(V, y) and for any ¢ fixed, y— Z;([0,y]) is a
subordinator. Let 6 € (0,00) and y € (0, z]. We assume that u(—t, 6) is well-defined for any ¢ € (0, co):
namely, we assume that x(t) < 6 < v(t), for all ¢ € (0,00). Recall that (IIL.8) extends to negative
times. Therefore, t — exp(—u(—t,0)Z.(][0,y])) is a [0, 1]-valued martingale that a.s. converges to
a limit in [0, 1] denoted by exp(—VVZ’f7 ), where Wg is a [0, co]-valued random variable. Since y —
u(—t,0)24([0,y]) is a subordinator, y — Wy9 is a (possibly killed) subordinator. We denote by ¢y its
Laplace exponent that has therefore the general Lévy-Khintchine form:

VA€ [0,00), ¢g(N\) = kg + dpA +/ Qg(d?”)(l — e_’\r) )
(0,00)

where kg, dg € [0, 00) and f(o 00) (1Ar) gg(dr) < oco. Note that ¢(1) = 6, by definition. We first consider
the behaviour of CSBP when they tend to oo.

PROPOSITION IIL12.  We assume that U is not linear and that W'(0+) € (—o0, 0), which implies
that ¥ is conservative and q € (0, 00]. Let 6 € (0, q). Then, u(—t, 0) is well-defined for all t € (0, c0) and
limy 00 u(—t,0) = 0. For any 8’ € (0, q) and any y € (0, x], we then get P-a.s.

0
/ dA
0 __ 0 o
W, = RogW,  where Rgyp := exp (\I/’(O—i—) // ‘I’()\)) (I11.46)
WY is a conservative subordinator without drift: namely kg = dgy = 0. Moreover,
VA € (0,00), ¢g(N) = u(ilog)\ ¢9> and 09((0,00)) = ¢ (I11.47)
) b 0 —WI(O—F) ) 0 9 * .

Thus, if ¢ < oo, W? is a compound Poisson process with jump-rate q and jump-law ége whose Laplace

transform is A — 1 — %u(f}l,o,g(é;) ,0).

Proof Let € (0,q)and ¢ € (0, 00). Note that v(t) > g and since ¥ is conservative, x(t) =0. Thus, for all
t€ (0, 00), u(—t, 8) is well-defined. Note that ¥ is negative on (0, ¢), then, by (IIL.9), lim;_, o u(—t,0) =
0 and lim;_,~ u(t, #) =g, even if g=oo. Next, observe that

m = exp </:d)\ Oy log(u(—t, /\))> = exp <//9‘I]S(L(—_tf’/\))\)) \;@\)) . (IIL.48)

This entails (IIL.46) since limy_,o W(\)/A = U/(0+). Thus, ¢o(1/Rgip) = ¢g/(1) = 0. Then, take
0" = u(t,0): by (IIL9), it implies that ¢g(e~Y OH)?) = w(¢, §), for any ¢ € R, which proves the formula
for ¢p in (IIL.47). Next observe that kg = limy_,q dg(\) = limy_yoo u(—t,60) = 0. Namely, W7 is
conservative. Also note that limy_, oo ¢g(N\) = limy_,o u(t,0) = g. Thus, if ¢ < 0o, dy = 0 and the last
part of the proposition holds true.

We next assume that ¢ = co. Then, —W is the Laplace exponent of a conservative subordinator and
we are in the finite variation cases. We set A(t) := log(e¥ (“P)y(t,0)) and we observe that log dy =
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3. Proof of Theorem Il1.2.

lim;_,o A(t), by taking A = e~ (0+)t i (II1.47). An easy comptutation using (I11.8) entails

t t
A(t) —logh = /0(\11’(0+)+6510gu(s,0))ds:/0(\1;’(0+)_‘I’(“(5’9)))ds

u(s, 0)
! U(u(st,0))
= ¢ U'(04)————22 )ds .
/0 ( (0+) u(st,0) ) s
Recall that limy o, ¥(A\)/A = D. Then, for any s € (0, 1],
) U (u(st, 9))

lim ¥’ -_— D=- d

Jim (0+) u(st, 0) U(0+) — /(0700)7'77( r) <0,
since 7 # 0. This implies that lim;_,, A(t) = —oo and thus dy = 0. [ |

We complete this result by the following lemma.

LEMMA IIL.13. We assume that V is not linear and that ¥'(0+) € (—o00,0), which implies ¥
is conservative and q € (0,00]. Let 0 € (0,q). Then, u(—t, ) is well-defined for all t € (0,00) and
limy_,oo u(—t,8) = 0. Moreover, there exists a cadlag subordinator WY whose initial value is 0 and
whose Laplace exponent is ¢g as defined by (111.47) such that

P-as. Yye[0,z], lim u(—t,0)Z([0,y]) = Wye and tli)m u(—t,0)Z({y}) = AWye,

t—o0

where AWye stands for the jump of W9 at y.

Proof We first assume that ¥ is of finite variation type. Fix £, s € (0,00). Recall from (II1.40) the
definition of 2 and observe that Zjej l{thSO,Z6>E}5($j7tj,Zj) = ZISnSN 5(Xn,Tn,Z("))’ where N is

a Poisson r.v. with mean C' := xD (1 —e P%)7((g,0)) and conditionally given N, the variables
X, T, Z(™ 1 <n <N are independent: the X, are uniformly distributed on [0, ], the law of T}, is
(1—e Ps0)=1De Pty o1 (¢)(dt) and the processes Z™) are distributed as CSBP(¥) whose entrance
law is 7((e, 00)) "1z o) ()7 (dr). When D = 0, one should replace (1 — e~PY) D=1 by t in the last
two expressions. We next observe that u(—t, 0)Z, (”) =u(—(t—=Tp,),u(=Tp, 6))Zt(f)Tn — V, exists as
t — oo and by Proposition II1.12,

_ 1 —r -r
Bl W= /( (dr r)E[e " tucroW) =2 / dte Dt/m) o) (I11.49)

As e — 0 and sg — o0, this proves that there exists {2 6 Z such that P(£) = 1 and on g, for any
J € J, imsoou(—t,0)Zi({z;}) = limy_oo u(—t ,0)Z]_ ¢ = : Aj exists in [0, 00). Then, on €, for
any y € [0, z], we set I/Vy‘9 =2 jes Loy (z;)A; and we take We as the null process on Q\. Clearly,

W7 is a cadlag subordinator whose initial value is 0. We next prove that its Laplace exponent is ¢g. To
that end fix y € (0, z]; by (II1.49)

E[eXp<_)\ZJ1{xj<y;zﬁ>5%tj<so}Aj)} - E[eXp<_)\ Z 1{X"§y}vn)}
J€

1<n<N

= exp /dte Dt/ )(1—e” TPu(- t9(’\))).
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Lete — 0 and sy — oo to get
[e.e]
~slogBle ] = [are P [n(ar) (1 e o)
! 0 (0.0)
o

= /Odt e P! (D¢u(—t,9) (/\) - \Il(qbu(—tﬂ) ()‘))) : (IIL50)

Then, we set g(t) := e‘thﬁu(,tﬂ)()\). By (I11.47) and (II.8), g(t) = e~ Plu(—t, pg(N)). Thus, dyg(t) =
e‘Dt(\Il(qﬁu(,t,g) (A)) =D¢y(—1,6)(A)) and to compute (II1.50), we need to specify the limit of g as ¢ tends
to oo: since limy_, oo u(—t, Pp(A)) =0

Y(u(—t, ¢a(A))) /
O log g(t) = - D > U (04 —Dz—/ﬂdrr<0
t ( ) u(—t, (;50()\)) o0 ( ) (0,oo<) )
which easily implies that lim;_,~ g(t) = 0 and by (II1.50), we get E[exp(—)\sz)] = exp(—ypg(N)).
Namely, the Laplace exponent of W is ¢g.
From Proposition II1.12, for any y € [0, z], we get P-a.s. lim;, oo u(—t,0)2¢([0, y]) =: W, where

the random variable Wé has the same law as Wy9 . Next observe that

U(—t, H)Zt([oa y]) = u(_t’ G)G_Dty + Z 1{zj§y}u(_ta G)Zt({x]}) :
jeJ
Recall from above that lim;_, e‘Dtu(—t, 0) = 0. Thus, by Fatou for sums, we get P-a.s. W/ >
Y ics Lio,<yyAj = W, which implies W, = W . Then, there exists 2, € .# such that P(Q) = 1
and on §, for any ¢€ Q N [0, z, limy_o0 u(—t,8)2:([0, q]) = W(f.

We next work deterministically on Q=g N §2;. First observe thatif y ¢ {z;;j€J}, Z:({y}) = 0.
Thus, by definition of W, for any y € [0, z], we get limy_, o0 u(—t,0)Z;({y}) = AW;’. Moreover, for
any y € [0,z) and any ¢ € Q N [0, z] such that ¢ > y, we get

Wg < liminf u(—t, 0)Z:([0,y]) < limsupu(—t,0)Z([0,y]) < I/qu7
t—o0 t—o0
the first equality being a consequence of Fatou. Since W is right continuous, by letting ¢ go to y in the
previous inequality we get limy_,oo u(—t, 8) Z;([0,y]) = W for any y € [0, ] on €2, which completes
the proof of the lemma when W is of finite variation type.

When WU is of infinite variation type the proof follows the same lines. Fix €,s9 € (0,00), recall
from (IT1.38) the definition of & and recall the Markov property in Theorem III.3 (¢). Then observe

that 3 c; 1yzi ~e}0(y, 2 )= > 1<n<n O(x,,z(n))> where N is a Poisson random variable with mean
S0 (2] s0 . =Te > ny

C =z Ny(Zs, > ¢€) and, conditionally on N, the variables X,,, Z ("), 1 <n < N, are independent:
X, is uniformly distributed on [0, 2] and the processes Z (") are CSBP(¥) whose entrance law is given

by Ny (Zs, € dr|Zs, > ¢). Then, note that u(—t, G)Zt@go = u(—(t — 80),u(—so,9))Zt(f)SO — Vi
exists as t — oo and by Proposition 11112, E[exp(—=AVy,)] = Ny (exp(—¢y(—s0,6) (M) Zso )| Zs, > €). By
letting  and sy go to 0, this proves that there exists {2y € .# such that P(£2y) = 1 and on 2, for any
i € I, limy oo u(—t,0)Zi({z;}) = limy_oo u(—t,0)Z: =: A; exists in [0, 00). Then, on Qg, for any
y € [0,2], we set W =37, 10, (2:)A; and we take W as the null process on Q\€2. Clearly, W?
is a cadlag subordinator whose initial value is 0 and we prove that its Laplace exponent is ¢ as follows.

First note that

E[GXP<—>\Zl{xi§y;zgo>a}Ai)} = E[exp(—)\ Z 1{Xn§y}Vn)}

i€l 1<n<N

= exp (— yN\p(l{ZSO>5} (1- e"z’u(fsoﬁ)()‘)ZSo))()II.Sl)

140



3. Proof of Theorem Il1.2.

By (IIL.47) and (IIL.8), we get Ny ( 1 — e Put-s00MN%0) = ¢4(X). Then, by letting £,50 — 0 in
(IIL51), we get E[exp(—AWyg )] = exp(—ypa(A)). We next proceed exactly as in the finite variation
cases to complete the proof of the lemma. |

We next consider the behaviour of finite variation sub-critical CSBP.

PROPOSITION IIL.14.  Let V be a branching mechanism of finite variation type such that W' (0+) €
[0,00). Then, ¥ is conservative and persistent, D € (0, 00), and for all 0,t € (0, 00), u(—t, ) is well-
defined and limy_,oc u(—t,0)=oc. For any 0,0' € (0,00), and any y € (0, z], we also get P-a.s.

Wy = Suy Wy where Sy i=exp (D / gdA) (I11.52)
’ ’ 7Y
WY is a conservative subordinator. Namely, kg = 0. Moreover,
VA€ (0.00), dp(N) = u(~ lolg; ) and 5((0.00)) = m((0.50)) /D (153
The subordinator W has a positive drift iﬁ‘f(m) m(dr)rlog1/r < co. In this case,
log dy = log ) — /9 oo(\pl()/\) . i) X . (I11.54)

Proof Since VU is conservative and persistent, x(t) = 0 and v(¢) = oo and u(—t, ) is well-defined for
any 6 € (0,00). Moreover, (IIL.9) implies lim;_, o u(—t,0) = 0o and lim;_,~ u(t, ) = 0. Recall that
limy 00 ¥(A\)/\ = D. Then, (IIL48) entails (II1.52). We then argue as in the proof of Proposition
I1.12 to prove that (e~ Pt) = wu(t,0) for any t € R, which entails the first part of (II1.53). Thus,
Ko = limy_,0 ¢p(\) = limy_,oo u(t,#) = 0 and W is conservative.

We next compute the value of dy. To that end, we set B(t) = log(e P!u(—t,6)) and we observe
that log dg = lim; o, B(t), by taking A\ = e”? in (II1.53). By an easy computation using (II.8), we get

log § —B(t) :/_ids (D + 04 log u(s, 0)) :/Otds (D - W) :/(,U(‘_lie)(\pg)i)' (IIL55)

Now recall that D — A~1W(\) = J0.00y T(dr)(1 = e~") /. Thus,

u(—t,0) 1 — e e AT

1
logf — B(t :/Trdr AN ————— —— |nw(dr)| dN ——— =: 1. (I11.56)
W= Jol)y P ey =2 el A e

Now observe that A — /\_1\11()\) is increasing and tends to D as A — oo. Thus, %J < I < L@J

(o)
where \ - .
X 1—e VT 1—e"
J::/ﬂ'dr/d)\:/wdrr/d .
(0,(50) ) 9 A2 (0,50)) o2

Clearly, J < oo iff [ (0.1) mw(dr)rlog1l/r < oo, which entails the last point of the proposition. By an
easy computation, (IIL.55) implies (I11.54).

It remains to prove the second equality in (III.53). First assume that dg = 0. This implies that
7((0,00)) = oo and the first part of (II1.53) entails gy((0,00)) = lim)_s00 Po(A) = limy_y00 u(—t,0) =
oo, which proves the second part of (II1.53) in this case. We next assume that dyp > 0. We set C'(t) =
u(—t,0) — dpeP". Thus, 0y((0,00)) = lim;_,o C(t). By (IIL.55), we get

ci) dg B ~ /D 1 /D 1
W0 T Dy TP (‘/ D (507 = 5)) e / A2 (557~ )
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Then, C(t) ~t—o0 F(u(—t,0)) where F(z) = [° (% 1)dA. We then set p(A) = DA — ¥())
and we observe that limy_,o, () = ((0 ) Thus
I plep)e - 7((0.50) [ 7((0,0))
AT(N) 1 p(zp) e D 1 D
which implies the second part of (II1.53). [ |

We complete this result by the following lemma.

LEMMA IIL15. Let ¥ be a branching mechanism of finite variation type such that W'(0+) €
[0,00). Then, VU is conservative and persistent, D € (0, 00), and for all 0,t € (0, 00), u(—t, 0) is well-
defined and lim;_,, u(—t, §) = co. Moreover, there exists a cadlag subordinator WY whose initial value
is 0 and whose Laplace exponent is ¢g as defined by (111.53) such that

P-as. Vye[0,z], lim u(—t,0)2Z([0,y]) = W’ and tle u(—t,0)Z:({y}) = AWg,

—00 Y

where AWyo stands for the jump of W? at y.

Proof The proof Lemma III.13 works verbatim, except that in (I11.50)

/Odt e P (Dbu—t)(N) — U(du(—r.0) (X)) = da(\) — do,
which is easy to prove since e Pt¢g(eP'\) — dpX ast — oo. |

3.2 Proof of Theorem 1.2 (ii-b), (ii-c) and (iii-b).

We now consider the cases where there is no Eve property. Recall that x € (0, c0) is fixed and that ¢
stands for Lebesgue measure on R or on [0, z] according to the context. Recall that W is not linear and
recall the notation Z; := Z,([0, x]). We first need the following elementary lemma.

LEMMA IIL16.  Foranyt€ (0, 00|, let my € M1 ([0, z]) be of the form my = ayl+) ., c s mu({y}) 5y,
where S is a fixed countable subset of |0, x| and a; € [0, 00). We assume that for any y € S, lim;_,oo m¢({y}) =
Moo ({y}) and limy_, o0 a1 = aoo. Then, limy_, o ||my — 1Mo ||var =0.

Proof For all € € (0,00), there is S; C S, finite and such that }° o\ g Moo({y}) <. Then, for any

AC|0,x]
mi(A)—meo(A)| < @ lar—aco| + Y Ime({y}) —mea({y1)| + D mi({y}) + Y moo({y})
YES. yEeS\Se yeS\Se
< @ lar—aool + 3 Ime({y}) —moc ({y})| + 1—az =S mu({y}) +e.
YESe yES:

Thus,

limsup sup [mg(A)—moo(A)| < 1=toet —> meo({y}) +e =2+ > ma({y}) < 2¢,
tmoo AC(0q] yeS: yeS\S.

which implies the desired result. |
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Proof of Theorem IIL.2 (ii-b) and (ii-c). Recall that B = {{ = o0 ; limy_, Z; = c0}. We assume
that U'(0+) € (—o0, 0), which implies g € (0, o] and that ¥ is conservative. Let § € (0,q) and let
W? be a cadlag subordinator as in Lemma III.13. Recall that its Laplace exponent is ¢y as defined
by (IIL47). It is easy to prove that P-a.s. 10y = 1p. We now work a.s. on B: it makes sense
to set Moo (dr) = dW? /W2 that does not depend on 6 as proved by (II1.46) in Proposition IIL12.
Note that My = ail + 3 o Mi({y})dy either with a; = 0 and S = {z;; i € I} if ¥ is of infinite
variation type, or with a; =e~P*/Z;, and S = {z;; jeJ}if W is of finite variation type. Next note that
{yel0,z]: AWyH >0} C S and since W has no drift, we get M., = > yes Moo ({y}) 8. Then, Lemma
I1I.13 easily entails that a.s. on B, for any y € S, lim;_,o0 My ({y}) = Moo ({y}). Next, recall from the
proof of Proposition IT1.12 that lim; ., u(—t,8)e P! =dy =0, which implies that lim; ., a; =0. Then,
Lemma III.16 entails that a.s. on B, limy_ o0 || M; — Moo |lvar = 0.

If ¢ < oo, then Proposition III.12 entails that W is a compound Poisson process: in this case and
on B, there are finitely many settlers and conditionally on B, the number of settlers is distributed as a
Poisson r.v. with parameter xq conditionned to be non zero, which completes the proof of Theorem III.2
(ii-b). If g = oo, then the same proposition shows that T¥? has a dense set of jumps. Therefore, a.s. on
B there are a dense countable set of settlers, which completes the proof of Theorem II1.2 (ii-¢). In both
cases, the asymptotic frequencies are described by Proposition II1.12 and Lemma I11.13 |

Proof of Theorem IIL2 (iii-b). Recall that C' = {¢ = 00 ; limy_,o, Z; = 0}. We assume that ¥ is of
finite variation type, which implies that ¥ is persistent. Also recall that P(C') = e~ 9" > 0. Thus, we
also assume that ¢ < co. Then, observe that Z under P( - | C) is distributed as the process derived from
the finite variation sub-critical branching mechanism W(- + ¢). So, without loss of generality, we can
assume that W is of finite variation and sub-critical, namely ¥’(0+) € [0, 00), which implies that ¥ is
conservative and D € (0, 0o).

Let 6 € (0, 00) and let W be a cadlag subordinator as in Lemma III.15 whose Laplace exponent ¢y
is defined by (II.53). Since W is conservative and persistent, it makes sense to set M (dr) =dW? /W?
that does not depend on 6 as proved by (I11.52) in Proposition III.14. Note that My =a{+3 ¢ Mi({y})
where a; =e P!/Z, and S = {z;; j € J}, and observe that {y € [0,z] : AWg >0} C S. Recall that
dp stands for the (possibly null) drift of W?. Then, we get Mo, = aool + Zye s Mo ({y}) 6y, where
oo = dp/W?. By Lemma IIL.15, as. for any y € S, lim; oo M;({y}) = Moo ({y}) and recall from the
proof of Proposition II1.12 that lim; oo u(—t, #)e~P* =dy, which implies that lim; o, a; = aoo. Then,
Lemma II1.16 entails that a.s. lim;_o0 || My — Moo||var = 0.

If 7((0,1)) < oo, then 7((0,00)) < oo and f(O,l) m(dr)rlog1l/r < oo. Proposition III.14 entails
that TV has a drift part and finitely many jumps in [0, z]: there is dust and finitely many settlers. More
precisely, conditionally given C, the number of settlers is distributed as a Poisson r.v. with parameter
b f(om) e~ m(dr) since e~ 9" m(dr) is the Lévy measure of W(- + ¢). This proves Theorem IIL.2 (iii-
bl). If 7((0,1)) = oo and f(O,l) 7(dr)rlog1/r < oo, Proposition III.14 entails that W has a drift part
and a dense set of jumps in [0, z]: thus, a.s. on C, there is dust and infinitely many settlers. This proves
Theorem IIL.2 (iii-b2). Similarly, if f(O,l) 7(dr) rlog1/r = oo, Proposition III.14 entails that a.s. on C,
there is no dust and there are infinitely many settlers, which proves Theorem III.2 (iii-b3). In all cases,
conditionally on C, the asymptotic frequencies are described thanks to Proposition III.14 and Lemma
III.15 applied to the branching mechanism V(- + q). [
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3.3 Proof of Theorem 1.2 (ii-a) and (iii-a).
Preliminary lemmas.

Recall that z € (0,00) is fixed and recall that ./, ([0, z]) stands for the set of Borel probability
measures on [0,x]. We first recall (without proof) the following result — quite standard — on weak
convergence in ., ([0, z]).

LEMMA III.17. For any t € [0,00), let my € #1([0,z]) be such that for all ¢ € Q N [0, z],
limy_, oo M ([0, q]) exists. Then, there exists Mmoo € A1([0, x]) such that lim;_, o ™My = Moo With respect
to the topology of the weak convergence.

Recall the definition of (M});[0,o0) from Theorem IIL.1 and Section 2.3.

LEMMA III.18. We assume that V is not linear and conservative. Then, there exists a random
probability measure My, on [0, x] such that P-a.s. lim;_,o, My = Mo, with respect to the topology of the
weak convergence.

Proof By Lemma III.17, it is sufficient to prove that for any ¢ € Q N [0, z], P-a.s. lim;_,o, M([0, q])
exists. To that end, we use a martingale argument: for any ¢ € [0, c0), we denote by ¥; the sigma-field
generated by the r.v. Z,([0, ¢]) and Z5((q, z]), where s ranges in [0, ¢]. Recall that Z; = Z.(]0,q]) +
Z((g, x]) and that (Z4([0, q))se[0,00) and (Z2¢((g, 7]) )e[0,00) are two independent conservative CSBP(V).
Then, for any A, ;1 € (0,00) and any ¢, s € [0, 00)

E[exp (—1214+5((0, ) = AZi+s) | 4] = exp (—u(s, A1) 24([0, ¢]) —u(s, ) Z4((q, 2]))
By differentiating in u = 0, we get
E(l(z,, .50y Ze1s((0, q)) e 4 | F] = 17,501 24((0, ) e “CN7 Oyu (s, A) . (11L.57)
By continuity in A, (IIL.57) holds true P-a.s. for all A € [0, 00). We integrate (II1.57) in A: note that for
any z € (0,00), I(z) := [y dX e~ N2 9y (5, ) = 271 (1 —e~¥(®)?) if U is non-persistent (here v is
the function defined right after (I11.15)) and I(z) =z~ if W is persistent. In both cases, I(z) < z~! and

thus we get

Zt+5([07q

Z ([0,
S0 9] < 10250200 = 1(5,50)Mi((0, ).

E[l{Zt+s>0}Mt+S([07 Q]) ‘gt] = E[l{Zt+s>0}

Then, t — 117,501 M([0, g]) is a nonnegative super-martingale: it almost surely converges and Lemma
II1.17 applies on the event {(p=00}. Since we already proved that M has an Eve on the event {(p < oo},
the proof is complete. |

For any v € [0,1) and any ¢ € (0, o], we set
R (v) =inf{y € [0,2] : My([0,y]) > v} . (I11.58)

Let U,V : Q — [0,1) be two independent uniform r.v. that are also independent of the Poisson point

measures & and 2. Then, for any ¢, s € (0, oo}, the conditional law of (R, *(U), Ry *(V)) given & and

2 is M;® M. Moreover, Lemma II1.18 and standard arguments entail
P-as. lim R, ' (U) = R (U) and lim R;7Y(V) = R (V). (I11.59)

t—00 t—00

For any ¢ € (0, 00), we recall the definition of the function v(¢) = limy_,o u(t, A) that is infinite if ¥ is

persistent and finite if W is non-persistent. Recall that u(—t,-) : (k(t),v(t)) — (0, 00) is the reciprocal

function of (t, -). It is increasing and one-to-one, which implies that lim_, ;) u(—t, \) = oco.
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LEMMA IIL.19. Let us assume that V is conservative. Then, for all t,0 € (0, 00) and all s € [0, 00),

_ v(?) Cow u(—t,w)— (u(—t,w)—u(s,@))
E[L g ypent vy (1 20) =2 /Odw‘l’( w)e T | (IIL60)

where (- ) stands for the positive part function.

Proof We first prove the lemma when W is of infinite variation type: recall from (II1.38) the definition
of & and note that on {Z; s> 0},

Z; 7]
E [1 —1 —1 ‘ @] Z bts ,
{Rt (U)#Rtst(V)} i jel i (Z’L +Z +Zk€]\{l ]} ) (Zt+5+Zt+5+Zk€[\{Z ]} t+5)

To simplify notation, we denote by A the left member in (II1.60). By Palm’s formula (II1.37) we then
get,

1{Zt+s+ZQ+S+Zt+s>O}Zt ZQJFS
(Zi + 2y + Z1)(Zogs + Ziy s + Zigs)

(1 — 66’(Zz+s+Z§+s+Zz+s))]

A= z? / Ny (dZ) / Ny (dZ') E

For any A1, A2 € (0, 00), we then set

B\, ) = / Ny (dZ) / Ny (dZ') B[ 247, o~ Pt b2 hallees 2t |
= Ny (ZeMl2B0ks) Ny (Zyy g1l Nl0ks) B[N 22 Z0es]
Recall that Ny (1 — e=*%t) = u(t, \) and recall Theorem IIL.3 (c). Then, we first get
Ny (Zte_’\lzt_/\QZt“) = Ny (Zte_()‘1+“(5’)‘2))zt) = Ohu (t, \14u(s, A2)).
By the same argument we get

Ny (Zypse MA72ls) = 9y Ny (1 — e M&Rlers) = 9y Ny (1 — e~ ArtulsA2)ze)
= 8,\u(s, )‘2) aAU(t, )\1 —{—’U,(S, >\2))

This implies that
B(A1, A2) = Byuls, Aa) (Orult, M +u(s, o)) ) e ulbArtulsA2) (IIL61)
An easy argument then entails that
A= J:Q/OOO/OOOdz\ld/\Q (B(A1,A2)—B(A1, A2 +0)) .
Set C(0) := a2 [ [5° B(A1, A2+0) dA1dXa. The previous equality shows that A = C/(0) — C(6). We

recall that v( ) = limy 00 u(s, \) and let us compute C'(6). To that end we use the changes of variable
y =u(s,\a+0) and A = A\ + y to get

v(s) )
C(Q) = /d)\l/ dy a)\u t, )\1_|_y)) efxu(t,)\1+y).
(s,0)
/\1+vs )
= / d)\l/ (‘%\u t, /\)) e—xu(t,)\).
A1tu(s,f
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Recall from (II1.9) that Oyu(t, \) = ¥(u(t,\))/¥(A) and note that W(\) = W(u(—t,u(t,\))). Then,
by the change of variable w = u(t, \), we get

u(t, )\1+U(s
— ZL'Q/ d)\l/ \II(U}) e TV
t, 1 +u(s, 6 ( t w))

B B t)q—i-u (s,0)) \Il(w) o
4 = CO- x2/ d)\l/u(ml U (u(—t,w))°

v(t) \II(w) —rw
—_ 2/ dw/ d)\l l{u(t M) <w<u(t,A\1+u(s,0))} me

v(t — — — —
_ ( ziwllf(w) o u(—t, w)— (u(-t,w) u(s,@))Jr’
0 U(u(=t, w))
which is the desired result in the infinite variation cases.

The proof in the finite variation cases is similar except that Z and M are derived from the Poisson
point measure 2 defined by (I11.40). Note that W is persistent. We moreover assume it to be conservative:
thus, Z; € (0, 00), for any ¢ € [0, 00). Let A stand for the left member in (II1.60). Then, A = A; + Ao
where

Thus,

1 j j —0Z4 45 o —Dt —0Z14 s
Av=B [z > Ve By Gy crn By (e 700) |, Ay B[22 (1 0%00) .

jeJ

A; corresponds to the event where U falls on a jump of R, while Ay deals with the event where it falls
on the dust. The latter gives

Ay = xe—Dt/O;)\E[e—AZt_e—AZt—GZsH] _ xe—Dt/O;)\ (e uN) _ eut Aru(s.0)
0 0

We next observe that Ay = [° [ dArdXs (B()\l, A2) — B(A1, A + 9)), where for any Ay, Az € (0, 00)
we have set

B(Ai, ho) = E[G_MZFAQZHSZ1{tj§t}ZLtj (xe_D(Hs) + 1{tk§t+s}Zf+s—tk>]

jeJ keJ\{s}

= E[Zype M1t 27 / ~Podp / P [Ze—pe M P-bem A et |(I1162)
0,00

Here we apply Palm formula to derive the second line from the first one. The first expectation in (I111.62)
yields
E[Zt%e*’\lz’fe*)@zﬁ“] = Ohu(s, A2)Oru(t, A\ + u(s, X)) e multAtu(sA2))

The second term of the product in (III.62) gives
/ ~Dbap / (dr) Oxu (t—b, A +u(s, Ag)) re Tut—bArFulsA2))
0,00
= x/e_DbdbOAu (t—b, M 4u(s, A2)) (D— ¥ (u(t—b, \i+u(s, X2))))
0
= x(@Au (t, \i+u(s,\2)) — e_Dt>
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Here, to derive the second line from the first one, we use [;° w(dr)re™™ = D — W/()). To derive
the third one from the second one, we use the identity Oyu (t,\) = —W(\)~10;u(t, \) and we do an
integration by part. Recall B(A1, A2) from (II.61). By the previous computations we get

B()\l, )\2) = $2B()\1, )\2) — 1?28)\71(8, Ag)@,\u(t, A+ U(S, )\2))etheixu(t’)\lJru(s’)‘Q))

Recall that we already proved that -2 fooo fooo dA1d)\y (B (A1, A2)—B(\, )\2—1—9)) equals the right member
of (I11.60). So, to complete the proof, we set

F(0) = / / dA1 dXo Dxu(s, Ao + 0) Byu(t, A + u(s, hy + 0)) e Plemult-Airuls Aa+0)
0 JO

and calculations similar as in the infinite variation case yield z2(F(0) — F(f)) = —As, which entails
the desired result in the finite variation cases. |

To complete the proof of Theorem III.2, we need the following technical lemma whose proof is post-
poned.

LEMMA IIL.20. We assume that U is not linear. Then, P-a.s. for all y € [0, x], lim;_,oc M;({y})
exists.

Proof of Theorem 111.2 (ii-a).

We temporarily admit Lemma II1.20. We assume that ¢ > 0 and that ¥ is conservative. To simplify
notation, we denote by {Z — oo} the event {lim;_,o, Z; = co}. By Lemma III.19 and the Markov
property, we first get

o o u(—t,w)—(u(—t,w)—(l)Jr
$/0 dw ¥ (w)e U (u(—t,w))

=: A(t)

We set e = R_' (V). Using the Portmanteau theorem as s — 0o on the law of the pair (R; ! (U), Ry, Jrls (V)
with the complement of the closed set {(y,%) : y € [0, ]}, we get P(R; ' (U) #e; Z —00) < A(t). But
now observe that E[]‘{RJI(U);Ee;ZHoo} | 2,V] = (1 - Mi({e}))1{z—00}- Thus,

E[(1 - Mi({e}))1{z500)] < A(t) (I11.63)

We next prove that lim;_, ., A(¢t) = 0. First note that for all w € (0,q), w < v(t) and u(—t,w) < ¢,
moreover u(—t,w) 0 as tToo. Since ¥'(0+) =—o00, A/U(A)10 as A, 0. This implies that

q e Wt W) — (u(-t,w)—q)
a:Q/Odw U(w)e 7 +

0.

—$2 qw w) e W u(_t7w)
= e g

If ¢ = oo, then, this proves lim; ,o A(f) = 0. Let us assume that ¢ < oo: for all w € (g, v(t)),
u(—t,w)>q and we get

) v(t) Cw u(—t,w)—(u(—t,w)—q)+ o, v(t) o q
x /q dw ¥ (w) e Tt w) ==z /q dw ¥ (w) e Tt o) (II1.64)
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There are two cases to consider: if U is persistent, then v(¢) =oo. Moreover, for all w € (g, 00), u(—t, w)
is well-defined and u(—t, w) 1 oo as ¢ 1 oo, which implies that (II1.64) tends to 0 as t — oo. If ¥ is non-
persistent, then v(¢) < co. Observe that lim;_,~, v(t) =¢ and use (III.19) with A =u(—t, w) to prove that
w < u(—t,w) for any w € (g, v(t)). Since ¥ increases, we get

v(t) v(t)
xz/ dw ¥(w)e S < q:rQ/ dwe ™ —— 0.
q iD(th—t,tu)) q oo
This completes the proof of lim;_,, A(t) = 0.
By (II1.63) and Lemma II1.20, we get P-a.s. on {Z — oo}, M;({e}) — 1. Thus, it entails ||M;—
Je||var — 0 by Lemma I1I.16, as ¢ — oo, which implies Theorem II1.2 (ii-a). [ |

Proof of Theorem I11.2 (iii-a).

We assume that W is persistent, of infinite variation type and such that ¢ < co. Observe that & under
P(-| limy—o Z; = 0) is a Poisson point measure associated with the branching mechanism ¥ (- + ¢)
that is sub-critical (and therefore conservative). So the proof of Theorem I11.2 (iii-a) reduces to the cases
of sub-critical persistent branching mechanisms and without loss of generality, we now assume that ¥ is
so. Thus, limy_,~ u(t,0) =v(t) =oco. By letting 6 go to co in Lemma III.19, we get

_ _ > —t,w) _
P(R; 1v22/ W) ) e g —: B
(Rt (U) 7& Rt—i—s( )) Zz 0 \Il(u(—t,w)) (w) e w ( ) )
which does not depend on s. Then, set e = R;}(V). By the Portmanteau theorem as s — oo, we get
P(R; ' (U)#e) < B(t). Next observe that E[l{R;l(U);Ae} | #,V] =1— M;({e}). Therefore,
0<1-E[M({e})] < B(t) (I11.65)

Since W is sub-critical and persistent for all w € (0, 00), u(—t, w) increases to oo as ¢t T co. Moreover,
since W is of infinite variation type, \/W(\) decreases to 0 as A 1 oo, which implies that lim;_,~, B(t) =
0. By (IIL.65) and Lemma II1.20, we get P-a.s. M;({e}) — 1, and thus ||M; — de||var — 0 by Lemma
III.16, as t — co, which completes the proof of Theorem III.2 (iii-a). |

Proof of Lemma 111.20.

To complete the proof of Theorem III.2, it only remains to prove Lemma II1.20. We shall proceed
by approximation, in several steps. Recall from (II1.38) and (II1.40) the definition of the Poisson point
measures &2 and 2. For any ¢ € (0, c0), we define the following:

Py = Z Owpzi ) and 2= Z Lit,<)0,, RRE (I11.66)
iel jeJ ’
We then define ¢, as the sigma-field generated either by &7, if U is of infinite variation type, or by 2, if
WU is of finite variation type.
LEMMA IIL.21. Assume that V is conservative and not linear. Then, for all s,t, \ € [0, 00)

P-a.s. E[Q*AZtJrs gt} — (s N2

Proof We first consider the infinite variation cases. We fix sg,e € (0, 00). For any ¢ € (sg, 00), we set

D= Y seyO,z ) and Zi=) Ly o Zids,. (IIL67)
icl i€l
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3. Proof of Theorem Il1.2.

Since ¢ > sg, and by monotone convergence for sums, lim._,o 27, ([0, z]) = Z;4s. Then, observe that
27, is independent from &, — ;. Thus, P-as. E[e *%+5|4] = lim._,o E[e ™ Zi+: (02| €],

Next, note that £2;¢ is a Poisson point measure whose law is specified as follows. By Theorem I11.3
(b) and Lemma IILS, first note that Ny (Zs, > €) = v5, ((€, 00]) € (0, 00). Then, Qe =Ny (- | Zs, >¢€)
is a well-defined probability on D(]0, o), [0, oc]). Theorem IIL.3 (c) easily entails that

Qspeas.  Qupe[e 4|7, ] = emusN2 (I1.68)

Next, note that @fe can be written as Zlgkgs 5(Xk7Y.k/\t)’ where (X}, Yk), k>1,is ani.i.d. sequence of
[0, 2]xID([0, 00), [0, oc])-valued r.v. whose law is 2~ 11 4 () ¢(dy) Qs,,c(dZ) and where S is a Poisson
r.v. with mean xv,, ((£, oc]) that is independent from the (Xj, Y*);>1. By an easy argument, we derive
from (II1.68) that P-a.s. E[e *Z++(02)| g2>¢) = ¢—u(s )27 ([0:2]) "which entails the desired result as
e — 0.

In the finite variation cases, we also proceed by approximation: for any € € (0, 00), we set

>e __ )
Qt _Z 1{tj§t;zg)>€}6(.’bj,tj ,ZJ

) e __ ) 7 x —-Dt
» oy = 1 gy li0e, and 27 = Zp— e P,
J

jed

Then, note that lim._,o 25, ([0, 2]) = Z/, , and observe that Z,__ is independent from 2, — 2;°. Thus,
P-as. E[e 645 |%;] = lim,_,o E[e Zi+s(07))] 2>2]. Next, note that 27 is a Poisson point measure

that can be written as 3 0y <, ¢ 0y, 7, v* ) where (X, Tk, Y*)>1, is an i.i.d. sequence of [0, ] x
SRS kot A (=T, =

[0, 2] x D([0, 00), [0, 00])-valued r.v. whose law is 2 1}y ;) (y)¢(dy) (1 — e~ P*) " De~P4(ds) Q.(dZ)
where

1
and S is an independent Poisson r.v. with mean z(1—e~P")D~17((,00)). When D = 0, one should
replace (1—e~P*)D~! by ¢ in the last two expressions. Note that the Markov property applies under Q..
Namely, Q.-a.s. Q.[e t+5|Z . ny] = e~wsM%: This implies P-a.s. the following

—uls:A) ZjEJl{t]-St,Z%x}Z{—tj — o~ ul(s;M) 25 ([0,2]) (111.69)

*)‘E'eJl J Z{J,-k—t-
Ele J {t;<t,Zy>e} s—ty ‘Q?s}

Then, note that ) -, ; 1 (t<t;<t+s,Zi>e} v/ +s—t, is independent from 2;°°. By the exponential formula

for Poisson point measures, we thus P-a.s. get

_AZ]‘GJ]' < J Zg#»sft' > —Dt s —-D —ru(s—a,\)
—logE[e {t<t;<t+s,Zl>e} J ‘Qt z—:} = ze /dae a/ W(dr)(l—e ru(s—a, )
0 (£,00)

(I1.70)
As € — 0, the right member of (II.70) tends to ze~P![ dae™P*(Du(s—a,\)— ¥(u(s—a, \))) that is
equal to ze Plu(s, \) — zXe™ P (s+) by a simple integration by parts. This computation combined with
(II1.69) and (II1.70), implies

m —log B[e i+ (0D|.222] = u(s, 3 lim Z£ ([0, 2]) + we™Pu(s, A) — aAe™ P+
e—

li
e—0

Namely, —log E[e *2+s|%] = u(s, \)(Z; + ze Pt — Aze P+ = y(s, \) Z; — Awe= P+ which
implies the desired result. u
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LEMMA II1.22. We assume that V is conservative and non-linear. We fix sq, e € (0,00). For any
t € (so,00), we define Z§ as follows:
— If U is of infinite variation type, then Z{ =) . ; 1{Z§0 >:—:}Zi5xi-

— If ¥ is of finite variation type, then Z; = ZjeJ 1{t <0 Z]->E}Z{_t7_5x]..
55054y .
Recall the definition of the sigma-field ;. Then, for all t € (sg, >0), all 5,0 €[0,00) and all y € |0, z],

i ! - £ ([0, —u(s
w (1= e7%) |,] = 17,50 (Z[(: dl (1 — e w=02)  aIL71)

P-a.s E[l{Zt+5>0}

Proof We first consider the infinite variation cases. Note that in these cases, Z; is defined as in (II1.67).
Let A € (0,00). Recall the notation Qs, . = Ny(-|Zs, > ¢) from the proof of Lemma IIL.21: by
differentiating (I11.68), we get

Qsoe-as Qs Zivse N+ | Zine ] = Zy e N2 g (s, 0). (111.72)

Recall from (II1.66), the definition of £Z;. Let F' be a bounded nonnegative measurable function on the
space of point measures on [0, z]xD([0, 00), [0, oc]). We thenset A(\) = E[Z7, ([0, y]) e t+s F(2,)).
By Palm formula (III.37), Lemma II1.21 and (II1.72), we get

AN) = E[Z 1{12.6[07?;};220%}2”8 e~ Mivs o7 Dken (i Lits F((S(xi’zi_ W) + @t_é(xi 7 ) ) }

iel
y
= 4y (5, 50)) /0 r [ Quu e (A2) B[y 050 P (5 7,0+ 20) |
y
= (Oxu(s, ) vs, (e, 00]) /O dr [Qsyc(dZ) E [Zte*““*)zt e BN (5, 5 ) ]
= (Oau(s, N)) E[Z£([0, y])e “ENZF(2,)].
By an easy argument, it implies that P-a.s. for all A € (0, 00),

E[ 25 ,((0,y]) e M+ | 4] = Z5([0,y]) e N7 gyu(s, N).

Thus, P-a.s. for all A, 0 € (0, c0),

E[1i7,, 5020 ([0,y])e 4 (1= e %) | 2] =
17,012 ([0, 9]) (e_“(s’)‘)zt&\u(s, A) — e uEAMOZe g (s, A+6)). (IL.73)

When we integrate the first member of (II1.73) in A on (0, c0), we get the first member of (IIL.71). Then,
by an easy change of variable, we get

Yo € [0,00), Vz € (0, 00), / d) e~ UMz (s, A) = %(67“(3’)‘0)2—6”(8)7’), (I11.74)
A

0

where we recall that v(s) = limy_,~ u(s, \), which is infinite if ¥ is persistent and finite otherwise.
Since W is conservative, recall that x(s) =limy_,o4+ u(s,A\) = 0. Thus, when we integrate the second
member of (II[.73) in A on (0, o), we obtain the second member of (II1.71), which completes the proof
of the lemma in the infinite variation cases.

We next consider the finite variation cases. Note that the definition of Z¢ is slightly different from
the proof of Lemma III.21. Recall from (II1.66), the definition of 2;. Let F' be a bounded nonnegative
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3. Proof of Theorem Il1.2.

measurable function on the space of point measures on [0, 2| x[0, 00)xID([0, 00), [0, oc]). We set A(\) =
E[Z;,,([0,y]) e *?+:F(2;)]. By Palm formula (II1.37) and Lemma II1.21 we get

J
_/\Zt+sftj e*/\ZkeJ\{j} 1{tk§t+5}zf+sftk e*Aaze*D(HS)

A()\) =E |: Z 1{Ij€[0,y] 3t <so ;Z]O.>E}Z‘Z+S—tj €

jeJ

XF((S —|—e@t—5

(zj,t;,7’ At—t;)) (zj,t; ,ZJ.A(t_tj)) ) ]

/ da / dbe=Dv / 7(dr) E, [E (Zusse Hrer e NI (8 47+ 20 ) H

=dhu(s, \) / da / dbe PP / (dr)E { [zt_be“(S’”theMWZfF(5(a7b7zm_b))+£2t)H
(z—:oo
=0\u(s, VE[Z{ ([0, y]) e “NZ F(2,)].
Then, we argue exactly as in the infinite variation cases. |

We now complete the proof of Lemma II1.20. If ¥ is not conservative, then we have already proved
that on {(~, < 0o}, M has an Eve in finite time. Moreover, conditionally on {lim;_,~, Z; = 0}, M is
distributed as the frequency process of a CSBP(V (- + ¢)) that is sub-critical, and therefore conservative.
Thus, without loss of generality, we assume that U is conservative. In this case, Lemma II1.22 applies:
we fix sg, ¢ € (0,00) and we let 6 go to oo in (IIL.71); this implies that t +— 1;7,-0y Z ([ Disa super-
martingale. Then,

P-as. YqeQnl0,z], lim 1{zt>0}M

=: R exists.
Then observe there exists a finite subset Sy, . := {X; < ... < Xy} C [0, 2] such that a.s. for all
t € (s0,00), Z£([0,2]\Ssp,e) = 0. Then, for any 1 < k < N, there exists ¢,¢’ € QNJ[0, z] such that
q<Xi<q and 1{z,-0y Mi({Xi}) =1(7,501 25 ((¢,4'])/ Zs — R, — Ry, as t — o0,

Now observe that if W is of infinite variation type, {z;; i € I} = U, e S2-m 2-n. Thus, on the
event {(y = oo} (no extinction in finite time), this entails that P-a.s. for all i € I, limy_,oo My({x;})
exists. Moreover, for all y¢ {x;; i€} and all t € (0, 00), M;({y}) = 0. Finally, on {(p < oo}, we have
already proved that M has an Eve in finite time. This completes the proof of Lemma II1.20 when ¥ is of
infinite variation type.

If W is finite variation type, note that {z;; j € J} = U, e Sm,2-n- Since there is no extinction
in finite time, we get that P-a.s. for all j € J, limy_,o, M;({z;}) exists, which completes the proof since
forall y¢{z;; jeJ} andall t€ (0, 00), we have M;({y}) = 0. [ |
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cHAPTER |V

Quasi-stationary distributions associated with explosive CSBP

This article [541] has been published in Electronic Communications in Probability.

1 Introduction

Continuous-state branching processes (CSBP) are [0, oo]-valued Markov processes that describe the
evolution of the size of a continuous population. They have been introduced by Jirina [46] and Lam-
perti [57]. We recall some basic facts on CSBP and refer to Bingham [17], Grey [40], Kyprianou [51]
and Le Gall [60] for details and proofs.

Consider the space D([0, 00), [0, oc]) of cadlag [0, co]-valued functions endowed with the Skorohod’s
topology. We denote by Z := (Z,t > 0) the canonical process on this space. For all z € [0, 0], we
denote by PP, the distribution of the CSBP starting from = whose semigroup is characterised by

VE> 0,0 >0, Eyle %] = @u®N (IV.1)

where for all A > 0, (u(t, \),t > 0) is the unique solution of

atu(t7 )\) = _\Il(u(tv A)) ) U(Oa )‘) =A (IV.2)
and W, the so-called branching mechanism of the CSBP, is a convex function of the form
2
Yu >0, U(u)=~yu+ %uQ +/ (e7"" — 1+ uhly,<1y) v(dh) (IV.3)
(0,00)

where 7 € R, 0 > 0 and v is a Borel measure on (0, c0) such that f((],oo)(l A h?)v(dh) < oco. The
function ¥ entirely characterises the law of the process. The CSBP fulfils the following branching
property: for all z,y € [0,00] the process starting from x + y has the same law as the sum of two
independent copies starting from x and y respectively. Observe that ¥ is also the Laplace exponent of a
spectrally positive Lévy process, we refer to Theorem 1 in [57] for a pathwise correspondence between
Lévy processes and CSBP.

The convexity of W entails that the ratio W(u)/u is increasing. A direct calculation or Proposition
1.2 p.16 [8] shows that it converges to a finite limit as u — oo iff

(Finite variation) o = 0 and / hv(dh) < oo (IV.4)
(0,1)
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IV - QSDs of explosive CSBPs

When this condition is verified, the limit of the ratio is necessarily equal to D := ~ + [, 0,1) hv(dh) and
V¥ can be rewritten

Yu >0, ¥(u)=Du +/ (e7"" — 1) v(dh) (IV.5)
(0,00)

As t — oo the CSBP converges either to 0 or to co, which are absorbing states for the process.
Consequently we define the lifetime of the CSBP as the stopping time T := Ty A T, where

(Extinction) To:=inf{t > 0:7Z; =0} , (Explosion) Ty :=inf{t >0:7Z; = oo}

We denote by ¢ := sup{u > 0 : U(u) < 0} € [0, 00] the second root of the convex function ¥: it is
elementary to check from (IV.2) that u(¢,q) = ¢ for all ¢ > 0 and that for all A > 0, u(t,\) — ¢ as
t — oco. Hence from (IV.1) we get

Vz € [0, 00, P$(tl_i>1£102t =0)= 1—]P’I(tli>nolozt =o00)=¢e "

When U/(0+) > 0 (resp. ¥'(0+) = 0) the CSBP is said subcritical (resp. critical), the convexity of ¥
then implies ¢ = 0 and the process is almost surely absorbed at 0. Moreover the extinction time T is

almost surely finite iff
oo du
V.6
| w e o

Otherwise Ty is almost surely infinite. When W’/(0+) € [—o00, 0) the CSBP is said supercritical and then
g € (0,00]. The CSBP has a positive probability to be absorbed at 0 iff ¢ € (0,00). In that case, on
the extinction event {T = Ty} the finiteness of T is governed by the same criterion as above. On the
explosion event {T = T}, the explosion time T, is almost surely finite iff

du
/0+ () < 00 av.7

Observe that U'(0+) = —oo is required (but not sufficient) for this inequality to be fulfilled. When
(IV.7) does not hold, T, is almost surely infinite on the explosion event.

By quasi-stationary distribution (QSD for short), we mean a probability measure p on (0, c0) such
that

Pu(Zic-|T>1t)=pn()

When 1 is a QSD, it is a simple matter to check that under P, the random variable T has an exponential
distribution, the parameter of which is called the rate of decay of . The goal of the present paper is to
investigate the QSD associated with a CSBP that explodes in finite time almost surely.

1.1 A brief review of the literature: the extinction case

Li [63] and Lambert [55] considered the extinction case T = Ty < oo almost surely, so that
U’(0+) > 0 and (IV.6) holds, and they studied the CSBP conditioned on non-extinction. We recall some
of their results. When W is subcritical, that is U/(0+) > 0, there exists a family (u4;0 < 8 < ¥'(0+)) of
QSD where f3 is the rate of decay of 1. These distributions are characterised by their Laplace transforms
as follows

+o0 d
VA >0, / ps(drye™™ =1 — e P*N  where ®(N) := / “ (IV.8)
(0,00) o ()
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Notice that ® is well-defined thanks to (IV.6). For any 8 > ¥’/(0+) they proved that there is no QSD
with rate of decay (3, and that Equation (IV.8) does not define the Laplace transform of a probability
measure on (0, 00). Additionally, the value 8 = ¥/ (0+) yields the so-called Yaglom limit:

Ve >0, Pu(Ze€-[T>¢) tjo w04 (+)

When W is critical, that is ¥/(0+) = 0, the preceding quantity converges to a trivial limit for all x > 0
and Equation (I'V.8) does not define the Laplace transform of a probability measure on (0, c0). How-
ever, under the condition ¥”(0+) < oo, they proved the following convergence (that extends a result
originally due to Yaglom [78] for Galton-Watson processes)
Zt 2z

Finally in both critical and subcritical cases, for any given value ¢ > 0 the process (Z,,r € [0,t])
conditioned on s < T admits a limiting distribution as s — oo, called the Q-process. The law of the
(-process is obtained as a h-transform of P as follows

7 o'(0)t
Vo >0, dQyz, = % dP, 7,

1.2 Main results: the explosive case

We now assume that almost surely the CSBP explodes in finite time. From the results recalled above,
this is equivalent with (IV.7) and ¢ = oo so that W is convex, decreasing and non-positive. Hence the
ratio ¥ (u)/u cannot converge to +oo so that necessarily (IV.4) holds, and ¥ can be written as in (IV.5).
Observe also that in that case the Lévy process with Laplace exponent W is a subordinator. We set:

U(+00) := lim ¥(u) € [—o0,0)
U—00
From (IV.5) we deduce that ¥(+00) € (—o00,0) iff #(0,00) < oo and D = 0. When this condition
holds, we have ¥ (400) = —v/(0, 00). Otherwise ¥(400) = —o0.

We start with an elementary remark: conditioning a CSBP on non-explosion does not affect the
branching property. Consequently the law of Z; conditioned on T > ¢ is infinitely divisible: if it admits a
limit as ¢ goes to oo, the limit has to be infinitely divisible as well. Our result below shows that ¥(+o00)
plays a role analogue to W'(0+) in the extinction case.

THEOREM IV.1. Suppose T =T, < oo almost surely and set

O du
VA >0, ®(N) :://\ \Ild(u)

For any B > 0 there exists a unique quasi-stationary distribution 4 associated to the rate of decay [3.
This probability measure is infinitely divisible and is characterised by

VA > 0, / p1g(dr)e™™ = e 7PN (IV.10)
(0,00)

Additionally, the following dichotomy holds true:
(i) U(+o0) € (—00,0). The limiting conditional distribution is given by

Vz € (0,00), tli>I£10 Pe(Zt € | T > t) = fanio,00)(*)
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(ii) ¥(+00) = —o0. The limiting conditional distribution is trivial:

Va,z € (0,00), tle Po(Z: <a|T>t)=0

Let us make some comments. Firstly this theorem implies that A — ®(\) is the Laplace exponent of
a subordinator, and so, p is the distribution of a ®-Lévy process taken at time /3. Secondly there is
a similarity with the extinction case: the limiting conditional distribution is trivial iff ¥(400) = —o0
so that the dichotomy on the value W(+00) is the explosive counterpart of the dichotomy on the value
U’(0+) in the extinction case. Also, note the similarity in the definition of the Laplace transforms
(IV.8) and (IV.10). However, there are two major differences with the extinction case: firstly there is no
restriction on the rates of decay. Secondly, even if the limiting conditional distribution is trivial when
U(400) = —oo, there exists a family of QSD.

The following theorem characterises the (J-process associated with an explosive CSBP. Let F; be the
sigma-field generated by (Z,,r € [0,t]), for any ¢ € [0, 00).

THEOREM IV.2. We assume that T = Ty, < 0o almost surely. For each x > 0, there exists a
distribution Q, on D([0, 00), [0, 00)) such that for any t > 0

Tim (| T > )7, = Q)
Furthermore, Q, is the law of the UQ_CSBP where
U%(u) = Du

The Q-process appears as the W-CSBP from which one has removed all the jumps: only the deterministic
part remains, see also the forthcoming Proposition IV.3. Notice that the Q)-process cannot be defined
through a h-transform of the CSBP: actually the distribution of the Q-process on D([0, ¢], [0, 00)) is not
even absolutely continuous with respect to that of the W-CSBP, except when the Lévy measure v is finite.

When U(4+00) = —oo, Theorem IV.1 shows that the process conditioned on non-explosion con-
verges to a trivial limit. In the next theorem, under the assumption that the branching mechanism is
regularly varying at 0 we propose a rescaling of the CSBP conditioned on non-explosion such that it
converges to a non-trivial limit. Recall that we call slowly varying function at 0 any continuous map
L :(0,00) — (0, 00) such that for any a € (0,00), L(au)/L(u) — 1asu | 0.

THEOREM IV.3. Suppose that W(u) = —u'~*L(u) with L a slowly varying function at 0 and
a € (0,1), and assume that ¥(+o00) = —oo. Consider any function f : [0,00) — (0,00) satisfying
U(f(t)" ) f(t) ~ ¥(u(t,0+)) as t — oco. Then the following convergence holds true:

Ve, A € (0,00), E; [G_Azt/f(t) ‘t < T} —y e TAY @
t—o0
Observe that the limit displayed by this theorem is the Laplace transform of the QSD associated with
U(u) = —ul=e.
EXAMPLEIV.l. When U (u) = —ku'~*withk > Oand o € (0, 1), we have f(t) ~ (akt)(1—2)/e?
ast — 0o. When U(u) = —cu—kul~withk,c > 0and o € (0,1), we have f(t) ~ (k/c)(1-@)/a® cet/a
ast — oo.

The proof of Theorem IV.3 is inspired by calculations of Slack in [73] where it is shown that any
critical Galton-Watson process with a regularly varying generating function can be properly rescaled so
that, conditioned on non-extinction, it converges towards a non-trivial limit. For completeness we also
adapt the result of Slack to critical CSBP conditioned on non-extinction.
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2. The discrete case

PROPOSITION IV.2. Suppose that ¥(u) = u'**L(u) with L a slowly varying function at 0 and
a € (0,1]. Assume that T = Ty < oo almost surely. Fix any function f : [0,00) — (0, 00) verifying
f(t) ~ u(t,00) as t — oo. Then we have the following convergence

Vz,\ € (0,00), E, [e_Ath(t) |t < T] — 1 - (1 + )\_a)il/a
t—o0

We recover in particular the finite variance case (IV.9) of Lambert and Li. Our result also covers the
so-called stable branching mechanisms ¥ (u) = u'*t* with a € (0, 1].

Organisation of the paper. We start with a study of continuous-time Galton-Watson processes (which
are the discrete-state counterparts of CSBP): we provide a complete description of the QSD when this
process explodes in finite time almost surely and compare the results with the continuous-state case.
In the third section we prove Theorems IV.1, IV.2 and IV.3. Finally in the fourth section we prove
Proposition IV.2.

2 The discrete case

A discrete-state branching process (Z;,t > 0) is a continuous-time Markov process taking values
in Z4 U {400} that verifies the branching property (we refer to Chapter V of Harris [42] for the proofs
of the following facts). It can be seen as a Galton-Watson process with offspring distribution & where
each individual has an independent exponential lifetime with parameter ¢ > 0. Let us denote by ¢(\) =
S g A¥E(K), YA € [0,1] the generating function of the Galton-Watson process. We denote by P,
the law on the space D([0, 00), Z4 U {4+00}) of Z starting from n € Z, U {+o0o}, and E,, the related
expectation operator. The semigroup of the DSBP is characterised via the Laplace transform (see Chapter
V.4 of [42])

Vr € (0,1),¥ € [0,00), Bn[r®] = F(t,r)" wh /F(t’r) do (IV.11)

rec(0,1),Vi e |0,00), T = F(t,r)" where — =1 .
" r c ((]5(1') - 1’)

Let 7 be the lifetime of Z, that is, the infimum of the extinction time 7y and the explosion time 7.

Taking the limits » | 0 and r 1 1 in (IV.11) one gets

P (ro < 1) = F(t,04)" , Pp(ro <t)=1— F(t,1-)"

In this section, we assume that there is explosion in finite time almost surely. Results of Chapters V.9 and
V.10 of [42] then entail that the smallest solution of the equation ¢(z) = x equals 0 (and so £(0) = 0)

and that fli o1 ¢(dz is finite. This allows to define

z)—x)

" dx
o(r) .:/1 CEETS (0,1] (IV.12)

Clearly r — ®(r) is the inverse map of ¢ — F(t,1—), thatis for all ¢t > 0, ®(F(¢,1—)) = t. We say
that a measure o on N = {1,2,...} is a quasi-stationary distribution (QSD) for Z if

P.Zie-|T>t)=u()

From the Markov property, we deduce that 7 has an exponential distribution under P, the parameter of
which is called the rate of decay of L.

157



IV - QSDs of explosive CSBPs

THEOREM IV4. Suppose there is explosion in finite time almost surely. Let 5y := ¢ (1 — £(1)).
There is a unique quasi-stationary distribution sz associated with the rate of decay 3 if and only if § is
of the form nfy, with n € N. It is characterised by its Laplace transform

> sk}t = %0 wr e (0,1 (IV.13)

For any initial condition n € N we have
lim P, (2 € |7 >1t) = g, (*)
t—o0

Let us make some comments. First there exists only a countable family of QSD. This is due to
the restrictive condition that our process takes values in Z U {oo}. Also, observe the similarity with
Theorem IV.1: indeed a DSBP can be seen as a particular CSBP starting from an integer and whose
branching mechanism is the Laplace exponent of a compound Poisson process with integer-valued jumps.
In particular v({k}) = c&(k + 1) for all integer £ > 1. Hence the quantity c¢(1 — £(1)) in the DSBP
case corresponds to (0, co) in the CSBP case. Finally we mention that the Q-process associated with an
explosive DSBP is the constant process, that is, the DSBP with the trivial generating function F'(t,r) =
r. This fact can be proved using calculations similar to those in the proof below or it can be deduced
from Theorem IV.2 and the remarks above.

Proof We start with the proof of the uniqueness of the QSD for a given rate of decay 8 > 0. Let u be a
QSD and let 8 > 0 be its rate of decay. Then we have forall ¢ > 0

e P =P, (1> 1) Zu{k}PkT>t Z,U,{k:} 1-)*
Since F/(®(r),1—) = r we get

Vre (0,1], e 0 =" p({k})rk
k

which ensures the uniqueness of the QSD for a given rate of decay. We now prove that whenever 8 =n_5
with n € N, the last expression is indeed the Laplace transform of a probability measure on N.

7 B En[rzt;7'>t] B F(t,r) \"
VneN, Ealrlr > = Sp- 0 = (F(t,1—)> (IV.14)
By0 < F(t,r) < F(t,1-) = 0ast — 0o, ¢(x) = £(1)z + O(z?) as z | 0 and (IV.12) we get
F(tr) dx E(tr) dx 1 F(t,r)
) /F(t,l_) (F@) —7) % /Fm_) €01~ B BFLI-)

We deduce that the r.h.s. of (IV.14) converges to exp(—®(r)nfy) as t — oo. From this convergence and
the fact that ®(1—) = 0, we deduce that » — exp(—®(r)nfy) is the Laplace transform of a probability
measure say fi,5, on Zy. As ®(0+) = 400, we deduce that this probability measure does not charge 0.
Also, observe that 15, ({1}) > 0. Indeed for all 7 € (0, 1) we have ®'(r) = —(Bor)~! — G(r) where G
is bounded near 0. Since ji5,({1}) = — lim,.jo Bo®’ (r)e~#0®("), the strict positivity follows.

Fix 8 > 0. We now assume that  — e #®(") is the Laplace transform of a probability measure on N
say f15. Denote by m € N the smallest integer such that pz({m}) > 0. Then we have for all » € (0, 1]

P = (fmPr™ 3 sl (KDt = ()
k>m
B
= (s (01D + 3 s, (R ) ™
k>1
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3. Quasi-stationary distributions and Q-process in the explosive case

B
This implies that gz ({m})r™ ~ (ug, ({1})r)?%0 asr | 0 and so, m = % € N. Consequently (IV.13) is
the Laplace transform of a probability measure on N iff 3 is of the form nfy. |

3 Quasi-stationary distributions and Q-process in the explosive case

Consider a branching mechanism W of the form (IV.3). It is well-known and can be easily checked
from (IV.1) that for any ¢t > 0 the law of Z; under P, is infinitely divisible. Consequently wu(t,-) is
the Laplace exponent of a (possibly killed) subordinator (see Chapter 5.1 [51]). Thanks to the Lévy-
Khintchine formula, there exist a¢, d; > 0 and a Borel measure w; on (0, co) with |, (0,00) (LAh)we(dh) <
oo such that

YA >0, u(t,\) =a;+ d\+ / (1 — e ) we(dh) (IV.15)

(0,00)
Note that a; =u(t, 0+) is positive iff the CSBP has a positive probability to explode in finite time. In the
genealogical interpretation, the measure w; gives the distribution of the clusters of individuals alive at
time ¢ who share a same ancestor at time 0, while the coefficient d; corresponds to the individuals at time
t who do not share their ancestor at time 0 with other individuals. For further use, we write the integral
version of (IV.2):
A du

u(t,y) Y(u)

The following result shows that the drift d; is left unchanged when replacing ¥ by U< of Theorem IV.2:
this means that the -process is obtained by removing all the clusters in the population.

vt >0,V € [0,00)\{q},

=t (Iv.16)

PROPOSITION IV.3.  When W fulfils (IV.4) then d; = e~ for all t > 0. Otherwise d; = 0 for all
t>0.

Proof Corollary p.1049 in [72] entails that d; = 0 for all ¢ > 0 whenever o > 0 or f(o 1 hv(dh) = oo.
We now assume the converse, namely that ¥ fulfils (IV.4) so that W(u)/u — D as u — oco. A direct
computation shows that d; = limy_, . u(t, A)/A. Then forany t > 0, A > 0

log (“(tAA)> _ /Otmds - —/Ot st (IV.17)

If ¢ € (0,00), then for all A > g and all 0 <s<t¢ we have ¢ < u(t,\) < u(s,A) < X thanks to (IV.2)
and by (IV.16) we deduce that u(t, ) T oo as A — oo. If ¢ = oo, then for all A > 0 and all 0 <s<t we
have A < u(s, A) < u(t, \) thanks to (IV.2) and obviously u(¢, \) 1 0o as A — oo. Since ¥ (u)/u 1 D
as u — oo the dominated convergence theorem applied to (IV.17) yields that log(u(¢,\)/\) — —Dt as
A — 0. |

Until the end of the section, we assume that ¥ verifies (IV.7) and that ¢ = co. Consequently under
P,, Z explodes in finite time almost surely and a; = u(¢,0+) > 0 for all ¢ > 0. An elementary
calculation entails

Vi> 0,2 >0, P (T >t)=e ¥

We introduce for all A > 0, ®()\) = [ S du/¥(u). This non-negative, increasing function admits
a continuous inverse, namely the function ¢ — a;. Also, thanks to Equation (IV.16) we deduce the
identities

Vi, A >0, @(u(t,\) =t+P(N), u(t,\) =u(t+ 2(N),0+) (IVv.18)
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IV - QSDs of explosive CSBPs

3.1 Proof of Theorem IV.1

First we compute the necessary form of the QSD. Fix 5 > 0 and suppose that p; is a QSD with rate
of decay 5. We get forall ¢ > 0

=P (0> 0= [ e
(0,00)

Letting t = ®()\) for any A > 0 we obtain
e PN = / uﬁ(dr)e_r)‘
(0,00)

Consequently there is at most one QSD corresponding to the rate of decay 8. Now suppose that the
preceding formula defines a probability distribution on (0, 00) then the following calculation ensures
that it is quasi-stationary:

—Ag. —A\Zy¢ —ru(t,A
v)\ > 0. E [e—/\zt |T > t} _ ]EMﬁ [6 AZ 7T > t:| _ Eﬂﬁ [e AZ :| _ f(0,00) /,Lﬁ(dT)e ( )
1 The Py, (T > t) Py, (T > t) e—ht

— e*ﬂ(‘b(u(t:)‘))*t) = e PPN = Bpp [e %]

We now assume ¥ (+00) € (—o0,0) and we prove that A — e~?®() is indeed the Laplace transform of
a probability measure 113 on (0, 00). Let z := 5/1(0, 00), for all A > 0 we have

E,[e ;T > t]
P.(T >t)

From (IV.16) and the definition of ® we get that

at du
/u(t,A) T(u) 2()

Using again (IV.16) and the fact that ¥ is non-positive, we get that a; — oo and u(t, \) — oo ast — oo.
Since ¥(u) — —v(0,00) as u — oo, one deduces that

/‘“ du u(t,\) — ay
u(t,n) P(u) t=oo v(0,00)

E, [e_/\zt T >t] =

= exp ( — z(u(t,\) — at))

and therefore

E, [e—AZt’T > ﬂ tj) €—<I>(>\)wl/(0,oo)
00

Since ®(\) — 0as A | 0, we deduce that \ s e~ ®N) ¥(0.00) — ¢=B®(N) jg the Laplace transform of a
probability measure on [0, co). Moreover, it does not charge 0 since ®(A) — oo as A — oo.
We now suppose W(+00) = —oo. An easy adaptation of the preceding arguments ensures that for any
z,A>0

Ey[e T > t] — 0

t—o0
Hence the limiting distribution is trivial: it is a Dirac mass at infinity. However, let us prove that A —
e~ B2 is indeed the Laplace transform of a probability measure s on (0,00). For every € > 0, define
the branching mechanism

B = [ D g @)+ @) = =1+ [ aan

) € (€,00)

160



3. Quasi-stationary distributions and Q-process in the explosive case

Observe that for any u > 0, W.(u) | ¥(u) as € | 0. Thus by monotone convergence we deduce that

0 du 0 du
VA >0, —
- /)\ We(u) elo /)\ W (u)

The first part of the proof applies to ¥, and therefore the L.h.s. of the preceding equation is the Laplace
exponent taken at A\ of an infinitely divisible distribution on (0, c0). Since the r.h.s. vanishes at 0 and
goes to 0o at oo, it is the Laplace exponent of an infinitely divisible distribution on (0, c0). |

3.2 Proof of Theorem IV.2

Fix t > 0. Since we are dealing with non-decreasing processes and since the asserted limiting process
is continuous, the convergence of the finite-dimensional marginals suffices to prove the theorem (see for
instance Th VI.3.37 in [45]). By Proposition IV.3, we know that u? (¢, \) = Ae P! is the function related
to U9 via (IV.2). Hence we only need to prove that for alln > 1, all n-uplets 0 < ¢; < ... <t, <t
and all coefficients Ay,..., A, > 0 we have

1
lim —= log B [e 20— "AnZtn | T > t 4 8] = \ydy, + ... + Andy, (IV.19)

5§—00 X
Thanks to an easy recursion, we get
1 “MiZty — = AnZ
——logE [e” M7 % T > ¢ 4 g
X

= u(tl,/\l +u<t2—t1,)\2 + oA u(tn—tn—1, A +u(t + s — ty,04)) . )) —u(t+ 5,0+)

To prove (IV.19), we proceed via a recurrence on n. We check the case n = 1. Recall that u(t, \) /A — d;
as A — oo. Then the concavity of A — u(¢, \) (that can be directly checked from (IV.15)) implies that
Ou(t,\) — dy as X — oo. Writing u(t + 5,0+) = u(t1,u(t + s — t1,0+)), the preceding arguments
and the fact that u(t + s — t1,0+) = ayys—4;, — 00 as s — oo entail

w(ty, A\t +u(t+ s —t1,0+4)) — u(t + 5,04+) — Aidy, ass — 0o

Suppose now that the result holds at rank n—1 > 1, that is, (IV.19) holds true for all (n—1)-uplets of
times and coefficients. In particular

u(tg —t1, A+ o u(tn — tao1, Ay Fu(t + 5 — tn, 04))... ) —u(t+s—t1,0+)
~ /\thg_t1 + ...+ )\ndtn—tl
S— 00

Therefore the argument of the case n =1 applies and shows that

u(tl,)\1+u<t2—t1,)\2+...—i—u(tn —tn_l,/\n+u(t+s—tn,0+))...))—u(t—i—s,O—i—)

s:oo)\ldtl + Xody, diy—t, + ..+ Andy dy, —t,

which is the desired result since d,. ,» = d,.d, for all ;7' > 0 by Proposition IV.3. |
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IV - QSDs of explosive CSBPs

3.3 Proof of Theorem IV.3

Recall the notation a; = u(t,0+) and that a; — oo as ¢ — oo. Since u — W(u)/u is strictly
increasing from —oo to D, there exists a positive function f such that

U(f()7) ft) ~ W(ar)

as t — oo. Since ¥(a;) - —oo ast — oo, necessarily f(f) — oo. Fix A,z € (0,00). For any
t € (0,00), we have

1
—=logE [e /W [t < T) = u(t, A f() ) —
x
We rely on two lemmas, whose proofs are postponed to the end of the subsection.
LEMMA IV4. Asu ] 0, we have ®(u) ~ u/(—a¥(u)).

Since f(t) — +o0 as t — oo the lemma implies

1\ Q¢ A
U(a) (A f(H)) ~ o f(t)\lf((A)J”(t)‘1>

Since L is slowly varying at 0+, we deduce that U(\ f(#)~1) ~ A=W (f(¢)~!) as t — oo. Thus the
very definition of f entails
Tla) N f()™H) ~ =A%t (IV.20)

t—o00

LEMMA IV.S. The following holds true as t — oo

/‘“ dv /“t dv
wnfe-1 Y()  Sueare-) Yiar)

From the latter lemma, we deduce

at dv
ult, N )7 —ar ~ —‘I’(at)/ = —V(a) (A f(t))
o0 ute f()-1) Y (V)
~ At
t—o0
where we use (IV.20) at the second line. The theorem is proved. [
Proof of Lemma IV.4. Recall the definition of ®. An integration by parts yields that for all u € [0, c0)
0 /
u 1 v¥'(v)
O(u) =——— +/ dv
U(u)  Ju ¥(v) ¥(v)

Recall from Theorem 2 in [56] that v¥/(v) /W (v) — 1 —« as v | 0. Therefore an elementary calculation
ends the proof. |
Proof of Lemma IV.5. For all t € [0,00), a; < u(t, X f(t)~1). We write

w(t A7) gy Wt A7) gy u(t, A F(1)7Y) W(a) V()
— —S———=dv
/a ¥(v) /at P(ar) /a (v)¥(at)

t t

The convexity of W implies that for all v € [ay, u(t, A f(t)~!)] we have
0 < Ular) — V(v) < =P (ar)(v—ar) (Iv.21)
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4. Proof of Proposition 1V.2

Suppose that t +— u(t, A f(t)~!) — a; is bounded for large times. The fact that ¥/(v) /¥ (v) goes to 0 as

v — oo together with (IV.21) then entail
0< /u(t’fi\t))\p(at) - \I/(U)dv ( < ’ ) _ at> / 7)) do
at U (v)¥(ar) f(#) at U (v)
< (/ &7@) dv )
0
t—o0 at \I’(U)
which in turn proves the lemma. We are left with the proof of the boundedness of t — u(t, A f(t)™1)—a;

for large times. Fix k € (=D, 00). Since ¥'(v) 1 D as v — oo, for ¢ large enough we get from (IV.21)
that ¥ (v) > W(a;) — k(v — a;) for all v € [ag, u(t, A f(t)~1)]. A simple calculation then yields

Lo AT —ary [ W o
05 flo (1 -#MEAGED= ) < [ G = 200

IN

Using log(1 + v) > v/2 for v small and since ® (Af(t)~) — 0, we get for ¢ large enough

U(t, )‘f(t)_l) — Qg -1
< — < D(Nf(t
From (IV.20), we deduce that t — u(t, A f(t)~') — a; is bounded for large times. n

4  Proof of Proposition IV.2

The proof is inspired by that of Theorem 1 in [73] but for completeness we give all the details.
Recall that ¥(u) = u'*®L(u) with L slowly varying at 0 and a € (0, 1) and that Tq < oo almost
surely: consequently ¢ = 0 and (IV.6) holds true. Recall (IV.16). We set for all ¢ > 0, v(t) := u(t, +00)
which is finite by (IV.6). Observe that v is decreasing from +oo to 0. Grey p. 672 [40] proved that

Vt>0,2 >0, Py(t>T)=e "0 (IV.22)
Since ¥ (u)/u — oo as u — oo we get for all > 0

v(r) 1 v(s) 8_1 " ols W (v(s)) — v(s)¥'(v(s)) .
r¥(v(r)) 7“/0 88(@’(1}(5)))d N 95u(s) d

T ru(s)W (v(s)
— i/( \(Il((s))—1>ds
(

where we use the identity Osv(s) = —\Il(v s)) at the second line. Since V is regularly varying at 0,
Theorem 2 in [56] entails that w¥’(u)/¥(u) — 1+ a as w | 0. Taking the limit r — oo in the above
identity, one gets

v(r)*L(v(r)) ~ % as r — 0o (IV.23)

Since v is a bijection from (0, 0o) onto itself, for any ¢ € (0, 00) there exists a unique s(t) = s € (0, 00)
such that v(s) = Af(¢). From the assumption f(¢) ~ v(t) as ¢ — oo, we deduce that s — oo as t — occ.
We use (IV.23) and the slowness of the variation of L to get as t — oo

b L) CFOPLOME) .
s v(t)*L(v(t)) f@)L(f(t))
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IV - QSDs of explosive CSBPs

Hence \*s ~ t as t — oc. Using 9,v(r) = —¥(v(r)) and (IV.23), we obtain for all ¢ > 0

log (v(t + 5)> _ /tt+s v (r) o /tt+s WO L(o(r))dr ~ _é log(1+\%)

u(t) v(r) t—o00

Using the above results, (IV.22) and the identity u(t, Af(t)) =u(t,v(s)) =v(t + s) we get forall t > 0

E, {e*kztf(t)} —Po(t>T)  -zultAf(1) _ p—zo(®)

E, [e*Ath(t) [t < T] —

Px(t < T) o 1 — e—zv(?)
U(f + 5) —ay—1/«
S 1T T e 1A
This ends the proof. |
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cHAPTER V

Alternative construction of the tree length of an evolving Kingman
coalescent

In [65], Pfaffelhuber, Wakolbinger and Weisshaupt considered the evolving Kingman coalescent obtained
from the lookdown representation of the standard Fleming-Viot process. At any time ¢, when tracing
backward in time the lineages of all the individuals one gets a Kingman coalescent tree .7;. The goal of
their work was to study the process of lengths of this coalescent, that is, the sum of the branch lengths
of 7 when t varies in R. Given that the length of such a tree is infinite almost surely, they defined a
compensated tree length process (.Z}",t € R) by restricting the lookdown process to its n first levels,
for all n > 1 and substracting to the restricted tree length (an equivalent of) its mean. They proved the
convergence in probability of (.Z}",t € R),>1 to a cadlag process (.Z;,t € R), called the compensated
tree length of the evolving Kingman coalescent (see Theorem V.1). In this chapter, we propose an
alternative construction based on the erasure of a branch length ¢ > 0 from each terminal branch of
the trees .7, then obtaining a collection (7,5, ¢ € R).~¢ of cadlag tree-valued processes. By defining a
collection of (suitably) compensated tree length processes based on those trees, we are able to obtain a
strong limiting process (L, t € R)(see Theorem V.2). Furthermore, this process is almost surely equal
to (£, t € R)(see Theorem V.3).

In a first section, we recall precisely the results obtained in [65] and expose our results. The proofs are
provided in the second section.

1 Statement of the result

Let I be a flow of partitions associated to A(du) = do(du). At any time ¢ € R, we consider the
tree .7; defined from the coalescent s — II;_, ;, along with its restriction .7;" to [n] obtained from the

n-coalescent s ﬂ@ st~ We denote by [ the operator that associates to a finite real tree its length, that

is, the sum of its branch lengths.
Let us now recall the compensated tree length process as defined in [65]. Foralln > 2,¢ € R

L= 1(F") — 2log(n) (V.1)

The main result of [65] (see Proposition 2.1, Theorem 1 and Proposition 3.2) can be restated as

THEOREM V.1. (Pfaffelhuber, Wakolbinger, Weisshaupt [65]) There exists a cadlag process £
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V - Tree length of an evolving Kingman coalescent

such that
o O o (V.2)

n—o0

in the Skorohod’s topology. Moreover, for all t € R the r.v. %iﬂt follows the Gumbel distribution.

P . - . .
where Q denotes convergence in probability. Let us now present our alternative procedure. Fix € > 0
and define forallt € R
Ste = #Ht—e,t

This is the number of blocks in the coalescent r — ﬂt,m at time €. We denote by 7,° the tree obtained

from the coalescent s > fIEtE]_&t_E, that is, from the coalescent s — II;__,; . restricted to the S first
integers. Also let

Te =T (V.3)

The tree 7,° can be obtained by erasing a branch length € from each leaves of 7;. This procedure yields
for each € > 0 a tree-valued process (7;,t € R). We then define for all t € R

L5 = 1(7) +21og(3) (V.4)

We now state our main result

THEOREM V.2. There exists a cadlag process L such that

e % c V.5)

in the Skorohod’s topology. Moreover, for all t € R the r.v. %L’t follows the Gumbel distribution.

A natural question is to compare the two limiting processes £ and .. Since they are related to the
same tree-valued process (7¢,t € R), we expect them to be equal.

THEOREM V.3. Almost surely L = £

2 Proofs

2.1 Preliminary results

We start with two results of the literature we are going to rely on.

LEMMA V.1. (Pfaffelhuber, Wakolbinger, Weisshaupt - Lemma 4.6 in [65]) Almost surely and in
L?
eS; — 2
el0

Foru,v — 0, u <vandu/v —T <1
(S}L —2/u SY —2/v
V2/(3u) /2/(3v)

)@M\/(O,C)

32 1
LEMMA V.2. (Depperschmidt, Greven, Pfaffelhuber - Theorem I in [23]) Almost surely

3/2
where C = < ! r >

sup|eS; —2| — 0
teR el0

166



2. Proofs

We now state a lemma needed later on.

LEMMA V3. Fixt € R. Foru,v — 0, u < vand u/v — I' < 1, we have the following

convergence
St =2/u S —2/v 3/2
[¢wm>¢mwj_*

Proof Since this r.v. converges in distribution towards I'3/2, uniform integrability would imply L' con-
vergence and therefore the asserted convergence. A classical result ensures that if

SE_2/u SY—2/u\3/2
EK¢M%V¢W@Q |

is uniformly bounded as u,v — 0,u/v — T then uniform integrability holds. Using Cauchy-Schwartz
inequality, it suffices to show a uniform bound on

E[(Sff - 2/u>3]
2/(3u)
We proceed as follows. We use the notation x4 := z V 0 for any given real number x and we bound
i ; Si—2/u\3
separately the positive and negative parts of ( e ))
u
v _ 9 3 u_ 9 +00 u_ 9
E[(St/“> } < P(u e o, 1]) + / P(u > x>3x2dm
2/(3u)/ + 2/(3u) 1 2/(3u)
400 Su _ 9
< 1+/ P(ti/u>a:)3w2d:n
1 2/(3u)

Following [65], we define T as the time needed by the Kingman coalescent to come down to k blocks:

it is an independent sum of an infinite collection of exponential r.v. with parameters (k;ﬂ), (k;rQ), .

We also introduce the mapping
2 /2

St —2/u N _ prgu 2)) = P(TH+@) > o
p( y@o>)-M&>nuwww > u)

and write

— P<Tfu(x)_2/fu(x) > u_2/fu($) )
4/(3fu(x)?) 4/(3fu(z)3)
TH@) — 2/ f,(x)\4 " VA4 (B fu(z)3)\4
= E[( 4/(3fu(z)3) >] (u—2/fu(:r> )
C
fu(@)8(u — 2/ fu(x))*

where the last inequality comes from the bound E[(T™ — 2/n)*] < C/n5 where C' > 0. We need to find

a uniform (in u) upper bound for
/+°° 322Cdx
1 fu(x>2(fu($)u - 2)4
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V - Tree length of an evolving Kingman coalescent

Remark that for all w € (0,1/4) and all x > 1, we have

2 2 2 2 2 4
2 4

oyt > (7 7—1>( ot 7_1_2>

fu@P(ulu -2t 2 (S4ay) o —1) (uC oy /o 1)
2 2 2 4 2 1\4
> (24 —u) (05 -ve) 2 (s/5-3)
3 . SP—2/u~g s ..
and the uniform bound follows. The bound for the negative part of (— 1s similar. [ |
gative part of (Z==75)

2.2 Convergence of the sequence of processes

We decompose this proof into three parts. First we prove the strong convergence of the one-dimensional
marginals. Then, we prove the tightness in D(R, R) of the collection of cadlag processes. Finally, we
conclude with the convergence in probability.

One-dimensional marginals

LEMMA V4. Forallt € R, %Ei converges in probability as € |, 0 to a random variable with the
Gumbel distribution.

Proof Fix ¢t € R. We start with the convergence in distribution towards a Gumbel r.v. We have

€

1 1-
§£§ = Ql(ﬁe) —log(S;) +log(S) + log(2

) (V.6)

Since log(S5) + log(e/2) tends to 0 almost surely as € | 0, it suffices to prove the convergence in
distribution of 11(7;) — log(Sy).

Since the Kingman coalescent is a Markov process, we deduce that for each n > 2, the conditional
distribution of 7;° given {S§ = n} is the same as .7;". Then, we have for all x > 0

P(LI7) ~tog(sr) <z) = 3 P(LT) ~1og(S5) < a5; = n)B(SE =)
n=2

_ ZP(%ZN(Z") ~ log(n) < ) B(S} = n)
n=2

= D (1 - exp(—a)/n)" B(S; = )

n=2

where the last equality comes from an easy calculation based on exponential distributions of branch
lengths of a Kingman coalescent tree (see for instance the proof of Proposition 2.1 in [65]). Since
(1 —exp(—z)/n)"! — exp(—exp(—z)) and Sf — oo a.s., we get

n—o0 el0

P(%[(Te) —log(S5) < :c) 5) exp(— exp(—x))

Thus, the limiting distribution is Gumbel. Now let us prove the convergence in probability. Fix 0 < € <
€', and remark that

B -, / € 92
IT7) + 2log(5) ~ I(T7) = 2lo(5) = [ (57~ ) v
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2. Proofs

We have
E[(c; - £5)°] = E[ (s - 2)du>2]
E

[/ / (SY 2 )(SY — )dudv]
vele,e’] Juelew UQ
_ /UEM /ue[w] ( -2 (s _U)]dudv

= 2

u 3/2
€' }0 E[E ¢'] Juele,v] 3u 31) v
~ (-2 2
I 3(6 e+e/e)
where we use Fubini’s theorem at third line and Lemma V.3 at fourth line. Therefore (L)~ is a Cauchy
sequence in L2 so it converges in L? as € |, 0, and a fortiori it converges in probability. |
Tightness
We write
St St
= (79 -3 ) +( 3 2 +2108())
— 7 —1 — 7 —1 2
=2 1=2
Xi

It is elementary to check, thanks to Lemma V.2, that ¢ — L£{ — X converges uniformly towards twice
the Euler constant almost surely. Therefore, to obtain tightness of the collection (L)~ it is sufficient
(see Theorems 3.8.6 and 3.8.8 in [31]) to prove that

(i) (X§)eso is tight in R
(i) 38>0,30 > 1,Ve > 0,Vt € R,Vh € (0,1], E[1 A |Xf,, — XiIP A |Xf — X7 ,1P] < nf

where a(h) < b(h) iff 3C' > 0, independent of h, such that a(h) < C'b(h) for all h > 0, a and b being
two real-valued functions.

From Lemma V.4, we deduce (i). Let us focus on (ii). We fix € > 0 and follow the proof of [65].

Step 1

We prove an inequality useful for the second step. For all i > 2 and all ¢ € R, we define T;(t) as the
time spent by the tree 7; with exactly ¢ branches: it is an exponential r.v. with parameter ( ) When h is
small, the trees 7; and Ty, tend to be similar. To quantify this similarity we set

Vh >0, Dqp =min{i >2:T;(t) # Ti(t + h)}

If we start from the root of the trees, then 7; and 7;,, do not differ until they have D, 4,5, branches. We
stress that for all integer n > 2, we have

P(D(4—ng V Digern) <n) S (n *h) A (V.3)

Indeed consider the lookdown graph restricted to the n first levels. If no elementary reproduction event
involving two levels in [n] occurs on the time interval [t,¢ + h] then D, ) > n. Conversely if
Dt ¢1n) = n then no coalescence event has involved two branches among the n first and therefore no
elementary reproduction event involving two levels in [n] occurs on the time interval [¢,¢ + h]. The
probability of this event is exp(—h(g)). Finally the independence of the increments of the lookdown
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V - Tree length of an evolving Kingman coalescent

graph ensures the asserted formula.
Step 2
Set 8 := 10 and ¢ := 10/9.
E[LA (Xfpn = X0 A (X = XE3)"] (V9)
< E[LA(Xfh = X)) Diong < Dipn) + ELA (XF = X£ )" Di—ng) = Diggn]

We restrict ourselves to bounding the first term on the right hand side, since we would proceed in the
same manner for the second term.

E[1 A (Xfp — X)) Di—nyg < D))

< P[Dg-ny < Diggny < W)+ El(Xfp — X' Digeny > 027
Sten 5i 10
< R0/ +E[< S Tt +h) - 1y ST - i)) ] (V.10)
i=|h=2/9]Vv2 (2) i=|h=2/9]Vv2 (2)

where we use Equation (V.8) for the last inequality. It remains to bound the second term on the right
hand side. Let us introduce for all n > 1

B A B .
an(h) : Mh;QWQE[((T(t) (;))” (V.11)

A simple calculation shows that a1 (h) = 0 for all A > 0 and that for all n > 2 there exists C;, > 0 such
that for all A > 0, a,(h) < C,h*"~1/9 Now remark that (z — )" < (2z)" 4 (2y)™ for any even
integer n and all x, y € R. Thus

Stin 1 S¢ 1 10
E Yo iWTl+h) ) - Y i) - )
i=|h=1/9]Vv2 (2) i=|h=1/9]Vv2 (2)
S¢n X 10 st X 10
<E Y T - | | 2CE| Y i) - )
i:Lh*1/9Jv2 (2) i:Lh*1/9jV2 (2)
10
<SS D an (b)) an, (h) S R1OP
k:2 MN1,y...,Nk
nl—i—...—i—nk:lO
(V.12)
By coalescing Equations (V.9), (V.10) and (V.12), we get
E[LA (X — X' A (Xf — X5 )"0 < 11O/9 (V.13)

This completes the proof of the tightness.

Convergence in probability

From the strong convergence of the one-dimensional marginals, we deduce the convergence in dis-
tribution of the finite dimensional marginals. Together with the tightness, we conclude that £¢ converge
in distribution as € | 0. Using Proposition 6.1 of [65], we conclude to the existence of a cadlag process
L such that

e B (V.14)
el0
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2. Proofs

2.3 Proof of Theorem V.3

Since both processes are cadlag, it suffices to prove that the one-dimensional marginals are almost
surely equal to prove the theorem. Fix ¢ € R and let ¢, := n~3, n € N. We will prove that

E;n .,E/ﬂn (]P))

’I’L—}OO

(V.15)

As our processes are stationary, time plays no rdle in this proof. Therefore we omit the subscript ¢. Also
to alleviate notation, we write € rather than ¢,,. We have

Le— g = Z(Tf)+2log(§)—Z(yn)mlog(n)

= [(TN\T™) = [(T™\T) + 2log( =)

2

Since 7™\ T has at most n branches on a period of time ¢, we have almost surely
(T™\T) <ne — 0
n—oo

Therefore we focus on Y;, := [(T€\.7™) + 2log(ne/2), and will prove that it tends in probability to 0
as n — oo. We introduce some notation. Let K' be the number of branches in 7" at the time where .7
has ¢ branches (see Section 4.1 of [65]). Since this quantity only depends on the discrete structure of the
tree, it is independent of S¢. We refer to Lemma 4.1 of [65] for the expression of its distribution.
Conditionally given S¢, the tree 7€ is distributed as a Kingman coalescent started with S¢ branches. We
denote by T; the time spent by this tree with ¢ branches: conditionally given S¢, it is an exponential r.v.
with parameter ( ) independent of K", for every ¢ € {2,...,5}. We write

S€
Yo=Y (i~ KP)T; +2log()
1=2

and compute

E[(Y,)?]5] = [(iz—[(” )2\Se}+4log(2)+4log [iz—K”T|S€
=2 1=2

The second conditional expectation gives

S S

E[Z(i - K;l)fmsﬂ S R S (%) +0O(1/n)

pt = n+1t—1
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Concerning the first conditional expectation, we have

E[(i i — KMT, ) \SE]

=2

L 5. (1+6;;) n(n — 1)4(1 + ;)
- ;Z n—i—z—l nij—1)+(n+j—1)(n+z Dt i 20 -1

n+ n+S—1 n+S—1 S

1 1
=« Z BRI SHtmn-1) Y =) 2= =D =)

i=n+1 1= n+1 i=n+1 Jj=2
S

1
—)
+ dnln ;m—l (nti—12n+i—2)

= < ) s (2o

= 4log? <#> + O(log(n)/n)

where we use Lemma 4.1 of [65] for the second equality. Finally, we get
E[(Yn)Q\SE] = 4[log2 (n—hz:—l) + log? (%) + 2log (%) log <$>} + O(log(n)/n)
(50 t10g (5] + 0o )

— 4log? (e %) + O(log(n)/n)

4[log

Now we fix n > 0 and define the interval A,, := [2 — nn4/ 3 5 < 2 4 nny/ 33 It easily follows from
Lemma V.1 that P(S€ € A4,,) = 1asn 1 oo. Hence

P([Yal > 1) < P(S°¢ An)+ D P(Yal > 15 = k)

< P(S“¢ An) 02 E[(Va)lS = k|P(S = k)
< B(s* ¢ A+ log? (14 & + LY 1 Otog(y )

Since € = n~3 the r.h.s. converges to 0 as n 1 co. This proves that Y, tends to 0 in probability as n 1 oo,
which in turn implies that £; = %} a.s. [ |
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APPENDIX A

Duality Kingman coalescent / standard Fleming-Viot

THEOREM A.1. Suppose that p is the standard Fleming-Viot process, that is, A(dx) = do(dx) and
that (I, t > 0) is a Kingman coalescent. The processes (#p¢,t > 0) and (#11¢,t > 0) have the same
distribution.

REMARK A.1. Simon Tavaré in [74] described the process of the number of lines of descent of
a i-sample from the Moran model with an initial population size N. By a compatibility argument this
could be extended to an infinite population. Here we give a direct proof in the lookdown representation.

Recall from Chapter O Section 3 that #p; has the same distribution as #I1I; for any measure A. Our
theorem shows that it also holds for the whole processes in the Kingman case. One could wonder what
happens in other cases. First, the question makes sense only when the A Fleming-Viot / A coalescent
comes down from infinity. We know that the process ¢ — #p; decreases by jumps of size 1 when
P(E) = 0, see Subsection 1.4. While this is clearly not the case for the process t — #II; as soon as we
are not in the Kingman case. Hence, under P(E) = 0 the identity holds iff we are in the Kingman case.
We now present the proof of the theorem.

We introduce some useful notation. For every ¢ € N, we set
Y (%) := min(Ily (7))

In other terms, Y(¢) is the smallest level at time ¢ that descends from individual (i,0). Note that for
all t > 0, (Y¢(4))i>1 is an increasing sequence of R U {oco} and that Y;(1) = 1. We then denote by
d' :=inf{t > 0: Y4(i) = oo}, that is, the hitting time of oo by the process (Y;(i),* > 0). This time is
finite a.s. for all ¢ > 2 and equals oo for ¢ = 1. The interest of the Yy(7)’s is that they are related to #p
(resp. #my) as follows. For every ¢ > 2

#Hop =i d <t<d
To prove the theorem, it suffices to show that (d' — d**1);>9 is a sequence of independent r.v. such that

foreachi > 2, di — ditt @ g ((5)), where £(z) designates the exponential distribution with parameter

x. We introduce a discrete filtration (G;);>1 as follows. For each i > 1

Gi =\ o{(Y:(4),t > 0)} (A1)

Jzi
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A - Duality Kingman coalescent / standard Fleming-Viot

From now on, we fix an integer ¢ > 2 and we consider the continuous time Markov chain (Y(7), Y¢(i +
1))¢>0. The dynamics of the lookdown graph implies that whenever the first coordinate of this chain
jumps so does the second coordinate, but the converse does not hold true. It is then natural to consider

the embedded Markov chain (Y, (i), Y5 (i +1))n>0 indexed by the jump times of the second coordinate.
This chain satisfies Yo(i) =¢and Y, (i + 1) =i+ 1 + nforalln € NU{0}.

LEMMA A.2. The transitions of the Markov chain (Y ,(i), Yy (i 4 1))n>0 are given by

P(?n—i-l(i) =p+ 1‘?71(1) - p) - (i+1+n)
2
]P)(\?n+1(i) = p‘?n(l) = p) = 1- (1_512_?_”)
2

Furthermore, the rv. Y o (i) = Yq, 1 (@) is independent from G; 1.

Proof Fix aninteger p. If p & {i,i +1,...,4 + n}, then the event {Y,.(i) = p} has a null probability.

Otherwise, condition on {Y (i) = p}, and notice that the transition n — n + 1 corresponds to a birth

event that affects two of the ¢ + n + 1 first levels in the lookdown representation. Among the possible
)

(i—l—l-l—n)
2

configurations of such birth events, only a proportion

of them affect the p first levels. Thus, the

asserted transition rates follow.

Finally, remark that Y, (i) only depends on the collection of transitions of the chain (Y, (), Y, (i +
1))n>0 which are independent of the sigma-field G;1;. Indeed, the latter only takes into account the
jump times of the lines Y; for j > 4 + 1. Therefore, if level £ reproduces on level [ at time ¢ with
1<k<lI<Y;(i+1),then gi+1 contains no information about k, while & is needed to determine the

transition of the chain (Y, (%), Y, (7 4+ 1)),>0 at this jump time. [ |

The following proposition will be needed in the proof of the theorem and will be proven later on.

PROPOSITION A.3.  The distribution of Y oo (i) is given by

- (G +l—1) G +1—2)i(i—1)

F¥eoli) =i +1) = 120+ 1— 1) (A-2)

for every integer | > 0.

We are now ready to derive the proof of the theorem.
Proof of Theorem A. 1. Let Sjo be ar.v. distributed as the sum of a sequence (indexed by p) of independent
E((h)) for p > j. Since d* — d"*? is the time necessary for the process (Y¢(i),¢ > d"*') to reach oo
from Yoo (%), it is clear that, conditional on {Y (i) = 4 + [}, this time is distributed as S7¢;- Then we
get

NE

P(d' —d™ eds) = Y P(Yoo(i) =i+ 1)P(S € ds) (A3)

7

T
=

(i+1— )i +1—2)i(i — 1)
020 +1-1)!

I
NE

P(S5, € ds) (A.4)

N
I
o

We have to prove that the latter distribution is &( (;) ). Consider a i-sample embedded in a Kingman coa-
lescent. The first coalescence time 7" of this sample is distributed as &( (;) ). Denote by N (i) the random
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number of blocks in the full coalescent at time 7". Lemma 3 of [68] ensures that N (i) is distributed as
Yoo(i)—1(takel =i+1—1,5 =i,k =14—1and i — oo in their notation). Moreover, conditional on
{N(i) = i+1— 1}, T is distributed as S7,;. Thanks to the preceding formula, one can easily verify that

T has the same distribution as d* — d**. Therefore we have proven that d* — d’*! @ E( (;) ).

Now it remains to prove that d° — d**! is independent of (d'T% — d*+*+1), ;. Let F; be the sigma-
field generated by the lookdown representation up to time ¢ > 0. Since Yoo (i) is Fgi+1-measurable we
deduce that conditionally on Fyi+1, the r.v. d' — d"*! is distributed as S5%, where i + | = Yoo (i). Using
Lemma A.2 and the fact that G;+; C Fyi+1, for any event A € G; 1 and any Borel function f we have
the following identities

E[14f(d —d*)] = E[E[Laf(d —d™F)|[Fgn]] = E[LAE[f(d — d™F)[Fpn]]
= E[149(Yoo(i))] = PAE[® (Yoo (4))]

where ®(n) := E[S°] for all integer n > 2. We deduce that d° — d**! is independent of G; 1 and thus
is independent of (d*t* — di+k+1)k21. The proof of the theorem is thus complete. |
Proof of Proposition A.3 Let us prove the formula in the case [ = 0.

P(Yoo(i) =i) = H P(Yyi1(3) = i Y, (i) = 9)
n=0
S | (R
n=0 ( 2 )

T (A D(n+2i) (- 1)k
- II( T @i

o (nti)nt+i+1)

We turn our attention to the case [ > 1. We will enumerate all the configurations of jump times of the
process Y (i) and calculate their probabilities. Therefore we introduce ng := 0 < n; < ... < n; <
ny4+1 := oo. Define

A(?’Ll, e ,nl) = {?0(2) =...= ?nl_l(i) = Z} N {Yo(nl) =...= ?Q_l(i) =14+ 1} R
Y (@)=...=Yp 1) =i+1-1}n{Yp, (i) =... =Y (i) =i + [}
In words, A(n1,...,n;) is the event that the process Y (i) jumps at times 71, . .., n; and stays constant
otherwise.
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We have

P(A(n1,....n H mH zjr;r?) ) [H (Z(l}:;))]

m=0 j=im m=1 2

B (z+l—1)'(z+l—2 Lotmii 2 j—m+1)(j+m+22) l 1
D HO 0 == m(mm)(mm—n]
_ GH1-—DIG+1-2)! o7 G—1+1D)(G+1+ 20)

@=DiE=2)t 2o +i+1)(+1)

-1 . . , , .

(lp —m+1).. (zm+z 1) (g1 +9) .- (b1 +m+2i —2)

% WHO (zm+1 m) ... (tmy1 + 1) (im+1+i)...(im+m+2i—1)]

(G+1—=DE+1—=2)al—1)!
(=Dl —2)! (20—1)!

::]N

1
oo ( Zm+m+2i—2)(im+m+2i—1)]

1
(np+1+2i—2)(ny+1+2i—1)
Gl =2l —1) [ 1
N (26 —1)! gl(im+m+2i—2)(im+m+2i—l)

We deduce from the preceding calculations that for each [ > 1

P(Yoo(i) =i+ = Y  PAn,...,m))

0<ny<...<ny

=D+ 2)h( - 1) 1
B (20 —1)! Z H (i +m 420 — 2) (i +m + 20 — 1)

0<ni<...<n;m=1

The proof of the proposition is now achieved thanks to this formula and using the following lemma. W

LEMMA A4. Foralll > 1, we have

1 2 — 1
Z H ‘ ' j - l('z ) I (A.5)
veni cnymzy Um M4 20 = 2) (i +m 420 = 1) 120+ 1 1)!

Proof Using a partial fraction expansion and a simple induction, one can show that for all ¢ > 1, and

N2>1
3 1 _ (g1
;p(p+1)...(p+N)_N(N+q_1)! (A.6)

Now let us prove by induction on N that forall/ > 1and0 < N <

> H :
0<n1<...<nym=1 Zm+m+21_2)(2m+m+21—1)

I-N

_ e 1 | ](z’l_N'+l—N+?i—1)!

O oy e (b +m+2i —2)(ipy +m+2i—1)" Nl(i_ny+1+2i—1)!
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Case N = 0 is immediate. Suppose that the formula is true at rank N — 1, fora given 1 < N < I. From
Equation (A.6), we deduce that

o0 [e.9] 1

— (i 1) —1)!
(N =DV i—n41 + 1+ 20— 1)! iy N2 (N=-1Dlp...(p+N)
(- +1—N+2i—1)!

Nl(i_n +1+2i — 1)

i—-N+1=4-N+1

Hence, we obtain

l 1
Z H(im+m+2i—2)(im+m+2i—1)

O<ni<...<n; m=1

B 5 [lﬁ“ 1 | (ii-ns1 41— N + 20)!
S i (ln +m+2i —2)(iyy +m+2i— 1) (N — D(ij—ny1 + 1+ 2i — 1)!
I-N 1

]

N Z [H(im+m+2i—2)(im+m+2i—1)

0<ni<...<tj—ny m=1

o0 . .
_ — N +2¢—2)!
" Z (i N+1.+l + i )
. , (N—l)!(ll_N+1+l+2’L—1)!
i_N4+1=%—N+1

il 1 (ilon +1— N +2i —1)!

= 0<m;<nw[mH1 (i +m+2i —2) (i, + m+2i—1)" Ny +1+2i—1)!

We recover the formula at rank N. This ends the induction. Finally, at rank N = [, we get

S I 1 g 3
- — - — = 5
0<ni<...<n; m=1 (Zm +m+2Z 2)(Zm +m+2Z 1) l(2’l +l 1)
Thus we have proven the lemma. -
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APPENDIX B

Number of atoms in REGIMES 1 & 2

Let us recall the following result due to Freeman.

THEOREM B.1. (Freeman [35]) Suppose that p is a A Fleming-Viot in REGIME 1 or REGIME 2.
Almost surely for every t > 0, the number of atoms #py is finite if and only iff(o 1 u"2A(du) < <.

Note that A(0) = 0 whenever the A Fleming-Viot comes down from infinity. Freeman’s proof is
based on the flow of bridges representation. Here we propose another proof based on the lookdown
representation together with a proof of a similar result in the MVBP setting.

THEOREM B.2. Suppose that m is a V-MVBP in REGIME 1 or REGIME 2. Almost surely for every
t € (0, T), the number of atoms #1 is finite if and only if v(0, 1) < oc.

Proof We use the lookdown representation of these measure-valued processes, that is, we consider a
flow of partitions IT associated to A or U, we keep the notation of Chapter 0. Recall that an atom of p;
(resp. m;) corresponds to a block of f[07t with a strictly positive asymptotic frequency at a given time
t > 0, see Chapter 0 Section 2. Since we are not in REGIME 4, no ancestral type becomes extinct. In
other terms, a block with a positive frequency at a given time will keep it positive forever.

We begin with the simplest implication: we suppose that |, 0.1) u”?A(du) (resp. v(0,1)) is finite. To
prove that the number of atoms at any time ¢ > 0 is finite, it suffices to prove that the total number of
elementary reproduction events on (0, ¢] is finite.

In the A Fleming-Viot case the intensity measure of the Poisson point process generating these reproduc-
tion events is finite on any compact of time, and so the total number of elementary reproduction events
on (0,1] is finite. In the U-MVBP case, the situation is more complicated. We need to prove that Z
makes finitely many jumps on (0, ¢]. To that end, we make use of the Lamperti representation. Recall
that Z is equal in distribution to a time-changed Lévy process with Laplace exponent ¥ starting from 1
and killed upon reaching 0. From the assumption on v, we easily deduce that this Lévy process makes
finitely many jumps on any compact interval of time. Since the time-change sends the hitting time of 0
by the Lévy process onto T = oo, we deduce that Z makes finitely many jumps on any compact interval
of time as well.

We now turn our attention to the converse implication. We suppose that |, (0,1) u=2A(du) (resp.
v(0,1)) is infinite. We want to prove that the number of atoms at any time ¢ > 0 (resp. at any time ¢ €
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(0, T)) is infinite. Using the preceding arguments, we easily deduce that the total number of elementary
reproduction events is infinite on any compact interval of time. Indeed, the intensity measure in the A
Fleming-Viot case is infinite while the number of jumps of a Lévy process with Laplace exponent W is
infinite on any compact interval of time.

Suppose that f[()ﬂf has a finite number of non-singleton blocks and let us exhibit a contradiction. There
exists ¢ > 2 such that with positive probability, all the blocks with indices greater than ¢ are singleton
blocks. Therefore with positive probability, on [0, ] no elementary reproduction event has chosen a level
j > 1 as a parent, and so, on the 7 first levels infinitely many elementary reproduction events have fallen.
As we are in the finite variation case (REGIME 1 or 2), the number of elementary reproduction events
whose parent is a given level j € N is necessarily finite on any compact interval of time since in the A
Fleming-Viot case it is a Poisson r.v. with parameter

t/ u(l — w2 A(du) < oo
(0,1)

and in the U-MVBP case it is a Poisson r.v. with random parameter

AZ\i—1 AZ
Z (1 - S>] 7 ® < oo almost surely
SE€(0,t]:AZs>0 s s

Consequently the 1 first levels cannot be the parent of infinitely many reproduction events on [0, ¢]. The
contradiction is now clear and the theorems are proved. |
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appenDIx C

Proof of Theorem 0.1

Since Tlp; and (&9(i))i>1 are exchangeable, the exchangeability of (£;(i));>1 follows from standard
arguments, see the proof of Theorem 2.1 in [9] for instance. By definition, =; is its limiting empirical
measure. The hard part is now to prove that it remains exchangeable conditionally given all the infor-
mation on the asymptotic frequencies and the total-mass up to time ¢. Our strategy is the following. Fix
n € N and consider a permutation ¢ of [n], that we extend to the whole N by setting o (i) = ¢ whenever
i > n. We are going to construct another lookdown process (£.(i), s € [0,t]);>1 such that its limiting
empirical measure (=, s € [0, t]) is almost surely equal to (Z,, s € [0, ¢]) and such that the particles at
time ¢ verify (&}(4))i>1 = (&:(0(i)))i>1. This will ensure that (&;(o(7)));>1 has the same distribution as
(&¢(7))i>1, conditionally on (=5, s € [0,¢]) and (Zs, s € [0, t]). Therefore the conditional exchangeabil-
ity will follow. Finally, from the very definition of =;, we will immediately deduce that the conditional
limiting empirical measure is =; and the asserted equality will be proved.

Let us now formalize this idea. We want to construct a flow of partition IT' on the interval [0,¢] and a
random permutation ¢’ of N such that:

e IT’ and II, restricted to [0, ], have the same distribution.
e the sequence & (i) := &y(0’(4)), i € Nis i.i.d. uniform[0, 1].

e we have &(i) = &(o(7)),Vi € N, where (&.(7), s € [0,t]);>1 is the particle system defined from
IT" and the sequence & (7),i € N.

o = =E, forall s € [0,¢], where Z/, is the limiting empirical measure of &/ (i), € N.

If these assertions hold, then we deduce that (&:(o(1)),...,&(o(n))) has the same distribution as
(&(1),...,&(n)) conditionally given Z and = until time ¢. Therefore (&(1),..., & (n)) is condition-
ally exchangeable with limiting empirical measure Z;. It remains to prove the existence of II and ¢
fulfilling the requirements. To that end, we introduce the following:

DEFINITION C.1. (Permutation p) Let 7 be a partition of [n] and o a permutation of [n]. For each
i € [#m] define p(i) as the unique integer | € [#m] such that

o(m)(@) = {j € [n] : 0(j) € 7()} = o~} (w (1))

Then p is a permutation of [#].
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C - Proof of Theorem 0.1

Let us enumerate the elementary reproduction events of 1. they are finitely many on the interval
[0,t], say (t1,01),-- -, (tq, 04) in the increasing order of their time coordinates. Using Definition C.1,

we define p1, ..., pg+1 as follows. First set pg41 := 0. Then py is defined as the permutation of [#¢,]

obtained from py41 and g, via Definition C.1. Set my_1 := gg#%q] Define p,—1 as the permutation of

[#4—1] obtained from p, and 7, via the same definition. Define m,_o := QL# o !l Then Pg—2 is the

permutation of [#m,_2] obtained from p,—; and 7,_2. We repeat the procedure recursively. We use the
collection of permutations p1, . . ., pg+1 to define the flow II'. For any s € (0, t] such that Hs, 5 7 Oloo
there exists a unique integer k € [¢+ 1] such that s € [t;_;, t;;) with the convention t) = 0 and t;11 = t
We set

H;i s pk<Hs—,s)

Here again we have implicitly extended pg to N. It is a simple matter to check that IT' has the same
distribution as II. Let o’ := p;, we define the sequence &)(i) := &(o’(i)),7 € N which is i.i.d.
uniform|0, 1] since ¢’ is independent of (&(7));>1. By construction, we have &;(i) = & (o(i)),Vi € N
and =, = 2, Vs € [0, t]. [ ]
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APPENDIX D

Martingale problem for the MVBP

The main difficulty lies in the randomly varying population size that induces unbounded jump rates of
our process. To bound the jump rates, we consider the following collection of stopping times

T, ::inf{tZO:Ztgé (6,%)}, e€(0,1)

We rely on the following result to identify the distribution of the MVBP.
THEOREM D.1. (El Karoui-Roelly [28]) For any function f € BT ([0, 1]), introduce

Gy(p) = e~ (1)
0_2
£6 0= e 0 (5 (e )+ G £+ [ (@) (e 0 = 14 10, (WS ()
(0,00)

If for any such f and any € € (0, 1), the process

tATe
t— Gf(Zt/\T€ . Et/\T€) — / ,CGf(Zs/\'L . Es/\Te) ds (D.l)
0

is a martingale, then (Z; - Z,t > 0) is a V-MVBP. 0O

REMARK D.1. This is derived from Theorem 7 in [28]. Our statement differs slightly from theirs,
but is easily justified thanks to the proof in their paper.

~ Wefix € € (0,1). To simplify notation, for any integer n > 1 and any 1, ..., x, € [0, 1], we write
E=(&(1),....,&Mn))and Z = (x1,...,2p).
Step 1. Fix n € N. We want to identify the generator of the Markov process

t = (Zeat., EtAT.)

Let f be any element of BT ([0, 1]) and ¢ be any element of C2°((e, 1/€)). We define the map Hy ; :
[0,00) % [0,1]" — R by setting



D - Martingale problem for the MVBP

and introduce the operator A, acting on Hy s as follows. If z ¢ (¢,1/¢), then A Hy ¢(2,%) = 0.
Otherwise

AHHQf(Z,.’fJ) =
o° 1
O+ G 2 [ (ot —6te) ~ T )| TT s
0.2
+ Y o [ * 1 s Hf(m}
1<icj<n A\ {5} lefn)
hk n+1l—k
+KCZ[H/ Z+h) ¢(Z+h [ xmmK legj\:}(f xl l]é;!:]f(xl)]

where implicitly k£ stands for # K in the last sum. In Subsection 1 below, we provide the arguments
showing that

t
Hy 1(Zint., Ent.) — Hy 1(Zo, &) — / AvHy (Zspt,, Esar,)ds
0

is a martingale in the natural filtration %% of the particle system stopped at T,. Since FL=c F?  for
all s > 0, we deduce that for every 0 < s <t

t =
E|Hy r(Zintes Eent.) — Ho £ (Zo, &) — / AvHy §(Zunt., Eunt, )du | ‘/—-.SZ/’\HTE:| =0 (D.2)

Step 2. The only information we have so far on the process (Zia1, - Z¢aT,.,t > 0) comes through
the martingale (D.2). What follows aims at showing that "simple" calculations allow to recover the
martingale problem of El Karoui and Roelly. We consider the map

If:///f — R

po— ¢(<u,1>)<

why

and introduce the operator A acting on I as follows. Let p € ;. If (1, 1) ¢ (€,1/€), then Al (u) = 0.
Otherwise

ALy = | =30/ ) + G (1)
+ /(O,m;/(dh) <¢(<Ma 1)+ h) - ¢(<N7 1)) - 1(0,1)(h) h¢/(<,u7 1>))} Min

o [SR A ()]

2 () o Tt o0+ [t - (6

One should notice the similarity between the expression of this operator and A,,. We use Theorem 0.1 to
formalise this similarity. First we have

E[Hd%f(zt/\TE,étATe) tZ/\T} = I{(Zipt, - Eent,)
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1. Identification of the generator

Also, Theorem 0.1 and a simple calculation ensure that

E [Aanb,f (Zt/\Te 5 Et/\T6 )

F tZ/\%:| = Al(Zipr, - Einr,)
Therefore we get forevery 0 < s <t
t /=
B[ 1y (Zucr, - Six) = B, - Zorn) = [ AL Zuxe )| 725
S

= E [E |:H¢af(zt/\Tea zt/\Te) \]:,:ZA’%J o H¢,f(ZsATea zsATe)

U

t = =
—/ E[Aanb,f(Zu/\Teazu/\Te) }-Z/’\HTJd“U:sZ/\HTG]

= E[H¢,f(zt/\T€7 &int.) — Hy 1(Zspr., Esnr.)

t =
- / Aanb,f(Zu/\Tgv Evu/\Ts)du ‘ ‘FSZ/FI‘J
s
=0

Finally, we use the following fact stated in a different way in [18]: a sketch of proof is provided in
Subsection 2.

Fact. (Birkner et al. [18]) By taking linear combinations of maps of the form [, one derives that the
martingale problem (D.1) is satisfied by (Ziat, - Z¢aT,,t > 0). |

1 Identification of the generator

The goal of this subsection is to prove that

¢
Hy 1(Zint,, Eent.) — Hy 1(Zo, &0) — / AvHy (Zspt., Espt,)ds (D.3)
0

is a F%% martingale. Let us introduce an appropriate formalism. Let & be the space [0, 0o] x [0, 1]”
endowed with the usual topology. We consider the set .# of bounded Borel maps F' : & — R such that
Vzy,...,zy € [0,1], F(-,x1,...,2,) is a continuous map that vanishes outside of (¢, 1/¢). Notice that
Hg, ¢ belongs to . It is elementary to check that .7, equipped with the supremum norm, is a Banach
space. The process

t > (Zenr., EtaT.)

is Markov on &. One can easily prove that its semigroup (Pf,¢ > 0) is strongly continuous on .%#, that
is, Pf(#) C % and, forall F € .#, |PfF — F||,, — 0ast | 0. Suppose that Zg = z € (¢,1/¢) and
&o(1) = z; € ]0,1], Vi € [n] are all deterministic. If we prove that

1 _
sup )7E [Hﬁi):f(Zt/\Tw E’t/\Te) - H(z,,f(z, 'f)] - AHH¢7f(z7 'i') — 0 (D.4)
(2,2)e& t t—0

then Proposition 1.1.5 in [31] ensures that (D.3) is a martingale. We are left with the proof of (D.4). To
that end, we split the operator A, into three parts as follows:

Api=AD 4 AD 4 A®
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where A,El” controls the infinitesimal evolution of the total mass:

2

Aﬂﬂwvwwz[—wawwf;ww@+z4;gaz+m—¢@w4wMMMd@»w%>

< I fa)
le[n]
while A and A deal with the transitions of the n first particles of the lookdown process:

AP Hy 1(2,7) = Z *¢ [ H flzr) — Hf(mz)]
len]

1<i<j<n te[n]\{7,5}
] hk n— k
Aﬁ”H@f(Z,(Z‘) = Z / z T h Z + h |: ZlenK H f l’l Hf(xl):| ZV(dh)
0,00) 1€[n]

le[n]\K

Let us present how this technical proof is organised. The expectation of Equation (D.4) is divided into:
]E [Hqsaf(ZtATe ) "E) - Hd)’f(Z, j)]
from which A" will arise and

E[Hy s (Zinr,, Enr.) — Ho f(Zint,, T)] (D.5)

that will yield Ay and A,

Step 1: A

The function ¢ being an element of C2°(¢, 1/¢), we know that

lim sup |+ B[6(2) - 9(2)] ~ G6(2)| =

0 (z,3)e€

where G is the generator of the W-CSBP defined as follows

00() = ~120/(:) + G 2"(2) 4 2 | (8 + 1) = 0(2) = Loa)(0) ' (2)) w(dh)

(0,00)

As noticed by Foucart in [33], this result can be obtained by applying Volkonskii’s theorem [76] to the
generator of the W-Lévy process, that can be found in Chapter 3 of [3]. Estimates on the supremum and
the infimum of the CSBP ensure that

1
ltli%l (zsﬂlﬂl)le)/’ ‘; EM(ZMTJ - gb(Zt)]‘ =0

Therefore we have the following convergence

1
lim sup ‘* ]E[Hgg’f(zt/\Te,i‘) — H¢’f(z,§:)] — Aill)H(ﬁ’f(Z,f)‘ =0
40 (z,@)e&
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1. Identification of the generator

Step 2: AY and AY

Let us denote by (71"™);>1 (resp. (75");>1) the increasing sequence of times of the elementary
reproduction events involving at least two levels among the n first and due to the jump part (resp. to the
binary part) in II. We start with a simple fact, whose proof is provided at the end of this subsection.

LEMMA D.2. The quantities P(75™ < t),P(r5" < t),P(r{"™ V 79" < t) are of order t* as t | 0
uniformly for z € (e,1/€).

As we are only considering quantities of order ¢ (we divide the expectation by ¢ and let it go to 0),
we omit these three events in the sequel so that either there is no event on [0, ¢, and the r.v. in Equation
(D.5) vanishes, or there is a single event. Now, we analyse separately the cases 73" < t and 73" < ¢.
We start with the latter:

E |:(H¢7f(zt/\Tg7 ét/\Te) - H¢7f(ZtAT67 CE)) bin < t:|

- 5 (e TT s TLso)sfottamyet <l =, ] <o

1<i<j<n n]\{.5} 1€ln]

Notice that

] ] Wle g2 jonre g2y 2
E[éﬁ(zt/\Te) < T ZI{z’,j}} - E[¢(ZMTE)/O ste o s ] +0(t7)
2
o
tfro t7¢(z)

uniformly for z € (e, 1/¢). Therefore we deduce that

lim sup (E{ Hy ¢ (Zanr,, Eanr,) — Hy (Zont )): 77 < t] A;12>H¢,f(z,5;)‘ —0
40 (2,z) Eéz'

The case ﬂ“mp < tis similar but more involved: it requires to assume that the jump is larger than a certain
threshold § > 0 and then to let § go to 0. We do not give the details.

Proof (Lemma D.2) For all t > 0, we have

Pl <] < 2”E[ 3 (AZZ)Z}

s<tATe

IN

1/ 9 1

2"t (= hev(dh) + —v([1, 00
(& [, vt + cviin,o))
thanks to Lemma I1.3. So that

Plr™ <t] < QQ"E[ > (AZZ;)Q(AZZ:)Q}

$1<52<tAT¢

< 22nt2<1

1 2
5 [ Ww(dn) + —v(]L, oo)))

(0,1)
Now observe that

1+ EATe "2 ds
par<e] = sfi- Ltk B0
exp((3) Jo© 7 ds)
< Ot?
uniformly for z € (e, 1/¢). Finally 7" V/ 73" < ¢ can be dealt with by combining previous cases. |
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2 Outline of the proof for the linear span

Fix f € BT7(]0,1]). We want to show that for ¢ small enough, we have

tATe
E|G;(Zipt, - Eint.) — Gp(Zo - Zo) — / LG (Zopt, - Espr.)ds| =0 (D.6)
0

Fix (a,b) C (¢, 1/¢) and consider a C2°([0, 1]) function ¢ such that
1. ©(0) =1 and *)(0) = 0 forall k > 1.
2. @(x) = 0and ¥ (z) = 0 forall k > 1 and all z € [1/2,1].
Notice that 1/2 is arbitrary in the definition. Set for any p € N and any p € .#}

o= () (e 1) —b) ((u,1) —a)_
Jp(#)-—kzzo ! ‘p< (1/e—b)+)¢( (@—o >

It is elementary to check that .J,, is a linear combination of maps of the form I;. We choose p such
that ]Zkgp(—x)k/k! — exp(—x)| is small on a certain compact interval so that |.J, (1) — G ¢(u)| and
|AJp(p) — LG ()| are both small whenever (i1, 1) € (e,1/€). Then using the martingale relation
obtained for maps of the form Iy, we deduce that

t
T (Zent. - Eont.) = Jo(Zo - Zo) — / ATy(Zoonr, - Eopr,)ds
0

is a martingale. Then we approximate the martingale relation (D.6) with the map J,, and let p go to
infinity. |
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