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La conjecture d’André–Pink : Orbites de Hecke
et sous-variétés faiblement spéciales

Martin Orr

Résumé

La conjecture d’André–Pink affirme qu’une sous-variété d’une variété de
Shimura ayant une intersection dense avec une orbite de Hecke est faible-
ment spéciale. On démontre cette conjecture dans le cas de courbes dans
une variété de Shimura de type abélien, ainsi que dans certains cas de sous-
variétés de dimension supérieure. Ceci est un cas spécial de la conjecture de
Zilber–Pink. C’est une généralisation de théorèmes d’Edixhoven et Yafaev
quand l’orbite de Hecke se compose de points spéciaux, de Pink quand l’or-
bite de Hecke se compose de points Galois génériques, et de Habegger et
Pila quand la variété de Shimura est un produit de courbes modulaires.

Notre démonstration de la conjecture d’André–Pink pour les courbes
dans l’espace de modules des variétés abéliennes principalement polarisées
est basée sur la méthode de Pila et Zannier, utilisant une variante forte du
théorème de comptage de Pila–Wilkie. On obtient les bornes galoisiennes re-
quises grâce au théorème d’isogénie de Masser et Wüstholz. Afin de relier les
bornes sur les isogénies aux hauteurs, on démontre également diverses bornes
concernant l’arithmétique des formes hermitiennes sur l’anneau d’endomor-
phismes d’une variété abélienne. Afin d’étendre le résultat sur la conjecture
d’André–Pink aux courbes dans les variétés de Shimura de type abélien et
à certains cas de sous-variétés de dimension supérieure, on étudie les pro-
priétés fonctorielles de plusieurs variantes des orbites de Hecke.

Un chapitre concerne les rangs des groupes de Mumford–Tate de va-
riétés abéliennes complexes. On y démontre une minoration de ces rangs
en fonction de la dimension de la variété abélienne, étant donné que ses
sous-variétés abéliennes simples sont deux à deux non isogènes.
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The André–Pink conjecture: Hecke orbits
and weakly special subvarieties

Martin Orr

Abstract

The André–Pink conjecture predicts that a subvariety of a Shimura va-
riety which has dense intersection with a Hecke orbit is weakly special. We
prove this conjecture for curves in a Shimura variety of abelian type, as well
as for certain cases for subvarieties of higher dimension. This is a special
case of the Zilber–Pink conjecture. It generalises theorems of Edixhoven
and Yafaev when the Hecke orbit consists of special points, of Pink when
the Hecke orbit consists of Galois generic points, and of Habegger and Pila
when the Shimura variety is a product of modular curves.

Our proof of the André–Pink conjecture for curves in the moduli space of
principally polarised abelian varieties is based on the Pila–Zannier method,
using a strong form of the Pila–Wilkie counting theorem. The necessary
Galois bounds are obtained from the Masser–Wüstholz isogeny theorem.
In order to relate isogeny bounds to heights, we also prove various bounds
concerning the arithmetic of Hermitian forms over the endomorphism ring
of an abelian variety. In order to extend the result on the André–Pink
conjecture to curves in Shimura varieties of abelian type and to some cases of
higher-dimensional subvarieties, we study the functorial properties of Hecke
orbits and variations thereof.

One chapter concerns the ranks of Mumford–Tate groups of complex
abelian varieties. We prove a lower bound for these ranks in terms of the
dimension of the abelian variety, subject to the condition that the simple
abelian subvarieties are pairwise non-isogenous.
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1 Introduction (Français)

Le sujet principal de cette thèse est une conjecture d’André et Pink affirmant
qu’une sous-variété d’une variété de Shimura est faiblement spéciale si elle a une
intersection dense avec une orbite de Hecke. Ceci est une de plusieurs conjectures
concernant les sous-variétés de variétés de Shimura mixtes, qui sont des corollaires
de la conjecture de Zilber–Pink. Jusqu’à ce jour, les résultats sur ces conjectures
dans le cas de variétés de Shimura pures ont été limités, soit aux points spéciaux
(la conjecture d’André–Oort), soit aux produits de courbes modulaires. Cette thèse
avance donc dans une nouvelle direction en considerant les orbites de Hecke dans
une variété de Shimura de type abélien.

Variétés de Shimura. On commence par une esquisse de la définition d’une
variété de Shimura connexe. Soit G un groupe réductif connexe défini sur Q. Soit
X+ une composante connexe d’une classe de G(R)-conjugaison de paramètres de
Hodge, c’est à dire des homomorphismes ResC/R Gm → GR. On appelle donnée
de Shimura connexe un tel couple (G,X+) vérifiant les conditions 2.1.1.1–2.1.1.3
de [Del79]. En particulier, ces conditions assurent queX+ est un domaine hermitien
symétrique. Une variété de Shimura connexe est le quotient de X+ par l’action
d’un sous-groupe de congruence de G(Q). Une telle variété, à priori définie comme
espace analytique complexe, admet en fait une structure naturelle de variété quasi-
projective définie sur un corps de nombres.

Les exemples fondamentaux de variétés de Shimura connexes sont les variétés
modulaires de Siegel. La variété modulaire de Siegel, notée Ag, est l’espace de mo-
dules des variétés abéliennes principalement polarisées de dimension g. Le groupeG
associé est le groupe symplectique généralisé GSp2g et la classe de conjugaison X+

de paramètres de Hodge est isomorphe (comme domaine hermitien symétrique)
au demi-espace de Siegel Hg, c’est à dire l’ensemble des matrices complexes sy-
métriques de taille g × g dont la partie imaginaire est définie positive. On peut
obtenir Ag(C) comme le quotient de Hg par l’action de Sp2g(Z).

Dans cette thèse on ne regarde que les variétés de Shimura de type abélien. Une
variété de Shimura est dite de type Hodge si l’on peut l’interpréter comme un
espace de modules de variétés abéliennes munies d’une structure supplémentaire.
Une variété de Shimura est dite de type abélien si elle admet un revêtement par
une variété de Shimura de type Hodge.

La conjecture de Manin–Mumford. La conjecture d’André–Oort et d’autres
conjectures semblables sont inspirées par la conjecture de Manin–Mumford sur les
variétés abéliennes, dont on rappelle l’énoncé. Cette conjecture a été démontrée
par Raynaud. On en connaît aujourd’hui plusieurs démonstrations.
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Théorème 1.1 (Conjecture de Manin–Mumford, [Ray83b]). Soient A une variété
abélienne et Z ⊂ A une sous-variété irréductible. Soit Σ l’ensemble des points de
torsion de A.

Si Σ ∩Z est dense dans Z pour la topologie de Zariski, alors Z est le translaté
d’une sous-variété abélienne de A par un point de torsion.

Sous-variétés spéciales. Il y a une analogie entre les variétés abéliennes et les
variétés de Shimura, due au fait que chacune est une variété quasi-projective qui
peut être construite comme quotient d’une variété complexe simplement connexe,
munie d’une action transitive d’un groupe de Lie réel, par un réseau dans le groupe
de Lie. La définition d’une variété de Shimura va dans ce sens, à l’instar de la
définition d’une variété abélienne complexe de dimension g, pouvant être construite
comme quotient de l’espace affine Cg par un réseau dans le groupe vectoriel R2g.
Remarquons que cette analogie n’a rien à voir avec le fait que certaines variétés
de Shimura s’interprétent comme espaces de modules de variétés abéliennes.

Dans la conclusion de la conjecture de Manin–Mumford, on parle du translaté
d’une sous-variété abélienne par un point de torsion. On peut également décrire une
telle sous-variété comme une composante connexe d’une sous-variété algébrique
de A. Les sous-variétés analogues d’une variété de Shimura s’appellent sous-variétés
spéciales. Une sous-variété d’une variété de Shimura S est dite une sous-variété
spéciale si c’est l’image de X+

H dans S pour une sous-donnée de Shimura connexe
(H,X+

H) ⊂ (G,X+).
On a ainsi le dictionnaire suivant :

Variété abélienne Variété de Shimura
R2g Groupe additif G Groupe réductif
C2g Espace affine X+ Domaine hermitien symétrique
Λ ⊂ R2g Réseau Γ ⊂ G(Q)+ sous-groupe de congruence

Translaté d’une sous-variété abélienne Sous-variété spéciale
par un point de torsion

Il y a deux analogues possibles de la notion de point de torsion dans les variétés
de Shimura, donc deux analogues différents de la conjecture de Manin–Mumford :
la conjecture d’André–Oort et la conjecture d’André–Pink.

Points spéciaux. La conjecture d’André–Oort. Une première traduction
de la notion de point de torsion pour une variété de Shimura est inspirée par
le fait que, pour les variétés abéliennes, les points de torsion sont précisément les
exemples de dimension zero de translatés de sous-variétés abéliennes par des points
de torsion. On définit donc un point spécial dans une variété de Shimura comme
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une sous-variété spéciale de dimension zero. Il se trouve que les points spéciaux
sont précisément les sous-variétés spéciales pour lesquelles le sous-groupe H est
un tore. Dans le cas de la variété modulaire de Siegel, les points spéciaux sont les
points correspondants aux variétés abéliennes avec multiplications complexes.

L’analogie entre points spéciaux et points de torsion est complétée par la
constatation suivante : si A est une variété abélienne définie sur un corps de
nombres, alors un point x ∈ A(C) est de torsion si et seulement si x et une
préimage quelconque de x dans le revêtement universel Cg sont tous les deux dé-
finis sur Q̄. De même, si S est une variété de Shimura de type abélien, alors un
point x ∈ S est spécial si et seulement si x et une préimage quelconque de x dans
X+ sont tous les deux définis sur Q̄ [Coh96, SW95].

Voici l’énoncé de la conjecture d’André–Oort.

Conjecture 1.2 ([And89] Chapitre X Problème 1, [Oor97] Conjecture 2). Soient
S une variété de Shimura connexe et Z ⊂ S une sous-variété irréductible. Soit Σ
l’ensemble des points spéciaux de S.

Si Σ ∩ Z est dense dans Z pour la topologie de Zariski, alors Z est une sous-
variété spéciale de S.

La conjecture d’André–Oort a été démontrée par Klingler, Ullmo et Yafaev,
en admettant l’hypothèse de Riemann généralisée (GRH) [KY13, UY13a]. Leur
démonstration est basée sur des minorations des degrés galoisiens de sous-variétés
spéciales, l’équidistribution de certaines suites de sous-variétés spéciales, et un cri-
tère géométrique concernant les sous-variétés spéciales contenues dans leur propre
image par une correspondance de Hecke. GRH est utilisée deux fois : pour démon-
trer les bornes galoisiennes et pour assurer qu’il existe un petit nombre premier
auquel on peut appliquer le critère géométrique.

Pila [Pil11] a employé une nouvelle méthode, due à Pila et Zannier, pour dé-
montrer la conjecture d’André–Oort pour les produits de courbes modulaires sans
GRH. Cette méthode se base sur le théorème de comptage de Pila–Wilkie sur les
points rationnels d’ensembles définissables dans des modèles o-minimaux, des mi-
norations galoisiennes pour les points spéciaux et un analogue du théorème d’Ax–
Lindemann–Weierstrass pour les variétés de Shimura. Dans des travaux consé-
quents, Pila, Tsimerman, Ullmo et Yafaev ont développé cette méthode pour ob-
tenir une démonstration inconditionelle de la conjecture d’André–Oort pour les
variétés de Shimura qui se plongent dans An

6 pour un certain n. On a encore be-
soin de GRH pour les bornes galoisiennes pour Ag avec g > 6, et il reste quelques
détails techniques pour les variétés de Shimura qui ne se plongent pas dans une
variété modulaire de Siegel.

Dans cette thèse on applique la méthode de Pila et Zannier à la conjecture
d’André–Pink. Le principal nouvel ingrédient consiste en des bornes galoisiennes
pour les points d’une orbite de Hecke.
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Orbites de Hecke. La conjecture d’André–Pink. Les points d’une orbite de
Hecke fournissent un deuxième analogue dans une variété de Shimura des points
de torsion. Ici le principe de l’analogue est que les préimages dans Cg des points
de torsion d’une variété abélienne forment une orbite pour le sous-groupe Q2g de
points rationnels dans R2g. Pour que ceci soit vrai, il faut faire attention au choix
de l’action de R2g sur Cg : soit {e1, . . . , e2g} ⊂ Cg une base pour le réseau Λ de
périodes de la variété abélienne. Alors l’action correcte de R2g sur Cg est donnée
par

(x1, . . . , x2g).v = v +
2g∑

i=1

xiei où (x1, . . . , x2g) ∈ R2g, v ∈ Cg.

Appelons une orbite de torsion l’image dans A d’une Q2g-orbite dans Cg. Une
telle orbite est de la forme x+ Ators pour un point x ∈ A.

Soit S une variété de Shimura connexe associée à la donnée de Shimura connexe
(G,X+). On définit une orbite de Hecke comme l’image dans S d’une G(Q)+-
orbite dans X+, où G(Q)+ désigne le groupe d’éléments de G(Q) qui envoient
X+ dans lui-même. Dans la variété modulaire de Siegel Ag, deux points sont dans
la même orbite de Hecke si et seulement si les variétés abéliennes principalement
polarisées correspondantes (A, λ) et (B, µ) sont liées par une isogénie polarisée,
c’est à dire une isogénie f : A → B telle que f ∗µ ∈ Z.λ.

Remarquons que si, dans l’énoncé de la conjecture de Manin–Mumford, Σ est
une orbite de torsion quelconque au lieu de l’ensemble de points de torsion, alors
on peut conclure que Z est un translaté d’une sous-variété abélienne (pas néces-
sairement un translaté par un point de torsion). Cet énoncé modifié est équivalent
à l’énoncé d’origine parce qu’on peut toujours translater Z et Σ de sorte que Σ
contienne l’origine.

On appelle sous-variétés faiblement spéciales les sous-variétés d’une variété de
Shimura analogues aux translatés arbitraires de sous-variétés abéliennes. On pour-
rait imaginer qu’une sous-variété faiblement spéciale de S serait une sous-variété
qui est l’image de g.X+

H pour une sous-donnée de Shimura connexe quelconque
(H,X+

H) ⊂ (G,X) et un élément quelconque g ∈ G(R)+. Cependant en général,
g.X+

H n’est pas invariant sous H(R)+ et l’image de g.X+
H n’est pas une sous-variété

algébrique de S. On évite ces problèmes en imposant la condition supplémentaire
que g normalise Hder.

On est donc amené à la définition suivante : une sous-variété de S est dite
faiblement spéciale si c’est l’image dans S de g.X+

H ⊂ X+ pour une sous-donnée
de Shimura (H,X+

H) ⊂ (G,X+) et un élément g ∈ G(R)+ normalisant Hder.
On peut également décrire les sous-variétés faiblement spéciales géométriquement
comme les images dans S de sous-variétés totalement géodésiques de X+.

Si l’on prend les sous-variétés faiblement spéciales comme analogues d’orbites
de torsion, on obtient l’analogue suivant de la conjecture de Manin–Mumford,
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qu’on appelle la conjecture d’André–Pink. Comme Pink, on énonce la conjecture
pour les orbites de Hecke généralisées, une légère généralisation des orbites de
Hecke. La différence entre les orbites de Hecke usuelles et généralisées est discutée
en détail dans la thèse, mais ce n’est pas important dans cette introduction.

Conjecture 1.3 ([And89] Chapitre X Problème 3, [Pin05a] Conjecture 1.6).
Soient S une variété de Shimura connexe et Z ⊂ S une sous-variété irréductible.
Soit s un point de S, et soit Σ l’orbite de Hecke généralisée de s.

Si Σ ∩ Z est dense dans Z pour la topologie de Zariski, alors Z est une sous-
variété faiblement spéciale de S.

Pink a énoncé la conjecture pour les variétés de Shimura mixtes, où l’on se
permet des groupes G non-réductifs, X+ étant un espace de modules de struc-
tures de Hodge mixtes au lieu de structures de Hodge pures. La version pour
les variétés de Shimura mixtes implique les conjectures de Manin–Mumford et
Mordell–Lang. (L’énoncé d’André permet aussi des groupes G non-réductifs mais
d’une manière différente, qui implique la conjecture de Manin–Mumford mais pas
celle de Mordell–Lang.) Contrairement au cas de variétés de Shimura pures, la
différence entre orbites de Hecke usuelles et généralisées est très importante pour
la version mixte de la conjecture. Il paraît peu probable que les méthodes de cette
thèse puissent démontrer la conjecture de Pink pour les variétés de Shimura mixtes.

La reciproque de la conjecture d’André–Pink est vraie dans le sens suivant :
si Z est une sous-variété faiblement spéciale d’une variété de Shimura S, s est un
point de Z et Σ est l’orbite de Hecke (usuelle ou généralisée) de s, alors Σ ∩Z est
dense dans Z pour la topologie de Zariski, et même pour la topologie complexe.

La conjecture de Zilber–Pink. La conjecture de Zilber–Pink est une géné-
ralisation de la conjecture d’André–Oort qui implique également la conjecture
d’André–Pink. Dans sa version la plus générale, pour les variétés de Shimura
mixte, elle implique aussi d’autres conjectures comme des versions relatives de
la conjecture de Manin–Mumford et la Conjecture sur les Intersections de Tores
de Zilber [Zil02].

Conjecture 1.4 (Conjecture de Zilber–Pink, [Pin05b] Conjecture 1.1). Soient S
une variété de Shimura connexe et Z ⊂ S une sous-variété fermée. Soit d un entier
positif, et soit Ξ la réunion de toutes les sous-variétés spéciales de S de dimension
au plus d.

Si Ξ ∩ Z est dense dans Z pour la topologie de Zariski, alors Z est contenu
dans une sous-variété spéciale SZ de S telle que dimSZ ≤ dimZ + d.

La conjecture d’André–Oort est le cas d = 0 de la conjecture de Zilber–Pink.
La démonstration que la conjecture de Zilber–Pink implique celle d’André–Pink
est plus compliquée. Cette démonstration est due à Pink ([Pin05b] Théorème 3.3).
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Les cas connus de la conjecture d’André–Pink. Certains cas restreints de
la conjecture d’André–Pink sont déjà connus. Edixhoven et Yafaev [EY03] ont
démontré l’intersection des conjectures d’André–Oort et d’André–Pink pour les
courbes, c’est à dire la conjecture d’André–Pink sous les hypothèses que s soit un
point spécial et Z soit une courbe. Leur démonstration reposait sur des minorations
des degrés galoisiens de points spéciaux et un critère géométrique pour démontrer
qu’une sous-variété est spécial. C’est la méthode qui a été développée pour la
démonstration de la conjecture d’André–Oort sous GRH par Klingler, Ullmo et
Yafaev.

Klingler et Yafaev [KY13] ont démontré l’intersection des conjectures d’André–
Oort et d’André–Pink pour les sous-variétés de dimension arbitraire : leur dé-
monstration de la conjecture d’André–Oort ne dépend pas de GRH dans le cas
où tous les points spéciaux impliqués se trouvent dans la même orbite de Hecke.
Edixhoven–Yafaev et Klingler–Yafaev regardaient en fait des classes de points un
peu plus générales que les orbites de Hecke, ce qu’on appelle les classes de ρ-isogénie
dans la thèse.

Pink ([Pin05a] Théorème 7.6) a démontré la conjecture pour les points s qui
sont Galois génériques dans la variété modulaire de Siegel Ag, c’est à dire les points
dont l’image de la répresentation galoisienne associée est ouverte dans GSp2g(Ẑ).
Cette démonstration employait un résultat de Clozel, Oh et Ullmo sur l’équidis-
tribution des orbites de Hecke.

Habegger et Pila [HP12] ont utilisé la méthode de Pila–Zannier pour démontrer
la conjecture pour An

1 . Ils employaient une borne pour les isogénies de courbes
elliptiques due à Pellarin pour obtenir les bornes galoisiennes.

On n’a pas pu étendre les stratégies d’Edixhoven–Yafaev et Pink au cas d’or-
bites de Hecke dont les points ne sont ni spéciaux ni Galois génériques. Dans la
thèse, on emploie la stratégie de Habegger et Pila.

Les résultats principaux de la thèse. On démontre les cas suivants de la
conjecture d’André–Pink pour les variétés de Shimura de type abélien.

Théorème 1.5. La conjecture 1.3 est vérifiée si S est de type abélien et :

(i) soit Z est une courbe,

(ii) soit la plus petite sous-variété spéciale de S contenant s est égale à la plus
petite sous-variété spéciale de S contenant Z.

On démontre aussi le théorème suivant, qui est la conjecture d’André–Pink pour
les variétés de Shimura de type abélien avec la phrase «orbite de Hecke généralisée»
remplacée par «P -orbite de Hecke» pour un ensemble fini P de nombres premiers.
La définition précise de P -orbite de Hecke se trouve dans le paragraphe 4.5 de la
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thèse. Pour en donner un exemple, deux points de la variété modulaire de Siegel
sont dans la même P -orbite de Hecke si et seulement si les variété abéliennes
principalement polarisées correspondantes sont liées par une isogénie polarisée f
telle que P contient tous les facteurs premiers de deg f .

Théorème 1.6. Soient S une variété de Shimura connexe et Z ⊂ S une sous-
variété irréductible. Soit s un point de S et soit ΣP la P -orbite de Hecke de s, où
P est un ensemble fini de nombres premiers.

Si ΣP ∩ Z est Zariski dense dans Z, alors Z est une sous-variété faiblement
spéciale de S.

Les orbites de Hecke et les classes d’isogénie. On définit une classe d’iso-
génie dans Ag comme l’ensemble des points correspondants aux variétés abéliennes
isogènes à une variété abélienne fixe, sans tenir compte des polarisations. Puisque
les points d’une orbite de Hecke correspondent aux variétés abéliennes liées par
des isogénies polarisées, chaque orbite de Hecke de Ag est contenue dans une classe
d’isogénie. Le rapport entre les orbites de Hecke et les classes d’isogénie et leur
différentes propriétés de fonctorialité sont très importants dans la démonstration
du théorème 1.5.

Si s est un point Hodge générique dans Ag (c’est à dire un point qui n’est
contenu dans aucune sous-variété spéciale propre), alors sa classe d’isogénie et
son orbite de Hecke coïncident. Cependant ce n’est pas vrai en général. En fait il
existe des classes d’isogénie dans Ag contenant une infinité d’orbites de Hecke (le
lemme 4.3).

En revanche, chaque classe d’isogénie de Ag est contenue dans une orbite de
Hecke de A4g, via le plongement naturel Ag → A4g qui envoie une variété abé-
lienne principalement polarisée sur sa quatrième puissance. Ceci est un résultat
non-trivial : c’est la proposition 4.4 de la thèse, dont la démonstration dépend
de la classification des formes hermitiennes sur l’algèbre d’endomorphismes d’une
variété abélienne. Donc la conjecture suivante serait un corollaire de la conjec-
ture d’André–Pink pour A4g, mais pas de la conjecture d’André–Pink uniquement
pour Ag.

Conjecture 1.7. Soit Z une sous-variété irréductible de Ag. Soient s un point de
Ag et Σ la classe d’isogénie de s.

Si Σ ∩ Z est Zariski dense dans Z, alors Z est une sous-variété faiblement
spéciale de Ag.

La définition d’une classe d’isogénie qu’on vient d’énoncer ne s’applique qu’à la
variété modulaire de Siegel. Cependant on peut définir des notions similaires dans
une variété de Shimura quelconque, qui dépendent du choix d’une représentation
rationelle du groupe réductif G. Une telle représentation ρ associe une Q-structure
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de Hodge à chaque point de la variété de Shimura connexe S. On définit une classe
de ρ-isogénie dans S comme l’ensemble des points dont les Q-structures de Hodge
associées sont membres d’une classe d’isomorphisme fixe. Cette notion est surtout
intéressante quand la représentation ρ est fidèle. Par exemple, les classes d’isogénie
simples de Ag sont égales aux classes de ρ-isogénie par rapport à la représentation
standard de dimension 2g de GSp2g.

Pour toute représentation ρ de G, chaque orbite de Hecke de S est contenue
dans une classe de ρ-isogénie. Comme le montre le cas de Ag et la représentation
standard, une classe de ρ-isogénie n’est pas forcément contenue dans une orbite de
Hecke. L’exemple du plongement Ag → A4g suggère la question ouverte suivante,
qui paraît difficile.

Question 1.8. Soient S une variété de Shimura connexe et ρ une Q-représentation
fidèle du groupe réductif sous-jacent G. Soit Σ une classe de ρ-isogénie de S.

Existe-t-il toujours une variété de Shimura S ′ et un plongement de Shimura
(ou une immersion de Shimura) f : S → S ′ tels que f(Σ) est contenu dans une
orbite de Hecke généralisée de S ′ ?

Expliquons l’obstacle à une démonstration entière de la conjecture d’André–
Pink pour les variétés de Shimura de type abélien. Soit [ι] : S ′ → S un plongement
de Shimura, c’est à dire un morphisme de variétés de Shimura induit par une
injection ι : G′ → G des groupes sous-jacents. Les exemples qu’on vient de discuter
montrent que si Σ est une orbite de Hecke de S, alors [ι]−1(Σ) n’est pas forcément
contenu dans une réunion finie d’orbites de Hecke (même généralisées) de S ′. Par
conséquent on ne peut pas démontrer la conjecture d’André–Pink en remplaçant la
variété de Shimura S par sa plus petite sous-variété spéciale contenant Z ; ce serait
la première étape de la démonstration naturelle par récurrence sur la dimension.

Ce problème de la préimage sous un plongement de Shimura disparaît si on
travaille avec les classes de ρ-isogénie au lieu des orbites de Hecke. Si ρ est une
représentation fidèle de G est Σ est une classe de ρ-isogénie de S, alors [ι]−1(Σ) est
évidemment contenu dans une classe de (ρ ◦ ι)-isogénie de S ′. Donc une réponse
positive à la question 1.8, avec les résultats du chapitre 6 de la thèse, impliquerait
la conjecture d’André–Pink pour les variétés de Shimura de type abélien.

Les résultats supplémentaire de la thèse : des bornes pour les isogénies.
Un ingrédient clé dans la démonstration du théorème 1.5 est le théorème d’isogénie
de Masser et Wüstholz [MW93a] : si K est un corps de nombres et A une variété
abélienne principalement polarisée définie sur K, alors pour toute autre variété
abélienne B définie sur un corps de nombres L ⊃ K et isogène à A, il existe une
isogénie A → B dont le degré est majoré par un polynôme dans [L : K].

Ce théorème ne dit rien sur la compatibilité des isogénies concernées avec les
polarisations. En particulier, même si l’on suppose que A et B sont dans la même
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classe d’isogénie polarisée, l’isogénie de petit degré dont l’existence est affirmée par
le théorème n’est pas forcément une isogénie polarisée. Ceci rend plus compliquée
la démonstration de la proposition 6.5.

Le théorème suivant résout ce problème : il affirme que si A et B sont dans
la même classe d’isogénie polarisée et il y a une isogénie A → B de degré donné,
alors il existe une isogénie polarisée de degré borné polynomialement. On aurait
pu appliquer ce théorème dans la démonstration du théorème 1.5, mais la longueur
de la démonstration du théorème 1.9 l’emporte sur la simplification de la démons-
tration de la proposition 6.5 qui en resultérait. On a néanmoins inclu le théorème
dans la thèse au cas où il aurait des applications indépendantes.

Théorème 1.9. Soit (A, λ) une variété abélienne principalement polarisée définie
sur un corps de caractéristique 0. Il existe des constantes c, k ne dépendant que
de (A, λ) telles que, si (B, λ′) est une variété principalement polarisée et

1. il existe une isogénie f : A → B compatible avec les polarisations (de degré
quelconque), et

2. il existe une isogénie g : A → B de degré n (pas forcément compatible avec
les polarisations),

alors il existe une isogénie h : A → B compatible avec les polarisations et dont le
degré est majoré par cnk.

En ce qui concerne les isogénies, on a d’ailleurs le théorème 5.2 qui étend le
théorème de Masser–Wüstholz des corps de nombres aux corps de type fini de
caractéristique 0. Ce résultat est employé dans la démonstration du théorème 1.5 :
il nous permet de démontrer le théorème pour l’orbite de Hecke d’un point s ∈ S(C)
et pas seulement s ∈ S(Q̄).

Les résultats supplémentaires de la thèse : les groupes de Mumford–
Tate. Le chapitre 7 est indépendant des autres résultats de la thèse. Il concerne
les rangs des groupes de Mumford–Tate de variétés abéliennes.

Soit A une variété abélienne principalement polarisée de dimension g définie
sur C. Via la structure de Hodge de H1(A,C), on peut associer à A un morphisme
de groupes algébriques hA : ResC/R Gm → GSp2g,R. Ce morphisme est défini à
conjugaison par Sp2g(Z) près, parce qu’on a un choix d’une base symplectique
de H1(A,Z). Ceci identifie l’espace de modules Ag au quotient d’une classe de
conjugaison de paramètres de Hodge de GSp2g par l’action de Sp2g(Z), comme on
a expliqué ci-dessus.

On définit le groupe de Mumford–Tate de A comme le plus petit sous-
groupe de GSp2g défini sur Q et contenant l’image de hA.
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Il y a une liaison étroite entre les groupes de Mumford–Tate et les sous-variétés
spéciales. À chaque sous-variété spéciale S de Ag, on peut associer un groupe de
Mumford–Tate générique H. Si un point de S n’est pas contenu dans une sous-
variété spéciale strictement plus petite que S, alors le groupe de Mumford–Tate
de la variété abélienne associée est égale à H. Les points des sous-variétés spé-
ciales strictement contenues dans S ont des groupes de Mumford–Tate strictement
contenus dans H.

Dans la thèse, on obtient une minoration du rang du groupe de Mumford–Tate
d’une variété abélienne, sous l’hypothèse que ses sous-variétés abéliennes simples
soient deux à deux non-isogènes. Une telle condition sur les sous-variétés simples
est inévitable pour obtenir une minoration du rang qui croît avec la dimension de
la variété abélienne, parce que le groupe de Mumford–Tate de An est isomorphe à
celui de A pour tout entier n ≥ 1.

Théorème 1.10. Soit A une variété abélienne de dimension g dont les sous-
variétés abéliennes simples sont deux à deux non-isogènes. Soit n le rang du groupe
de Mumford–Tate de A.

Alors
n+ α(n)

√
n loge n ≥ log2 g + 2

pour une fonction α : N≥2 → R (indépendante de A et g) vérifiant α(n) < 2 pour
tout n et α(n) → 1/ loge 2 = 1.44 . . . quand n → ∞.

Si l’on suppose que l’anneau d’endomorphismes de A est commutatif, alors
n ≥ log2 g + 2.

Ce théorème étend une minoration démontrée par Ribet [Rib81] dans le cas de
variétés abéliennes avec multiplications complexes.

D’ailleurs, on démontre que la même minoration vaut pour le rang du groupe de
monodromie ℓ-adique d’une variété abélienne définie sur un corps de nombres. Ceci
entraine une minoration du degré du corps de définition des points de ℓn-torsion
de la variété abélienne.

Remarques sur la démonstration du théorème 1.5. Pour démontrer le
théorème 1.5, on commence par le cas où S = Ag et Z est une courbe. Dans
ce cas, on suit la méthode de Pila et Zannier. Cette méthode consiste en l’étude
de la préimage de Z sous une certaine fonction α : U → Ag définissable dans un
ensemble o-minimal (U étant un sous-ensemble définissable de Rn). On choisit la
fonction α de sorte que tout point dans l’orbite de Hecke Σ admet une préimage
rationelle dans U .

Dans notre cas, on prend U comme un certain sous-ensemble de GL2g(R). Un
des points subtils de la démonstration est le fait qu’on ne peut pas se contenter de
prendre U contenu dans GSp2g(R), grâce à la différence entre les classes d’isogénie
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et les orbites de Hecke et le fait que le théorème d’isogénie de Masser–Wüstholz
ne s’occupe pas des compatibilités des isogénies avec la polarisation. Cependant
on définit la fonction α : U → Ag de manière à ce que sa restriction à U → Ag soit
pareille à l’action de GSp2g(R)+ sur un point convenable dans Hg.

Il y a deux autres nouveaux ingrédients de la démonstration : des majorations
des hauteurs des représentations rationnelles d’isogénies et l’application du théo-
rème de Masser–Wüstholz pour obtenir une minoration des degrés galoisiens des
points de l’orbite de Hecke Σ. Les majorations des hauteurs d’isogénies repose sur
des calculs sur les formes hermitiennes sur les algèbres d’endomorphismes de va-
riétés abéliennes, une thème qu’on trouve aussi dans les résultats supplémentaires
sur les isogénies polarisées et non-polarisées.

Une fois que les ingrédients ci-dessus sont préparés, on termine la démonstra-
tion du théorème 1.5 en appliquant une variante forte du théorème de comptage de
Pila–Wilkie ([PW06], [Pil11] Théorème 3.6) concernant les points rationnels d’en-
sembles définissables ainsi que la caractérisation (due à Ullmo et Yafaev [UY11])
de sous-variétés faiblement spéciales comme sous-variétés algébriques de Ag dont
la préimage dans Hg a une composante irréductible algébrique.

Pour étendre le résultat de Ag aux autres variétés de Shimura de type abélien,
on démontre que toute variété de Shimura S de type abélien admet un revêtement
fini par une autre variété de Shimura S1 qui se plonge dans Ag de telle façon
que la préimage dans S1 de chaque orbite de Hecke de S soit contenue dans une
réunion finie d’orbites de Hecke de Ag. Ceci est un raffinement d’un résultat de
Deligne ([Del79] Proposition 2.3.10) qui fait partie de sa classification des variétés
de Shimura de type abélien. Pour obtenir un résultat sur les orbites de Hecke, il
faut améliorer le raisonnement de Deligne pour prendre en compte les centres des
groupes réductifs concernés.

Enfin la démonstration de théorème 1.5(ii), concernant les sous-variétés de di-
mension supérieure, passe par la récurrence sur la dimension. Dans cette partie
de la démonstation, au lieu de la caractérisation de sous-variétés faiblement spé-
ciales d’Ullmo et Yafaev, il faut utiliser la conjecture d’Ax–Lindemann–Weierstrass
hyperbolique pour Ag dont la démonstration a été annoncée par Pila et Tsimer-
man [PT12].

Structure de la thèse. Le chapitre 2 contient un résumé de la théorie des varié-
tés de Shimura et des sous-variétés spéciales et faiblement spéciales, se concentrant
sur les aspects traités dans la thèse. Il contient principalement des définitions et
des résultats connus. Il contient parfois des démonstrations qui ne se trouvent pas
das la litérature.

Dans le chapitre 3 on esquisse la stratégie de Pila et Zannier, rappelant ses
ingrédients principaux. On explique la démonstation de la conjecture de Manin–
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Mumford pour les tores qui est l’application la plus facile de la stratégie. Il s’agit
exclusivement des travaux connus.

Le chapitre 4 concerne les orbites de Hecke et leurs variantes, comme les orbites
de Hecke généralisées, les P -orbites de Hecke et les classes d’isogénie. On rappelle
les définitions de ces différentes notions et les rapports entre eux, et on démontre
quelques résultats sur leurs propriétés de fonctorialité par rapport aux morphismes
de Shimura. Ces propriétés de fonctorialité nous permettent de réduire certains cas
de la conjecture d’André–Pink à des cas plus simples. La définition et les propriétés
élémentaires sont dues à Pink, mais la plupart du chapitre est originale.

Le chapitre 5 comporte plusieurs bornes concernant les isogénies de variétés
abéliennes, essentielles à la stratégie de la démonstration de la conjecture d’André–
Pink pour les courbes dans Ag. On démontre également une borne pour les iso-
génies polarisées qui n’est pas utilisée dans cette thèse, mais qui pourrait avoir
des applications indépendantes. Ce chapitre contient exclusivement des travaux
originaux.

Le chapitre 6 contient les démonstrations des théorèmes principaux sur la
conjecture d’André–Oort (les théorèmes 1.5 et 1.6). Ça se fait en combinant les
ingrédients des chapitres 3, 4 et 5.

Dans le chapitre 7 on démontre des minorations des rangs des groupes de
Mumford–Tate de variétés abéliennes. Ce chapitre est une réproduction d’un article
soumis pour publication. Il est indépendant des autres chapitres.
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1 Introduction (English)

The primary topic of this thesis is a conjecture of André and Pink asserting that
a subvariety of a Shimura variety which has dense intersection with a Hecke or-
bit is weakly special. This is one of several conjectures on subvarieties of mixed
Shimura varieties, all of which are consequences of the Zilber–Pink conjecture. So
far, progress on the pure Shimura variety cases of these conjectures has either con-
cerned special points (the André–Oort conjecture) or been restricted to products
of modular curves, so this thesis goes in a new direction by considering Hecke
orbits in Shimura varieties of abelian type.

Shimura varieties. We must begin by sketching the definition of a connected
Shimura variety (for more details, see sections 2.5 and 2.6). Let G be a connected
reductive group over Q. Let X+ be a connected component of a G(R)-conjugacy
class of Hodge parameters, that is, homomorphisms ResC/R Gm → GR. The
pair (G,X+) is called a connected Shimura datum if it satisfies the conditions
2.1.1.1–2.1.1.3 of [Del79]. In particular, these conditions ensure that X+ is a
Hermitian symmetric domain. A connected Shimura variety is a quotient of
X+ by a congruence subgroup of G(Q) which stabilises X+. Such a variety, a priori
defined as a complex analytic space, in fact has a structure of quasi-projective
algebraic variety defined over a number field.

The fundamental examples of connected Shimura varieties are the Siegel mod-
ular varieties. The Siegel modular variety Ag is the moduli space of principally
polarised abelian varieties of dimension g. The associated group G is the general
symplectic group GSp2g and the conjugacy class of Hodge parameters X+ is iso-
morphic (as a Hermitian symmetric domain) to the Siegel upper half space Hg

consisting of symmetric g × g complex matrices whose imaginary part is positive
definite. We can obtain Ag(C) as the quotient of Hg by the action of Sp2g(Z).

In this thesis we shall consider only Shimura varieties of abelian type. A
Shimura variety is said to be of Hodge type if it can be interpreted as a mod-
uli space of abelian varieties with additional structure. A Shimura variety is of
abelian type if it has a covering by a Shimura variety of Hodge type. Coverings
of Shimura varieties do not change the (weakly) special subvarieties but do change
the Hecke orbits.

The Manin–Mumford conjecture. The inspiration for conjectures such as the
André–Pink conjecture was the Manin–Mumford conjecture on abelian varieties.
This conjecture was first proved by Raynaud. Many different proofs are now
known.
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Theorem 1.1 (Manin–Mumford Conjecture, [Ray83b]). Let A be an abelian va-
riety and Z ⊂ A an irreducible subvariety. Let Σ denote the set of torsion points
in A.

If Σ ∩ Z is Zariski dense in Z, then Z is a translate of an abelian subvariety
of A by a torsion point.

Special subvarieties. There is an analogy between abelian varieties and Shimura
varieties because each is a quasi-projective variety which can be constructed as the
quotient of a simply connected complex manifold with a transitive action of a real
Lie group by a lattice in that Lie group. Shimura varieties are defined in this way,
using a reductive group, while a complex abelian variety of dimension g can be
constructed as a quotient of the affine space Cg by a lattice in the vector group
R2g. Note that this analogy has nothing to do with the fact that some Shimura
varieties can be interpreted as moduli spaces for abelian varieties.

The Manin–Mumford conjecture refers to translates of abelian subvarieties of
A by torsion points. Such a subvariety can also be described as a connected
component of an algebraic subgroup of A. The analogue in a Shimura variety S is
a special subvariety. A subvariety of S is a special subvariety if it is the image
in S of X+

H for some connected Shimura subdatum (H,X+
H) ⊂ (G,X+).

We thus have the following dictionary:

Abelian variety Shimura variety
Additive group R2g Reductive group G

Affine space Cg Hermitian symmetric domain X+

Lattice Λ ⊂ R2g Congruence subgroup Γ ⊂ G(Q)+

Translate of an abelian subvariety Special subvariety
by a torsion point

There are two possible analogues of torsion points in Shimura varieties, which
lead to two different analogues of the Manin–Mumford conjecture: the André–Oort
conjecture and the André–Pink conjecture.

Special points. The André–Oort conjecture. The first analogue of torsion
points in Shimura varieties focuses on the fact that torsion points are precisely the
zero-dimensional examples of translates of abelian subvarieties by torsion points.
We therefore define a special point in a Shimura variety to be a zero-dimensional
special subvariety. It turns out that these are precisely the special subvarieties for
which the group H is a torus. In the case of Ag, special points are those which
correspond to abelian varieties with complex multiplication.

A second justification for this analogy between torsion points and special points
is that, if A is an abelian variety defined over a number field, then x ∈ A(C) is
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torsion if and only if both x and any preimage of x in the universal cover Cg are
defined over Q̄. Similarly if S is a Shimura variety of abelian type, then a point
x ∈ S is special if and only if both x and any of its preimages in X+ are defined
over Q̄ ([Coh96], [SW95]).

Conjecture 1.2 ([And89] Chapter X Problem 1, [Oor97] Conjecture 2). Let S be
a connected Shimura variety and Z ⊂ S an irreducible subvariety. Let Σ denote
the set of special points in S.

If Σ ∩ Z is Zariski dense in Z, then Z is a special subvariety of S.

The André–Oort conjecture has been proved by Klingler, Ullmo and Yafaev,
assuming the Generalised Riemann Hypothesis [KY13, UY13a]. Their proof re-
lies on lower bounds for Galois degrees of special subvarieties, equidistribution of
certain sequences of special subvarieties, and a geometric criterion concerning sub-
varieties which are contained in their own image under a Hecke correspondence.
The Generalised Riemann Hypothesis is needed both to prove the Galois bounds
and in order to ensure that there exists a small prime at which we can apply the
geometric criterion.

A new method, due to Pila and Zannier, was used by Pila [Pil11] to prove
the André–Oort conjecture unconditionally for products of modular curves. This
method uses the Pila–Wilkie counting theorem on rational points in sets definable
in o-minimal models, Galois lower bounds for special points and an analogue of
the Ax–Lindemann–Weierstrass theorem for Shimura varieties. Subsequent work
by Pila, Tsimerman, Ullmo and Yafaev has extended this method to give an un-
conditional proof of the André–Oort conjecture for Shimura varieties which can
be embedded in An

6 for some n. GRH is still needed to obtain the Galois bounds
for Ag with g > 6 and some technical issues remain for Shimura varieties which
cannot be embedded in a Siegel modular variety.

It is the method of Pila and Zannier which we will apply to the André–Pink
conjecture in this thesis. The primary new ingredient required is Galois bounds
for Hecke orbits.

Hecke orbits. The André–Pink conjecture. Hecke orbits in Shimura va-
rieties are defined by analogy with the fact that the preimages in Cg of torsion
points in abelian varieties form an orbit for the subgroup Q2g of rational points
in R2g. In order for this to be true, we need to be careful about the choice of
action of R2g on Cg when setting up the dictionary between abelian varieties and
Shimura varieties: let {e1, . . . , e2g} ⊂ Cg be a basis for the period lattice Λ of our
abelian variety A. Then the correct action of R2g on Cg is defined by

(x1, . . . , x2g).v = v +
2g∑

i=1

xiei for (x1, . . . , x2g) ∈ R2g, v ∈ Cg.
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Let us call the image in A of a Q2g-orbit in Cg a torsion orbit. Such an orbit
has the form x+ Ators for some point x ∈ A.

Let S be a connected Shimura variety associated with the connected Shimura
datum (G,X+). We define a Hecke orbit to be the image in S of a G(Q)+-orbit
in X+ (where G(Q)+ is the group of points in G(Q) which map X+ into itself). In
the Siegel modular variety Ag, two points are in the same Hecke orbit if and only if
the corresponding principally polarised abelian varieties (A, λ), (B, µ) are related
by a polarised isogeny, that is, an isogeny f : A → B such that f ∗µ ∈ Z.λ.

Note that if, in the statement of the Manin–Mumford conjecture, we allow Σ
to be any torsion orbit instead of requiring it to be the set of torsion points, then
we may conclude that Z is some translate of an abelian subvariety (not necessarily
by a torsion point). This is equivalent to the original statement of the Manin–
Mumford conjecture because we can always apply a translation so that our torsion
orbit contains the origin.

The analogues for Shimura varieties of arbitrary translates of abelian subvari-
eties are called weakly special subvarieties. One might think that a weakly special
subvariety should be a subvariety of S which is the image of g.X+

H for any con-
nected Shimura subdatum (H,X+

H) ⊂ (G,X+) and any g ∈ G(R)+. However
usually H(R)+ does not stabilise g.X+

H and the image of g.X+
H is not an algebraic

subvariety of S. These problems are avoided if g normalises Hder.
We therefore make the following definition: a subvariety of S is a weakly

special subvariety if it is the image in S of g.X+
H ⊂ X+ for some connected

Shimura subdatum (H,X+
H) ⊂ (G,X+) and some g ∈ G(R)+ normalising Hder.

Geometrically, these can also be described as the images in S of totally geodesic
subvarieties of X+ (see section 2.10 for equivalences between various definitions).

Taking Hecke orbits as analogous to torsion orbits, we get the following ana-
logue for the Manin–Mumford conjecture, which we call the André–Pink conjec-
ture. Following Pink we have stated the conjecture for generalised Hecke orbits,
which are a slight generalisation of Hecke orbits. The difference between gener-
alised and usual Hecke orbits is unimportant for this introduction, and indeed
when the conjecture is equivalent with or without the word “generalised”, when
it is applied to all pure connected Shimura varieties or all connected Shimura
varieties of abelian type simultaneously.

Conjecture 1.3 ([And89] Chapter X Problem 3, [Pin05a] Conjecture 1.6). Let S
be a connected Shimura variety and Z ⊂ S an irreducible subvariety. Let s be a
point in S and let Σ be the generalised Hecke orbit of s.

If Σ ∩ Z is Zariski dense in Z, then Z is a weakly special subvariety of S.

Pink stated this conjecture for mixed Shimura varieties, in which the underlying
group G is permitted to be non-reductive and X+ is a parameter space for mixed
Hodge structures instead of pure Hodge structures. The mixed version implies
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the Manin–Mumford and Mordell–Lang conjectures. (André also allowed non-
reductive groups G but in a different way, which implies Manin–Mumford but
not Mordell–Lang.) Unlike in the pure case, the difference between generalised
and usual Hecke orbits is very important for the mixed version of the conjecture.
It seems unlikely that the methods of this thesis could be used to prove Pink’s
conjecture for mixed Shimura varieties.

The converse to the André–Pink conjecture is true in the following sense: if Z
is a weakly special subvariety of the Shimura variety S, s is a point in Z and Σ is
the (generalised or usual) Hecke orbit of s, then Σ ∩ Z is Zariski dense in Z.

The Zilber–Pink conjecture. The Zilber–Pink conjecture is a generalisation
of the André–Oort conjecture which also implies the André–Pink conjecture. In its
most general version, for mixed Shimura varieties, it has further implications such
as relative versions of the Manin–Mumford conjecture and Zilber’s Conjecture on
Intersections of Tori [Zil02].

Conjecture 1.4 (Zilber–Pink Conjecture, [Pin05b] Conjecture 1.1). Let S be a
connected Shimura variety and Z ⊂ S a closed subvariety. Let d be any nonnegative
integer, and let Ξ denote the union of all special subvarieties of S of dimension at
most d.

If Ξ ∩ Z is Zariski dense in Z, then Z is contained in a special subvariety SZ

of S, such that dimSZ ≤ dimZ + d.

The André–Oort conjecture is the case d = 0 of the Zilber–Pink conjecture.
The proof that the Zilber–Pink conjecture implies the André–Pink conjecture is
more involved and is due to Pink ([Pin05b] Theorem 3.3).

We will outline the proof of this implication. Let Z ⊂ S be a subvariety and
Σ the generalised Hecke orbit of a point s ∈ S. We will apply the Zilber–Pink
conjecture to the subvariety Z × {s} ⊂ S × S. Let S ′ be the smallest special
subvariety of S containing s and let d = dimS ′. Then, for each point t ∈ Σ,
(t, s) is contained in a special subvariety of S × S of dimension d, specifically an
irreducible component of the image of diag(S ′) by some Hecke operator on S × S.
Thus Σ × {s} ⊂ Ξ. So if Z ∩ Σ is dense in Z, then the Zilber–Pink conjecture
implies that the smallest special subvariety SZ ⊂ S × S containing Z × {s} has
dimension at most dimZ + d. The image of SZ under the second projection
π2 : S × S → S is S ′ and by comparing dimensions, we can deduce that Z is an
irreducible component of a fibre of π2|SZ

and so is weakly special.

Known cases of the André–Pink conjecture. Several restricted cases of the
André–Pink conjecture were previously known. Edixhoven and Yafaev [EY03]
proved the intersection of the André–Oort and André–Pink conjectures for curves,
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that is, the André–Pink conjecture with the hypotheses that s is a special point
and Z is a curve. Their proof used lower bounds for the Galois degrees of special
points and a geometric criterion for proving that a subvariety is special – this
was the method that developed into the proof of André–Oort assuming GRH by
Klingler, Ullmo and Yafaev.

The full intersection of the André–Oort and André–Pink conjectures was proved
by Klingler and Yafaev [KY13] – their proof of André–Oort does not require GRH
in the case that all the special points involved are in a single Hecke orbit. In
fact both Edixhoven–Yafaev and Klingler–Yafaev worked with classes of points
slightly more general than Hecke orbits, classes which we call ρ-isogeny classes in
this thesis.

Pink ([Pin05a] Theorem 7.6) proved the conjecture for Galois generic points s
in the Siegel modular variety Ag, that is, points whose associated Galois represen-
tation has open image in GSp2g(Ẑ). Pink’s proof used a result of Clozel, Oh and
Ullmo on equidistribution of Hecke orbits.

Habegger and Pila [HP12] used the Pila–Zannier method to prove the conjec-
ture for An

1 . They used an isogeny bound for elliptic curves due to Pellarin to
obtain the Galois lower bounds.

The strategies of Edixhoven–Yafaev and of Pink do not appear to extend to
the Hecke orbits consisting of points which are neither special nor Galois generic.
This thesis is based on the strategy of Habegger and Pila.

Primary results of this thesis. We do not prove the full André–Pink conjec-
ture for Shimura varieties of abelian type, but we prove the following cases.

Theorem 1.5. Conjecture 1.3 holds if S is of abelian type and either:

(i) Z is a curve, or

(ii) the smallest special subvariety of S containing s is equal to the smallest special
subvariety of S containing Z.

We also prove the following theorem, which is the André–Pink conjecture for
Shimura varieties of abelian type with “generalised Hecke orbit” replaced by “P -
Hecke orbit” for a finite set P of prime numbers. The precise definition of P -Hecke
orbits is in section 4.5. In any case, this theorem is weaker than the André–Pink
conjecture because P -Hecke orbits are smaller than usual Hecke orbits. As an
illustration, two points of the Siegel modular variety Ag are in the same P -Hecke
orbit if and only if the corresponding principally polarised abelian varieties are
related by a polarised isogeny whose degree has all of its prime factors in P .
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Theorem 1.6. Let S be a connected Shimura variety and Z ⊂ S an irreducible
subvariety. Let s be a point in S and let ΣP be the P -Hecke orbit of s, for a finite
set P of prime numbers.

If ΣP ∩ Z is Zariski dense in Z, then Z is a weakly special subvariety of S.

Hecke orbits and isogeny classes. We define an isogeny class in Ag to be the
set of points for which the associated abelian varieties are isogenous to some fixed
abelian variety, ignoring the polarisations. Since points in a Hecke orbit correspond
to abelian varieties which are related by polarised isogenies, each Hecke orbit in
Ag is contained in an isogeny class. The relationship between Hecke orbits and
isogeny classes and their different functoriality properties are very important to
the proof of Theorem 1.5.

For a Hodge generic point in Ag (that is, a point which is not contained in any
proper special subvariety), its isogeny class and its Hecke orbit coincide. However
this is not true in general. Indeed there are isogeny classes in Ag which contain
infinitely many Hecke orbits (Lemma 4.3).

On the other hand, isogeny classes are not too much bigger than Hecke orbits.
Every isogeny class in Ag is contained in a Hecke orbit in A4g, via the natural
embedding Ag → A4g which maps a principally polarised abelian variety to its
fourth power. (This is a non-trivial result, proved in Proposition 4.4 using the
classification of Hermitian forms over the endomorphism algebra of an abelian
variety.) Hence the following conjecture would be a corollary of the André–Pink
conjecture for A4g but cannot be deduced directly from the André–Pink conjecture
for Ag alone.

Conjecture 1.7. Let Z be an irreducible subvariety of Ag. Let s be a point in Ag

and let Σ be the isogeny class of s.
If Σ ∩ Z is Zariski dense in Z, then Z is a weakly special subvariety of Ag.

As defined above, the notion of isogeny class applies only to the Siegel modu-
lar variety. But we can define related notions in any Shimura variety, depending
on the choice of a rational representation of the reductive group G. Such a rep-
resentation ρ gives rise to a Q-Hodge structure for each point in the connected
Shimura variety S. We define a ρ-isogeny class in S to be the set of points
for which the associated Q-Hodge structures belong to a fixed isomorphism class.
This notion is mainly interesting when the representation ρ is faithful. In particu-
lar, plain isogeny classes in Ag are the same as ρ-isogeny classes for the standard
2g-dimensional representation of GSp2g.

For any representation ρ of G, each Hecke orbit in S is contained in a ρ-
isogeny class. As we have seen in the case of Ag and the standard representation,
a ρ-isogeny class need not be contained in a Hecke orbit. The example of the
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embedding Ag →֒ A4g suggests the following open question, which appears to be
difficult.

Question 1.8. Let S be a connected Shimura variety and ρ a faithful Q-represen-
tation of the underlying reductive group G. Let Σ be a ρ-isogeny class in S.

Is there always a Shimura variety S ′ and a Shimura embedding (or Shimura
immersion) f : S → S ′ such that f(Σ) is contained in a generalised Hecke orbit in
S ′?

The obstacle to proving the full André–Pink conjecture for Shimura varieties
of abelian type is as follows. Let [ι] : S ′ → S be a Shimura embedding, that is, a
morphism of Shimura varieties induced by an injection ι : G′ → G of the underlying
groups. If Σ is a Hecke orbit in S, then [ι]−1(Σ) need not be contained in a finite
union of Hecke orbits (or even of generalised Hecke orbits) in S ′. Hence, in trying
to prove the general André–Pink conjecture, we cannot replace the Shimura variety
S by its smallest special subvariety containing Z, which would be the first step in
the obvious induction on dimension.

This problem of pulling back by a Shimura embedding goes away if we work
with ρ-isogeny classes instead of Hecke orbits. If ρ is a faithful representation of
G and Σ is a ρ-isogeny class in S, then [ι]−1(Σ) is trivially contained in a (ρ ◦ ι)-
isogeny class in S ′. This means that a positive answer to Question 1.8, combined
with the results of chapter 6, would imply the André–Pink conjecture for Shimura
varieties of abelian type.

Additional results of this thesis: isogeny bounds. As well as Theorems 1.5
and 1.6, we prove some other results concerning isogeny bounds and the Mumford–
Tate groups of abelian varieties.

A key ingredient in the proof of Theorem 1.5 is the Masser–Wüstholz isogeny
theorem [MW93a]: if we fix a number field K and a principally polarised abelian
variety A defined over K, then for any other principally polarised abelian variety
B defined over a number field L ⊃ K and isogenous to A, there exists an isogeny
A → B whose degree is polynomially bounded with respect to [L : K].

This theorem says nothing about the compatibility of the isogenies involved
with the polarisations. In particular, even if we assume that A and B are in the
same polarised isogeny class, the isogeny of small degree whose existence is asserted
by the theorem need not be a polarised isogeny. This leads to certain complexities
in the proof of Proposition 6.5.

The following theorem rectifies this problem: if A and B are in the same
polarised isogeny class and there is an isogeny A → B of given degree, then there
is a polarised isogeny of polynomially bounded degree. This could be used to
simplify the proof of Proposition 6.5, but the proof of Theorem 1.9 is so long
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that this seems like a net loss for the proof of Theorem 1.5. We have nonetheless
included the theorem as it might have independent applications.

Theorem 1.9. Let (A, λ) be a principally polarised abelian variety defined over a
field of characteristic 0. There exist constants c, k depending only on (A, λ) such
that, if (B, λ′) is a principally polarised abelian variety for which

1. there exists an isogeny f : A → B compatible with the polarisations (of any
degree), and

2. there exists an isogeny g : A → B of degree n (not necessarily compatible
with the polarisations),

then there exists an isogeny h : A → B compatible with the polarisations and of
degree at most cnk.

On the subject of isogeny bounds, we have also included in Theorem 5.2 an
extension of the Masser–Wüstholz theorem from number fields to finitely generated
fields of characteristic 0. This is used in the proof of Theorem 1.5, to allow us to
prove the theorem for the Hecke orbit of a point s ∈ S(C) and not just s ∈ S(Q̄).

Additional results of this thesis: Mumford–Tate groups. Chapter 7 is
independent of the other chapters of the thesis. It concerns the ranks of Mumford–
Tate groups of abelian varieties.

Let A be a principally polarised abelian variety of dimension g defined over
C. Via the Hodge structure on H1(A,C), we can associate with A a morphism of
algebraic groups hA : ResC/R Gm → GSp2g,R. When doing this, there is a choice of
symplectic basis for H1(A,Z) and so hA is defined up to conjugation by GSp2g(Z).
This is how the moduli space Ag is identified with the quotient of a conjugacy
class of Hodge parameters of GSp2g by GSp2g(Z).

The Mumford–Tate group of A is defined as the smallest subgroup of GSp2g

defined over Q and containing the image of hA.
Mumford–Tate groups are closely related to special subvarieties. Each special

subvariety S of Ag has a generic Mumford–Tate group H. This means that every
point of S not contained in a smaller special subvariety has Mumford–Tate group
equal to H. Those points of S which are contained in smaller special subvarieties
have Mumford–Tate groups strictly contained in H.

In this thesis, we prove a lower bound for the rank of the Mumford–Tate group
of an abelian variety, subject to the condition that its simple abelian subvarieties
are pairwise non-isogenous. Such a condition on the simple subvarieties is required
to get a bound which increases with the dimension of the abelian variety, because
An has the same Mumford–Tate group as A.
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Theorem 1.10. Let A be an abelian variety of dimension g whose simple abelian
subvarieties are pairwise non-isogenous. Let n be the rank of the Mumford–Tate
group of A.

Then

n+ α(n)
√
n loge n ≥ log2 g + 2

for a function α : N≥2 → R satisfying α(n) < 2 for all n and α(n) → 1/ loge 2 =
1.44... as n → ∞.

If we further assume that the endomorphism ring of A is commutative, then
n ≥ log2 g + 2.

This extends a bound proved by Ribet [Rib81] for abelian varieties with com-
plex multiplication.

We prove that the same bound holds for the rank of the ℓ-adic monodromy
group of an abelian variety defined over a number field. This implies a lower
bound for the degrees of the fields of definition of ℓn-torsion points of an abelian
variety.

Remarks on the proof of Theorem 1.5. Our proof of Theorem 1.5 begins
with the case of S = Ag and Z a curve. For this case, we follow the method
of Pila and Zannier. This consists in studying the preimage of Z under some
function α : U → Ag which is definable in an o-minimal structure (where U is
some definable subset of Rn). The function α is chosen so that every point in the
Hecke orbit Σ has a rational preimage in U .

In our case, we take U to be a certain subset of GL2g(R). One of the subtle
points in the proof is that we cannot take U to be a subset of GSp2g(R)+, due to the
difference between isogeny classes and Hecke orbits and the fact that the Masser–
Wüstholz isogeny theorem says nothing about the compatibility of isogenies with
polarisations. The function α : U → Ag is defined such that its restriction to
U ∩ GSp2g(R)+ is the same as the action of GSp2g(R)+ on a suitably chosen point
in Hg.

As well as the above choice of U and α, there are two other new ingredients in
our proof: certain bounds on the heights of rational representations of isogenies
and the use of the Masser–Wüstholz isogeny theorem to obtain a lower bound
for the Galois degrees of points in the Hecke orbit Σ. The height bounds for
isogenies form part of a theme of calculations concerning Hermitian forms over
endomorphism algebras of abelian varieties, which appear also in the additional
results on polarised and unpolarised isogenies.

With the above ingredients in place, the proof of Theorem 1.5 for S = Ag and
Z a curve is completed by applying a strong version of the Pila–Wilkie counting
theorem ([PW06], [Pil11] Theorem 3.6) on rational points in definable sets and the
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Ullmo–Yafaev characterisation [UY11] of weakly special subvarieties as algebraic
subvarieties of Ag whose preimage in Hg has an algebraic irreducible component.

To extend the result from Ag to other Shimura varieties of abelian type, we
show that any Shimura variety S of abelian type has a finite covering by some other
Shimura variety S1 which can be embedded in Ag, and such that the preimage in
S1 of each Hecke orbit in S is contained in a finite union of Hecke orbits in Ag.
This is a refinement of a result of Deligne ([Del79] Proposition 2.3.10), proved as
part of his classification of Shimura varieties of abelian type. In order to get a
result on Hecke orbits, we have to extend Deligne’s argument to keep track of the
centres of the reductive groups involved.

The proof of part (ii) of Theorem 1.5, concerning higher-dimensional subva-
rieties, is by induction on the dimension. Here in place of Ullmo and Yafaev’s
characterisation of weakly special subvarieties, we must use the hyperbolic Ax–
Lindemann–Weierstrass conjecture for Ag whose proof has been announced by
Pila and Tsimerman [PT12].

Structure of the thesis. Chapter 2 summarises the theory of Shimura varieties
and special and weakly special subvarieties as they are used in this thesis. This
consists primarily of definitions and of well-known facts, although in some cases I
have written proofs where these cannot be found in the literature.

Chapter 3 outlines the Pila–Zannier strategy, recalling the various key ingre-
dients and sketching the proof of the Manin–Mumford conjecture for tori which is
the easiest application of this strategy. This is entirely well-known material.

Chapter 4 concerns Hecke orbits and variations thereon, in particular gener-
alised Hecke orbits, P -Hecke orbits and isogeny classes. We recall the definitions
of these different types of orbits and the relations between them, and prove some
results on their functoriality with respect to Shimura morphisms. These functori-
ality results are useful for reducing various cases of the André–Pink conjecture to
simpler cases. The definitions and basic properties are due to Pink, but much of
the chapter is original.

Chapter 5 collects several bounds relating to isogenies of abelian varieties,
which are essential to the strategy for the proof of the André–Pink conjecture for
curves in Ag. We also prove a bound for polarised isogenies which is not used in
this thesis, but could be of independent interest. This consists entirely of original
material.

Chapter 6 contains the proofs of our main theorems on the André–Pink conjec-
ture (Theorems 1.5 and 1.6). This is by combining the ingredients of chapters 3,
4 and 5.

Chapter 7 proves lower bounds for the ranks of Mumford–Tate groups of abelian
varieties. It is independent of the rest of the thesis.
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2 Shimura varieties

In this chapter we recall the definition of connected Shimura varieties and various
related definitions and fundamental theorems, mostly without proofs. We begin
with the examples of the moduli spaces of principally polarised abelian varieties,
which motivate the general definition as well as playing a special role in the proofs
of the main theorems of this thesis. We then give the general definition of connected
Shimura data and connected Shimura varieties as in [Pin05a]. We prove various
properties of morphisms of Shimura varieties which are asserted without proof in
[Pin05a]. The chapter ends with discussion of the definitions of special and weakly
special subvarieties which appear in the André–Pink and Zilber–Pink conjectures.

We do not discuss canonical models in detail because they are not used in this
thesis. Since we do not need canonical models, we also simplify the discussion by
only considering connected Shimura varieties and by not using adelic language.
(However our definition of connected Shimura data differs from that of Deligne
because we do need to allow arbitrary connected reductive groups and not only
semisimple ones.)

The primary sources for the theory of Shimura varieties are [Del71] and [Del79].
A more pedagogic source is [Mil05]. The definitions we have chosen (as being the
simplest for the purposes of this thesis) come from [Pin05b].

2.1 Period matrices of abelian varieties

The fundamental examples of Shimura varieties are the Siegel modular varieties,
the moduli spaces of principally polarised abelian varieties of given dimension.
Before discussing these, let us recall briefly the period matrices of abelian varieties.

A polarisation of an abelian variety of A is an isogeny A → A∨ to the dual
variety satisfying a certain positivity condition. Any polarisation induces a sym-
plectic form H1(A,Z) × H1(A,Z) → Z. A polarisation is principal if it has
degree 1 – that is, if it is an isomorphism A → A∨. A principally polarised
abelian variety means a pair (A, λ) where A is an abelian variety and λ is a
principal polarisation of A.

Let (A, λ) be a complex principally polarised abelian variety. There is an exact
sequence

0 → H1(A,Z) → T0A → A(C) → 0

which realises H1(A,Z) (which is a free Z-module of rank 2g) as a lattice in T0A
(which is a complex vector space of dimension g).

Choose a symplectic basis {e1, . . . , eg, f1, . . . , fg} for H1(A,Z) with respect to
the symplectic form ψ induced by the polarisation. Then {e1, . . . , eg} form a basis
for the complex vector space T0A. The complex g×g matrix giving the coordinates
of {f1, . . . , fg} in this basis is called a period matrix of A.
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According to the Riemann bilinear relations, the period matrix is in the Siegel
upper half space

Hg = {Z ∈ Mg(C) | Z is symmetric and ImZ is positive definite }.
Conversely, every matrix in Hg is the period matrix of some principally polarised
abelian variety, unique up to isomorphism of polarised abelian varieties.

Different choices of symplectic basis for H1(A,Z) may give rise to different
period matrices. If the change of basis matrix is M , then M is in the symplectic
group

Sp2g(Z) = {M ∈ GL2g(Z) | M tJM = J} where J =
(

0 ✶g

−✶g 0

)

because it maps one symplectic basis into another. The period matrices Z, Z ′ are
related by

Z ′ = (AZ +B)(CZ +D)−1 where M =
(

A B
C D

)
, A,B,C,D ∈ Mg(Z).

2.2 The Siegel modular varieties

Let GSp2g(R)+ denote the group of real symplectic similitudes with positive mul-
tiplier:

GSp2g(R)+ = {M ∈ GL2g(R) | M tJM = λ(M)J for some λ(M) ∈ R+}.
This group acts on the Siegel upper half space Hg by

(
A B
C D

)
Z = (AZ +B)(CZ +D)−1, A,B,C,D ∈ Mg(R).

As we saw in the previous section, associating a principally polarised abelian
variety with its period matrices gives a bijection between the isomorphism classes
of complex principally polarised abelian varieties and the set of orbits Sp2g(Z)\Hg

for this action. The action of Sp2g(Z) on Hg is properly discontinuous, so the
quotient is a complex analytic space. Satake [Sat56] and Baily [Bai58] showed
that this quotient is isomorphic to a quasi-projective algebraic variety, called the
Siegel modular variety and denoted Ag.

The Siegel modular variety (equipped with the bijection between its complex
points and isomorphism classes of principally polarised abelian varieties) can also
be characterised purely in terms of algebraic geometry by the following properties
([Mil08] Theorem IV.7.3):

(a) for each point s ∈ Ag, there is a Zariski open neighbourhood U of s and a
polarised abelian scheme A → U such that for every t ∈ U , the fibre At is
isomorphic to the principally polarised abelian variety which corresponds to
the point t ∈ Ag;
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(b) for every complex algebraic variety T and every principally polarised abelian
scheme A → T of relative dimension g, if ϕ denotes the map T → Ag which
sends t ∈ T to the point of Ag corresponding to the principally polarised
abelian variety At, then ϕ is a morphism of algebraic varieties.

These properties imply that the variety Ag is a coarse moduli space for princi-
pally polarised abelian varieties. It is not a fine moduli space because the abelian
schemes defined over open sets of Ag, as in (a), cannot be glued together into an
abelian scheme on all of Ag.

In order to obtain fine moduli spaces, we introduce level structures. Moduli
spaces for polarised abelian varieties with appropriate level structures also fix
several other deficiencies of Ag, for example that it is not smooth for g ≥ 2 and
that the map Hg → Ag is ramified.

Let N be a positive integer and fix a primitive N -th root of unity ζN . We
define a level-N structure on a principally polarised abelian variety (A, λ) to
be a symplectic basis for the N -torsion A[N ] with respect to the Weil pair-
ing eN : A[N ] × A[N ] → µN . More precisely, a level-N structure is a basis
{x1, . . . , xg, y1, . . . , yg} for A[N ] as a free Z/NZ-module such that

ψ(xi, yi) = ζN for all i, and

ψ(xi, xj) = ψ(yi, yj) = ψ(xi, yj) = 1 for all i 6= j.

Let Γ(N) denote the set of matrices in Sp2g(Z) which are congruent to the
identity modulo N . Then the quotient Γ(N)\Hg is also a quasi-projective complex
variety and its points are in bijection with the isomorphism classes of principally
polarised abelian varieties with level-N structure. We will denote this variety
Ag(N).

For N ≥ 3, Ag(N) is a fine moduli space – that is, there is a principally po-
larised abelian scheme A → Ag(N) with 2g distinguished N -torsion sections such
that each fibre is isomorphic to the correct principally polarised abelian variety
with level-N structure. It is no coincidence that the group Γ(N) is torsion-free if
and only if N ≥ 3, and that a principally polarised abelian variety with level-N
structure has no non-trivial automorphisms if and only if N ≥ 3.

A coarse moduli space for principally polarised abelian varieties can also be
constructed purely algebraically via geometric invariant theory in place of the
above analytic construction ([Mum65] Chapter 7). The algebraic construction
works over any field and hence gives a canonical model for Ag as an algebraic
variety over Q. Note that, for each field k ⊃ Q, there is a map from the set
of isomorphism classes of principally polarised abelian varieties defined over k
to Ag(k), but in general this map is neither injective nor surjective. Similarly
each variety Ag(N) has a canonical model over Q(µN), but not over Q because
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of the need to choose a primitive N -th root of unity in the definition of level-N
structures.

2.3 Hodge structures

Loosely speaking, Shimura varieties are moduli spaces of Hodge structures. Ac-
cordingly we recall the definition of a Hodge structure. A real Hodge structure
is a finite-dimensional real vector space V together with a bigrading of V ⊗R C:

V ⊗R C =
⊕

(p,q)∈Z2

V pq,

such that V pq is the complex conjugate of V qp for all p, q.
We say that a real Hodge structure V is

(i) of type T if T = {(p, q) ∈ Z2 | V pq 6= 0};

(ii) pure of weight n if V pq = 0 for all (p, q) such that p+ q 6= n;

(iii) effective if V pq = 0 for all (p, q) such that either p < 0 or q < 0.

We may equivalently define a real Hodge structure to be a real representation
of the Deligne torus S = ResC/R Gm. The complex character group of S is
generated by two characters z and z̄ which are exchanged by complex conjugation.
To translate from a representation S → GL(V ) into the primary definition of a
Hodge structure, we let V pq be the subspace of V ⊗RC on which S acts by z−pz̄−q.
(This is the standard sign convention, coming from [Del79] and [Del82]. It is
chosen because we want cohomology Hodge structures to have positive weight,
but we also want S to act as z on the holomorphic part H−1,0(A) ⊂ H1(A,C) of
the first homology of an abelian variety, which can be identified with the tangent
space T0A.)

Let w be the cocharacter Gm,R → S induced by the inclusion R× → C× (in other
words, z ◦w = z̄ ◦w = id). Then a Hodge structure (defined as a representation of
S) is pure of weight n if and only if h ◦w : Gm,R → GL(V ) is given by x 7→ x−n

✶V .
If A is any subring of R, an A-Hodge structure is defined to be a free A-

module VA of finite rank together with a real Hodge structure on VA ⊗A R. In
practice, we only use this definition for A = Z, Q and R. (Note that we do not
require the weight grading to be defined over A.)

A morphism of A-Hodge structures is defined in the obvious way: it is an
A-linear map f : VA → WA such that f(V pq) ⊂ W pq for all p, q. Equivalently, it is
an A-linear map f : VA → WA such that fR is a homomorphism of representations
of S.
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Polarisations. A polarisation of an A-Hodge structure is a bilinear form

ψ : VA × VA → A

which is invariant under U1 = ker(zz̄) ⊂ S and such that (x, y) 7→ ψ(x, h(i)y)
is a positive-definite symmetric form on V n

R . In practice we only ever consider
polarisations on Hodge structures of pure weight. The symmetry of ψ(x, h(i)y)
implies that ψ is symmetric if V is purely of even weight and alternating if V is
purely of odd weight.

A Hodge structure V is said to be polarisable if there exists a polarisation
of V .

Example: cohomology. The motivating example for the definition of Hodge
structure is the cohomology of a complex projective variety. If X is a smooth
projective variety over C, then its cohomology Hn(X,Z) (modulo torsion) carries
the structure of an effective Z-Hodge structure of weight n. A choice of ample line
bundle on X induces polarisations on the primitive parts of the cohomology.

In this thesis we are interested in the case where X is an abelian variety. We
prefer to work with homology instead of cohomology in order to have a covariant
functor. For abelian varieties, the homology is dual to the cohomology, soH1(X,Z)
has a Hodge structure of type {(−1, 0), (0,−1)}. The functor X 7→ H1(X,Z) is
an equivalence of categories between the category of complex abelian varieties and
the category of polarisable Z-Hodge structures of type {(−1, 0), (0,−1)}.

There are a couple of useful variants on this equivalence: we can add a choice
of polarisation on each side, or we can consider the isogeny category of abelian
varieties on one side and Q-Hodge structures on the other.

2.4 Mumford–Tate groups and Hodge parameters

Let (V, h : S → GL(VR)) be a Q-Hodge structure. The Mumford–Tate group
of V is the smallest algebraic subgroup M ⊂ GL(V ), defined over Q, such that h
factorises through MR.

If the Hodge structure has a polarisation ψ, then the Mumford–Tate group is
reductive and is contained in the group of symplectic similitudes

GSp(V, ψ) = {g ∈ GL(V ) | ∃χ(g) ∈ Gm.∀x, y ∈ V. ψ(gx, gy) = χ(g)ψ(x, y)}.

The bigger the Mumford–Tate group, the more transcendental and generic the
Hodge structure is. At one extreme, the Mumford–Tate group can be equal to
GSp(V, ψ). At the other extreme, it may be a torus. A Hodge structure whose
Mumford–Tate group is a torus is called a CM Hodge structure, because the
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Mumford–Tate group of an abelian variety is a torus if and only if the abelian
variety has complex multiplication.

In the case of abelian varieties, the bigger the endomorphism ring of the abelian
variety, the smaller the Mumford–Tate group. Thus moduli spaces of abelian
varieties with given endomorphisms (for example, Hilbert modular surfaces and
Shimura curves) can be expressed as moduli spaces of Hodge structures whose
Mumford–Tate group is contained in a given group G. Note that for moduli
problems, we should always consider Hodge structures whose Mumford–Tate group
is contained in G, not just those whose Mumford–Tate group is equal to G, as the
first gives closed subvarieties in the moduli space and the second does not.

By definition, if (V, h : S → GL(VR)) is a Q-Hodge structure whose Mumford–
Tate group is contained in G ⊂ GL(V ) then h factors as

S → GR →֒ GL(VR).

In order to study the collection of all such h on a fixed V , we may forget the
second half of this factorisation, and focus on S → GR. Accordingly, we make the
following definition: if G is a reductive group over Q, then a Hodge parameter
of G is a morphism h : S → GR.

A Hodge parameter should be thought of as a prototype for a Q-Hodge struc-
ture in which we have forgotten the vector space V . Indeed given any rational
representation ρ : G → GL(V ), each Hodge parameter of G induces a Q-Hodge
structure ρ ◦ h on V .

We may now define the Mumford–Tate group of a Hodge parameter h : S →
GR in the same way as the Mumford–Tate group of a Hodge structure: it is
the smallest algebraic subgroup M ⊂ G, defined over Q, such that h factorises
through MR.

2.5 Shimura data

Let G be a connected reductive group over Q. We will write:

(i) G(R)+ for the identity component of G(R) in the real topology,

(ii) G(R)+ for the preimage in G(R) of Gad(R)+, and

(iii) G(Q)+ for G(R)+ ∩G(Q).

Let X+ be a connected component of a G(R)-conjugacy class of Hodge pa-
rameters of G. This is a homogeneous space for the Lie group G(R)+, hence is a
real manifold. The reason for begin interested in G(R)+ is that it is the stabiliser
of X+.
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Any rational representation ρ : G → GL(V ) induces a smooth family of Q-
Hodge structures on V parametrised by X+. If the representation ρ is faithful,
then the set of all Hodge structures on V whose Mumford–Tate group is contained
in ρ(G) is a finite union of such conjugacy classes.

A connected Shimura datum is defined to be a pair (G,X+) as above which
satisfies certain conditions ensuring that the associated families of Hodge structures
are well-behaved.

Definition. A connected Shimura datum is a pair (G,X+) where G is a con-
nected reductive group over Q and X+ is a G(R)+-conjugacy class of Hodge pa-
rameters of G, such that for all h ∈ X+:

(SV1) the Hodge structure Ad ◦h has type contained in {(−1, 1), (0, 0), (1,−1)};

(SV2) θ = Adh(i) is a Cartan involution of Gad
R (this means that the real Lie

group {g ∈ Gad(C) | g = θ(ḡ)} is compact, where ḡ denotes the complex
conjugate of g);

(SV3) Gad has no Q-factor on which the projection of h is trivial.

The notions of Shimura data and connected Shimura data are due to Deligne
[Del79]. The definition above of connected Shimura data differs from both that
of Deligne and that of Pink ([Pin05a] Definition 2.1) by allowing greater freedom
in the choice of the centre of G. Deligne considers only adjoint groups G in his
definition of connected Shimura data (although in order to have enough congruence
subgroups he also includes a semisimple cover of G in the data), while Pink requires
that G should be the generic Mumford–Tate group of X+. Allowing the centre of G
to be larger than necessary does not fundamentally change the possible connected
Shimura data because the centre acts trivially on X+, but it does affect the Hecke
orbits. This additional freedom will be important in this thesis.

The following theorem explains the meaning of conditions (SV1) and (SV2) in
terms of Hodge structures. (SV3) simply ensures that the semisimple part of G is
no larger than necessary.

Theorem 2.1 ([Del79] Proposition 1.1.14, Corollary 1.1.17). Let G be a connected
reductive group over Q and X+ a G(R)+-conjugacy class of Hodge parameters of
G. Choose a rational representation ρ of G and let Vρ denote the induced family
of Hodge structures.

Suppose that the Hodge structure Ad ◦h is pure of weight 0 (equivalently, the
image of h ◦ w is contained in the centre of G).

1. There is a unique complex structure on X+ such that Vρ varies holomorphi-
cally.
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2. (G,X+) satisfies (SV1) if and only if Vρ satisfies the Griffiths transversal-
ity condition (this is a differential equation satisfied by the family of Hodge
structures coming from the cohomology of the fibres of a smooth projective
morphism of complex varieties).

3. (G,X+) satisfies (SV2) if and only if Vρ is polarisable.

4. If (G,X+) satisfies (SV1) and (SV2), then X+ is a Hermitian symmetric
domain.

Example. Let G = GSp2g, and let ρ be the standard representation G → GL2g.
Let X+ be the G(R)+-conjugacy classes of Hodge parameters for which ρ ◦ h is a
Q-Hodge structure of type {(−1, 0), (0,−1)} and the standard symplectic form is
a polarisation.

Then (G,X+) is a connected Shimura datum. There is an isomorphism of
Hermitian symmetric domains φ : X+ → Hg such that for each h ∈ X+, ρ ◦ h is
the polarised Hodge structure H1(A,Q) associated with the principally polarised
abelian variety (A, λ) with period matrix φ(h). Furthermore φ is equivariant with
respect to the action of G(R)+ on X+ by conjugation and its action on Hg as
defined in section 2.2.

2.6 Shimura varieties

Connected Shimura varieties are constructed from connected Shimura data (G,X+)
by taking quotients of X+ by congruence subgroups of G(Q)+. This generalises
the construction of the modular varieties Ag(N) as quotients of Hg by congruence
subgroups of GSp2g(Q)+. A connected Shimura variety has an interpretation as a
moduli space for polarised Hodge structures whose Mumford–Tate group is con-
tained in G and equipped with certain level structure, but specifying exactly the
level structure for a general connected Shimura variety is tricky and is best done
using adelic language, which we do not use in this thesis.

LetG be a reductive algebraic group over Q. Choose a faithful Q-representation
ρ : G → GLn,Q and let

Γ(N) = {g ∈ G(Q) | ρ(g) ∈ GLn(Z) and ρ(g) ≡ ✶n mod N},

where N is a positive integer. A congruence subgroup of G(Q) is a subgroup
which contains some Γ(N) as a subgroup of finite index. The groups Γ(N) depend
on the choice of representation ρ, but the definition of congruence subgroup does
not (it is possible to define congruence subgroups independently of ρ by saying that
they are subgroups of the form K ∩ G(Q) where K is a compact open subgroup
of G(Af )).
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We define a connected Shimura variety to be a quotient complex variety
ShΓ(G,X+) = Γ\X+ where (G,X+) is a connected Shimura datum and Γ ⊂
G(Q)+ is a congruence subgroup. The group Γ acts properly discontinuously on
X+ and so Γ\X+ is a normal complex analytic space ([Car57] Theorem 4). Baily
and Borel [BB66] used automorphic forms to give ShΓ(G,X+) a structure of quasi-
projective variety over C.

The connected Shimura varieties associated with a given connected Shimura
datum form a tower, with a finite surjective map ShΓ(G,X+) → ShΓ′(G,X+)
whenever Γ′ ⊂ Γ. If Γ is torsion free, then ShΓ(G,X+) is smooth and X+ is its
universal cover.

Deligne [Del79] showed that a large class of connected Shimura varieties (those
of abelian type) have models over a number field, so-called weakly canonical
models, in which the Galois action on special points (special points are defined
below in section 2.9) obeys a certain reciprocity law. The field of definition of such
a model depends on G, X+ and Γ. The existence of weakly canonical models for
all Shimura varieties was proved by Milne and Shih.

In fact, Deligne worked with non-connected Shimura varieties; over C these are
finite disjoint unions of connected Shimura varieties. The benefit of working with
non-connected Shimura varieties is that they have a canonical model, whose
field of definition depends only on (G,X+) and not on Γ. This is particularly
important if we want to consider the entire tower of Shimura varieties associated
with (G,X+) simultaneously.

For example, the connected Shimura variety Ag(N) is defined over Q(µN) while
the corresponding non-connected Shimura variety has φ(N) connected components
and is defined over Q.

In this thesis, we only need to know that Shimura varieties are defined over
some number field and do not care about what the field of definition is, so it will
suffice to consider only connected Shimura varieties.

2.7 Shimura morphisms

A morphism of Shimura data (G1, X
+
1 ) → (G2, X

+
2 ) is a homomorphism

f : G1 → G2 of algebraic groups over Q which induces a map f∗ : X+
1 → X+

2 .
If Γ1 ⊂ G1(Q) and Γ2 ⊂ G2(Q) are congruence subgroups such that f(Γ1) ⊂ Γ2,
then f induces a holomorphic map

[f ] : ShΓ1
(G1, X

+
1 ) → ShΓ2

(G2, X
+
2 )

on the Shimura varieties. Such a map [f ] is called a Shimura morphism. In fact
[f ] is a morphism of algebraic varieties; this will be proved below in Theorem 2.4.
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Following Pink [Pin05a] for (b), (c) and (d), we say that:

(a) [f ] is a Shimura embedding if f : G1 → G2 is injective;

(b) [f ] is a Shimura immersion if the identity component of ker f is a torus
(equivalently, if ker f is contained in the centre of G1);

(c) [f ] is a Shimura submersion if Im f contains Gder
2 ;

(d) [f ] is a Shimura covering if it is both a Shimura immersion and a Shimura
submersion.

Note that a Shimura immersion or embedding need not be injective (but as
we will prove below, it is finite). As Pink explains, the word “immersion” should
be interpreted locally but even then it is somewhat abusive because a Shimura
immersion may be ramified if Γ2 is not neat.

Before discussing the properties of Shimura morphisms, we will construct some
important examples. First we need a lemma on the images and preimages of
congruence subgroups under group homomorphisms.

Lemma 2.2. Let f : G1 → G2 be a homomorphism of reductive groups over Q.

(1) If Γ1 is a congruence subgroup in G1(Q), then f(Γ1) is contained in a congru-
ence subgroup of G2(Q).

(2) If Γ2 is a congruence subgroup in G2(Q) and Γ1 is any congruence subgroup
of G1(Q), then f−1(Γ2) ∩ Γ1 is a congruence subgroup of G1(Q).

Proof.

(1) Let ρ be a faithful Q-representation G2 → GLn,Q. By [PR94] Proposition 4.2
and the Remark following it, there is a ρf(Γ1)-invariant lattice L ⊂ V . Re-
placing ρ by a suitable GLn(Q)-conjugate, we may assume that L = Zn. Then
f(Γ1) is contained in the congruence subgroup ρ−1(GLn(Z)).

(2) By [Mar91] Lemma I.3.1.1(ii), f−1(Γ2) contains a congruence subgroup Γ′
1.

Then
Γ′

1 ∩ Γ1 ⊂ f−1(Γ2) ∩ Γ1 ⊂ Γ1

and both Γ′
1 ∩ Γ1 and Γ1 are congruence subgroups, so f−1(Γ2) ∩ Γ1 is also a

congruence subgroup.

Here are some important constructions of Shimura morphisms.

(1) If Γ1 ⊂ Γ2 are two congruence subgroups of G(Q)+, then the natural projection
ShΓ1

(G,X+) → ShΓ2
(G,X+) is a Shimura covering.

41



(2) Let (G1, X
+
1 ) be a connected Shimura datum and π : G1 → G2 a surjective

morphism of algebraic groups whose kernel is contained in the centre of G1.
In particular, G2 could be the adjoint group of G1. Let X+

2 = π∗X
+
1 ; this is

a set of Hodge parameters of G2. By [Mil05] Proposition 5.7, (G2, X
+
2 ) is a

connected Shimura datum and π∗ : X+
1 → X+

2 is bijective.

(a) Suppose we are given a congruence subgroup Γ1 ⊂ G1(Q)+.
By Lemma 2.2(i), there is a congruence subgroup Γ2 ⊂ G2(Q)+ contain-
ing π(Γ1), and then [π] : ShΓ1

(G1, X
+
1 ) → ShΓ2

(G2, X
+
2 ) is a Shimura

covering.

(b) Suppose we are given a congruence subgroup Γ2 ⊂ G2(Q)+.
By Lemma 2.2(ii), there is a congruence subgroup Γ1 ⊂ G1(Q)+ contained
in π−1(Γ2). Then [π] : ShΓ1

(G1, X
+
1 ) → ShΓ2

(G2, X
+
2 ) is a Shimura cov-

ering.

Construction (a) shows that, given any connected Shimura variety S with
underlying group G, there is always a Shimura variety Sad with underlying
group Gad such that there is a Shimura covering S → Sad.

(3) Let (G,X+) be a connected Shimura datum and H ⊂ G a connected reductive
subgroup defined over Q. We shall write X+[H] for the set of Hodge parame-
ters in X+ whose image is contained in H. Assume that X+[H] is non-empty
and let X+

H be a connected component of XH . Then (H,X+
H) is a connected

Shimura variety.

If Γ is a congruence subgroup of G(Q)+, then ΓH = Γ∩H(Q)+ is a congruence
subgroup of H(Q)+. The inclusion ι : G → H induces a Shimura embedding
ShΓH

(H,X+
H) → ShΓ(G,X+).

As we mentioned above, Shimura immersions need not be injective. This is
true even in the case of Shimura embeddings where Γ1 = Γ2 ∩ G1(Q)+, as in
construction (3). For an example of this, let G = GSp4 and

H = Gm.(SL2 × SL2) = {
(

A 0
0 B

)
| A,B ∈ GL2 and detA = detB} ⊂ G.

Here H is the Mumford–Tate group of a generic product of two elliptic curves. If
Γ = Sp4(Z) then ΓH = SL2(Z) × SL2(Z) and the induced Shimura morphism is

[ι] : A1 × A1 → A2

sending a pair of elliptic curves (E1, E2) to their product E1 × E2, equipped with
the product of the principal polarisations. This is not injective because E1 ×E2

∼=
E2 × E1.
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Lemma 2.3. The composition of two Shimura immersions is a Shimura immer-
sion.

Proof. Suppose we have homomorphisms of reductive groups f1 : G1 → G2 and
f2 : G2 → G3 each with central kernel. Then ker(f2 ◦ f1)◦ is an extension of one
torus by another, so is solvable. It is also a normal subgroup of G1, so as G1 is
reductive it is a torus.

Theorem 2.4 (cf. [Pin05a] Facts 2.6). Let [f ] : ShΓ1
(G1, X

+
1 ) → ShΓ2

(G2, X
+
2 ) be

a Shimura morphism.

(1) [f ] is a morphism of algebraic varieties.

(2) If [f ] is a Shimura immersion, then it is finite.

(3) If [f ] is a Shimura submersion, then it is surjective.

Proof.

(1) If Γ2 is torsion free, this follows from the Borel extension theorem [Bor72].
Otherwise, let Γ′

2 be a torsion free congruence subgroup which is normal and
of finite index in Γ2. By Lemma 2.2(ii), f−1(Γ′

2)∩Γ1 is a congruence subgroup
of G1(Q). Hence it contains a congruence subgroup Γ′

1 which is normal and of
finite index in Γ1.

We then have a diagram

ShΓ′

1
(G1, X

+
1 )

[f ]
//

��

ShΓ′

2
(G2, X

+
2 )

��

ShΓ1
(G1, X

+
1 )

[f ]
// ShΓ2

(G2, X
+
2 )

in which the top arrow is a morphism of algebraic varieties and the vertical
arrows are quotients by finite group actions. It follows that the bottom arrow
is a morphism of algebraic varieties.

(2) Using construction 2(i) and Lemma 2.3, we may replace G2 by its adjoint.

Let G3 = f(G1) ⊂ G2. According to construction (3), we can factor [f ] as

ShΓ1
(G1, X

+
1 )

[f0]
// ShΓ3

(G3, X
+
3 )

[ι]
// ShΓ2

(G2, X
+
2 )

where [f0] is a Shimura covering and [ι] is a Shimura embedding with Γ3 =
Γ2 ∩G3(Q)+.
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We prove first that the Shimura covering [f0] is finite. By [Mil05] Propo-
sition 5.7, f0∗ : X+

1 → X+
3 is a bijection, and the action of G1(R)+ on X+

1

factors through G3(R)+. Hence [f0] factors as

Γ1\X+
1 → f0(Γ1)\X+

3 → Γ3\X+
3

where the first map is a homeomorphism and the second is a quotient by a
finite group action. Thus [f0] is finite.

Now we prove that the Shimura embedding [ι] is finite. This is Proposi-
tion 3.8(a) of [Pin89]. Pink’s proof appears to be essentially correct despite
beginning with an incorrect claim that the centre of G1 maps into the centre
of G2. In fact the preimage of the centre of G2 is contained in the centre of
G1; hence we may quotient by the centre of G2 to assume that G2 is an adjoint
group, but we may not assume that G1 is adjoint. Here is a corrected version
of his proof.

Let Γ†
3 = Γ3 ∩ Gder

3 (R)+. Fix a point x3 ∈ X+
3 and let x2 = ι∗x3 ∈ X+

2 .
The actions on x2 and x3 induce maps G2(R)+ → X+

2 and Gder
3 (R)+ → X+

3

respectively. These give a commuting square

Γ†
3\Gder

3 (R)+
//

��

Γ2\G2(R)+

��

Γ3\X+
3

[ι]
// Γ2\X+

2

The top map is proper by [Rag72] Proposition 10.15. Raghunathan’s propo-
sition is only stated for GLn on the right but it works for all linear algebraic
groups G2. The proposition requires the group on the left to have no characters
defined over Q, which is why we use Gder

3 instead of G3 itself.

The right vertical map is also proper because it is a quotient by the action of
a compact group. The left vertical map is surjective because Gder

3 (R)+ → X+
3

is the composition of surjections

Gder
3 (R)+ → Gad

3 (R)+ → X+
3 .

A diagram chase shows that the bottom map is proper.

Now consider the commuting square

X+
3

//

��

X+
2

��

Γ3\X+
3

[ι]
// Γ2\X+

2
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The top map is an injection, the right vertical map has countable fibres and
the left vertical map is a surjection. Hence the bottom map has countable
fibres. Since it is a morphism of algebraic varieties, it must have finite fibres.

Properness in the analytic topology and finite fibres are sufficient to imply
that a morphism of complex algebraic varieties is finite in the algebraic sense.

(3) It suffices to show that X+
1 → X+

2 is surjective. By [Mil05] Proposition 5.7,
we may replace G2 by its adjoint group. Then f : G1 → G2 is surjective. By
[Mil05] Proposition 5.1, G1(R)+ → G2(R)+ is surjective and so X+

1 → X+
2 is

also surjective.

2.8 Shimura varieties of Hodge type and of abelian type

A connected Shimura variety S is said to be of Hodge type if there exists a
Shimura embedding S → Ag for some g. It is of abelian type if there exists a
Shimura covering S ′ → S such that S ′ is of Hodge type.

Shimura varieties of Hodge type can be interpreted as moduli spaces for abelian
varieties with certain additional structure (Hodge tensors and level structure).
Shimura varieties of abelian type are a generalisation of Shimura varieties of Hodge
type whose main interest is that we have more flexibility in choosing the centre –
most usefully, if S is a Shimura variety of Hodge type then the associated adjoint
Shimura variety Sad is of abelian type (adjoint Shimura varieties are never of Hodge
type themselves).

Deligne classified Shimura varieties of adjoint abelian type in terms of group
theory. If the underlying group is a direct product of groups over Q, then the
Shimura datum likewise splits as a product, and it is of abelian type if and only if
all the factors are. So when classifying Shimura varieties of abelian type, it suffices
to consider Q-simple adjoint groups.

Let (G,X+) be a connected Shimura datum, with G a Q-simple adjoint group.
The absolutely simple factors of GQ̄ are permuted transitively by Gal(Q̄/Q) so
all have the same type in the Dynkin classification. Thus we can talk about the
Dynkin type of G.

We must also consider the irreducible factors of the Hermitian symmetric do-
main X+. There are two different irreducible Hermitian symmetric domains as-
sociated with a group of type Dn for n ≥ 5, which are called DR

n and DH
n . In

the case of D4, there is only one Hermitian symmetric domain, but we can still
distinguish two cases DR

4 and DH
4 by taking into account the how Gal(Q̄/Q) acts

on the Dynkin diagram of G. In order for (G,X+) to be of abelian type when G
has type Dn, all irreducible factors of X+ must be of the same type. There are
also multiple irreducible Hermitian symmetric domains associated with groups of
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type An, but mixing these does not prevent a Shimura datum being of abelian
type.

Proposition 2.5 ([Del79] Proposition 2.3.10). Let (G,X+) be a connected Shimura
datum, with G a Q-simple adjoint group. Then (G,X+) is of abelian type if and
only if: G has type An, Bn, Cn or Dn; and, if G has type Dn then all irreducible
factors of X+ have the same type (all DR

n or all DH
n ).

2.9 Special subvarieties

A subvariety of a connected Shimura variety S is called a special subvariety if
it is the image of some Shimura morphism S ′ → S.

Suppose we have a special subvariety

Z ⊂ S = ShΓ(G,X+).

Let f : (G′, X ′+) → (G,X+) be a morphism of Shimura data such that [f ] has
image Z. Let

X+
H = f∗(X ′+) ⊂ X+.

Observe that X+
H is a connected component of π−1(Z), where π : X+ → S is the

uniformisation map.
Let H be the smallest subgroup of G such that every Hodge parameter in X+

H

factors through H. Let ΓH = H(Q)+ ∩ Γ. Then (H,X+
H) is a connected Shimura

datum and ShΓH
(H,X+

H) → S is a Shimura embedding whose image is Z. Thus
every special subvariety is the image of some Shimura embedding SH → S.

The group H defined above is called the generic Mumford–Tate group
of Z. It is not uniquely defined, as we could replace f by some other morphism
of Shimura data such that [f ] has image Z. This would replace X+

H by a different
connected component of π−1(Z), and thus H is defined up to conjugation by Γ.

Thus we get a map

{special subvarieties of S} → {Γ-conjugacy classes of subgroups of G}.

This map is finite-to-one because for any subgroup H ⊂ G, the set of Hodge pa-
rameters in X+ which factor through H has finitely many connected components.
It is not in general a surjective map: some subgroups of G do not contain the im-
age of any Hodge parameters in X+, while others contain such Hodge parameters
but are larger than their generic Mumford–Tate group.

Because the generic Mumford–Tate group of a special subvariety must be de-
fined over Q, there are countably many special subvarieties of S. Hence there are
points of S which are not contained in any proper special subvariety. A point
or subvariety of S is called Hodge generic if it is not contained in any special
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subvariety of S other than S itself. A point is Hodge generic in S if and only
if its Mumford–Tate group is equal to the generic Mumford–Tate group M of S
itself. (Note that the generic Mumford–Tate group M need not be equal to G. By
condition (SV3), M must contain Gder, but it need not contain all of the centre
of G.)

Every irreducible component of the intersection of some special subvarieties of
S is a special subvariety. Hence every subvariety of S is contained in a unique
smallest special subvariety.

Of particular importance are special points, which are zero-dimensional spe-
cial subvarieties. A special subvariety has dimension zero if and only if its generic
Mumford–Tate group is a torus. If S = Ag, then special points are the moduli of
abelian varieties with complex multiplication.

An example of a positive-dimensional special subvariety is the image of the
Shimura embedding A1 × A1 → A2 considered above. As mentioned above, this
special subvariety of A2 is not isomorphic to A1 × A1 itself but rather to the
symmetric square of A1. It can be interpreted as the moduli space of principally
polarised abelian surfaces which are isomorphic (as polarised abelian varieties) to
products of two elliptic curves.

2.10 Weakly special subvarieties

The André–Pink conjecture concerns a slightly more general notion than that
of special subvariety, namely that of weakly special subvariety. Weakly special
subvarieties were named by Pink [Pin05a], although the concept was essentially
considered first by Moonen [Moo98]. In particular, Moonen realised that André’s
conjecture on subvarieties with a dense intersection with a Hecke orbit would be
false if its conclusion was that the subvariety was special instead of weakly special.

A subvariety of a connected Shimura variety S is a weakly special subvariety
if it is an irreducible component of [ι]([ϕ]−1(s2)) for some Shimura morphisms

S ′

[ϕ]
��

[ι]
// S

S2

and some point s2 ∈ S2.
Observe that weakly special subvarieties always come in families, parametrised

by the points of a finite cover of S2. The union of this family of weakly special
subvarieties is the special subvariety [ι](S ′).

By [Pin05a] Proposition 4.4, we may assume that [ι] is a Shimura embedding
and [ϕ] is a Shimura submersion in the definition of a weakly special subvariety.
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We shall now show that the above definition is equivalent to two other def-
initions: the definition we gave in the introduction and a description used by
Moonen [Moo98].

Proposition 2.6. Let S = ShΓ(G,X+). A subvariety Z ⊂ S is weakly special if
and only if there exist a connected Shimura subdatum (H,X+

H) ⊂ (G,X+) and an
element g ∈ G(R)+ normalising Hder such that Z is the image in S of g.X+

H ⊂ X+.

Proof. Suppose first that Z is weakly special. Let (G′, X ′+) and (G2, X
+
2 ) be the

connected Shimura data associated with S ′ and S2 respectively.
Let Z ′ ⊂ S ′ be an irreducible component of [ϕ]−1(s2) which maps onto Z, and

let W ⊂ X ′+ be a connected component of the preimage in X ′+ of Z ′.
Choose a special point t̃2 ∈ X+

2 in the image of X ′+ and let H2 ⊂ G2 be the
Mumford–Tate group of t̃2. Let H ′ = ϕ−1(H2)◦. Since H ′ is reductive and ϕ(H ′)
is commutative, H ′der is equal to the derived group of (kerϕ)◦. In particular H ′der

is normal in G′.
Let X+

H′ be a connected component of the preimage in X ′+ of t̃2. Observe that
(H ′, X+

H′) is a connected Shimura subdatum of (G′, X ′+).
Choose an element g′ ∈ G′(R)+ such that g′.X+

H′ ∩ W is non-empty. Since
φ∗ : X ′+ → X+

2 is G′(R)+-equivariant and X+
H′ and W are each a connected com-

ponent of the preimage of a point in X+
2 , we must have

g′.X+
H′ = W.

Furthermore g′ normalises H ′der because H ′der is normal in G′.
Letting g = ι(g′), H = ι(H ′) and X+

H = ι∗X
+
H′ we get a connected Shimura

subdatum (H,X+
H) ⊂ (G,X+) and an element g ∈ G(R)+ normalising Hder such

that Z is the image in S of g.X+
H .

In the converse direction, suppose that Z is the image in S of g.X+
H . Let

G′ ⊂ G be the normaliser of Hder; note that H ⊂ G′. Let G2 = G′/Hder, and let
ι : G′ → G and ϕ : G′ → G2 be the obvious homomorphisms.

By hypothesis, g ∈ G′(R). By [PR94] Theorem 7.7 there exists g0 ∈ G′(Q)
such that gg−1

0 ∈ G′(R)+. Replace g by gg−1
0 , H by g0Hg

−1
0 and X+

H by g0.X
+
H .

This does not change Hder, so does not change G′, and hence we may proceed,
assuming that g ∈ G′(R)+.

Let X ′+ be the connected component of X+[G′] containing X+
H and let X+

2 =
ϕ∗X

′+. Then (G′, X ′+) and (G2, X
+
2 ) are connected Shimura data and for suitable

choices of congruence subgroups, we get Shimura varieties S ′ and S2 and Shimura
morphisms

S ′

[ϕ]
��

[ι]
// S

S2
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Now ϕ(H) is a torus so the image of X+
H in X+

2 is a point t̃2 (whose image in
S2 is a special point). Let

s̃2 = ϕ(g).t̃2 ∈ X+
2

and let s2 be the image of s̃2 in S2. Then g.X+
H is a connected component of

ϕ−1
∗ (s̃2) and so Z is an irreducible component of [ι]([ϕ]−1(s2)) as required.

Proposition 2.7. Let S = ShΓ(G,X+). A subvariety Z ⊂ S is weakly special if
and only if there exist a connected Shimura subdatum (H,X+

H) ⊂ (G,X+) and a
decomposition of the adjoint Shimura datum (Had, Xad+

H ) as a direct product

(Had, Xad+
H ) = (H1, X

+
1 ) × (H2, X

+
2 ),

as well as a point x2 ∈ X2 such that Z is the image in S of X+
1 × {x2}.

Proof. First suppose that Z is weakly special. Assume that [ι] is a Shimura embed-
ding and [ϕ] is a Shimura submersion. Let (H,X+

H) and (H2, X
+
2 ) be the connected

Shimura data associated with S ′ and S2 respectively.
We may replace (H2, X

+
2 ) by (Had

2 , Xad+
2 ); since the Shimura covering π : S2 →

Sad
2 is finite, each irreducible component of a fibre of [ϕ] is also an irreducible

component of a fibre of [π ◦ϕ]. Thus we may suppose that H2 is an adjoint group.
Then we have a surjective homomorphism of adjoint groups Had → H2, so

Had is isomorphic to a direct product H1 × H2 for some other group H1. It is
straightforward to finish the proof.

The converse is obvious.

Moonen ([Moo98] Theorem 4.3) also showed that weakly special subvarieties are
precisely the images in S of totally geodesic subvarieties in X+. Another natural
description of weakly special subvarieties, due to Ullmo and Yafaev, is that they
are the algebraic subvarieties of S for which a component of the preimage in X+

is also algebraic (see section 3.4 for a precise definition of algebraic subvarieties
of X+).

All special subvarieties are weakly special. To see this, observe that the pair
consisting of the trivial algebraic group {1} and the unique Hodge parameter
S → {1} is a connected Shimura datum. Furthermore {1} is a congruence subgroup
of itself. Taking S2 to be the resulting one-point Shimura variety shows that every
special subvariety is weakly special.

A weakly special subvariety is special if and only if s2 ∈ S2 is a special point,
and this occurs if and only if the weakly special subvariety contains a special
point. The concept of “weakly special point” is uninteresting because all points
are weakly special (taking both [ι] and [φ] to be the identity).
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Examples. The Shimura immersion [ι] : A1 × A1 → A2 considered previously
gives a family of weakly special subvarieties: for each elliptic curve E0, the subva-
riety [ι]({E0} × A1) ⊂ A2 is weakly special. In modular terms, this is the variety
which parametrises principally polarised abelian surfaces isomorphic to a product
E0 ×E for a varying elliptic curve E. This is a special subvariety if and only if E0

has complex multiplication.
As we have seen, A1 × A1 has generic Mumford–Tate group

H = Gm.(SL2 × SL2).

Thus, in accordance with Proposition 2.7, Had is a direct product PSL2 × PSL2.
Not all weakly special subvarieties of Ag parametrise abelian varieties which

split as direct products (even up to isogeny). According to [Sai93] Corollary 8.4
counter-examples cannot occur for g ≤ 7. A counter-example with g = 8 was
found (in a different context) by Deligne and described by Faltings [Fal83a] and
André [And92]. André attributed this counter-example, seemingly incorrectly, to
Borovoi. This counter-example is fully described in the context of totally geodesic
subvarieties (equivalent to weakly special subvarieties) in [Moo98].

Here is an outline of the construction. Let F be a real quadratic field with
archimedean places σ1, σ2. Let D1 and D2 be quaternion algebras over F such
that D1 is split at σ1 and unsplit at σ2, while D2 is split at σ2 and unsplit at σ1.
Then there is a Shimura variety of Hodge type, embedded in A8, such that the
adjoint of the underlying group is PSL1(D1) × PSL1(D2), giving rise to a family
of weakly special subvarieties of A8 on which the generic abelian variety is simple.
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3 The Pila–Zannier strategy

This chapter summarises the ingredients from model theory and transcendence
theory which go into the Pila–Zannier strategy for proving conjectures on unlikely
intersections.

We begin with a rapid overview of o-minimal structures. We will not deal with
such structures directly in this thesis: all we need to know is the definability of
the uniformisation map Hg → Ag in Ran,exp and a suitably strong version of the
Pila–Wilkie theorem. Therefore we do not go into the properties of definable sets
in o-minimal models in detail but pass directly to the statement of the Pila–Wilkie
theorem.

We then discuss the Ax–Lindemann–Weierstrass theorem on the transcendence
of the exponential function and its analogue for Shimura varieties, the hyperbolic
Ax–Lindemann–Weierstrass conjecture. To show how the ingredients fit together,
we end the chapter with an outline of the simplest application of the Pila–Zannier
strategy, namely the torus analogue of the Manin–Mumford conjecture.

3.1 O-minimality

In this section we recall the definition and some important examples of o-minimal
structures. A general introduction to o-minimality can be found in [vdD98]. For an
account which focusses on the Pila–Wilkie theorem and Diophantine applications,
see [Sca12].

A subset of Rn is semialgebraic if it can be defined by a finite boolean com-
bination of polynomial inequalities.

A structure S (over R) is a sequence Sn of collections of subsets of Rn (for
each natural number n) such that

1. Sn is closed under finite unions, intersections and complements;

2. Sn contains all semialgebraic subsets of Rn;

3. if A ∈ Sm and B ∈ Sn then A×B ∈ Sm+n;

4. if m ≥ n and A ∈ Sm then π(A) ∈ Sn, where π : Rm → Rn is projection onto
the first n coordinates.

The sets in Sn are called the definable sets of the structure S. A function
f : A → B for definable sets A ⊂ Rm, B ⊂ Rn is said to be definable if its graph
is a definable subset of Rm+n.

A structure is o-minimal if every set in S1 (that is, every definable subset of R
itself) is a finite union of points and intervals. The basic example of an o-minimal
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structure is the structure of semialgebraic sets. The only non-obvious condition
for semialgebraic sets is closure under projections, which is the Tarski–Seidenberg
theorem.

All definable sets in an o-minimal structure are topologically well-behaved: for
example they have finitely many connected components and a finite cell decom-
position and can be stratified and triangulated (this is proved in [vdD98]).

The only o-minimal structure we shall use in this thesis is the structure Ran,exp

generated by the graphs of restricted analytic functions and the real exponential
function. A restricted analytic function is a function [0, 1]n → R which extends
to a real analytic function on some open neighbourhood of [0, 1]n. This structure
was shown to be o-minimal by van den Dries and Miller [vdDM94].

Throughout this thesis, when the word definable is used without specifying a
structure, it will mean definable in Ran,exp.

Let π : Hg → Ag →֒ PN(C) be the map constructed by Baily and Borel [BB66].
Let Fg denote the Siegel fundamental set in Hg; this is a semialgebraic fundamental
set for the action of Sp2g(Z). Crucially for us, Peterzil and Starchenko have shown
that the restriction of π to Fg is definable in Ran,exp [PS13]. This implies that, if
Z ⊂ Ag is an algebraic subvariety, then π−1(Z) ∩ Fg is definable.

It seems that an analogous result should hold for other Shimura varieties, i.e.
the restriction of the Baily–Borel map X+ → Γ\X+ → PN(C) to a suitable
fundamental set should be definable in Ran,exp. Klingler, Ullmo and Yafaev have
recently announced a proof of this.

3.2 The Pila–Wilkie theorem

We never use o-minimality directly in this thesis. We use it only for the Pila–
Wilkie theorem, which we shall now state. We require a strong version of this
theorem using definable blocks, but to illustrate the core of the theorem we begin
with a simple version.

The general idea of the theorem is that a transcendental definable set should
only contain few rational points. However a transcendental set may contain semial-
gebraic subsets of positive dimension, and these may contain many rational points,
so we need to exclude such subsets. We therefore make the following definition: if
X is a subset of Rn, then the semialgebraic part Xalg of X is the union of all
connected semialgebraic subsets of X of positive dimension.

The idea that there are few rational points is made precise by counting points
up to a given height. It does not matter much how we define the height, but for
concreteness we shall adopt the following naïve definition: if

x =
(
a1

b1

,
a2

b2

, . . . ,
an

bn

)
∈ Qn,
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where each of the fractions is written in lowest terms, then the height of x is

max(|a1| , |b1| , |a2| , |b2| , . . . , |an| , |bn|).

For any set X ⊂ Rn, we write X(Q, T ) for the set of rational points in X of height
at most T .

Theorem 3.1 ([PW06] Theorem 1.8). Let X ⊂ Rn be a definable set and let ǫ > 0.
There is a constant c = c(X, ǫ) such that for all T ≥ 1,

#(X −Xalg)(Q, T ) ≤ cT ǫ.

The set Xalg need not itself be semialgebraic or even definable, but stronger
versions of the Pila–Wilkie theorem assert that most of the rational points of X
are contained in nicely behaved subsets of Xalg. This can be made this precise
using definable blocks.

A definable block is a definable set which is connected and almost semialgebraic.
We use the definition from [Pil11], which is called a “basic block” in [Pil09a]: a
(definable) block of dimension w in Rn is a connected definable subset W ⊂ Rn

of dimension w, regular at every point, such that there is a semialgebraic set
A ⊂ Rn of dimension w, regular at every point, with W ⊂ A.

A definable block family is a definable subset W of Rn × Rm such that for
each η ∈ Rm, the fibre Wη = {x ∈ Rn | (x, η) ∈ W} is a definable block.

We have simplified the statement of the following theorem with respect to that
given by Pila by considering only a single set X instead of a definable family, as
this is all that is required in this thesis.

Theorem 3.2 ([Pil09a] Theorem 3.5). Let X ⊂ Rn be a definable set and ǫ > 0.
There are a finite number J = J(X, ǫ) of definable block families

W(j) ⊂ Rn × Rm, j = 1, . . . , J

and a constant c = c(X, ǫ) such that:

(1) for all η ∈ Rm,

W(j)
η ⊂ X;

(2) for all T ≥ 1, X(Q, T ) is contained in the union of at most cT ǫ definable
blocks of the form W(j)

η (for some j ∈ {1, . . . , J} and η ∈ Rm).
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3.3 The Ax–Lindemann–Weierstrass theorem

We wish to apply the Pila–Wilkie theorem to the preimage Z̃ in Hg of an algebraic
subvariety of Ag (or more precisely to the intersection of this with a fundamental
set). In order to do this, we must understand the semialgebraic part Z̃alg of such a
set. This is the subject of the hyperbolic Ax–Lindemann–Weierstrass conjecture.
In order to motivate this conjecture, we shall begin with the classical Lindemann–
Weierstrass theorem and with the Ax–Lindemann–Weierstrass theorem for the
exponential function.

Theorem 3.3 (Lindemann–Weierstrass). Let z1, . . . , zn be algebraic numbers. If
z1, . . . , zn are linearly independent over Q, then exp(z1), . . . , exp(zn) are alge-
braically independent over Q.

The following analogue of this result for functions on a complex algebraic va-
riety was given the name of Ax–Lindemann–Weierstrass by Pila. Since it does
not appear in this form in [Ax71], we show how to deduce it from the so-called
Ax–Schanuel theorem. In this theorem, we say that f1, . . . , fn are Q-linearly in-
dependent modulo constants if there do not exist a1, . . . , an ∈ Q, not all zero,
such that a1f1 + . . .+ anfn ∈ C.

Theorem 3.4 (Ax–Lindemann–Weierstrass). Let W be an irreducible complex
algebraic variety and f1, . . . , fn ∈ C[W ] regular functions on W . If f1, . . . , fn are
Q-linearly independent modulo constants, then the functions

exp f1, . . . , exp fn : W → C

are algebraically independent over C.

Proof. Let f : W → Cn denote the function (f1, . . . , fn), and let V ⊂ Cn be the
Zariski closure of the image of f . Let m = dimW and r = dimV .

By [Har77] Corollary II.8.16 and Proposition III.10.6 there is a Zariski open
subset U ⊂ W such that U is non-singular and for all w ∈ U , the morphism of
tangent spaces df|w : TW,w → TV,f(w) has rank at least r.

Since U is non-singular, we may choose an isomorphism of complex manifolds
ψ : ∆m → U0 from the polydisc to an open subset of U . Let yi = fi ◦ψ : ∆m → C.

The condition that the fi are Q-linearly independent modulo constants implies
that the functions yi − yi(0) are Q-linearly independent. Hence we can apply
Corollary 2 of Theorem 3 in [Ax71] to deduce that

trdegC(y1, . . . , yn, exp y1, . . . , exp yn) ≥ n+ rk

(
∂yi

∂tj

)

1≤i≤n,1≤j≤m
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Our condition on the rank of df|w for w ∈ U implies that rk(∂yi/∂tj) ≥ r.
Furthermore, trdegC(y1, . . . , yn) = dimV = r. Hence the above inequality implies

r + trdegC(exp y1, . . . , exp yn) ≥ n+ r

or in other words exp y1, . . . , exp yn are algebraically independent, as required.

We can translate this theorem into geometric terms as follows.

Theorem 3.5. Let π = (exp, exp, . . . , exp) : Cn → (C×)n. Let W be an irreducible
algebraic subvariety of Cn.

If W is not contained in a translate of a proper Q-linear subspace of Cn, then
π(W ) is Zariski dense in Gn

m,C.

The form in which the Ax–Lindemann–Weierstrass theorem is used in the Pila–
Zannier method is as follows.

Corollary 3.6. Let π = (exp, exp, . . . , exp) : Cn → (C×)n. Let Z be an algebraic
subvariety of Gn

m,C.
If W is a maximal irreducible algebraic subvariety of Cn contained in π−1(Z),

then W is a translate of a Q-linear subspace of Cn. Equivalently, π(W ) is a
translate of an algebraic subgroup of Gn

m,C.

Proof. By translating, we may assume that 0 ∈ W . Let V ⊂ Cn be the smallest
Q-linear subspace containing W and let G = π(V ). Then V ∼= Cr and G ∼= Gr

m,C

for some r so we may apply Theorem 3.5 to π : V → G and W to deduce that
π(W ) is Zariski dense in G.

It follows that G ⊂ Z so V ⊂ π−1(Z). Since V is an irreducible algebraic
subvariety of Cn, the maximality of W implies that W = V .

3.4 Hyperbolic Ax–Lindemann–Weierstrass conjecture

The hyperbolic Ax–Lindemann–Weierstrass conjecture is the analogue of the Ax–
Lindemann–Weierstrass theorem in which the exponential map Cn → Gn

m,C is
replaced by the uniformisation map X+ → S of a Shimura variety. In order to
state the conjecture, we must first define what we mean by algebraic subvarieties
of a Hermitian symmetric domain X+; this definition is not entirely clear because
X+ is a complex manifold but is not quasi-projective.

Fix a connected semialgebraic open subset U ⊂ Cn (in our application, U will
be a suitable realisation of X+). We say that W ⊂ U is an irreducible algebraic
subset of U if it is a connected component of V ∩ U for some complex algebraic
variety V ⊂ Cn.
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For any subset Y ⊂ U , we define the complex algebraic part of Y , denoted
Y ca, to be the union of all positive-dimensional irreducible algebraic subsets of U
contained in Y . Clearly Y ca is contained in the semialgebraic part Y alg. In fact
these are equal if Y is complex analytic.

Lemma 3.7 ([Pil09b] Lemma 2.1). Let U ⊂ Cn be a connected semialgebraic open
set. If Y ⊂ U is complex analytic then

Y ca = Y alg.

A realisation of a Hermitian symmetric domain X+ (associated with the re-
ductive group G) is an open analytic subset X + of a complex algebraic variety,
equipped with an isomorphism of complex manifolds X+ → X + and such that the
induced action of G(R)+ on X + is semialgebraic. Every Hermitian symmetric do-
main has a Harish-Chandra realisation as a bounded domain in the tangent space
of a base point x0 ∈ X+. In the case of the Siegel upper half-space, Hg ⊂ Mg(C)
is a realisation which is isomorphic to the Harish-Chandra realisation.

A choice of realisation allows us to talk about irreducible algebraic subsets of a
Hermitian symmetric domain X+, using the above definition. According to [Ull12]
Lemma 2.1, realisations are semialgebraic sets and isomorphisms of realisations
are semialgebraic maps. Hence if Y ⊂ X+ is complex analytic, it follows from
Lemma 3.7 that Y ca is independent of the choice of realisation (provided that the
realisation is isomorphic to the Harish-Chandra realisation).

Conjecture 3.8 (Hyperbolic Ax–Lindemann–Weierstrass). Let (G,X+) be a con-
nected Shimura datum and S = ShΓ(G,X+) a connected Shimura variety. Let
π : X+ → S be the uniformisation map. Choose a realisation of X+ isomorphic to
the Harish-Chandra realisation.

Let Z be an algebraic subvariety of S.
If W is a maximal irreducible algebraic subset of X+ contained in π−1(Z), then

π(W ) is a weakly special subvariety of S.

Ullmo and Yafaev [UY11] have proved the important case of this conjecture in
which W consists of an entire irreducible component of π−1(Z): in other words if
Z ⊂ S is algebraic and some irreducible component of π−1(Z) is algebraic, then
Z is weakly special. In particular this proves the full hyperbolic Ax–Lindemann–
Weierstrass conjecture when Z is a curve.

Ullmo and Yafaev have also proved the hyperbolic Ax–Lindemann–Weierstrass
conjecture for compact Shimura varieties S [UY13b]. Pila and Tsimerman have
announced a proof of the conjecture for S = Ag [PT12], and Klingler, Ullmo and
Yafaev have recently announced a proof of the full conjecture.

Theorem 3.9 ([PT12]). The hyperbolic Ax–Lindemann–Weierstrass conjecture
holds for Ag.
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Let Zws denote weakly special part of Z, i.e. the union of the weakly special
subvarieties of S contained in Z. The theorem of Pila and Tsimerman has the
following corollary.

Corollary 3.10. Let π : Hg → Ag be the uniformisation map. Let Z be an alge-
braic subvariety of Ag, and let Z̃ = π−1(W ).

Then Zws = π(Z̃ca).

3.5 Proof of the Manin–Mumford conjecture for tori

We now sketch a simple application of the method of Pila and Zannier [PZ08]. This
shows the overall structure we will use for the proof of the André–Pink conjecture
for curves in Ag. In order to make the sketch as simple as possible, we consider
the analogue of the Manin–Mumford conjecture for the torus Gn

m,C.

Theorem 3.11. Let G = Gn
m,C and let Z ⊂ G be an algebraic subvariety. Let Σ

denote the set of torsion points of G.
If Σ ∩ Z is Zariski dense in Z, then Z is a translate of an algebraic subgroup

of G by a torsion point.

Proof.

1. Let π = (exp(2πiz1), . . . , exp(2πizn)) : Cn → Gn
m,C. Let F denote the funda-

mental domain

F = {(z1, . . . , zn) ∈ Cn | 0 ≤ Re zi < 1 ∀i}.

Then π|F is definable in Ran,exp. Hence

Z̃ = π−1(Z) ∩ F

is a definable set.

2. Let x ∈ Gn
m,C be a torsion point of order N . Then there is a unique x̃ ∈ F

lifting x. The coordinates of x̃ are rational numbers in [0, 1) with denomi-
nators dividing N , and so H(x̃) ≤ N .

3. We can now apply the Pila–Wilkie theorem in its simplest form (Theo-
rem 3.1) to deduce that there exists c such that for all T ≥ 1, π(Z̃ − Z̃alg)
contains fewer than cT 1/2 torsion points of order at most T .

4. If x ∈ Gn
m,C is a torsion point of order N , then the coordinates of x generate

the cyclotomic field Q(µN) which has degree φ(N) over Q.

57



Since Z contains a dense set of points defined over number fields, Z itself is
defined over a number field K. It is easy to show that

φ(N)/[K : Q] > cN1/2 (*)

for large enough N .

5. Since Σ∩Z is infinite and the number of torsion points in Gn
m,C of given order

is finite, we can find some N satisfying (*) and such that Σ ∩ Z contains a
point x of order N .

All Gal(Q̄/K)-conjugates of x are also torsion points of order N and are also
in Z. Hence by (*), Z contains more than cN1/2 torsion points of order N
and therefore by step 3, Z̃alg is non-empty.

6. By Lemma 3.7, Z̃alg = Z̃ca so Z̃ca is non-empty. Assume now that Z is a
curve. It follows that some irreducible component of Z̃ is algebraic.

7. By Corollary 3.6, Z is a translate of an algebraic subgroup.

8. Subvarieties Z of dimension greater than 1 can be dealt with by an induction
on the dimension.

The same method can be used to prove the Manin–Mumford conjecture for an
abelian variety A. In step 1, instead of the exponential map, we use the uniformi-
sation π : Cn → A. In order for step 2 to work, we must choose real coordinates on
Cn which map the lattice kerπ onto Z2n. Step 4 is replaced by a lower bound for
the Galois degrees of torsion points on A, proved by Masser [Mas84a]. In step 7 we
use the analogue of the Ax–Lindemann–Weierstrass theorem for abelian varieties
([Ax72] Theorem 3).

In our proof of André–Pink for curves in Ag, we will apply the same outline
to the uniformisation Hg → Ag. However step 2 cannot be carried out directly as
points in the Hecke orbit Σ do not have rational preimages in Hg. They do have
rational preimages in GSp2g(R)+ and so we will apply the Pila–Wilkie theorem
there, but this requires us to use the blocks version of Pila–Wilkie. Some calcu-
lations are also required to relate the heights of these preimages to the degrees of
isogenies. In place of step 4 we deduce a Galois lower bound from the Masser–
Wüstholz isogeny theorem. Finally the induction to extend the result from curves
to higher-dimensional subvarieties turns out to be more difficult and we have not
been able to do this in all cases.

58



4 Hecke orbits

In this chapter we discuss Hecke orbits in connected Shimura varieties and certain
related concepts, namely generalised Hecke orbits, P -Hecke orbits and isogeny
classes. If (G,X+) is a connected Shimura variety, then a Hecke orbit in an
associated connected Shimura variety is the image of a G(Q)+-orbit in X+.

We begin by recalling the definitions of Hecke orbits and generalised Hecke
orbits, the relations between them and their basic functoriality properties; this is
largely taken from [Pin05a]. In the case of the Siegel modular variety Ag, a Hecke
orbit is the same as a polarised isogeny class. The difference between polarised
and unpolarised isogeny classes of abelian varieties is very important in this thesis,
so we discuss this in more detail. In particular we prove that an unpolarised
isogeny class of principally polarised abelian varieties may contain infinitely many
polarised isogeny classes, but that the natural map Ag → A4g maps unpolarised
isogeny classes into polarised isogeny classes. The latter is useful because it allows
us to reduce questions about unpolarised isogeny classes to questions about Hecke
orbits by replacing Ag with A4g.

We then introduce P -Hecke orbits, where P is a finite set of primes. A P -
Hecke orbit is the image of an orbit in X+ for the subgroup of G(Q)+ consisting
of elements which are “trivial at primes outside P .” The reason for introducing
these is that the preimage of a P -Hecke orbit by a Shimura immersion is contained
in a finite union of P -Hecke orbits, while the analogous statement for usual Hecke
orbits is false. This allows us to prove the André–Pink conjecture for arbitrary
subvarieties of Shimura varieties of abelian type, provided that we replace Hecke
orbits by P -Hecke orbits in the statement of the conjecture.

4.1 Definitions of Hecke orbits

Let S = ShΓ(G,X+) be a connected Shimura variety. Let ϕ be an automorphism of
the Shimura datum (G,X+) (that is, an automorphism of the Q-algebraic group G
which maps X+ into itself). Let Γϕ = Γ ∩ϕ−1(Γ) (this is a congruence subgroup).
We have a diagram of Shimura coverings

ShΓϕ
(G,X+)

[id]

vv

[ϕ]

((

ShΓ(G,X+) ShΓ(G,X+)

This induces a finite correspondence S → S denoted Tϕ. Correspondences of this
form are called generalised Hecke operators.

The correspondence is called a (usual) Hecke operator if ϕ is an inner
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automorphism h 7→ ghg−1 for some g ∈ G(Q)+. In this case we may also write Tg

instead of Tϕ.
Observe that G(Q)+ stabilises X+, so every g ∈ G(Q)+ gives rise to a usual

Hecke operator. Furthermore if γ ∈ Γ then conjugation by γ induces the identity
morphism S → S, so the Hecke operator Tg depends only on the double coset ΓgΓ.

Let s ∈ S. The (usual) Hecke orbit of s is the union of Tg.s for all usual
Hecke operators Tg. Similarly the generalised Hecke orbit of s is the union of
Tϕ.s for all generalised Hecke operators Tϕ.

We may also describe Hecke orbits via their preimages under π : X+ → S. Let
s̃ be any point of X+ in the preimage of s. Then the usual Hecke orbit of s is
π(G(Q)+.s̃), and the generalised Hecke orbit is π(Aut(G,X+).s̃).

4.1.1 Comparison of definitions

Generalised Hecke operators are more general than usual Hecke operators in two
ways:

1. The automorphism ϕ may become an inner automorphism of G after exten-
sion of scalars to Q̄, even though it is not an inner automorphism over Q. (We
will call such a generalised Hecke operator an adjoint Hecke operator.)

2. The automorphism ϕ may be an outer automorphism of G, even after ex-
tending scalars to Q̄.

The first generalisation can make generalised Hecke orbits significantly larger
than usual Hecke orbits, although it has no effect if G is an adjoint group. The
second generalisation is unimportant, insofar as a generalised Hecke orbit is a finite
union of orbits with respect to adjoint Hecke operators. (This is only true because
we are only considering pure Shimura varieties; outer automorphisms make a big
difference to generalised Hecke orbits for mixed Shimura varieties.)

With regard to the first generalisation, suppose that ϕ : G → G is conjugation
by an element g ∈ G(Q̄). The condition that ϕ should be defined over Q is
equivalent to the image of g in Gad being defined over Q, and the condition that ϕ
should preserve X+ is equivalent to the image of g in Gad being in Gad(R)+. Hence
each adjoint Hecke operator is induced by an element of Gad(Q)+, explaining the
name.

Clearly an adjoint Hecke orbit is the same as a usual Hecke orbit if G = Gad.
More generally, each adjoint Hecke orbit in S is the preimage of a usual Hecke orbit
in Sad (an associated adjoint Shimura variety). An adjoint Hecke orbit contains
infinitely many usual Hecke orbits whenever the image of G(Q)+ has infinite index
in Gad(Q)+. The standard example of a group for which the image of G(Q) has
infinite index in Gad(Q) is SL2, but there are no Shimura varieties associated with
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SL2. To obtain an example of a Shimura variety where adjoint Hecke orbits contain
infinitely many usual Hecke orbits, let F be a real quadratic field and take

G = Gm,Q.ResF/Q SL2 .

This is the Mumford–Tate group of an abelian surface whose endomorphism alge-
bra is the real quadratic field F . The cosets of G(Q)+ in Gad(Q)+ are in bijection
with F×,+/Q×,+F×2 which is infinite. (Here F×,+ means the totally positive ele-
ments in F×.)

For the second generalisation, consider first the case of an adjoint group. Such
a group is semisimple so has finite outer automorphism group. Hence each gener-
alised Hecke orbit in a connected Shimura variety of adjoint type is a finite union of
adjoint (or equivalently usual) Hecke orbits. We can deduce that each generalised
Hecke orbit in any connected Shimura variety S is a finite union of adjoint Hecke
orbits, because its image in Sad is contained in a generalised Hecke orbit for Sad

(because every automorphism of G induces an automorphism of Gad).
Let us also compare our definition of usual Hecke orbits with that of Deligne.

Deligne (working with non-connected Shimura varieties) associates a Hecke oper-
ator with each g ∈ G(Af ). This Hecke operator depends only on the double coset
KgK, where K is the closure of Γ in G(Af ). Hence every Hecke operator induced
by an element of G(Q)+K is the same as one induced by an element of G(Q)+.
The additional Hecke operators induced by elements of G(Af ) not in G(Q)+K
permute the connected components of the Shimura variety non-trivially, and so do
not make sense in the world of connected Shimura varieties.

4.1.2 Isogeny classes

Another related notion is that of ρ-isogeny classes,where ρ is a faithful representa-
tion of the group G. These have the advantage over usual and generalised Hecke
orbits that they have better functorial properties (for suitably chosen representa-
tions ρ), but the disadvantages that they depend on the choice of a representation ρ
and that it seems difficult to exploit the information that points are in the same
isogeny class, except for some special cases. Edixhoven and Yafaev [EY03] used ρ-
isogeny classes when proving the André–Pink conjecture for special points because
of the functorial properties.

Let ρ be a faithful representation of G defined over Q. We say that two points
s, t ∈ S are ρ-isogenous if the associated Q-Hodge structures ρ ◦ s̃ and ρ ◦ t̃ are
isomorphic, for points s̃, t̃ ∈ X+ in the preimages of s and t respectively. This is
independent of the choice of lifts s̃, t̃.

For every representation ρ, each generalised Hecke orbit is contained in a finite
union of ρ-isogeny classes ([Pin05a] Proposition 3.6). In the converse direction, a
ρ-isogeny class may contain infinitely many generalised Hecke orbits (Lemma 4.3).
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4.1.3 Example

The most important examples of ρ-isogeny classes are when G = GSp2g and ρ
is the standard 2g-dimensional representation of G. Then two points of Ag are
ρ-isogenous if and only if the associated abelian varieties are isogenous (forgetting
the polarisations).

Being in the same Hecke orbit in Ag is a stricter condition. Two points of Ag

are in the same Hecke orbit if and only if there is a polarised isogeny between
the associated principally polarised abelian varieties (A, λ) and (B, µ): that is, an
isogeny f : A → B such that f ∗µ = nλ for some n ∈ Z. There is no difference
between Hecke orbits and generalised Hecke orbits for GSp2g because GSp2g(Q) →
PGSp2g(Q) is surjective and because GSp2g has no outer automorphisms which
map X+ into X+.

We will prove in Lemma 4.3 that an isogeny class in Ag may contain infinitely
many polarised isogeny classes – this is essentially the same example as the gener-
alised and usual Hecke orbits for Gm.ResF/Q SL2 considered above. The difference
between isogeny classes and polarised isogeny classes will be important throughout
this thesis. However it is possible to embed isogeny classes in Ag in Hecke orbits
in a larger Shimura variety, using the natural Shimura embedding Ag → A4g

which sends a principally polarised abelian variety to its fourth power (see Propo-
sition 4.4).

4.2 Functoriality of Hecke orbits

The functorial properties of Hecke orbits are complicated, varying between the
different kinds of orbits. We begin with a list of the basic properties.

Lemma 4.1. (1) The image of a usual Hecke orbit by any Shimura morphism is
contained in a Hecke orbit.

(2) The preimage of a usual Hecke orbit may contain infinitely many Hecke orbits,
even for a Shimura embedding or Shimura covering.

(3) The image of a generalised Hecke orbit by a Shimura embedding may intersect
infinitely many generalised Hecke orbits.

(4) The image of a generalised Hecke orbit by a Shimura submersion is contained
in a finite union of generalised Hecke orbits.

(5) The preimage of a generalised Hecke orbit by a Shimura embedding may inter-
sect infinitely many generalised Hecke orbits.

(6) The preimage of a generalised Hecke orbit by a Shimura covering is contained
in a finite union of generalised Hecke orbits.
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(7) For every faithful representation ρ of G, there exists a faithful representation
ρad of Gad such that the image of each ρ-isogeny class by the Shimura covering
associated with G → Gad is contained in a ρad-isogeny class.

(8) For every faithful representation ρ of G, the preimage of each ρ-isogeny class
by a Shimura embedding [ι] is contained in a ρι-isogeny class.

Proof. Property (1) is obvious. Property (2) for a Shimura embedding follows
from Lemma 4.3 and Proposition 4.4. (2) for a Shimura covering and (3) may
be proved by modifications of the Gm.ResF/Q SL2 example above. (4) can be
proved by reducing it to a question for usual Hecke orbits in Shimura varieties of
adjoint type and using (1). (5) for a Shimura embedding follows from Lemma 4.3
and Proposition 4.4. (6) can be proved by replacing the codomain of the Shimura
covering by an associated adjoint Shimura variety; it is then clear that the preimage
of a generalised Hecke orbit is a finite union of adjoint Hecke orbits. (7) is proved
by Construction 2.3 in [EY03]. (8) is obvious.

As in (5) above, the preimage of a generalised Hecke orbit by a Shimura embed-
ding S ′ → S may intersect infinitely many generalised Hecke orbits. This prevents
us proving the full André–Pink conjecture for Shimura varieties of abelian type.
However this problem does not occur if the generalised Hecke orbit in question is
that of a Hodge generic point in S ′.

Lemma 4.2. Let [ι] : S ′ → S be a Shimura immersion of connected Shimura
varieties. Let s be a point in S ′ and Σ the generalised Hecke orbit of [ι](s) in S.

If s is Hodge generic in S ′, then [ι]−1(Σ) is contained in a finite union of
generalised Hecke orbits in S ′.

Proof. Let (G,X+) and (G′, X ′+) be the connected Shimura data describing S and
S ′ respectively. As in Theorem 6.6, we may assume that G is an adjoint group
and that Σ is a usual Hecke orbit in S. Similarly we may assume that G′ is the
generic Mumford–Tate group of X ′+ (the inclusion of the generic Mumford–Tate
group in G′ is a Shimura covering). We may also replace G′ by its image ι(G′) and
hence assume that [ι] is a Shimura embedding and G′ is a subgroup of G.

Choose s̃ ∈ X ′+ above s. Let t be any point in [ι]−1(Σ), and let t̃ be a point in
X ′+ above t. Since [ι](t) and [ι](s) are in the same Hecke orbit in S, there is some
g ∈ G(Q)+ such that g.ι∗s̃ = ι∗t̃.

Since s is Hodge generic in S ′ and G′ is the generic Mumford–Tate group for
X ′+, the Mumford–Tate group of s̃ is G′. Hence the Mumford–Tate group of ι∗t̃
is gG′g−1. But since t̃ ∈ X ′+, its Mumford–Tate group is contained in G′. By
comparing dimensions, we get that

gG′g−1 = G′.
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Hence conjugation by g induces an automorphism of G′ defined over Q. Hence
s and t are in the same generalised Hecke orbit in S ′.

4.3 Polarised and unpolarised isogeny classes

As mentioned above, a Hecke orbit or generalised Hecke orbit in Ag is the same
as a polarised isogeny class of principally polarised abelian varieties. We use the
arithmetic of endomorphism rings of abelian varieties to prove two results on the
relationship between polarised and unpolarised isogeny classes. First we show that
the difference between the two is important, because an isogeny class may contain
infinitely many polarised isogeny classes. Then we show that it is possible to work
round this difference by embedding Ag in A4g.

Lemma 4.3. An isogeny class of principally polarised abelian varieties may con-
tain infinitely many polarised isogeny classes.

Proof. Consider a principally polarised abelian surface (A, λ) whose endomorphism
ring is the ring of integers of a real quadratic field F .

For each totally positive d ∈ oF , there is a principally polarised abelian sur-
face (Ad, λd) and an isogeny fd : A → Ad such that f ∗

dλd = λ ◦ d (apply [Mil86]
Corollary 16.10 to (A, λ ◦ d)).

By definition, (Ad, λd) and (Ae, λe) are in the same polarised isogeny class if
and only if there is some g : Ad → Ae such that g∗λe = nλd for some n ∈ Z. Thus,
if u = f−1

e gfd ∈ EndA⊗Q, we must have nd = u†eu. So (Ad, λd) and (Ae, λe) are
in the same polarised isogeny class if and only if there exist n ∈ Z and u ∈ oF −{0}
such that nd = u†eu = u2e.

Hence the polarised isogeny classes contained in the isogeny class of (A, λ) are
parameterised by F+,×/Q×F×2, which is infinite: there are infinitely many rational
primes which split as a product of two principal prime ideals (p) = (ap)(a′

p) in oF ;
we can always choose ap totally positive, and the ap for different p are in different
classes in F+,×/Q×F×2.

Let [ι] denote the Shimura embedding Ag → A4g induced by the block diagonal
embedding

M 7→
(

M
M

M
M

)
: GSp2g → GSp8g .

In terms of moduli of abelian varieties, this sends a principally polarised abelian
variety to its fourth power. The following proposition shows that if Σ is an isogeny
class in Ag, then [ι](Σ) is contained in a polarised isogeny class in A4g.
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Proposition 4.4. Let (A, λ) and (B, µ) be principally polarised abelian varieties.
If A and B are isogenous, then there is a polarised isogeny (A, λ)4 → (B, µ)4.

Let f : A → B be an isogeny. There is some positive symmetric endomorphism
d ∈ EndA such that f ∗µ = λd. We shall show that there are u ∈ M4(EndA) and
q ∈ Z such that

u† diag4(d)u = q. (*)

Then (diag4(f)u)∗(diag4(µ)) = diag4(λ)q so diag4(f)u is the desired polarised
isogeny A4 → B4.

Let E = EndA ⊗Z Q. It will suffice to find u ∈ M4(E) and q ∈ Q satisfying
(*) because we can multiply up by a rational integer to clear the denominators.
Furthermore E is a direct product of simple Q-algebras (each of which is preserved
by †) and we can solve (*) independently in each component, so we may assume
that E is simple. Then E = Mn(D) for some division algebra D with positive
involution †.

Let ψ : Dn × Dn → D be the (D, †)-Hermitian form ψ(a, b) = adb†. Then (*)
is the claim that ψ⊕4 is equivalent to a Hermitian form represented by a matrix
diag4n(q) for some q ∈ Q. Thus Proposition 4.4 is implied by the lemma below.

Lemma 4.5. Let (D, †) be a division algebra over Q with positive involution. Let
ψ : Dn ×Dn → D be a (D, †)-Hermitian form, positive definite in each real place.
Then ψ⊕4 is equivalent to the Hermitian form represented by the matrix diag4n(1).

Proof. We shall prove this using the classification of (D, †)-Hermitian forms, as in
chapter 10 of [Sch85].

By construction, ψ⊕4 and diag4n(1) have the same dimension. Since ψ is posi-
tive at each real place they also have the same signature. The other invariants in
the classification of Hermitian forms differ depending on the type of (D, †) in the
Albert classification, we must split into cases following the Albert classification.

Type I. D is a totally real number field and the Rosati involution is trivial, so
(D, †)-Hermitian forms are just quadratic forms over D. Quadratic forms over D
are classified by their dimension, determinant in D×/D×2, Hasse invariant in BrD
and signature at real places ([Sch85] Corollary 6.6.6). The determinant of ψ⊕4 is
the fourth power of detψ, so is a square.

It remains to check that Hasse invariant s(ψ⊕4) is 1. To compute the Hasse
invariant, choose a diagonal form diag(a1, . . . , an) equivalent to ψ. When we take
unordered pairs from {a1, . . . , an} repeated four times, each pair {ai, aj} with i 6= j
occurs 16 times and each pair {ai, ai} occurs six times. Hence

s(ψ⊕4) =
∏

i<j

s(ai, aj)16
∏

i

s(ai, ai)6.

Since each s(ai, aj) and s(ai, ai) has order 1 or 2 in BrD it follows that s(ψ⊕4) = 1.
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Type II. D is a quaternion algebra over a number field F , indefinite at all real
places, and † is an orthogonal involution.

This case is harder than the others because the isometry class of a (D, †)-
Hermitian form not determined by its localisations. There is a localisation map
on the Witt group of (D, †)-Hermitian forms

r : W (D, †) →
∏

p

W (Dp, †)

where the product is over all places of F , but it is not injective. We shall show
first that ψ⊕2 is equivalent to diag2n(1) modulo ker r, then that this kernel has
exponent 2.

Let ∗ denote the canonical involution on D. Then the classification of †-
Hermitian forms is equivalent to the classification of ∗-skew-Hermitian forms.
Hence for each non-archimedean place p, regular (Dp, †)-Hermitian forms are clas-
sified by their dimension and determinant in F×/F×2 ([Sch85] Theorem 10.3.6).
The determinant of ψ⊕2 is a square, so ψ⊕4 is equivalent to diag2n(1) locally in
each non-archimedean place.

At archimedean places p, (Dp, †) ∼= (M2(R), transpose) so (Dp, †)-Hermitian
forms are just real quadratic forms and are classified by their dimension and
signature. By assumption, ψ⊕2 and diag2n(1) have the same signature at each
archimedean place.

Hence ψ⊕2 and diag2n(1) are equivalent in every localisation; in other words,
they are equivalent modulo the kernel of r.

According to [Lew82] Proposition 3, ker r ∼= (Z/2Z)s−2 where s is the number
of places at which D does not split. (Lewis only states that the order of ker r is
equal to 2s−2 and that ker r ∼= q−1(Im δ)/ Imα for certain maps q, δ, α. But the
proof shows that q is injective and Im δ has exponent 2, so ker r has exponent 2.)

Hence 2([ψ⊕2] − [diag2n(1)]) = 0 in W (D, †). Hence ψ⊕4 and diag4n(1) are
equivalent as (D, †)-Hermitian forms.

Type III. D is a quaternion algebra over a number field F , definite at all real
places, and † is the canonical involution.

By [Sch85] 10.1.8, (D, †)-Hermitian forms are classified by their dimension and
signature at all real places of F . We have already observed that these are equal
for ψ⊕4 and diag4n(1).

Type IV. D is a simple algebra with centre F and † is a unitary involution. Let
F0 be the fixed field of † in F .

By [Sch85] Corollary 10.6.6, (D, †)-Hermitian forms are classified by their di-
mension, determinant in F×

0 /NF/F0
(F×) and signature for all real places of F0
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which do not decompose in F . We know that the dimension and signature of ψ⊕4

and diag4n(1) agree.
For the determinant, det(ψ⊕4) = (detψ)4 is the square of an element of F×

0

and hence is in NF/F0
(F×) as required.

4.4 Embedding Shimura varieties of abelian type in Ag

By definition, every connected Shimura variety S of abelian type has a covering
[p] : S1 → S by a Shimura variety for which there is an embedding [ι] : S1 → Ag

(for some g). However, if Σ is a generalised Hecke orbit in S then [ι][p]−1(Σ) may
intersect infinitely many Hecke orbits in Ag (thanks to Lemma 4.1 (2) and (3)).

We shall show that this can be worked around by suitably choosing the centre
of the reductive group associated with S1. This is necessary to reduce the André–
Pink conjecture for Shimura varieties of abelian type to the case of Ag.

Theorem 4.6. Let S be a connected Shimura variety of adjoint abelian type. Then
there exist a Shimura variety S1, a Shimura covering [p] : S1 → S and a Shimura
immersion [ι] : S1 → Ag for some g ∈ N such that, for every Hecke orbit Σ in S,
[ι][p]−1(Σ) is contained in a Hecke orbit in Ag.

We will prove this using the following proposition.

Proposition 4.7. Let (G,X+) be a connected Shimura datum of adjoint abelian
type. Then there exist reductive Q-algebraic groups G1 and G3 fitting into the
following commutative diagram

G3

��

� � // GL2g

G G1p
oo � �

ι
//

?�

OO

GSp2g

?�

OO

such that

(1) the four arrows of the right-hand square are injections;

(2) there is a connected Shimura datum (G1, X
+
1 ) such that G1 → G and G1 →

GSp2g induce morphisms of Shimura data;

(3) Gad
1 = Gad

3 = G; and

(4) G3(Q)+ → G(Q)+ is surjective.
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Proof of Theorem 4.6. Apply Proposition 4.7 to get G1 and G3. Choose a congru-
ence subgroup Γ1 ⊂ G1(Q)+ such that p(Γ1) ⊂ Γ, and let S1 = ShΓ1

(G1, X
+
1 ).

Suppose that s, t ∈ Σ and choose s1, t1 ∈ S1 such that [p](s1) = s and
[p](t1) = t. We claim that [ι](s1) and [ι](s2) are isogenous.

Choose s̃, t̃ ∈ X+
1 lifting s1, t1.

By [Mil05] Proposition 5.7, p : G1 → G induces an isomorphism p∗ : X+
1 → X+.

Because s and t are in the same Hecke orbit, we have p∗s̃ ∈ G(Q)+.p∗(t̃). Since
G3(Q)+ → G(Q)+ is surjective, it follows that s̃ ∈ G3(Q)+.t̃.

Thus ι ◦ s̃ and ι ◦ t̃ are GL2g(Q)-conjugate. In other words, they define isomor-
phic Q-Hodge structures. Hence the abelian varieties corresponding to [ι](s1) and
[ι](s2) are isogenous (forgetting the polarisations).

We have proved that [ι][p]−1(Σ) is contained in a single isogeny class in Ag. By
Proposition 4.4, composing [ι] with the natural embedding Ag → A4g maps this
into a single Hecke orbit in A4g.

Proof of Proposition 4.7. Suppose that G is Q-simple; if not, we may deal with
each Q-simple factor of G separately. Thus G = ResF/QH for some totally real
number field F and absolutely simple F -group H.

Let D be the Dynkin diagram of GC. It has [F : Q] irreducible components Dσ

corresponding to the embeddings σ : F →֒ R.
Choose some σ : F →֒ R such that Gσ is non-compact. Then the conjugacy

class of Hodge parameters of Gσ obtained by projecting X+ onto Gσ determines
a so-called special node in Dσ: that is, a circled node in [Del79] Table 1.3.9.

Choose a corresponding symplectic node s0 in Dσ: that is, one of the underlined
nodes in Table 1.3.9. Let S be the Gal(Q̄/Q)-orbit of s0 in the Dynkin diagram.
Then the set of singletons {{s} | s ∈ S} satisfies Deligne’s conditions 2.3.7(b)
and (c).

Let K be the number field such that S = Hom(K, Q̄) as Gal(Q̄/Q)-sets. Then
K is either equal to F or is a CM quadratic extension of F . (In fact, K is a CM
quadratic extension of F if and only if the opposite involution of D does not fix
s0; in other words, if and only if (G,X+) has type An for n ≥ 2 or DR

n for odd n.)
Let G̃ be the simply connected cover of G. Let (ρ, V ) be the irreducible Q-

representation of G̃ which has the weight corresponding to s0 as a highest weight.
Since S = Gal(Q̄/Q).s, we have

VQ̄ =
⊕

s∈S

Vs

where Vs is a power of the irreducible representation of G̃Q̄ whose highest weight
corresponds to s. The endomorphism algebra of V is a division algebra with centre
isomorphic to K. We thus get an injection i : ResK/Q Gm → GL(V ).
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Let G2 be the subgroup of GL(V ) generated by ρ(G̃) and i(ResK/Q Gm). Be-
cause ker ρ is contained in the centre of G̃, the adjoint group of G2 is isomorphic
to G. According to the following lemma, whose proof is obvious, the centre of G2

is i(ResK/Q Gm).

Lemma 4.8. Let ρ : G → GL(V ) be a finite-dimensional representation of a group,
let Z be the centre of End ρ and i : Z → GL(V ) its action on V . Let G2 be the
subgroup of GL(V ) generated by ρ(G) and i(Z). Then the centre of G2 is i(Z).

Choose a Hodge parameter h ∈ X+. As in [Del79] 2.3.10, we can find h2 : S →
G2R lifting h such that induced Hodge structure on Vs has type (0, 0) when s
is in a component of the Dynkin diagram corresponding to a compact factor of
GR and type {(−1, 0), (0,−1)} when s is in a component of the Dynkin diagram
corresponding to a non-compact factor.

Let E = K if K is a CM field, and let E be any CM quadratic extension of
F otherwise. Choose a Hodge parameter hE of ResE/Q Gm which induces a Hodge
structure of type {(−1, 0), (0,−1)} on Eσ for those σ : F → R for which Gσ is
compact, and of type (0, 0) for those σ for which Gσ is non-compact.

If K is a CM field, then let V ′ = V , G3 = G2 and h3 = h2.hE.
If K = F , then let V ′ = V ⊗F E, let G3 be the subgroup of GL(V ′) generated

by G2 and Gm,E and let h3 = h2 ⊗ hE : S → G3R.
In each case we get a reductive group G3, a Hodge parameter h3 : S → G3R and

a faithful representation V ′ of G3 such that the induced Hodge structure has type
{(−1, 0), (0,−1)}. The adjoint group of G3 is G and the centre is ResE/Q Gm.

The centre of G3 splits over the CM field E so by [Del79] Corollary 2.3.3, there
exist a subgroup G1 ⊂ G3 and a symplectic form ψ on V ′ such that

(1) Gad
1 = Gad

3 = G,

(2) h3 factors through G1, and

(3) G1 ⊂ GSp(V ′, ψ).

It remains to show that G3(Q)+ → G(Q)+ is surjective. Because the centre Z
of G3 is a quasi-split torus, H1(Q, Z) = 0 and so G3(Q) → G(Q) is surjective. By
[Mil05] Proposition 5.1, G3(R)+ → G(R)+ is also surjective. Hence any g ∈ G(Q)+

has preimages x ∈ G3(R)+ and y ∈ G3(Q). Then xy−1 ∈ Z(R). By [PR94]
Theorem 7.7, Z(Q) is dense in Z(R). In particular we may choose z ∈ Z(Q) in
the same connected component of Z(R) as xy−1. Then zy is in G3(Q)+ and has
image g in G(Q).
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4.5 P -Hecke orbits

Let S = ShΓ(G,X+) be a connected Shimura variety and P a finite set of prime
numbers. The P -Hecke orbit of a point s ∈ S is a subset of the usual Hecke orbit
of s, consisting of those points related to s by Hecke operators which are in a sense
“trivial at primes outside P”.

For example, consider the case of the modular curve A1 = SL2(Z)\Hg. The
Hecke operators are TN for N ∈ N, represented by the matrices

(
N 0
0 1

)
∈ GL2(Q)+.

A P -Hecke orbit is an orbit for the Hecke operators TN which have all prime factors
of N in P .

To define P -Hecke orbits, let Af denote the ring of finite adèles and AP
f the

projection of Af into
∏

l 6∈P Qℓ. Let KP denote the closure of Γ in G(AP
f ) (via

the diagonal embedding G(Q) → G(AP
f )). We say that a Hecke operator Tg is a

P -Hecke operator if g ∈ G(Q)+ ∩KP . The P -Hecke orbit of a point s ∈ S is
the union of its images under P -Hecke operators.

We can give an equivalent definition of P -Hecke operators which does not
mention adèles. Choose a faithful Q-representation ρ : G → GLn. We suppose
that ρ(Γ) ⊂ GLn(Z) – this is always possible for some choice of integral structure
on ρ. Recall that Γ contains the basic congruence subgroup Γ(N) for some integer
N as a subgroup of finite index. Thus there is a finite subgroup Γ̄ ⊂ GLn(Z/NZ)
such that

Γ = {g ∈ G(Q) | ρ(g) ∈ GLn(Z) and (ρ(g) mod N) ∈ Γ̄}.
Let N ′ be the largest factor of N which has no prime factors in P . Let Γ̄′ be the
image of Γ̄ in GLn(Z/N ′Z). Then

KP = {g ∈ G(AP
f ) | ρ(g) ∈ GLn(

∏

ℓ 6∈P

Zℓ) and (ρ(g) mod N ′) ∈ Γ̄′}

so a Hecke operator Tg (for g ∈ G(Q)+) is a P -Hecke operator if and only if

ρ(g) ∈ GLn(Z[1/p | p ∈ P ]) and (ρ(g) mod N ′) ∈ Γ̄′.

If we use Deligne’s definition of Hecke operators in which they are induced by
elements of G(Af ), a Hecke operator is a P -Hecke operator if and only if it can be
induced by an element of

∏
p∈P G(Qp).

The image of a P -Hecke orbit by any Shimura morphism [f ] : S1 → S2 is
contained in a P -Hecke orbit, because f maps Γ1 into Γ2 and hence KP

1 into KP
2 .

Unlike for usual Hecke orbits, the preimage of a P -Hecke orbit by a Shimura
immersion is contained in a finite union of P -Hecke orbits. This will be proved in
Theorem 4.9.
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Example. Two points of Ag are in the same P -Hecke orbit if and only if the
corresponding principally polarised abelian varieties are related by a polarised
P -isogeny i.e. a polarised isogeny whose degree has all of its prime factors in P .

Combining Proposition 4.4 and Theorem 4.9 shows that each P -isogeny class
in Ag is a finite union of polarised P -isogeny classes.

4.6 P -Hecke orbits and Shimura immersions

Theorem 4.9. Let [f ] : S1 → S2 be a Shimura immersion. Let P be a finite set
of prime numbers and ΣP a P -Hecke orbit in S2.

Then [f ]−1(ΣP ) is contained in a finite union of P -Hecke orbits in S1.

The idea of the proof of this theorem is that the number of P -Hecke orbits
in S ′ in the preimage of ΣP can be bounded above by certain Galois cohomology
groups (specifically the cohomology groups of ker f and of the centraliser of the
Mumford–Tate group of a point in ΣP ). These are cohomology groups over the
base field Qp for each p ∈ P , so are finite. On the other hand, the analogous
argument for usual Hecke orbits would involve Galois cohomology groups over Q,
which may be infinite.

4.6.1 Finiteness lemmas

We begin with two general finiteness lemmas for algebraic groups.

Lemma 4.10. Let k be a field of characteristic 0 such that H1(k,G) is finite for all
linear algebraic groups G (in particular, k could be Qp). Let G and H be connected
reductive groups over k such that H ⊂ G and let M be any linear algebraic group
over k. Let f be a homomorphism M → H.

Then Homk(M,H) ∩ (InnG(k)).f is a finite union of H(k)-conjugacy classes.

Proof. The groups (G,H) form a reductive pair in the sense of [Ric67]. Hence the
result is true over the algebraic closure k̄ by [Ric67] Theorem 7.1. So it suffices to
show that

Homk(M,H) ∩ (InnH(k̄)).f

is a finite union of H(k)-conjugacy classes.
Let Z be the centraliser in H of f(M), a linear algebraic subgroup of H. Then

(InnH(k̄).f can be identified with the k̄-points of the homogeneous space H/Z,
and Homk(M,H) ∩ (InnH(k̄)).f with the k-points of H/Z.

We have an exact sequence

H(k) → (H/Z)(k) → H1(k, Z)

and we are done because H1(k, Z) is finite.
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Interpreting the following lemma requires some care because G(Q) is usually
regarded as a subgroup of G(Af ) via the diagonal embedding, but this is not the
composition of the natural inclusions G(Q) → G(QP ) → G(Af ). In the statement
of the lemma, when we write G(Q) ∩ KP as a subgroup of G(QP ) this means
that we take the preimage of KP by the inclusion G(Q) → G(AP

f ) then apply the
inclusion G(Q) → G(QP ) to this. In the proof, when we write elements of G(Af ),
we shall write them as two components using the direct product

G(Af ) = G(AP
f ) ×G(QP ).

Lemma 4.11. Let G be a reductive group over Q, and let KP , KP be compact
open subgroups of G(QP ) and G(AP

f ) respectively.
Then

(G(Q) ∩KP )\G(QP )/KP

is finite.

Proof. Let C ⊂ G(QP ) be a set of representatives for the fibres of the map

G(QP ) → G(Q)\G(Af )/KPKP

induced by the inclusion G(QP ) → G(Af ) (using the diagonal embedding G(Q) →
G(Af ) on the right). The set on the right is finite by [PR94] Theorem 5.1, so C is
finite.

Then for any g ∈ G(QP ), we have a decomposition

(1, g) = (q, q)(1, c)(kP , kP ) in G(Af ) = G(AP
f ) ×G(QP )

with q ∈ G(Q), c ∈ C, kP ∈ KP , kP ∈ KP .
Looking at the G(AP

f ) component gives q = (kP )−1 so q ∈ G(Q) ∩KP .
Looking at the G(QP ) component gives g = qckP and so

g ∈ (G(Q) ∩KP )C KP .

Since C is finite this proves the lemma.

4.6.2 Proof of Theorem 4.9

We have a Shimura immersion [f ] : S1 → S2 and a P -Hecke orbit ΣP ⊂ S2. We
will need various further pieces of notation.

(i) Let QP =
∏

p∈P Qp.

(ii) Let S1 = ShΓ1
(G1, X

+
1 ) and S2 = ShΓ2

(G2, X
+
2 ).
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(iii) Let KP
1 and K1,P be the closures of Γ1 in G1(AP

f ) and in G1(QP ) respectively.

(iv) Let ΓP
1 = G1(Q)+ ∩KP

1 .

(v) Define KP
2 , K2,P and ΓP

2 similarly.

(vi) Choose points s ∈ [f ]−1(ΣP ) and s̃ ∈ X+
1 lifting s.

(vii) Let M be the Mumford–Tate group of f∗s̃ in G2.

(viii) Let Z be the centraliser of M in G2.

(ix) Define KP
Z , KZ,P and ΓP

Z as in (iii) and (iv), with G1 replaced by Z and
Γ1 replaced by Z(Q) ∩ Γ2.

Now consider any point t ∈ [f ]−1(ΣP ). Let t̃ be a point in X+
1 lifting t. By the

definition of ΣP , there is some g ∈ ΓP
2 such that

f∗t̃ = g.(f∗s̃) in X+
2 .

Lemma 4.12. There is a finite set C3 ⊂ G2(QP ), depending on f and s̃ but not
on t, such that

g = f(g1)c3z in G2(QP )

for some g1 ∈ G1(QP ), c3 ∈ C3 and z ∈ Z(QP ).

Proof. It suffices to prove the result with Qp in place of QP for each p ∈ P , as we
can simply take the Cartesian product of the resulting sets C3.

Let H = f(G1), an algebraic subgroup of G2. Observe that M ⊂ H, and let ι
be the inclusion map M → H.

By Lemma 4.10, the set of homomorphisms MQp
→ HQp

which are G2(Qp)-
conjugate to ι is a finite union of H(Qp)-conjugacy classes. Let C1 be a finite
subset of G2(Qp) such that {Inn c ◦ ι | c ∈ C1} is a set of representatives for these
H(Qp)-conjugacy classes.

Now (Inn g)(M) ⊂ G2 is the Mumford–Tate group of f∗s̃, and hence is con-
tained in H. Thus Inn g ◦ ι is a homomorphism MQp

→ HQp
which is G2(Qp)-

conjugate to ι. Therefore

Inn g ◦ ι = Inn(hc1) ◦ ι

for some h ∈ H(Qp) and c1 ∈ C1.
Now z = (hc1)−1g centralises ι and so is in Z(Qp).
It remains to replace h ∈ H(Qp) by f(g1) for some g1 ∈ G1(Qp). We have an

exact sequence
G1(Qp) → H(Qp) → H1(Qp, ker f)
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in which the last set is finite. So we may choose a finite set C2 of representatives
for the image of G1(Qp) in H(Qp). We then have

h = f(g1)c2

for some g1 ∈ G1(Qp) and c2 ∈ C2.
Thus

g = f(g1)c2c1z

and we are done, taking C3 = C2C1.

Lemma 4.13. There is a finite set C6 ⊂ G2(Qp), depending on f and s̃ but not
on t, such that

g = f(gP
1 )γ2c6z

P

for some gP
1 ∈ ΓP

1 , γ2 ∈ Γ2, c6 ∈ C6 and zP ∈ ΓP
Z .

Proof. Apply Lemma 4.11 to both G1 and Z: let C4 and C5 be finite sets of
representatives for

ΓP
1 \G1(QP )/K1,P and KZ,P \Z(QP )/ΓP

Z

respectively (note that we have reversed the order of the decomposition for Z).
Write g = f(g1)c3z as in Lemma 4.12 and then apply the above decompositions

to g1 and z:

g1 = gP
1 c4k1 for some gP

1 ∈ ΓP
1 , c4 ∈ C4 and k1 ∈ K1,P

and
z = k2c5z

P for some k2 ∈ KZ,P , c5 ∈ C5 and zP ∈ ΓP
Z .

Therefore
g = f(gP

1 )f(c4)f(k1)c3k2c5z
P .

Observe that f(k1) and k2 are both in K2,P . Each K2,P -K2,P -double coset
in G2(QP ) is a finite union of finitely many right K2,P cosets (because K2,P is
compact and open in G2(QP )) so we can choose a finite set C6 ⊂ G2(QP ) such
that

f(C4)K2,P C3 K2,P C5 ⊂ K2,P C6.

For every right K2,P -coset which intersects ΓP
2 , we choose an element of ΓP

2 for its
representative in C6.

We can therefore write
g = f(gP

1 )k3c6z
P (*)

with gP
1 ∈ ΓP

1 , k3 ∈ K2,P , c6 ∈ C6 and zP ∈ ΓP
Z .
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Now g, f(gP
1 ) and zP are all in ΓP

2 so k3c6 ∈ ΓP
2 . Hence by the condition on

the choice of C6, we have c6 ∈ ΓP
2 . Therefore

k3 ∈ ΓP
2 ∩K2,P = G(Q)+ ∩ (KP

2 ×K2,P ).

Now KP
2 ×K2,P is the closure in G2(Af ) of the congruence subgroup Γ2, so in fact

G(Q)+ ∩ (KP
2 ×K2,P ) = Γ2.

Thus k3 ∈ Γ2, and the lemma is proved by the decomposition (*).

Proof of Theorem 4.9. The condition that zP ∈ Z(R) implies that zP .(f∗s̃) = f∗s̃,
and so the decomposition of Lemma 4.13 gives

f∗t̃ = gP
1 γ2c6.(f∗s̃).

Let π1, π2 denote the uniformisation maps X+
1 → S1 and X+

2 → S2.
Let ũ = (gP

1 )−1.t̃ ∈ X+
2 , and u = π1(ũ). We then have

f∗ũ = γ2c6.(f∗s̃).

Since π2 is left Γ2-invariant, this gives that

[f ](u) = π2(c6.(f∗s̃)).

Now π2(c6.(f∗s̃)) lies in a finite subset of S2 depending on f and s̃ but not on
t, and [f ] is a finite morphism. Hence there are finitely many possibilities for u.

Since gP
1 ∈ ΓP

1 , t is in the P -Hecke orbit of u in S1. This completes the proof
of Theorem 4.9.
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5 Isogeny bounds

In this chapter we prove several bounds concerning isogenies between abelian va-
rieties. The starting point is the Masser–Wüstholz isogeny theorem.

Theorem 5.1 ([MW93a]). Let K be a number field and A a principally polarised
abelian variety defined over K. There exist constants c(A,K) and κ (with κ de-
pending only on dimA) such that:

If B is any principally polarised abelian variety defined over a finite extension
L of K and isogenous over K̄ to A, then there exists an isogeny A → B defined
over K̄ of degree at most

c(A,K)[L : K]κ.

We begin by extending this theorem from abelian varieties defined over number
fields to abelian varieties defined over finitely generated fields of characteristic 0.
This is needed in order to prove the André–Pink conjecture for points s ∈ Ag(C)
instead of just points in Ag(Q̄).

In the remainder of the chapter, we discuss bounds for heights and degrees
of isogenies which will be useful when applying the Masser–Wüstholz theorem to
the André–Pink conjecture. For such an application, we must translate a bound
on the degree of an isogeny A → B into a bound for the height of a matrix
mapping a point of Hg corresponding to A into a point of Hg corresponding to B.
Such applications are made more complicated by the fact that, even if we assume
that there is a polarised isogeny A → B, the isogeny of bounded degree which
we obtain from the conclusion of the Masser–Wüstholz theorem might not be a
polarised isogeny. We give two approaches to dealing with this problem.

First, in Proposition 5.3, we convert a bound for the degree of an isogeny into
a bound for the height of a rational representation of an isogeny. In doing this,
we need to take care to work with symplectic bases for the period lattices of the
abelian varieties but we do not restrict our attention to polarised isogenies. Instead
we will deal with the issue of unpolarised isogenies in the proof of Proposition 6.1.

For an alternative approach, we prove Theorem 5.6. This asserts that, if
there exists a polarised isogeny A → B of arbitrary degree and a not-necessarily-
polarised isogeny of given degree, then there also exists a polarised isogeny of
bounded degree. We do not include the full details of how to prove Proposi-
tion 6.5 using Theorem 5.6; essentially, when working with polarised isogenies it
is much easier to obtain a height bound from a degree bound and the proof of
Proposition 6.1 can also be simplified considerably. However the proof of Theo-
rem 5.6 itself is so long and complicated that this seems to lead to a longer proof
of Proposition 6.5 overall.
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5.1 Isogeny theorem over finitely generated fields

The Masser–Wüstholz isogeny theorem [MW93a] gives a bound for the minimum
degree of an isogeny between two abelian varieties over number fields, as a function
of one of the varieties and the degree of their joint field of definition. In order to
prove Proposition 6.5 for points s ∈ Ag defined over C and not merely over Q̄,
we need to extend the isogeny theorem to abelian varieties defined over finitely
generated fields of characteristic 0. We will do this by a specialisation argument,
using the fact that any abelian scheme has a closed fibre in which the specialisa-
tion map of endomorphism rings is surjective. The proof is based on Raynaud’s
proof [Ray83a] that the Manin–Mumford conjecture over Q̄ implies the conjecture
over C.

A key feature of the theorem of Masser and Wüstholz is the explicit dependence
of the bound on the abelian variety A, via the Faltings height. Our theorem does
not make this explicit, and it is not apparent that there is any analogy of the
Faltings height over a finitely generated field which would enable it to be made
explicit. Instead what matters to us is the dependence on the field of definition
of B.

Theorem 5.2. Let K be a finitely generated field of characteristic 0 and A an
abelian variety defined over K. There exist constants c(A,K) and κ (with κ de-
pending only on dimA) such that:

If B is any abelian variety defined over a finite extension L of K and isogenous
over K̄ to A, then there exists an isogeny A → B defined over K̄ of degree at most

c(A,K)[L : K]κ.

In Masser and Wüstholz’s theorem, the constant c depended also on the degrees
of polarisations of A and B. This dependence has been eliminated by Gaudron
and Rémond [GR12] who also showed that we can take κ = 210(dimA)3 + ǫ for
the exponent.

Proof. Let R be a finitely generated normal Q-algebra whose field of fractions
is K, and let S = SpecR. There is an abelian scheme A over some open subset
U ⊂ S whose generic fibre is isomorphic to A. (Note that R is a finitely gen-
erated Q-algebra, not a finitely generated Z-algebra, because we have no need to
reduce modulo p while Noot’s specialisation result requires the base to be a variety
over Q.)

By replacing L by a larger extension of bounded degree (the bound depending
only on dimA), we may assume that all homomorphisms A → B are defined over L
([MW93b] Lemma 2.1). Let R′ be the integral closure of R in L and S ′ = SpecR′.
Let π : S ′ → S be the obvious finite morphism and let U ′ = π−1(U).

77



Because A and B are isogenous, there is an abelian scheme B over U ′ with
generic fibre isomorphic to B, and such that B is isogenous to A. We can construct
this as follows: let N be the kernel of an isogeny A → B. We can extend N to a
finite flat subgroup scheme N ⊂ A. Then let B be the quotient A/N .

For any closed points s′ ∈ U ′ and s = π(s′) ∈ U , the fibres As and Bs′ are
abelian varieties over the number fields ks and ks′ , isogenous over ks′ . We can
apply the Masser–Wüstholz theorem to deduce that there are constants c(As, ks)
and κ(dimA) and an isogeny As → Bs′ of degree at most

c(As, ks)[ks′ : ks]κ.

Observe that [ks′ : ks] ≤ [L : K].
In order to prove the theorem, all we have to do is show that this isogeny

As → Bs′ lifts to an isogeny A → B (which will have the same degree). Hence it
will suffice to show that there is some closed point s such that the specialisation
map

HomK̄(A,B) → Homk̄s
(As,Bs′) (*)

is surjective. Because we want a bound which depends only on A and not on B,
we have to show that there is a single point s ∈ U which will work for all B.

We choose a closed point s ∈ U such that EndK̄ A → Endk̄s
As is surjective.

Such an s exists by [Noo95] Corollary 1.5 (this is proved using the Hilbert irre-
ducibility theorem).

Let fs be a k̄s-homomorphism As → Bs′ . To prove that (*) is surjective, we
have to show that fs lifts to K̄-homomorphism A → B.

We are assuming that A and B are isogenous. Choose any isogeny gη : A → B
and let gs be its specialisation at s. Let

αs = g−1
s ◦ fs ∈ Endk̄s

As ⊗Z Q.

By our choice of s, this lifts to some αη ∈ EndK̄ A ⊗Z Q. Then fη = gη ◦ αη is a
quasi-isogeny A → B specialising to fs.

All we have to do is check that fη is an isogeny and not just a quasi-isogeny.
Choose an integer m such that mfη is an isogeny. The kernel of mfs contains
As[m] so lifting to the generic fibre, the kernel of mfη contains A[m]. Hence mfη

factorises as f ′
η ◦ [m] for an isogeny f ′

η : A → B, and we must have f ′
η = fη.

5.2 Heights of rational representations of isogenies

Let (A, λ) and (A′, λ′) be principally polarised abelian varieties over C related by
an isogeny of degree n (not necessarily a polarised isogeny). In this section we
show that we can choose an isogeny f : A → A′ and bases for the period lattices
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H1(A,Z) and H1(A′,Z) such that the height of the rational representation of f
is polynomially bounded in n. In particular we prove the following proposition,
which will form part of the proof of the André–Pink conjecture for curves in Ag.

The notation H(f,B′,B) in the proposition refers to the height of the rational
representation of the isogeny f with respect to bases B′, B of the period lattices.
This is defined below in section 5.2.1.

Proposition 5.3. Let (A, λ) be a principally polarised abelian variety over C and
fix a symplectic basis B for H1(A,Z). There exist constants c, k depending only on
(A, λ) such that:

If (A′, λ′) is any principally polarised abelian variety for which there exists an
isogeny A → A′ of degree n, then there exist an isogeny f : A′ → A and a symplectic
basis B′ for H1(A′,Z) such that

H(f,B′,B) ≤ cnk.

In this proposition, the isogeny whose existence is assumed and the isogeny
whose existence is asserted in the conclusion go in opposite directions. This is the
most convenient formulation for our proof and application, but it is not important
since any isogeny A → A′ of degree n gives rise to an isogeny in the opposite
direction of degree n2g−1.

5.2.1 Rational representations and heights

We define the rational representation of an isogeny f : A′ → A (with respect to
bases B,B′ for H1(A,Z) and H1(A′,Z)) to be the matrix of the induced morphism

f∗ : H1(A′,Z) → H1(A,Z)

in terms of the chosen bases. This gives a 2g × 2g integer matrix. We write

H(f,B′,B)

for the height of the rational representation of f , meaning simply the maximum
of the absolute values of the entries of the matrix.

Suppose that the bases B, B′ are symplectic with respect to the polarisations
λ, λ′. In this case, if s̃, t̃ ∈ Hg are the period matrices of (A, λ) and (A′, λ′)
with respect to the chosen bases and γ is the rational representation of an isogeny
A′ → A, then

t̃ = (As̃+B)(Cs̃+D)−1 where γt =
(

A B
C D

)
.

If the bases are symplectic, then an isogeny is polarised if and only if its rational
representation is in GSp2g(Q).
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5.2.2 Polarisations

Let A be an abelian variety. A polarisation λ : A → A∨ induces an involution,
called the Rosati involution, of EndA⊗Z Q defined by

a† = λ−1 ◦ a∨ ◦ λ

where a∨ means the morphism dual to a. This involution reverses the order of
multiplication in EndA⊗ZQ. It gives an involution of EndA itself if λ is principal.

Having fixed a principal polarisation λ of A, every other polarisation has the
form λ ◦ q for some q ∈ EndA which is symmetric, i.e. q† = q, and positive
definite, i.e. each component of q in

EndA⊗Z R
∼=
∏

Mli(R) ×
∏

Mmi
(C) ×

∏
Mni

(H)

has eigenvalues which are positive real numbers.

5.2.3 Outline of proof of Proposition 5.3

In the situation of Proposition 5.3, let h : A → A′ be an isogeny of degree n. Then
h∗λ′ is a polarisation of A, so there is a symmetric positive definite endomorphism
q ∈ EndA such that

h∗λ′ = λ ◦ q.
We can identify H1(A′,Z) with a submodule of H1(A,Z) of index n2g−1, and

so find a basis for H1(A′,Z) whose height is at most n2g−1. However this need not
be a symplectic basis. We apply the standard algorithm for finding a symplectic
basis: the height of this new basis is controlled by h∗λ′, in other words by q.

So we would like to bound the height of the rational representation of q in
terms of deg h. However this is not possible: let A be an abelian variety whose
endomorphism ring is the ring of integers o of a real quadratic field. In particular
o has infinitely many units. Let h be a unit in o – in other words, an isomorphism
A → A. If we take the same polarisation on each copy of A, then q = h2 and the
rational representation of this can have arbitrarily large height.

We can avoid this by replacing h by h◦u for some automorphism u of A – recall
that all we have supposed about h is that it is an isogeny A → A′ of degree n.
This replaces q by u†qu. We will show that we can choose u so that the height of
the rational representation of u†qu is bounded by a multiple of deg q = n2.

5.2.4 Heights in the endomorphism ring

The following proposition is motivated by the theorem [Mil86] that the symmetric
elements of EndA of a given norm fall into finitely many orbits under the action of
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(EndA)× given by (u, q) 7→ uqu†. In geometric terms, Milne’s theorem says that
if we fix A and deg µ then there are finitely many isomorphism classes of polarised
abelian varieties (A, µ). Our proposition strengthens this by saying that each orbit
contains an element whose height is bounded by a multiple of the norm. Milne’s
theorem is proved using the reduction theory of arithmetic groups. We also use
reduction theory, but in order to get height bounds we have to go deeper into the
structure of EndA⊗Z R.

The representation ρ appears in the proposition solely to give us a convenient
definition of heights and norms of elements of R. Specifically, H(x) means the
height of the matrix ρ(x) and N(x) means det ρ(x) for x ∈ R. In our application, we
take ρ to be the rational representation of EndA on H1(A,Z); then N(f) = deg f
whenever f : A → A is an isogeny.

Proposition 5.4. Let (E, †) be a semisimple Q-algebra with a positive involution,
let R be a †-stable order in E and let ρ : R → MN(Z) be a faithful representation
of R.

There is a constant c depending only on (R, †, ρ) such that for any symmetric
positive definite q ∈ R, there is some u ∈ R× such that

H(u†qu) ≤ cN(q).

Proof. We begin by checking that it suffices to prove the proposition for simple
algebras E. In general, E =

∏
Ei for some simple Q-algebras Ei. Let Ri = R∩Ei.

Then R′ =
∏
Ri is an order of E contained in R. Let m = [R : R′]. Given q ∈ R,

we look at mq ∈ R′. Suppose that the proposition holds for each Ri; then clearly
it holds for R′, so there is u ∈ R′× (a fortiori u ∈ R×) such that

H(umqu†) ≤ cN(mu).

Hence the proposition holds for R with constant cN(m)/m.
So we suppose that E is simple. Then E = Mn(D) for some division algebra D,

and the involution † is matrix transposition composed with some involution of D.
We may also suppose that R is contained in the maximal order Mn(o), where o is
a maximal order in D.

By the Albert classification of division algebras with positive involution, E⊗QR

is isomorphic to one of Mnd(R)r, Mnd(C)r or Mnd(H)r. Because q is symmetric,
its projection onto each simple factor of E ⊗Q R is a Hermitian matrix. By the
theory of Hermitian forms over R, C and H, there exist x, d ∈ E ⊗Q R such that
d is diagonal with real entries in each factor and

q = x†dx.
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Since q is positive definite, all the diagonal entries of d are positive so we can
multiply each row of x by the square root of the corresponding entry of d to
suppose that d = 1. We then have q = x†x.

Let G be the Z-group scheme representing the functor

G(A) = (R ⊗Z A)×.

Over Q this is the reductive group ResD/Q GLn. We will use the following notations
for subgroups of G:

(i) S is the maximal Q-split torus of G whose Q-points are the diagonal matrices
of GLn(D) with entries in Q;

(ii) P is the minimal parabolic Q-subgroup of G consisting of upper triangular
matrices;

(iii) U = Ru(P ) is the group of upper triangular matrices with ones on the diag-
onal;

(iv) Z is the centraliser of S in G; that is, Z(Q) consists of the diagonal matrices
in GLn(D);

(v) M is the maximal Q-anisotropic subgroup of Z; that is, M(Q) consists of the
diagonal matrices in GLn(D) whose diagonal entries have reduced norm ±1;

(vi) K = {g ∈ G(R) | g†g = 1} is a maximal compact subgroup of G(R).

By Proposition 13.1 of [Bor69], there exist a positive real number t, a finite set
C ⊂ G(Q) and a compact neighbourhood ω of 1 in M◦(R)U(R) such that

G(R) = KAtωCG(Z)

where
At = {a ∈ S(R) | ai > 0, ai/ai+1 ≤ t for all i}.

We note that M◦(R)U(R) is the group of upper triangular matrices in Mn(D⊗QR)
whose diagonal entries have reduced norm 1.

Hence we can write
x = kazνγ

where k ∈ K, a ∈ At, z ∈ ω, ν ∈ C and γ ∈ G(Z) = R×.
Let u = γ−1 and

q′ = u†qu.

In order to prove the proposition, it will suffice to show that H(q′) ≤ cN(q).
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Since k†k = 1, and using the decomposition of x, we get that

q′ = ν†z†a†azν.

Fix some Z-basis of R. We will show below that the (real) coordinates of a†a
with respect to this basis are bounded above by a constant multiple of N(q). The
coordinates of z and ν are uniformly bounded because z is in the compact set ω
and ν is in the finite set C. Hence the coordinates of q′ in this basis are bounded
by a multiple of N(q), so H(q′) is likewise linearly bounded.

Let a†a = diag(a1, . . . , an) with ai ∈ R. In order to show that the coordinates of
a†a in the chosen basis are bounded, it will suffice to show that the ai are bounded
by a multiple of N(q). We shall show that the ai are bounded below by a constant,
and that their product

∏
ai is bounded above by a multiple of N(q). These two

facts together imply that the ao are bounded above by a multiple of N(q).
Choose an integer m such that mν−1 ∈ R for all ν ∈ C. Then

m2z†a†az = (mν†−1)q′(mν−1) ∈ R

so every entry of m2z†a†az, viewed as a matrix in Mn(D), is in o.
Let z11 denote the upper left entry of z ∈ Mn(D ⊗Q R). Because z is upper

triangular, the upper left entry of m2z†a†az is m2z†
11a1z11. So m2z†

11a1z11 ∈ o and
∣∣∣NrdD/Q(m2z†

11a1z11)
∣∣∣ ≥ 1.

But Nrd(z11) = 1 because z ∈ ω, so
∣∣∣NrdD⊗QR/R(m2a1)

∣∣∣ ≥ 1.

Since m2a1 is a positive real number, NrdD⊗QR/R(m2a1) is just some fixed pos-
itive power of m2a1 so we conclude that

m2a1 ≥ 1.

From the definition of At, it follows that ai ≥ m−2t2−2i for all i and we have
established that the ai are uniformly bounded below.

Hence there is a constant c1 such that for every j,

aj ≤ c1

∏
ai.

Since ρ is faithful dim ρ ≥ n. Together with the fact that
∏
ai is bounded

below this implies that
∏
ai ≤ c2

(∏
ai

)dim ρ/n
= c2 N(a†a).

Now N(z) = N(u) = 1 and N(ν) is bounded because ν comes from a finite set,
so N(a†a) is bounded above by a constant multiple of N(q). Combining all this we
have proved that each ai is bounded above by a constant multiple of N(q), and as
remarked above this suffices to establish the proposition.
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5.2.5 Height of a symplectic basis

We will need the following bound for the height of a symplectic basis for a symplec-
tic free Z-module in terms of the values of the symplectic pairing on the standard
basis. The proof is simply to apply the standard recursive algorithm for finding
a symplectic basis, verifying that the new vectors introduced always have polyno-
mially bounded heights.

Lemma 5.5. Let L = Z2g and let {e1, . . . , e2g} be a basis for L. There exist
constants c, k depending only on g such that:

For any perfect symplectic pairing ψ : L× L → Z with

N = max
i,j

|ψ(ei, ej)| ,

there exists a symplectic basis for (L, ψ) whose coordinates with respect to the basis
{e1, . . . , e2g} are at most cNk.

Proof. For any x ∈ L, we write H(x) for the maximum of the absolute values of
the coordinates of x with respect to the basis {e1, . . . , e2g}.

First let e′
1 = e1 and choose e′

2 such that ψ(e′
1, e

′
2) = 1 and H(e′

2) ≤ N . We
can do this because ψ is perfect, so that gcdn

i=2(ψ(e1, ei)) = 1. Hence there are
integers ai such that |ai| ≤ N and

∑
aiψ(e1, ei) = 1

We let e′
2 =

∑
aiei.

Then find e′
3, . . . , e

′
2g orthogonal to e′

1 and to e′
2 such that {e′

1, . . . , e
′
2g} is a

basis for L and H(e′
i) ≤ 2gN2. We can do this by setting

e′
i = ei + ψ(e′

2, ei)e′
1 + ψ(e′

1, ei)e′
2.

Here we have |ψ(e′
2, ei)| ≤ ∑n

j=2 |ajψ(ej, ei)| ≤ (2g − 1)N2 and ψ(e′
1, ei)e′

2 has
height at most N2 so H(e′

i) ≤ 2gN2.
Finally apply the algorithm recursively to L′ = Z〈e′

3, . . . , e
′
2g〉. We have

∣∣∣ψ(e′
i, e

′
j)
∣∣∣ ≤ gNH(e′

i)H(e′
j) ≤ 4g3N5.

Hence by induction L′ has a symplectic basis whose coordinates with respect to
{e′

3, . . . , e
′
2g} are bounded by a constant multiple of N5k′

, where k′ is the expo-
nent in the lemma for Z2(g−1). Converting these into coordinates with respect to
{e1, . . . , e2g}, we get that the elements of this symplectic basis for L′ have height
bounded by a constant multiple of N2+5k′

. This proves the lemma.
We remark that the recurrence k(g) = 2 + 5k(g − 1), k(0) = 0 is satisfied by

k(g) = (5g −1)/2, so this provides a suitable choice of exponent for the lemma.
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5.2.6 Proof of Proposition 5.3

Let h : A → A′ be an isogeny of degree n. There is q ∈ EndA such that

h∗λ′ = λ ◦ q.

Apply Proposition 5.4 to get u ∈ (EndA)× such that

H(u†qu) ≤ cN(q).

Then hu is an isogeny A → A′ of degree n, so there is also an isogeny f : A′ → A
of degree n2g−1 such that

hu ◦ f = [n]A.

The image of f∗ : H1(A′,Z) → H1(A,Z) is a submodule of index n2g−1. By the
structure theory of finitely generated Z-modules there is a basis {e′

1, . . . , e
′
2g} for

H1(A′,Z) with respect to which the rational representation of f is upper triangular
and has height at most n2g−1. But this need not be a symplectic basis.

Let ψ, ψ′ be the symplectic forms on H1(A,Z) and H1(A′,Z) induced by λ, λ′

respectively. Let q′ = u†qu. Then

n2λ′ = [n]∗A′λ′ = f ∗u∗h∗λ′ = f ∗(λ ◦ q′).

In terms of symplectic forms this says that

n2ψ′(x, y) = ψ(f∗x, q
′
∗f∗y).

In particular, since the entries of the matrix q′
∗ and the coordinates with respect

to B of {f∗e
′
1, . . . , f∗e

′
2g} are bounded by a polynomial in n, the values ψ′(e′

i, e
′
j)

are linear combinations of ψ(ei, ej) (for ei, ej ∈ B) with polynomially bounded
coefficients. Since B is a symplectic basis for ψ, we conclude that the values

∣∣∣ψ′(e′
i, e

′
j)
∣∣∣

are polynomially bounded.
Hence by Lemma 5.5 there is a symplectic basis B′ for H1(A′,Z) whose coor-

dinates with respect to {e′
1, . . . , e

′
2g} are polynomially bounded. Using again that

the coordinates with respect to B of {f∗e
′
1, . . . , f∗e

′
2g} are polynomially bounded,

we deduce that H(f,B′,B) is also polynomially bounded.

5.3 Degree bound for polarised isogenies

Let (A, λ) be a principally polarised abelian variety defined over a number field.
If B is another abelian variety isogenous to A, then the Masser–Wüstholz isogeny
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theorem gives an upper bound for the minimum degree of an isogenyA → B. But if
we make the stronger assumption that (B, λ′) is in the same polarised isogeny class
as A, the isogeny of small degree given by Masser–Wüstholz will not necessarily
be a polarised isogeny. In this section, we prove that in such a situation, there
does exist a polarised isogeny of small degree (polynomial in the Masser–Wüstholz
bound).

This offers an alternative approach to the proof of Proposition 5.3: section 5.2
can be replaced by a much simpler bound for the height of a rational representation
of a polarised isogeny, and in the proof of Proposition 6.1 we can work directly
with the action of GSp2g(R)+ on Hg instead of working with a partially defined
action of GL2g(R). Overall this seems to lead to a longer proof of Proposition 6.1,
but we have included the theorem in case it is of independent interest.

Theorem 5.6. Let (A, λ) be a principally polarised abelian variety defined over a
field of characteristic 0. There exist constants c, k depending only on (A, λ) such
that, if (B, λ′) is a principally polarised abelian variety for which

1. there exists an isogeny f : A → B compatible with the polarisations (of any
degree), and

2. there exists an isogeny g : A → B of degree n (not necessarily compatible
with the polarisations),

then there exists an isogeny h : A → B compatible with the polarisations and of
degree at most cnk.

We begin by reducing the theorem to an algebraic problem in EndA. Under
the conditions of the theorem, let a = g−1 ◦ f ∈ EndA ⊗ Q. Let q be in EndA
such that g∗λ′ = λ ◦ q. Then condition (1) says that a†qa ∈ Z. To prove the
theorem, it will suffice to find b ∈ EndA such that b†qb is also in Z and deg b is
bounded by a polynomial in n: then h = g ◦ b satisfies the required conditions.
Using Proposition 5.7 gives an exponent k = 4 dimA in Theorem 5.6.

As for Proposition 5.4, the fact that there exists some function C(A, λ, n) such
that there is a b ∈ R satisfying b†qb ∈ Z − {0} and NE(b) ≤ C(A, λ, n) is an
immediate consequence of the theorem [Mil86] that there are finitely many polar-
isations of A of given degree (up to isomorphisms of polarised abelian varieties).
The content of the theorem is that the bound is polynomial in n.

Proposition 5.7. Let (E, †) be a semisimple Q-algebra with involution, R ⊂ E a
†-stable order, and ρ a faithful Z-representation of R of rank d.

There exists a constant c depending only on (R, †, ρ) such that: For every q ∈ R,
if there exists a ∈ E such that a†qa ∈ Q×, then there exists b ∈ R such that

b†qb ∈ Z − {0} and NE(b) ≤ cNE(q)d−1/2.
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As in Proposition 5.4, the representation ρ in the proposition is purely a tech-
nical device which we use to define a norm on E. Specifically, if E is a semisimple
Q-algebra with faithful Q-representation ρ, then we define NE to be the function
E → Q given by

NE(x) = |det ρ(x)| .
The norms associated with different representations are polynomially bounded
with respect to each other. In our application, we take ρ to be the rational rep-
resentation of EndA on H1(A,Z); then NE(f) = deg f whenever f : A → A is an
isogeny.

We also define norms for semisimple Qp-algebras: if Ep is a semisimple Qp-
algebra with faithful Qp-representation ρp, then NEp

denotes the function Ep → Q

given by
NEp

(x) = |det ρp(x)|−1
p .

Thus the norms are always rational and satisfy

NE(x) =
∏

p

NE⊗Qp
(x) for all x ∈ E.

If R is a maximal order in E and ρ is an integer representation of R, then an
element x ∈ R is invertible in R if and only if NE(x) = 1.

Before looking at the proof of Proposition 5.7 in general, let us first consider
the case in which E is a number field. By looking at the prime factorisation of the
ideal (a), we can show that there is an ideal b ⊂ R of norm polynomially bounded
by NE(q) such that b†qb = (n) for some n ∈ Z. Using finiteness of the class group,
we may suppose that the ideal b is principal with the cost of a constant factor in
the norm bound; thus there are b ∈ oE, u ∈ o×

E and n ∈ Z such that b†qb = un.
Using Dirichlet’s unit theorem we can remove the unit u at the cost of another
constant factor.

Such an argument using ideals is difficult to generalise to noncommutative E.
Instead, we will first prove the result in each localisation R ⊗Z Zp, then use the
adelic formulation of the finiteness of the class group to pass from local to global
results.

Specifically, we will prove the following local result. Part (1) is simply the
local version of Proposition 5.7. Part (2) is needed because the global constant c
in Proposition 5.7 depends on the product of the cp, so in order to prove Proposi-
tion 5.7 we must have that cp = 1 for almost all p. Observe that if Rp = R ⊗Z Zp

then the conditions of part (2) are indeed satisfied for all but finitely many p.
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Proposition 5.8. Let (Ep, †) be a semisimple Qp-algebra with involution, Rp ⊂ Ep

a †-stable order and ρp a faithful Zp-representation of Rp of rank d.

(1) There exists a constant cp ∈ N depending only on (Rp, †, ρp) such that: For
every q ∈ Rp, if there exists a ∈ Ep such that a†qa ∈ Q×

p , then there exists
bp ∈ Rp such that

b†
pqbp ∈ Zp − {0} and NEp

(bp) ≤ cp NEp
(q)d−1/2.

(2) If Ep is split (that is, it is isomorphic to a direct product of matrix algebras
over fields), its centre is a product of unramified extensions of Qp, Rp is a
maximal order in Ep and p 6= 2, then (1) holds with cp = 1.

We will deduce Proposition 5.8 from the following simpler lemma. One case
will also require Lemma 5.10.

Lemma 5.9. Let (Ep, †) be a semisimple Qp-algebra with involution and Rp ⊂ Ep

a †-stable order.

(1) There exists a constant cp,1 ∈ N depending only on (Rp, †) such that: For every
x ∈ Rp, if x = yy† for some y ∈ Ep, then cp,1x = zz† for some z ∈ Rp.

(2) If Ep is split, its centre is a product of unramified extensions of Qp, Rp is a
maximal order in Ep and p 6= 2, then (1) holds with cp,1 = 1.

Lemma 5.10. Let (Ep, †) be a semisimple Qp-algebra with involution and Rp ⊂ Ep

a †-stable order. We suppose that Ep is split, its centre is a product of unramified
extensions of Qp, Rp is a maximal order in Ep and p 6= 2.

For every q ∈ Rp, if NEp
(q) = 1 (in other words q ∈ R×

p ) and there exists
a ∈ Rp such that a†qa ∈ Q×

p , then there exist y ∈ Rp and u ∈ Z×
p such that

uq = yy†.

We begin by proving that Proposition 5.8 follows from Lemmas 5.9 and 5.10.
The proofs of parts (1) and (2) of Lemma 5.9 (which are independent of each
other) follow in the subsequent sections, as well as Lemma 5.10.

Proof of Proposition 5.8. Let

cp,2 = [ρp(Ep) ∩ Md(Zp) : ρp(Rp).]

In part (2), Rp is a maximal order in Ep and so cp,2 = 1.
Let n = NEp

(q) and m = a†qa. Both n and m are in Q×
p so there is some

e ∈ Zp such that cp,2nm
−1e is a square in Q×

p and vp(e) = 0 or 1. Choose s ∈ Q×
p

such that
s2 = cp,2nm

−1e.
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Now
q = a†−1ma−1 = a†−1a−1m

since m is in the centre of Ep, and so

cp,2neq
−1 = s2mq−1 = s2aa† = (sa)(sa)†.

Furthermore nρp(q)−1 ∈ Md(Zp), hence the same is true of nρp(eq−1). Therefore
cp,2nρp(eq−1) ∈ ρp(Rp), and so

cp,2neq
−1 ∈ Rp.

Hence by Lemma 5.9, there is bp ∈ Rp such that

cp,1cp,2neq
−1 = bpb

†
p.

Reversing the above calculations, we get that

b†
pqbp = cp,1cp,2ne ∈ Zp − {0}.

It remains to bound NEp
(bp). We have

NEp
(bp)2 = NEp

(cp,1cp,2neq
−1)

= cd
p,1c

d
p,2n

d NEp
(e)n−1

≤ cd
p,1c

d
p,2p

dnd−1 (*)

because NEp
(e) = |e|−d

p ≤ pd.
Thus part (1) of the proposition is proved, with cp = (cp,1cp,2p)d/2. We get an

exponent for n of (d− 1)/2, which is better than the claimed d− 1/2. The weaker
exponent is needed for part (2).

For part (2), there are two cases. First if q is not invertible in Rp, then we can
reuse the above argument. Recall that cp,1 = cp,2 = 1 in part 2. Since q is not
invertible, n = NEp

(q) ≥ p and so the bound (*) becomes

NEp
(bp)2 ≤ n2d−1

as required.
Finally if q is invertible in Rp, it seems not to be possible to control NEp

(e) in
the argument above. So instead we apply Lemma 5.10 to q−1 ∈ R×

p to get u ∈ Z×
p

and bp ∈ Rp such that
bpb

†
p = uq−1.

Thus
b†

pqbp = u ∈ Zp − {0}
and

NEp
(bp)2 = NEp

(uq−1) = 1.
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5.3.1 Local calculations – non-split case

We prove part (1) of Lemma 5.9. First we need a lemma.

Lemma 5.11. Let E be a semisimple Qp-algebra and R ⊂ E an order. Let G be
a subgroup of E× isomorphic to Q×r

p for some r.
There is a positive integer n such that: for all a ∈ G, if a2 ∈ R then na ∈ R.

Proof. Choose a faithful representation ρ : R → GLd(Qp). Then ρ(G) is a subgroup
of GLm(Qp) isomorphic to Q×r

p and so is GLd(Qp)-conjugate to a subgroup of the
diagonal matrices of GLd(Qp). Replacing ρ by this conjugate, we may assume that
ρ(G) is contained in the diagonal matrices.

Since R is an order in E, ρ(R) and ρ(E) ∩ Mm(Zp) are commensurable. Let

n1 = [ρ(R) : ρ(R) ∩ Md(Zp)] and n2 = [ρ(E) ∩ Md(Zp) : ρ(R) ∩ Md(Zp)].

Since a2 ∈ R, we get n1ρ(a)2 ∈ ρ(R) ∩ Md(Zp). A fortiori n2
1ρ(a)2 ∈ Md(Zp).

Furthermore ρ(a) is a diagonal matrix. Thus n1ρ(a) is a diagonal matrix whose
square has entries in Zp. It follows that n1ρ(a) itself has entries in Zp.

So n1ρ(a) ∈ ρ(E) ∩ Md(Zp) and hence n2n1ρ(a) ∈ ρ(R) ∩ Md(Zp). Thus

n2n1a ∈ R

and the lemma is proved with n = n2n1.

Lemma 5.9 (1). Let (Ep, †) be a semisimple Qp-algebra with involution and Rp ⊂
Ep a †-stable order.

There exists a constant cp,1 ∈ N depending only on (Rp, †) such that: For every
x ∈ Rp, if x = yy† for some y ∈ Ep, then cp,1x = zz† for some z ∈ Rp.

Proof. Let G be the Zp-group scheme of invertible elements of Rp

G(A) = (Rp ⊗Zp
A)×

and H the unitary subgroup scheme

H(A) = {h ∈ G(A) | hh† = 1}.

We say that a torus S ⊂ G is (Qp, †)-split if it is split over Qp and s† = s for all
s ∈ S. By a theorem of Helminck and Wang [HW93] there are finitely manyH(Qp)-
conjugacy classes of maximal (Qp, †)-split tori in G. Choose representatives Ai for
these H(Qp)-conjugacy classes. Note that each (Qp, †)-split torus (in particular
each Ai) contains the scalars Gm,Qp

.
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By the p-adic polar decomposition of Benoist and Oh [BO07], there is a compact
subset K ⊂ G(Qp) such that

G(Qp) = K

(
⋃

i

Ai(Qp)

)
H(Qp).

Since K is compact, it has bounded denominators; so replacing it by a rational
multiple, we may assume that K ⊂ Rp. Since K−1 also has bounded denominators,
we can choose cp,3 ∈ N such that cp,3K

−1 ⊂ Rp.
Using the decomposition, write

y = kah

with k ∈ K, a ∈ ⋃
i Ai(Qp) and h ∈ H(Qp).

Using that hh† = 1 and a† = a, we therefore have

x = ka2k†

so
c2

p,3a
2 = (cp,3k

−1)x(cp,3k
†−1) ∈ Rp.

By Lemma 5.11 we can choose cp,4 ∈ N for all x ∈ ⋃
i Ai(Qp), if x2 ∈ Rp, then

cp,4x ∈ Rp. In particular cp,3a ∈ ⋃
i Ai(Qp) and its square is in Rp, so

cp,4cp,3a ∈ Rp.

Let
z = kcp,4cp,3a ∈ Rp.

Then
zz† = c2

p,4c
2
p,3x

and the result is proved with cp,1 = c2
p,4c

2
p,3.

5.3.2 Local calculations – split case

Now we prove part (2) of Lemma 5.9 and Lemma 5.10.

Lemma 5.9 (2). Let (Ep, †) be a semisimple Qp-algebra with involution, Rp ⊂
Ep a †-stable order. Suppose further that Ep is split, its centre is a product of
unramified extensions of Qp, Rp is a maximal order in Ep and p 6= 2.

For every x ∈ Rp, if x = yy† for some y ∈ Ep, then x = zz† for some z ∈ Rp.
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Proof. Write the algebra Ep as a product

Ep =
∏

i

Ei

such that each Ei is either simple and preserved by † or is a product of two simple
algebras which are exchanged by †. Since Rp is a maximal order in Ep, it is a
direct product of maximal orders Ri ⊂ Ei. Hence it suffices to prove the lemma
for a single Ei.

Let F be the centre of Ei and F0 the subfield of F fixed by †. Since Ei is
split, it is isomorphic to Mn(F ) for some n. Let V = F n. According to [KMRT98]
Propositions 2.14 and 4.2, there is an F0-bilinear form h : V ×V → F such that † is
the adjoint involution with respect to h. This bilinear form may be of the following
types (labelled according to the types of algebras in the Albert classification for
which Ei can arise as a localisation).

Type I/II. F = F0 and h is symmetric;

Type III. F = F0 and h is skew-symmetric;

Type IVa. F is a quadratic extension of F0 and h is Hermitian with respect to
the non-trivial element of Gal(F/F0);

Type IVb. F = F0 × F0 and h is Hermitian with respect to the automorphism
of F which exchanges the two factors.

Let Λ be a lattice in V whose stabiliser is Ri, and let a be the norm ideal of Λ,
that is, the ideal in F0 generated by {h(v, v) | v ∈ Λ}. Because p 6= 2 and F/F0 is
unramified, the ideal in F generated by {h(v, w) | v, w ∈ Λ} is equal to aoF .

We claim that Λ is a maximal lattice with respect to h – that is, there is no
lattice properly containing Λ and also having norm ideal a. Let

Λa = {v ∈ V | h(v, w) ∈ aoF for all w ∈ Λ}

and observe that any lattice containing Λ with norm ideal a must be contained
in Λa. Hence in order to prove that Λ is maximal, it suffices to show that Λa = Λ.

Since Ri is †-stable, we have

h(Riv, w) = h(v,Riw) ⊂ a for all v ∈ Λa and w ∈ Λ.

Hence Ri stabilises Λa. Thus Λ and Λa are lattices in V with the same stabiliser.
It follows that Λa = uΛ for some scalar u ∈ F×. But then the ideal generated by
h(Λa,Λ) is uaoF , so u ∈ o×

F and Λa = Λ.
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Since yy† = x ∈ Ri, we have

h(y†u, y†v) = h(xu, v) ∈ a for all u, v ∈ Λ.

Hence y†Λ is a lattice on which h takes values in a.
So y†Λ is contained in an a-maximal lattice Λ′ ([Shi97] Lemma 4.8 for types

I/II, IVa and IVb; text of [Shi63] for type III).
Any two a-maximal lattices in V are isometric (by [Shi97] Lemma 5.9 for types

I/II and IVa, [Shi97] Lemma 4.12 for type IVb and [Shi63] Proposition 1.4 for type
III). In particular Λ is isometric to Λ′.

Hence Λ contains a lattice Λx which is isometric to y†Λ. Thus there is z ∈ E×
i

such that zΛ = Λx and x = zz†. Since zΛ ⊂ Λ, we have z ∈ Ri.

Lemma 5.12. Let (Ep, †) be a semisimple Qp-algebra with involution and Rp ⊂ Ep

a †-stable order. We suppose that Ep is split, its centre is a product of unramified
extensions of Qp, Rp is a maximal order in Ep and p 6= 2.

For every q ∈ Rp, if NEp
(q) = 1 (in other words q ∈ R×

p ) and there exists
a ∈ Rp such that a†qa ∈ Q×

p , then there exist y ∈ Rp and u ∈ Z×
p such that

uq = yy†.

Proof. We use the same notation Ei, Ri, F, F0, V, h as in the proof of Lemma 5.9 (2).
Let Λ be the lattice on

F in V = F n. The claim that there exist y ∈ Ri and u ∈ Z×
p

such that uq = yy† says that, for some u ∈ Z×
p , the restriction to Λ of the bilinear

form
huq : (v, w) 7→ h(v, uqw)

is integrally equivalent to h. Observe that the condition a†qa ∈ Q×
p implies that

(uq)† = uq so huq is of the same type (symmetric, skew-symmetric or Hermitian)
as h.

By Lemma 5.9 (2), it suffices to show that uq = yy† for some y ∈ Ei. Thus
we only need to show that h and huq are rationally equivalent. In order to prove
rational equivalence, the condition q ∈ Ri is not required save in the case of type
I/II.

We proceed in cases according to the type of h as in Lemma 5.9 (2).

Type I/II. The condition that q ∈ R×
p implies that Λ is a unimodular lattice

for hq. According to [O’M63] 92:1, isometry classes of unimodular lattices are
classified by the determinant of the quadratic form modulo squares. Thus it will
suffice to show that there is some u ∈ Z×

p such that det(uq) is a square in F×.
Let m = a†qa ∈ Q×

p . Then

md = detm = (det a)2 det q.
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If d is even then we see immediately that det q is a square.
If d is odd: vp(det q) = 0 since q ∈ R×

p and vp(det a) is an integer because F/Qp

is unramified. So vp(detm) is even. Hence there is u ∈ Z×
p such that u detm is a

square in Q×
p . Because d is odd, det(um) = ud detm is also a square in Q×

p and so
det(uq) is a square in F×.

Type III. All symplectic forms of given dimension over a field are equivalent, in
particular h and hq.

Type IVa. Over local fields F, F0, equivalence classes of Hermitian forms of di-
mension n are classified by their determinant in F×

0 /NF/F0
(F×) ([Sch85] 10.1.6(ii)).

Since the extension F/F0 is unramified, NF/F0
(F×) contains the unit group o×

F0

so det(q) ∈ NF/F0
(F×) and hq is equivalent to h.

Type IVb. By [KMRT98] Proposition 2.14, there is an isomorphism Ei
∼=

Md(F0) × Md(F0) under which the involution † becomes

(A,B)† = (Bt, At).

Since q = q†, q must have the form (A,At) for some A ∈ Md(F0). Then taking
y = (A, 1) gives q = yy†.

5.3.3 Global arguments

We deduce Proposition 5.7 from Proposition 5.8 using reduction theory in the
adelic points of the Z-group scheme U of †-quasi-unitary elements of R. That is,

U(A) = {u ∈ (R ⊗Z A)× | uu† ∈ A×}.

Proof of Proposition 5.7. By [PR94] Theorem 5.1, the double coset space

U(Q)\U(Af )/
∏
U(Zp)

is finite. Choose representatives g1, . . . ,gr for these double cosets. By multiplying
them by suitable elements of Q×, we clear denominators so that g−1

i ∈ ∏
(R⊗ZZp)

for each i.
By the hypothesis of the proposition, we have q ∈ R and a ∈ E such that

a†qa ∈ Q×.

Hence we can apply Proposition 5.8 (1) to q in each localisation Rp = R⊗Z Zp. So
there is bp ∈ Rp such that

b†
pqbp ∈ Zp − {0} and NEp

(bp) ≤ cp NEp
(q)d−1/2.
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For almost all p, Proposition 5.8 (2) says that cp = 1. Also for almost all p,
NEp

(q) = 1 and Rp is a maximal order in Ep. It follows that bp ∈ R×
p for almost

all p.

Let
up = a−1bp ∈ E×

p .

We claim that up ∈ U(Qp). To prove this, let m = a†qa. Then a†−1ma−1 = q.
Since m ∈ Q× is in the centre of R, we deduce that

a†−1a−1 = m−1q.

It follows that

u†
pup = b†

pa
†−1a−1bp = b†

pm
−1qbp = m−1(b†

pqbp) ∈ Q×
p .

We have a ∈ R×
p and bp ∈ R×

p for almost all p, and so up ∈ U(Zp) for almost
all p. Hence u ∈ U(Af ) and we can decompose it as

u = xgiy

for some x ∈ U(Q), gi among our chosen set of double coset representatives and
y ∈ ∏

U(Zp).

We claim that b′ = ax ∈ E satisfies the conditions for b in the proposition.
For each prime p, we have that

b′ = bpy
−1
p g−1

i,p

which is a product of elements of Rp, so is in Rp. Hence b′ ∈ ⋂
Rp = R.

Now
b′†qb′ = x†a†qax = (a†qa)x†x.

The second equality holds because a†qa ∈ Q×, which is in the centre of E. But we
know also that x†x ∈ Q× because x ∈ U(Q), so

b′†qb′ ∈ Q×.

In fact b′†qb′ ∈ Z − {0} because b′, q ∈ R and R ∩ Q× = Z − {0}.
Finally

NE(b′) =
∏

p

(
NEp

(bp) NEp
(yp)−1 NEp

(gi,p)−1
)
.

We have that NEp
(yp) = 1 for all p because yp ∈ R×

p .
For each i, NEp

(gi,p) = 1 for almost all p, and so the following constant is
well-defined:

c∞ = max
1≤i≤r

∏

p

NEp
(gi,p)−1.
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Recall that we can choose gi depending only on (R, †) so c∞ depends only on
(R, †, ρ).

So using the bound on NEp
(bp) from Proposition 5.8, we get that

NE(b′) ≤ c∞

∏

p

(
cp NEp

(q)d−1/2
)

= c∞

(
∏

p

cp

)
NE(q)d−1/2

and the proposition holds with c = c∞
∏
cp.
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6 Some cases of the André–Pink conjecture

In this chapter we will prove our main theorems, namely the André–Pink conjec-
ture for Shimura varieties of abelian type in the following cases:

(i) the subvariety Z is a curve;

(ii) the point s is Hodge generic in the smallest special subvariety of S contain-
ing Z;

(iii) the generalised Hecke orbit Σ is replaced by a P -Hecke orbit.

We begin by restricting our attention to Ag, because our Galois bounds (from
the Masser–Wüstholz isogeny theorem) rely heavily on the theory of abelian vari-
eties; furthermore the hyperbolic Ax–Lindemann–Weierstrass conjecture and the
definability of the uniformisation X+ → S are only known for Ag.

Let Fg denote the Siegel fundamental set in Hg, and let Z̃ be the preimage
of Z in Fg. We shall use a strong form of the Pila–Wilkie counting theorem and
our isogeny bounds to prove that, if a Hecke orbit intersects Z densely, then the
complex algebraic part of Z̃ has Zariski dense image in Z. (In fact, our argument
is valid without change for isogeny classes and not merely Hecke orbits in Ag.
Because we can always map an isogeny class into a Hecke orbit via the embedding
Ag → A4g, we do not gain anything from this generalisation.)

We then apply the hyperbolic Ax–Lindemann–Weierstrass conjecture for Ag, to
deduce that the weakly special part of Z is Zariski dense in Z. Using Theorem 4.6
we can extend this result from Ag to all Shimura varieties of abelian type.

We can deduce directly that Z is weakly special if it is a curve. In other cases
we get a diagram as in the definition of a weakly special subvariety:

S ′

[ϕ]
��

[ι]
// S

S2

with [ι] a Shimura immersion and ϕ a Shimura submersion, but we can only
conclude that Z has the form [ι]([ϕ]−1(Z2)) where Z2 is a subvariety of S2, not
necessarily a single point in S2 as for a weakly special subvariety.

In cases (ii) and (iii) above, our results on functoriality of Hecke orbits show
there is a generalised Hecke orbit in S ′ which intersects [ϕ]−1(Z2) densely. We
can then deduce that there is a generalised Hecke orbit in S2 which intersects
Z2 densely, and prove by induction that Z is weakly special. In other cases the
preimage by [ι] of a generalised Hecke orbit in S may intersect infinitely many
generalised Hecke orbits in S ′ and we are unable to complete the proof of the
André–Pink conjecture.
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6.1 Application of the Pila–Wilkie theorem

In this section we will prove the following proposition, using a strong form of the
Pila–Wilkie counting theorem and the isogeny bounds of Theorem 5.2 and Propo-
sition 5.3. In the next section, we will deduce cases of the André–Pink conjecture
from the proposition using the hyperbolic Ax–Lindemann–Weierstrass conjecture.

Proposition 6.1. Let π : Hg → Ag be the uniformisation map, and let Fg be
the Siegel fundamental set in Hg. Let Z be a closed subvariety of Ag and let
Z̃ = π−1(Z) ∩ Fg. Let Z̃ca denote the complex algebraic part of Z̃.

Let Σ be the Hecke orbit of a point s ∈ Ag. If Z ∩ Σ is Zariski dense in Z,
then π(Z̃ca) is also Zariski dense in Z.

6.1.1 Outline of proof of Proposition 6.1

We begin with some definitions and notation. Fix a point s ∈ Ag(C) and let Σ be
its isogeny class. Let Z ⊂ Ag be an irreducible closed algebraic subvariety such
that Z ∩ Σ is Zariski dense in Z.

Let π : Hg → Ag denote the uniformisation map and Fg the Siegel fundamental
set in Hg for the action of Sp2g(Z). Let

Z̃ = π−1(Z) ∩ Fg and Σ̃ = π−1(Σ) ∩ Fg.

Fix a point s̃ ∈ Hg such that π(s̃) = s.
We define the complexity of a point t ∈ Σ to be the minimum degree of an

isogeny As → At between the abelian varieties corresponding to the points s and t
of Ag (note that this isogeny need not be polarised). We may also talk about the
complexity of a point in Σ̃, meaning the complexity of its image in Σ.

For a matrix γ ∈ Mn×n(Q), the height H(γ) will mean the maximum of the
standard multiplicative heights of the entries of γ. A straightforward calculation
shows that if γ1, γ2 ∈ Mn×n(Q) then

H(γ1γ2) ≤ nH(γ1)H(γ2).

The key step in the proof of Proposition 6.1 is Proposition 6.2: the points
of Z̃ ∩ Σ̃ of a given complexity are contained in subpolynomially many definable
blocks, these blocks themselves contained in Z̃. This is proved using the Pila–
Wilkie theorem and the matrix height bounds of section 5.2.

Proposition 6.2. Let Z be a subvariety of Ag and s̃ a point in Hg. Let ǫ > 0.
There is a constant c = c(Z, s̃, ǫ) such that for every n ≥ 1, there is a collection

of at most cnǫ definable blocks Wi ⊂ Z̃ such that the union
⋃
Wi contains all points

of Z̃ ∩ Σ̃ of complexity n.
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On the other hand, the Masser–Wüstholz isogeny theorem gives a polynomial
lower bound for the Galois degree of points in Σ in terms of their complexity.
Combining these two bounds, once the complexity gets large enough there are
more points in Z̃ ∩ Σ̃ than there are blocks to contain them. Hence most points
of Z̃ ∩ Σ̃ are contained in blocks of positive dimension. In particular the union of
the positive-dimensional blocks contained in Z̃ has Zariski dense image in Z, and
by a lemma of Pila the same is true for the complex algebraic part of Z̃.

Let us outline the proof of this Proposition 6.2. We cannot apply the counting
theorem to Σ̃ ⊂ Z̃ directly, because the points of Σ̃ are transcendental. Instead
we construct a definable subset Y of GL2g(R) and a semialgebraic map σ : Y → Z̃

such that points of Z̃ ∩ Σ̃ have rational preimages in Y , with heights polyno-
mially bounded in terms of their complexity. This idea is due to Habegger and
Pila [HP12].

Consider first the case EndAs = Z. This case is easier because all isogenies
between As and any abelian variety are polarised. In this case we let

Y = {γ ∈ GSp2g(R)+ | γ.s̃ ∈ Z̃},

and let σ : Y → Z̃ be the map σ(γ) = γ.s̃.
Let t̃ ∈ Z̃ ∩ Σ̃ and t = π(t̃). Then there is an isogeny f : At → As whose degree

is equal to the complexity of t. By the hypothesis EndAs = Z this isogeny is
polarised. Hence the rational representation of f (explained in section 5.2) gives
a matrix γ ∈ GSp2g(Q)+ such that π(γ.s̃) = t and whose height is polynomially
bounded with respect to the complexity. We can also find γ1 ∈ Sp2g(Z) of poly-
nomially bounded height such that γ1γ.s̃ = t̃. Hence every point in Z̃ ∩ Σ̃ has a
rational preimage in Y of polynomially bounded height. This is precisely what we
need to apply the Pila–Wilkie theorem to Y .

If we drop the assumption EndAs = Z then this no longer works, because the
rational representation of a non-polarised isogeny is not in GSp2g(Q)+. Recall that
even though t is in the Hecke orbit of s, so that there is some polarised isogeny
As → At, the isogeny of minimum degree need not be polarised. Thus we do not
get an element of GSp2g(Q)+ whose height is polynomially bounded in terms of
the complexity.

To avoid this problem we will take Y to be a subset of GL2g(R) instead of
GSp2g(R). This will allow us to carry out the same proof using the rational
representation of a not-necessarily-polarised isogeny. Of course GL2g(R) does not
act on Hg but this does not matter: the map

σ
(

A B
C D

)
= (As̃+B)(Cs̃+D)−1 for A,B,C,D ∈ Mg×g(R)
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is defined on a Zariski open subset of GL2g(R), and we will only consider matrices
in GL2g(R) where σ is defined and has image in Hg. In particular let

Y = σ−1(Z̃).

6.1.2 Proof of Proposition 6.2

Before proving Proposition 6.2, we need to check that every element of Z̃∩ Σ̃ has a
rational preimage in Y whose height is polynomially bounded with respect to the
complexity. Proposition 5.3 says that there is some preimage in GL2g(R) with this
property, and all we need to do is move it into the preimage of the fundamental
set Fg.

Lemma 6.3. There exist constants c, k depending only on g and s̃ such that:
For any t̃ ∈ Z̃ ∩ Σ̃ of complexity n, there is a rational matrix γ ∈ Y such that

σ(γ) = t̃ and H(γ) ≤ cnk.

Proof. Let t = π(t̃). Let B be a symplectic basis for H1(As,Z) with period ma-
trix s̃.

By Proposition 5.3 there is an isogeny f : At → As and a symplectic basis B′ for
H1(At,Z) such that the rational representation γ1 of f has polynomially bounded
height. As remarked in section 5.2.1, σ(γ1

t) is the period matrix for (At, λt) with
respect to the basis B′. In particular,

πσ(γ1
t) = t.

Hence there is γ2 ∈ Sp2g(Z) such that γ2.σ(γ1
t) = t̃. By [PT13] Lemma 3.2, H(γ2)

is polynomially bounded. Then γ = γ2γ1
t satisfies the required conditions.

Now we are ready to prove Proposition 6.2. We simply apply the Theorem 3.2
to Y , using Lemma 6.3 to relate heights of rational points in Y to complexities of
points in Z̃ ∩ Σ̃. We then use the fact that σ is semialgebraic, and that the blocks
in Y can be chosen uniformly from finitely many definable families, to go from Y
to Z̃.

Proof of Proposition 6.2. The set

Y = σ−1(π−1(Z) ∩ Fg)

is definable because σ is semialgebraic and π|Fg
is definable.

Hence we can apply Theorem 3.2 to Y : for every ǫ > 0, there are finitely many
definable block families W(j)(ǫ) ⊂ Y × Rm and a constant c1(Y, ǫ) such that for
every T ≥ 1, the rational points of Y of height at most T are contained in the
union of at most c1T

ǫ definable blocks Wi(T, ǫ), taken from the families W(j)(ǫ).
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Since σ is semialgebraic, the image under σ of a definable block in Y is a finite
union of definable blocks in Z̃. Furthermore the number of blocks in the image is
uniformly bounded in each definable block family W(j)(ǫ). Hence σ(

⋃
Wi(T, ǫ)) is

the union of at most c2T
ǫ blocks in Z̃, for some new constant c2(Z, s̃, ǫ).

But by Lemma 6.3, for suitable constants c, k, every point of Z̃ ∩ Σ̃ of com-
plexity n is in σ(

⋃
Wi(cnk, ǫ)).

6.1.3 End of proof of Proposition 6.1

Proposition 6.2 tells us that the points of Z̃ ∩ Σ̃ of complexity n are contained in
fewer than c(ǫ)nǫ blocks for every ǫ > 0. On the other hand, the Masser–Wüstholz
isogeny theorem implies that the number of such points grows at least as fast
as n1/k for some constant k. Hence most points of Z̃ ∩ Σ̃ are contained in a block
of positive dimension. We check that this is sufficient, with the hypothesis that
Z∩Σ is Zariski dense in Z, to deduce that the union of positive-dimensional blocks
in Z̃ has Zariski dense image in Z.

Proposition 6.4. If Z ∩ Σ is Zariski dense in Z, then the union of positive-
dimensional blocks in Z̃ has Zariski dense image in Z.

Proof. Let Σ1 be the set of points t ∈ Z∩Σ such that there is a positive-dimensional
block W ⊂ Z̃ such that t ∈ π(W ). (We do not yet know that Σ1 is non-empty.)
Let Z1 denote the Zariski closure of Σ1.

Let (As, λs) be a polarised abelian variety corresponding to the point s ∈
Ag(C), defined over a finitely generated field K. We choose K large enough that
the varieties Z and Z1 are also defined over K.

Let t be a point in Z ∩ Σ of complexity n. The polarised abelian variety
corresponding to t might not have a model over the field of moduli K(t), but it
has a model (At, λt) over an extension L of K(t) of uniformly bounded degree. This
follows from the fact that a polarised abelian variety with full level-3 structure has
no non-trivial automorphisms, so is defined over its field of moduli; and the field
of moduli of a full level-3 structure on the polarised abelian variety corresponding
to t is an extension of K(t) of degree at most # Sp2g(Z/3).

By Theorem 5.2, the complexity n is bounded above by a polynomial c[L : K]k

in [L : K], with c and k depending only on As and K. Hence for a different
constant c1, we have

[K(t) : K] ≥ c1n
1/k.

But all Gal(K̄/K)-conjugates of t are contained in Z∩Σ and have complexity n.
By Proposition 6.2, the preimages in Fg of these points are contained in the union
of c2(Z, s̃, 1/2k)n1/2k definable blocks, each of these blocks being contained in Z̃.
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For large enough n, we have

c1n
1/k > c2n

1/2k.

For such n, by the pigeonhole principle there is a definable block W ⊂ Z̃ such that
π(W ) contains at least two Galois conjugates of t. Since blocks are connected by
definition, dimW > 0. So those conjugates of t in π(W ) are in Σ1. Since Z1 is
defined over K, it follows that t itself is also in Z1.

In other words all points of Z ∩ Σ of large enough complexity are in Σ1. But
this excludes only finitely many points of Z ∩ Σ. So as Z ∩ Σ is Zariski dense in
Z, we conclude that Z1 = Z.

Proposition 6.4 says that π(Z̃alg) is Zariski dense in Z. By Lemma 3.7, Z̃ca =
Z̃alg so π(Z̃ca) is dense in Z and Proposition 6.1 is proved.

6.2 The André–Pink conjecture for curves

We are now ready to prove the André–Pink conjecture for curves in Shimura
varieties of abelian type. First for curves in Ag, where it is an immediate corollary
of Proposition 6.1 and the characterisation of weakly special subvarieties in [UY11].
Then we use Theorem 4.6 to deduce the result for other Shimura varieties of abelian
type.

Proposition 6.5. Let Z be a closed algebraic curve in Ag. Let s be a point in Ag

and Σ the Hecke orbit of s.
If Σ ∩ Z is Zariski dense in Z, then Z is a weakly special subvariety of Ag.

Proof. According to Proposition 6.1, π(Z̃ca) is Zariski dense in Z. In particular
Z̃ca has positive dimension. Since dim Z̃ = 1, it follows that some connected com-
ponent Z̃◦ of Z̃ is an irreducible algebraic subset of Fg (as defined in section 3.4).

By analytic continuation, the connected component of π−1(Z) containing Z̃◦

is an irreducible algebraic subset of Hg. In other words, Z itself is algebraic and a
connected component of π−1(Z) is also algebraic. Hence by [UY11] Theorem 1.2,
Z is weakly special.

Theorem 6.6. Let S be a connected Shimura variety of abelian type and Z ⊂ S
a closed algebraic curve. Let s be a point in S and let Σ be the generalised Hecke
orbit of s.

If Σ ∩ Z is Zariski dense in Z, then Z is a weakly special subvariety of S.

Proof. Suppose that S = ShΓ(G,X+). We first replace G by its adjoint group: let
Sad = ShΓad(Gad, Xad+) for some congruence subgroup Γad ⊂ Gad(Q)+ containing
the image of Γ. Then the image of a generalised Hecke orbit in S is contained in a
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finite union of usual Hecke orbits in Sad and a subvariety of S is weakly special if
and only if its image in Sad is weakly special. Hence it will suffice to assume that
G is an adjoint group and that Σ is a usual Hecke orbit.

Then we can apply Theorem 4.6 to get a Shimura datum (G1, X
+
1 ) and mor-

phisms

(G,X+) (G1, X
+
1 )

p
oo ι // (GSp2g,Hg)

such that [ι][p]−1(Σ) is contained in a Hecke orbit in Ag.
Meanwhile [ι][p]−1(Z) is a finite union of curves in Ag. Thus there is an ir-

reducible component Z ′ ⊂ [ι][p]−1(Z) which has infinite intersection with some
Hecke orbit in Ag. By Proposition 6.5, Z ′ is weakly special in Ag. It follows that
Z is weakly special in S.

6.3 Higher-dimensional subvarieties

Let S be a connected Shimura variety of abelian type and Z a subvariety of S, now
of any dimension. Let Zws denote the union of the positive-dimensional weakly
special subvarieties of S contained in Z.

In order to draw conclusions from Proposition 6.1 when dimZ > 1, we must
use the hyperbolic Ax–Lindemann–Weierstrass conjecture (Conjecture 3.8) for Ag,
whose proof has been announced by Pila and Tsimerman [PT12]. This tells us that
if S = Ag then Zws = π(Z̃ca) (Corollary 3.10).

Combining this with Proposition 6.1, we deduce that if S = Ag there is a Hecke
orbit Σ in S which intersects Z densely, then Zws is Zariski dense in Z. By the
same argument as in the proof of Theorem 6.6 we can extend this from Ag to any
Shimura variety of abelian type. In other words we have proved the following.

Proposition 6.7. Let S be a connected Shimura variety of abelian type and Z ⊂ S
a closed algebraic curve. Let s be a point in S and let Σ be the generalised Hecke
orbit of s.

If Σ ∩ Z is Zariski dense in Z, then Zws is also Zariski dense in Z.

Now add the further assumption that Z is Hodge generic in S – that is, Z
is not contained in any proper special subvariety of S. The following result of
Ullmo tells us what Z looks like, given that Zws is Zariski dense in Z. We have
translated Ullmo’s statement to match our definition of weakly special subvarieties
in a similar way to the translation between definitions of weakly special subvarieties
in Proposition 2.7.

Theorem 6.8 ([Ull12] Theorem 1.3). Let S be a Shimura variety and Z ⊂ S a
Hodge generic subvariety. Suppose that the hyperbolic Ax–Lindemann–Weierstrass
conjecture holds for S.
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If Zws is Zariski dense in Z, then there exist a Shimura variety S2, a Shimura
submersion [ϕ] : S → S2 and a subvariety Z ′ ⊂ S2 such that Z = [ϕ]−1(Z ′) and
dimS2 < dimS.

If there is a generalised Hecke orbit Σ ⊂ S such that Z∩Σ is Zariski dense in Z,
then [ϕ](Σ) is a finite union of generalised Hecke orbits in S2 (Lemma 4.1(4)) and
[ϕ](Σ) ∩ Z ′ is Zariski dense in Z ′. Thus we can prove the following by induction
on dimS.

Theorem 6.9. Let S be a connected Shimura variety of abelian type and Z ⊂ S
an algebraic subvariety. Let Σ be a generalised Hecke orbit in S.

If Z is Hodge generic in S and Σ ∩Z is Zariski dense in Z, then Z is a weakly
special subvariety of S.

Now return to a subvariety Z which is not necessarily Hodge generic. Then we
might try to prove the André–Pink conjecture by replacing S by SZ , a connected
Shimura variety with a Shimura immersion [ι] : SZ → S whose image is equal to
the smallest special subvariety of S containing Z. The problem with this is that
the preimage in SZ of Σ, a generalised Hecke orbit in S, might contain infinitely
many generalised Hecke orbits in SZ .

By Lemma 4.2, this problem does not arise if one (and hence any) point in
[ι]−1(Σ) is Hodge generic in SZ . Combining Lemma 4.2 and Theorem 6.9 yields
the following corollary.

Corollary 6.10. Let S be a connected Shimura variety of abelian type and let Z
be a closed algebraic subvariety of S. Let s be a point in S and Σ the generalised
Hecke orbit of s.

If Σ ∩ Z is Zariski dense in Z and s is Hodge generic in the smallest special
subvariety of S containing Z, then Z is a weakly special subvariety of S.

In the same way we may obtain the following corollary by combining Theo-
rems 4.9 and 6.9.

Corollary 6.11. Let S be a connected Shimura variety of abelian type and let Z
be a closed algebraic subvariety of S. Let s be a point in S and ΣP the P -Hecke
orbit of s.

If ΣP ∩ Z is Zariski dense in Z, then Z is a weakly special subvariety of S.
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7 Ranks of Mumford–Tate groups

This chapter reproduces an article submitted for publication.
Let A be a complex abelian variety and G its Mumford–Tate group. Supposing

that the simple abelian subvarieties of A are pairwise non-isogenous, we find a lower
bound for the rank rkG of G, which is a little less than log2 dimA. If we suppose
that EndA is commutative, then we show that rkG ≥ log2 dimA + 2, and this
latter bound is sharp. We also obtain the same results for the rank of the ℓ-adic
monodromy group of an abelian variety defined over a number field.

7.1 Introduction

Let A be a complex abelian variety of dimension g, whose simple abelian subva-
rieties are pairwise non-isogenous. In this paper we will establish a lower bound
for the rank of the Mumford–Tate group of A. The Mumford–Tate group is an
algebraic group over Q defined via the Hodge theory of A (see section 7.2 below
for the definition). The same argument will also establish a lower bound for the
rank of the ℓ-adic monodromy groups Gℓ, in the case where A is defined over a
number field. The ℓ-adic monodromy group is the Zariski closure of the image of
the Galois representation on the ℓ-adic Tate module of A. Our main theorems are
the following:

Theorem 7.1. Let A be an abelian variety of dimension g such that EndA is
commutative. Let G be the Mumford–Tate group or the ℓ-adic monodromy group
of A. Then rkG ≥ log2 g + 2.

Theorem 7.2. Let A be an abelian variety of dimension g whose simple abelian
subvarieties are pairwise non-isogenous. Let G be the Mumford–Tate group or the
ℓ-adic monodromy group of A. If n = rkG, then

n+ α(n)
√
n loge n ≥ log2 g + 2

for a function α : N≥2 → R satisfying α(n) < 2 for all n and α(n) → 1/ loge 2 =
1.44... as n → ∞.

Each of these theorems is an instance of a more general bound for weak
Mumford–Tate triples, which are defined in section 7.2. These more general bounds
are Theorems 7.6 and 7.9 respectively. These would apply also for example to the
analogue of the Mumford–Tate group for a Hodge–Tate module of weights 0 and 1.

Theorem 7.1 was proved by Ribet in the case of an abelian variety with complex
multiplication [Rib81]. Our proof is a generalisation of his, relying on the fact
that the defining representation of the Mumford–Tate group or ℓ-adic monodromy
group has minuscule weights.

105



The condition on simple subvarieties in Theorem 7.2 is necessary: taking prod-
ucts of copies of the same simple abelian variety increases the dimension without
changing the rank of the Mumford–Tate group. Indeed, if A is isogenous to

∏
i A

mi
i

where the Ai are simple and pairwise non-isogenous, then according to [HR10]
Lemme 2.2,

MT(A) ∼= MT(
∏

i

Ai).

Hence Theorem 7.2 implies that for a general abelian variety A, if n denotes the
rank of either the Mumford–Tate group or the ℓ-adic monodromy group of A, then

n+ α(n)
√
n loge n ≥ log2

(
∑

i

dimAi

)
+ 2

where the Ai are one representative of each isogeny class of simple abelian subva-
rieties of A.

The condition of having pairwise non-isogenous simple abelian subvarieties can
be interpreted via the endomorphism algebra like the condition in Theorem 7.1: it
is equivalent to EndA ⊗Z Q being a product of division algebras. Note also that
EndA being commutative implies the condition of Theorem 7.2. (Throughout
this paper, EndA means the endomorphisms of A after extension of scalars to an
algebraically closed field.)

Let G be either the Mumford–Tate group or the ℓ-adic monodromy group of
A. It is well known that the rank of G is at most g+ 1, and that this upper bound
is achieved for a generic abelian variety. Indeed, if g is odd and EndA = Z, then
rkG is always g + 1 [Ser85]. So in this case the bound in Theorem 7.1 is far from
sharp.

On the other hand if g is a power of 2, then there are abelian varieties for which
the bound in Theorem 7.1 is achieved (even with EndA = Z). We construct such
examples in section 7.5. The exact bound for a given g is very sensitive to the
prime factors of g. Equality can happen only when g is a power of 2 (for the trivial
reason that otherwise log2 g 6∈ Z) but even near-equality can only occur when g
has many small prime factors. This was made precise by Dodson in the complex
multiplication case [Dod87], and it is possible that something similar could be
proved in general.

Theorem 7.2 is not sharp. The function α(n) is specified exactly in section 7.4,
but it is likely that this could be improved on, perhaps to something which goes
to 0 as n → ∞. In section 7.5, we construct a family of examples showing that
Theorem 7.2 cannot be improved to n+ k ≥ log2 g for any constant k.
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We can deduce a lower bound for the growth of the degrees of the division
fields K(A[ℓn]) (for ℓ a fixed prime number) as a straightforward consequence of
Theorem 7.1.

Corollary 7.3. Let A be an abelian variety of dimension g over a number field K,
and ℓ a prime number. If EndA is commutative, then there is a constant C(A,K, ℓ)
such that

[K(A[ℓn]) : K] ≥ C(A,K, ℓ) ℓn(log2 g+2).

Theorem 7.2 implies a similar bound for the degree of K(A[ℓn]) whenever A is
an abelian variety whose simple abelian subvarieties are pairwise non-isogenous.
One would like to extend these results to lower bounds on the degrees of K(A[N ])
for N not a prime power, but this cannot be done without knowing how C(A,K, ℓ)
varies with ℓ. The primary obstacle here is the index of the image of Gal(K̄/K) in
Gℓ(Zℓ), which is conjectured to be bounded by a constant C1(A,K) independent
of ℓ.

In section 7.2 we recall the definitions of Mumford–Tate groups, ℓ-adic mon-
odromy groups and weak Mumford–Tate triples; the latter are an axiomatisation
of the properties of the groups and representations we will consider. In section 7.3
we bound the number of distinct characters of a maximal torus which can ap-
pear in such a representation. In section 7.4 we bound the multiplicity of ab-
solutely irreducible components of this representation. This is straightforward
for the Mumford–Tate group but more difficult for the ℓ-adic monodromy group.
Combining these two bounds gives Theorems 7.1 and Theorem 7.2. Finally in
section 7.5 we give some examples to show that Theorem 7.1 is sharp and to place
a limit on the possible improvements of Theorem 7.2.

7.2 Mumford–Tate triples: Definitions

We recall the definition of a weak Mumford–Tate triple, which abstracts the key
properties of a Mumford–Tate group which we will use. We recall also the defi-
nitions of the two examples of Mumford–Tate triple we will consider, namely the
Mumford–Tate group and the ℓ-adic monodromy group of an abelian variety.

The following definition is a slight modification of those used by Serre [Ser79]
and Wintenberger [Win86].

Definition. Let F be a field of characteristic zero and E an algebraically closed
field containing F .

A weak Mumford–Tate triple is a triple (G, ρ,Ψ) where G is an algebraic
group over F , ρ is a rational representation of G and Ψ is a set of cocharacters of
G×F E satisfying the following conditions:
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(i) G is a connected reductive group;

(ii) ρ is faithful;

(iii) the images of all G(E)-conjugates of elements of Ψ generate GE.

The weights of a Mumford–Tate triple (G, ρ,Ψ) are the integers which appear
as weights of ρ ◦ ν (a representation of Gm) for some ν ∈ Ψ.

A weak Mumford–Tate triple (G, ρ,Ψ) is called pure if ρ(G) contains the torus
Gm.id of homotheties.

The Mumford–Tate group. Let A be an abelian variety over C, of dimen-
sion g. The singular cohomology group H1(A(C),Q) is a vector space of dimension
2g over Q. Hodge theory gives a decomposition of C-vector spaces

H1(A(C),Q) ⊗Q C = H1,0(A) ⊕H0,1(A)

with H1,0(A) and H0,1(A) being mapped onto each other by complex conjugation
(so each has dimension g).

We define a cocharacter µ : Gm,C → GL2g,C by:

µ(z) acts as multiplication by z on H1,0(A)

and as the identity on H0,1(A).

The Mumford–Tate group of A is defined to be the smallest algebraic subgroup
M of GL2g defined over Q and such that MC contains the image of µ.

The triple consisting of the Mumford–Tate group, its defining representation
ρ : M → GL2g, and the set of Aut(C/Q)-conjugates of the cocharacter µ form
a pure weak Mumford–Tate triple of weights {0, 1}. This is immediate from the
definitions.

The functor A 7→ H1(A(C),Z) is an equivalence of categories between complex
abelian varieties and polarisable Z-Hodge structures of type {(−1, 0), (0,−1)}.
Furthermore the endomorphism ring of ρ as a representation of the Mumford–Tate
group is equal to the endomorphism ring of H1(A(C),Q) as a Q-Hodge structure,
so

End ρ = EndA⊗Z Q.

The ℓ-adic algebraic monodromy group. Now suppose that the abelian va-
riety A is defined over a number field K. Its first ℓ-adic cohomology group is a
Qℓ-vector space of dimension 2g, isomorphic to the dual of the ℓ-adic Tate module:

H1(AK̄ ,Qℓ) ∼= (TℓA⊗Zℓ
Qℓ)

∨ .
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The Galois group Gal(K̄/K) acts on the torsion points of A(K̄), and this
induces an action on H1(AK̄ ,Qℓ), or in other words a continuous representation

ρℓ : Gal(K̄/K) → GL2g(Qℓ).

The ℓ-adic algebraic monodromy group of A is the smallest algebraic
subgroup Gℓ of GL2g,Qℓ

whose Qℓ-points contain the image of ρℓ. By working with
the ℓ-adic monodromy group instead of the image of ρℓ directly, we gain the ability
to use the structure theory of algebraic groups. On the other hand, we do not lose
very much because Im ρℓ is known [Bog81] to be an open (and hence finite-index)
subgroup of Gℓ(Qℓ) ∩ GL2g(Zℓ).

Pink [Pin98] has proved that the identity component G◦
ℓ together with the

representation ρℓ and a certain set Ψ of cocharacters form a pure weak Mumford–
Tate triple of weights {0, 1}.

By Faltings’ Theorem [Fal83b],

End ρℓ = EndA⊗Z Qℓ.

7.3 Bound for the number of characters

Let (G, ρ,Ψ) be a pure weak Mumford–Tate triple of weights {0, 1}, and let T be
a maximal torus of G. In this section we will give an upper bound for the number
of distinct characters in ρ|T as a function of rkG.

If A has complex multiplication (in other words if G is a torus) then this bound
was obtained by Ribet [Rib81]. Our method of proving the bound is inspired by
applying Ribet’s method to a maximal torus of G, but it is convenient to arrange
it differently.

Proposition 7.4. Let (G, ρ,Ψ) be a pure weak Mumford–Tate triple of weights
{0, 1}. The number of distinct characters in ρ|T is at most 2rk G−1.

Proof. Let Y = Hom(Gm,E, TE) ⊗Z Q be the quasi-cocharacter space of T , where
E is an algebraically closed field of definition for (G, ρ,Ψ).

Let Ψ′ be the set of all cocharacters of TE which are G(E)-conjugate to an ele-
ment of Ψ. Every cocharacter of G has a G(E)-conjugate whose image is contained
in TE, so Ψ′ still satisfies condition (iii) in the definition of a weak Mumford–Tate
triple. Replacing Ψ by Ψ′ does not change the weights of our Mumford–Tate triple.

Furthermore Ψ′ is closed under the action of the Weyl group of GE on Y . So
condition (iii) implies that Ψ′ spans Y as a Q-vector space.

Let Θ be a basis of Y contained in Ψ′. The character space of T is dual to Y ,
so any character ω is determined by its inner products 〈ω, µ〉 for µ ∈ Θ.
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Because our Mumford–Tate triple has weights {0, 1}, if µ is a character in ρ|T

then these inner products can only have the values 0 or 1. So there are at most
2|Θ| distinct characters in ρ|T , and |Θ| = rkG.

We can use the fact that our Mumford–Tate triple is pure to improve the
exponent to rkG − 1. We know that ρ(G) contains the homotheties. Since ρ is
faithful, there is a unique cocharacter µ0 : Gm → G such that ρ ◦µ0(z) = z.id. We
take Θ′ to be a subset of Ψ such that Θ′ ∪ {µ0} is a basis of Y . Now 〈ω, µ0〉 = 1
for all characters ω in ρ|T , so ω is determined by the values 〈ω, µ〉 for µ ∈ Θ′. We
may repeat the previous argument with Θ replaced by Θ′.

Corollary 7.5. Let (G, ρ,Ψ) be a pure weak Mumford–Tate triple of weights {0, 1}.
Let M be the maximum of the multiplicities of the irreducible components of ρ
(working over an algebraically closed base field). Then

dim ρ ≤ M · 2rk G−1.

Proof. Serre [Ser79] showed that each irreducible component σ in a weak Mumford–
Tate triple of weights {0, 1} is minuscule, that is, the characters in σ|T form
a single orbit under the action of the Weyl group. Serre only treated strong
Mumford–Tate triples, i.e. weak Mumford–Tate triples satisfying the additional
condition that all the cocharacters in Ψ are contained in a single Aut(E/F )-orbit.
However this extra condition is not used in his argument (see also [Pin98] Section 4
and [Zar84]).

The characters of T in a minuscule representation have multiplicity 1, and
non-isomorphic minuscule representations contain disjoint characters. So the mul-
tiplicity of any character in ρ|T is equal to the multiplicity of the unique irreducible
component which contains that character, and so

dim ρ ≤ M ·
(
the number of distinct characters in ρ|T

)
.

The corollary now follows from Proposition 7.4.

7.4 Bound for the multiplicities

Let (G, ρ,Ψ) be a pure weak Mumford–Tate triple of weights {0, 1}. In this section
we will bound the multiplicities of the absolutely irreducible components of ρ⊗F

F̄ . If End ρ is commutative, then it is immediate that all absolutely irreducible
components of ρ⊗F F̄ have multiplicity 1.

Most of the section concerns the case in which the irreducible components of ρ
are pairwise non-isomorphic. Because we use a result on division algebras coming
from class field theory, we must assume that the field of definition of ρ is a local
field or a number field. If n = rkG, then each absolutely irreducible component
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has multiplicity at most α(n)
√
n loge n for a function α(n) satisfying the conditions

of Theorem 7.2.
To establish this bound, we introduce an invariant u(G) for a reductive group

G such that for any F -irreducible representation of G, the multiplicity of its irre-
ducible components over F̄ is at most u(G). Then we use Landau’s function (the
maximum LCM of a set of positive integers with given sum) to obtain a bound for
u(G).

The above bounds together with Corollary 7.5 suffice to prove Theorem 7.1 for
both the Mumford–Tate group and ℓ-adic monodromy groups, and Theorem 7.2
for the Mumford–Tate group. Proving Theorem 7.2 for the ℓ-adic monodromy
group requires additional work because even when an abelian variety satisfies the
condition of Theorem 7.2, its associated ℓ-adic representations might not satisfy
the corresponding condition of Theorem 7.9.

7.4.1 The commutative endomorphism case

Theorem 7.6. Let (G, ρ,Ψ) be a pure weak Mumford–Tate triple of weights {0, 1}.
If End ρ is commutative, then rkG ≥ log2 dim ρ+ 1.

Proof. Let F be the field of definition of ρ. Since End ρ is commutative, each
irreducible component of ρ⊗F F̄ has multiplicity 1. So the theorem follows imme-
diately from Corollary 7.5.

Let A be an abelian variety, G its Mumford–Tate group or ℓ-adic monodromy
group, and ρ the associated representation. We have observed that End ρ =
EndA ⊗Z F where F = Q or Qℓ as appropriate, so that if EndA is commuta-
tive the same is true of End ρ. Hence Theorem 7.1 follows from Theorem 7.6. The
log2 dim ρ+ 1 becomes log2 dimA+ 2 because dim ρ = 2 dimA.

7.4.2 Multiplicity of irreducible representations and u(G)

Definition. Let G be a reductive group defined over the field F . Let T be a
maximal torus of G and Λ = Hom(TF̄ ,Gm) the character group of T . Let Λ0

be the subgroup of Λ generated by the roots of G and characters which vanish
on T ∩ Gder. The roots of G span the quasi-character space of TF̄ ∩ Gder

F̄
as a

Q-vector space so Λ0 spans Λ ⊗Z Q. It follows that Λ/Λ0 is finite. (In fact Λ/Λ0

is canonically isomorphic to the dual of the centre of Gder(F̄ ), which is a finite
abelian group.)

Hence we can define u(G) to be the exponent of Λ/Λ0.

Lemma 7.7. Let G be a reductive group over a field F and ρ an F -irreducible
representation of G. Let D be the endomorphism ring of ρ and E the centre of D.
Then the order of [D] in BrE divides u(G).
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Proof. Fix a base ∆ for the root system of G with respect to T . When we refer to
the action of Gal(F̄ /F ) on the character group Λ below, this is the natural action
twisted by the Weyl group so that it preserves the set ∆ (this is the same action
used in [Tit71]).

Let σ be an absolutely irreducible component of ρ⊗F F̄ , and λσ ∈ Λ the highest
weight of σ. Let Γ be the subgroup of Gal(F̄ /F ) fixing λ. Then E is isomorphic
to the subfield of F̄ fixed by Γ.

Tits defined a map
αG,E : ΛΓ → BrE

as follows: if λ ∈ ΛΓ is dominant then there is a unique isomorphism class of E-
irreducible representations of G with highest weight λ. The endomorphism ring of
such a representation is a division algebra with centre E. We define αG,E(λ) to be
the inverse of the class of this division algebra in BrE. Tits showed that this map
on dominant weights is additive so it extends to a homomorphism ΛΓ → BrE. He
also showed that αG,E is trivial on ΛΓ

0 ([Tit71] Corollary 3.5).
In our case we have [D]−1 = αG,E(λσ). Since [D] is in the image of αG,E, it

follows that the order of [D] in BrE divides the exponent of ΛΓ/ΛΓ
0 . But the latter

is a subgroup of Λ/Λ0, so its exponent divides u(G).

Corollary 7.8. Let G be a reductive group defined over a number field or a local
field F . Let ρ be an F -irreducible representation of G. Then the multiplicity of
each absolutely irreducible component of ρ⊗F F̄ divides u(G).

Proof. Let D = End ρ and let E be the centre of D. Then the multiplicity of any
absolutely irreducible component of ρ⊗F F̄ is

√
dimE D.

Since F is a number field or a local field, it follows from class field theory that√
dimE D is equal to the order of [D] in BrE (see e.g. [Pie82] Theorem 18.6).

Now apply Lemma 7.7.

The following theorem is obtained by combining Corollaries 7.5 and 7.8.

Theorem 7.9. Let (G, ρ,Ψ) be a pure weak Mumford–Tate triple of weights {0, 1}
defined over a number field or a local field F . If the F -irreducible components of
ρ are pairwise non-isomorphic, then

rkG+ log2 u(G) ≥ log2 dim ρ+ 1.

If A is a complex abelian variety, G its Mumford–Tate group and ρ the associ-
ated representation, then End ρ = EndA ⊗Z Q so the hypothesis that the simple
abelian subvarieties of A are pairwise non-isogenous implies that the irreducible
components of ρ are pairwise non-isomorphic. Hence Theorem 7.9, together with
the bounds for u(G) in section 7.4.4, implies Theorem 7.2 for the Mumford–Tate
group.
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7.4.3 Multiplicities in ℓ-adic representations

Let A be an abelian variety over a number field whose simple abelian subvarieties
are pairwise non-isogenous. Let Gℓ be the ℓ-adic monodromy group of A and
ρℓ the associated ℓ-adic representation. We shall show that the multiplicities of
irreducible components of ρℓ ⊗Qℓ

Q̄ℓ are bounded above by u(G◦
ℓ) and hence prove

Theorem 7.2.
By Faltings’ Theorem, if B and B′ are non-isogenous simple abelian varieties,

then the associated ℓ-adic representations have no common subrepresentations.
Hence it will suffice to suppose that A is simple.

By Faltings’ Theorem, End ρℓ = EndA ⊗Z Qℓ. This implies that the multi-
plicities of absolutely irreducible components of ρℓ ⊗Qℓ

Q̄ℓ are independent of ℓ.
We will use results of Serre and Pink to show that u(G◦

ℓ) is also independent of ℓ,
and then we can consider all ℓ at once to show that the multiplicities are bounded
above by u(G◦

ℓ).

Lemma 7.10. u(G◦
ℓ) is independent of ℓ.

Proof. Let ℓ, ℓ′ be any two rational primes. Via ρℓ, we view G◦
ℓ as a subgroup of

GL2g,Qℓ
.

For a finite place v of K, let Tv be the Frobenius torus of A in the sense
of Serre [Ser81]. Serre showed that we can choose v such that Tv,Qℓ

is GL2g,Qℓ
-

conjugate to a maximal torus of G◦
ℓ , and such that the analogous property holds

for ℓ′.
Hence we get maximal tori Tv,ℓ of Gℓ and Tv,ℓ′ of G′

ℓ together with an iso-
morphism Λ(Tv,ℓ) ∼= Λ(Tv) ∼= Λ(Tv,ℓ′). Furthermore, under this isomorphism, the
formal character of ρℓ corresponds to the formal character of ρℓ′ .

As observed by Larsen-Pink [LP90], the formal character of a faithful irre-
ducible representation of a reductive group determines the root lattice Λ0. Hence
Λ/Λ0(G◦

ℓ) ∼= Λ/Λ0(G◦
ℓ′) so u(G◦

ℓ) = u(G◦
ℓ′).

We will also need the following lemma on pure weak Mumford–Tate triples.
Let (G, ρ,Ψ) be a pure weak Mumford–Tate triple. Because it is pure, there is a
cocharacter µ0 of G such that ρ ◦ µ0(z) = z.id. Let H be the identity component
of ker det ρ ⊂ G. Then the quasi-cocharacter space of a maximal torus T splits as

(Hom(Gm, T ∩H) ⊗Z Q) ⊕ Q.µ0. (*)

Lemma 7.11. Let (G, ρ,Ψ) be a pure weak Mumford–Tate triple of weights 0 and
1, with multiplicities g0 and g1 respectively. Choose µ ∈ Ψ and let T be a maximal
torus of G containing the image of µ. Suppose that µ splits as µH + rµ0 in the
decomposition (*). Then for all characters ω in ρ|T ,

〈ω, µH〉 =
g0

g0 + g1

or
−g1

g0 + g1

.
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Proof. By the definition of µ0, 〈ω, µ0〉 = 1 for every character ω in ρ|T . Hence

〈det ρ, µ0〉 = dim ρ = g0 + g1.

Because det ρ is trivial on H, 〈det ρ, µH〉 = 0. Therefore

〈det ρ, µ〉 = 〈det ρ, rµ0〉 = r(g0 + g1).

On the other hand,
〈det ρ, µ〉 = g0.0 + g1.1 = g1

so r = g1/(g0 + g1). Combining with 〈ω, µ〉 = 0 or 1 gives the result.

Proposition 7.12. Let A be a simple abelian variety defined over a number field,
and Gℓ its ℓ-adic monodromy group. The multiplicity of every absolutely irreducible
component of ρℓ ⊗Qℓ

Q̄ℓ divides u(G◦
ℓ).

Proof. Let D = EndA⊗Z Q be the endomorphism algebra of A, and let E be the
centre of D. Let m2 = dimE D.

By Faltings’ Theorem, End ρℓ = D⊗QQℓ. This is a product of simple algebras,
each of dimension m2 over its centre. So every absolutely irreducible component
of ρℓ ⊗Qℓ

Q̄ℓ has multiplicity m, and it will suffice to show that m divides u(G◦
ℓ).

There are two cases: E is totally real or a CM field.

Case 1. E is totally real. In this case the Albert classification of endomorphism
algebras of abelian varieties implies that m ≤ 2, so it will suffice to show that 2
divides u(G◦

ℓ).
Let Hℓ be the identity component of ker det ρℓ ⊂ Gℓ (in other words, the ℓ-adic

analogue of the Hodge group). By [Tan80] Lemma 1.4, the condition that E is
totally real implies that the Hodge group of A is semisimple and by [SZ96] The-
orem 3.2 this implies that Hℓ is semisimple. Hence Hℓ is the derived group of
G◦

ℓ .
Let µ be a weak Hodge cocharacter of Gℓ in the sense of [Pin98] Definition 3.2

and let T be a maximal torus of Gℓ containing the image of µ. Then ρℓ ◦ µ has
weights 0 and 1 each with multiplicity dimA, so by Lemma 7.11,

〈ω, µH〉 = ±1
2

for all characters ω in ρℓ|T , where µH is the component of µ in the quasi-cocharacter
space of T ∩Hℓ.

Now 〈−, µ〉 takes integer values on the roots of G◦
ℓ . Since µ0 is orthogonal to

the roots, the same is true for 〈−, µH〉. Because Hℓ is semisimple, it is equal to
the derived group of G◦

ℓ , so µH is orthogonal to all characters which vanish on
T ∩G◦der

ℓ . Hence 〈−, µH〉 takes integer values on Λ0(G◦
ℓ).

So in order for 〈ω, µH〉 to have denominator 2, the order of ω in Λ(Gℓ)/Λ0(G◦
ℓ)

must be even. Therefore u(G◦
ℓ) is divisible by 2.
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Case 2. E is a CM field. For each place λ of E, let Eλ denote the completion
of E at λ. Then Dλ = D⊗EEλ is a matrix ring over a division algebra with centre
Eλ. Let mλ be the order of [Dλ] in BrEλ. By the Albert–Brauer–Hasse–Noether
theorem ([Pie82] Theorem 18.5), the map [D] 7→ ([Dλ]) is an injection

BrE →
⊕

λ

BrEλ

so m is the lowest common multiple of the mλ. So it suffices to show that mλ

divides u(G◦
ℓ) for every place λ.

Since E is a CM field, all its archimedean places have trivial Brauer group, so
we need only consider non-archimedean places. Let λ be a non-archimedean place
of E and ℓ′ its residue characteristic. Then

End ρℓ′ = D ⊗Q Qℓ′ = D ⊗E



∏

λ′|ℓ′

Eλ′


 =

∏

λ′|ℓ′

Dλ′ .

Hence ρℓ′ has a Qℓ′-irreducible subrepresentation with endomorphism algebra Dλ.
So by Lemma 7.7, mλ divides u(G◦

ℓ′), and this is equal to u(G◦
ℓ) by Lemma 7.10.

Theorem 7.2 follows from Corollary 7.5, Proposition 7.12 and the bounds for
u(G) in section 7.4.4.

7.4.4 Bounds for u(G)

Definition. Let g(n) be the maximum value of LCM(ai) where ai are positive
integers satisfying

∑
ai = n. (This is Landau’s function.)

Let g1(n) be the maximum value of LCM(ai) where ai are integers greater than
1 satisfying

∑
(ai − 1) = n.

For n ≥ 2, let

α(n) =
log2 g1(n)√
n log n

.

Lemma 7.13. For any reductive group G, u(G) ≤ g1(rkG).

Proof. Let Φi (for i ∈ I) be the simple components of the root system of G.
The group Λ/Λ0 is a subgroup of the product of the fundamental groups of

the Φi. So u(G) divides the lowest common multiple of the exponents of these
fundamental groups.

Let ei be the exponent of the fundamental group of Φi. Then ei ≤ rk Φi + 1
for all i (by the classification of simple root systems), and so

∑
i(ei − 1) ≤ rkG.
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By the definition of g1,

u(G) ≤ g1

(
∑

i∈I

(ei − 1)

)

and this is less than or equal to g1(rkG) because g1 is nondecreasing.

Corollary 7.14. α(n) → 1
log 2

as n → ∞ and α(n) < 2 for all n ≥ 2.

Proof. We use two results on the size of g(n): Landau’s asymptotic result ([Lan09]
section 61)

loge g(n)√
n log n

→ 1 as n → ∞

and Massias’ bound [Mas84b]

loge g(n) < 1.05314
√
n log n for all n ≥ 2.

We note that g(n) ≤ g1(n) ≤ g(n + ⌊
√

2n⌋) since any set of distinct positive
integers satisfying

∑
i(ai − 1) = n will satisfy

∑
i ai ≤ n+ ⌊

√
2n⌋.

Let

f(x) =
(x+

√
2x) log(x+

√
2x)

x log x
.

Since f(x) → 1 as x → ∞, we conclude that α(n) → 1
log 2

.
Likewise by Massias’ bound

α(n) ≤ loge g(n+ ⌊
√

2n⌋)
log 2

√
n log n

<
1.05314

√
f(n)

log 2
≤

1.05314
√
f(9)

log 2
< 2

for n ≥ 9 since f(x) is decreasing for x > 1.
Manual calculation shows that α(n) < 2 for 2 ≤ n ≤ 8.

7.5 Some examples

In this section, we will give three examples of families of abelian varieties with
commutative endomorphism ring for which Theorem 7.1 is sharp. Note that any
abelian variety for which the rank of the Mumford–Tate group is equal to the
bound of Theorem 7.1 necessarily satisfies the Mumford–Tate conjecture, because
the rank of the ℓ-adic monodromy groups are less than or equal to that of the
Mumford–Tate group but satisfy the same lower bound. Hence the examples we
give show that the bound is sharp for the ℓ-adic monodromy group as well as for
the Mumford–Tate group.
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We also give one family of simple abelian varieties with noncommutative endo-
morphism ring for which the Mumford–Tate group has rank n and the dimension
g satisfies log2 g = n+ 1

2
log2 n+ O(1). This shows that the bound in Theorem 7.2

cannot be improved to n ≥ log2 g + O(1). Because we have not calculated the
exact lower bound in the noncommutative case we cannot deduce that these va-
rieties satisfy the Mumford–Tate conjecture purely from the rank bound. But for
the examples constructed here, we can show that they satisfy the Mumford–Tate
conjecture by using [Pin98] Proposition 4.3.

7.5.1 Examples with commutative endomorphism ring

Example 1: Complex multiplication. Let F be a totally real field such that
[F : Q] = n − 1. By [Shi70] Theorem 1.10, there is an imaginary quadratic
extension K of F such that for every CM type (K,Φ), the reflex type (K ′,Φ′)
satisfies [K ′ : Q] = 2n−1. Such a CM type is primitive.

Let A be a complex abelian variety corresponding to the CM type (K ′,Φ′).
Then the Mumford–Tate group M is a torus, isomorphic to the image of the
homomorphism ResK/Q Gm → ResK′/Q Gm induced by the reflex norm K× → K ′×.

This image has rank at most [K : Q] + 1 = n + 1. But dimA = 2n−1 so by
Theorem 7.1, rkM ≥ n+ 1. So in fact rkM = n+ 1 = log2 dimA+ 2.

The endomorphism ring of A is the field K ′.

Example 2: Spin group. This example generalises the Kuga-Satake construc-
tion of an abelian variety attached to a polarised K3 surface [KS67].

Let n be a positive integer congruent to 1 or 2 mod 4. Let W be a Q-vector
space of dimension 2n+ 1, and let Q be the quadratic form

Q(x) = x2
1 + x2

2 − x2
3 − · · · − x2

2n+1

of signature (2, 2n − 1). The even Clifford algebra C+(W,Q) is isomorphic to
M2n(Q), and so it has a unique faithful irreducible Q-representation of dimension
2n, called the spin representation.

Let M be the Clifford group

GSpin(W,Q) = {x ∈ C+(W,Q) | xWx−1 ⊂ W}.

This is a reductive group of rank n+ 1, with root system Bn and centre Gm. Let
ρ : M → GL(V ) be the spin representation of M . This is an absolutely irreducible
representation of dimension 2n.

Let {e1, e2} be an orthonormal basis for the positive definite subspace of W .
The homomorphism ϕ : C× → M(R) given by

ϕ(a+ ib) = a+ be1e2
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defines a Hodge structure on V of type {(0,−1), (−1, 0)}. The conditions on
n mod 4 and on the signature of W ensure that this Hodge structure is polarisable.

Because Mder is almost simple, replacing ϕ by a generic M(R)-conjugate gives
a Hodge structure whose Mumford–Tate group is M . Let A be a complex abelian
variety corresponding to such a Hodge structure. It has dimension 2n−1 and en-
domorphism algebra Q, and its Mumford–Tate group has rank n+ 1.

Example 3: Product of copies of SL2. This example generalises the example
of Mumford [Mum69] of a family of abelian varieties of dimension 4 with Mumford–
Tate group M such that MC is isogenous to Gm × (SL2)3.

Let n be an odd positive integer, and F a totally real number field of degree
n. Let D be a quaternion algebra over F such that:

(i) CorF/QD is split over Q, i.e. is isomorphic to M2n(Q).

(ii) D is split at exactly one real place of F .

Let M be the Q-algebraic group M(A) = {x ∈ (D ⊗ A)×|xx̄ ∈ A×} (where x̄
is the standard involution of D). By condition (ii), MR is isomorphic to

(
Gm,R × SL2,R × SUn−1

2

)
/ {(ε0, ε1, . . . , εn) | εi ∈ {±1}, ε0ε1 · · · εn = 1} .

By condition (i), M has a faithful irreducible Q-representation ρ of dimension
2n. Then ρ⊗QC is isomorphic to the tensor product of the standard 1-dimensional
representation of Gm,C with the standard 2-dimensional representation of each
factor SL2,C.

Let ϕ : C× → M(R) be the homomorphism

ϕ(a+ ib) =
(

a b
−b a

)
in GL2

∼= (Gm × SL2) /{±1}
and trivial in the SU2 factors.

Then ρ ◦ φ defines a Hodge structure of type {(0,−1), (−1, 0)}. By condition (ii),
this Hodge structure is polarisable.

Again Mder is almost Q-simple, so replacing ϕ by a generic element of its M(R)-
conjugacy class gives a Hodge structure with Mumford–Tate group equal to M .
An abelian variety corresponding to such a Hodge structure will have dimension
2n−1, endomorphism algebra Q and Mumford–Tate group of rank n+ 1.

7.5.2 An example with large multiplicity

Let n be an odd integer and r = (n − 1)/2. We will construct a simple abelian
variety of dimension g(n) = n

(
n
r

)
whose Mumford–Tate group is a Q-form of GLn.
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The Mumford–Tate representation is isomorphic over C to the sum of 2n copies
of the r-th exterior power of the standard representation. By Stirling’s formula
log2 g(n) = n+ 1

2
log2 n+ O(1).

Let K be an imaginary quadratic field, and D a central division algebra over K
of dimension n2 with an involution ∗ of the second kind. The Q-algebraic groups

H(A) = {d ∈ (D ⊗Q A)× | dd∗ = 1},
G(A) = {d ∈ (D ⊗Q A)× | dd∗ ∈ A×}

are Q-forms of SLn and GLn. By choosing ∗ appropriately, we may suppose that
HR is the unitary group of a Hermitian form of signature (1, n− 1).

We can view D as a K-irreducible representation of HK . Over C, DC is isomor-
phic to the sum of n copies of the standard representation of SLn, so its highest
weight is ̟1. The endomorphism ring of this representation is Dop, so

αH,K(̟1) = [D]

for Tits’ homomorphism αH,K : ΛΓ → BrK.
Let r = (n − 1)/2 and let D̃ be the central division algebra over K such that

[D̃] = [D]r in BrK. Now [D] has order n in BrK. Since r and n are coprime, [D̃]
also has order n and D̃ ⊗K C ∼= Mn(C).

Let ρ̃ be the K-irreducible representation of HK with highest weight ̟r. We
know that ̟r ≡ r̟1 modulo the roots of HK , so αH,K(̟r) = [D]r = [D̃]. Hence
ρ̃ has endomorphism ring D̃op, so ρ̃C is the sum of n copies of an irreducible
representation of SLn. This irreducible representation is the r-th exterior power
of the standard representation, so dimK ρ̃ = n

(
n
r

)
.

If λI is a scalar matrix in H(C), then ρ̃C(λI) is multiplication by λr. So we
can extend ρ̃ to a representation of GK by letting each scalar matrix λI act as
multiplication by λr.

Let ρ = ResK/Q ρ̃. This is a Q-irreducible representation of G of dimension
2n
(

n
r

)
. We have ker ρ = µr so ρ factorises through M = G/µr, and the resulting

representation of M is faithful.
In order to specify the Hodge structure, we will first define ϕ′ : C× → G(R)

as follows: recall that HR is the unitary group of a Hermitian form Ψ of signature
(1, n − 1). Then let φ′(z) act as zr/z̄r−1 on the 1-dimensional space where h is
positive definite and as z̄ on the (n − 1)-dimensional space where h is negative
definite.

Then ρ ◦ ϕ′ has weights zr and z̄r. Because ρ is faithful as a representation
of M , it follows that there is a homomorphism ϕ : C× → M(R) whose r-th power
is ϕ′. Then (M,ρ, ϕ) defines a Q-Hodge structure of type {(−1, 0), (0,−1)}. The
Hermitian form Ψ induces a polarisation of this Hodge structure.
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Once again, Mder is almost simple, so replacing ϕ by a generic M(R)-conjugate
gives a Hodge structure with Mumford–Tate group M . A corresponding abelian
variety will have endomorphism algebra D̃op and dimension g = n

(
n
r

)
.

We shall confirm that this variety satisfies the Mumford–Tate conjecture. Let
σ be an absolutely irreducible component of ρ ⊗Q Q̄ℓ. Then (G ×Q Q̄ℓ, σ), with a
suitable set of cocharacters, form a weak Mumford–Tate triple of weights {0, 1}.
By Faltings’ theorem, the restriction of σ to Gℓ,Q̄ℓ

must remain irreducible, where
Gℓ is the ℓ-adic monodromy group. It also is part of a weak Mumford–Tate triple
of weights {0, 1}. But our (G ×Q Q̄ℓ, σ) is in the fourth column of [Pin98] Ta-
ble 4.2: type A with σ not the standard representation. Hence according to Pink’s
Proposition 4.3, Gℓ = G×Q Qℓ.
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