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Abstract

In this Ph.D. thesis, we have carried out numerical simulations to study nanosec-
ond repetitively pulsed discharges (NRPD) in a point-to-point geometry at at-
mospheric pressure in air and in H2-air mixtures.
Experimentally, three discharge regimes have been observed for NRPD in air at
atmospheric pressure for the temperature range Tg = 300 to 1000 K: corona,
glow and spark. To study these regimes, first, we have considered a discharge
occurring during one of the nanosecond voltage pulses. We have shown that
a key parameter for the transition between the discharge regimes is the ratio
between the connection-time of positive and negative discharges initiated at
point electrodes and the pulse duration.
In a second step, we have studied the dynamics of charged species during the
interpulse at Tg = 300 and 1000 K and we have shown that the discharge char-
acteristics during a given voltage pulse remain rather close whatever the preion-
ization level (in the range 109-1011 cm−3) left by previous discharges. Then, we
have simulated several consecutive nanosecond voltage pulses at Tg = 1000 K
at a repetition frequency of 10 kHz. We have shown that in a few voltage
pulses, the discharge reaches a stable quasi-periodic glow regime observed in
the experiments.
We have studied the nanosecond spark discharge regime. We have shown that
the fraction of the discharge energy going to fast heating is in the range 20%-
30%. Due to this fast heating, we have observed the propagation of a cylindrical
shockwave followed by the formation of a hot channel in the path of the dis-
charge that expands radially on short timescales (t < 1 µs), as observed in
experiments. Then we have taken into account an external circuit model to
limit the current and then, we have simulated several consecutive pulses to
study the transition from multipulse nanosecond glow to spark discharges.
Finally the results of this Ph.D. have been used to find conditions to obtain a
stable glow regime in air at 300 K and atmospheric pressure. Second we have
studied on short time-scales (t≤ 100µs) the ignition by a nanosecond spark
discharge of a lean H2-air mixture at 1000 K and atmospheric pressure with an
equivalence ratio of Φ = 0.3. We have compared the relative importance for
ignition of the fast-heating of the discharge and of the production of atomic
oxygen. We have shown that the ignition with atomic oxygen seems to be
slightly more efficient and has a completely different dynamics.
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Résumé

Dans cette thèse, nous avons étudié des décharges nanosecondes répétitives
pulsées dans une géométrie pointe-pointe à la pression atmosphérique dans
l’air et dans des mélanges hydrogène-air. Expérimentalement, trois régimes
de décharges ont été observés dans l’air à pression atmosphérique entre 300 et
1000 K : couronne, diffus et arc. Pour étudier ces différents régimes, nous avons
tout d’abord simulé une décharge ayant lieu pendant un des pulses de tension
nanosecondes. Nous avons montré qu’un paramètre clé pour la transition en-
tre les régimes est le rapport entre le temps de connexion entre les décharges
positives et négatives initiées aux pointes et la durée du pulse de tension.
Dans une seconde étape, nous avons étudié la dynamique des espèces chargées
entre les pulses de tension à 300 et 1000 K et nous avons montré que les carac-
téristiques de la décharge pendant un pulse de tension dépendaient très peu du
niveau de préionisation (dans la gamme 109-1011 cm−3) laissé par les décharges
précédentes. Nous avons ensuite simulé plusieurs pulses de tensions consécutifs
à Tg=1000 K à une fréquence de 10 kHz. Nous avons montré que, en quelques
pulses de tension, la décharge atteint un régime diffus "stable", observé dans
les expériences.
Nous avons ensuite étudié le régime de décharge de type arc nanoseconde. Nous
avons montré que la fraction d’énergie de la décharge allant dans le chauffage
rapide de l’air est de 20-30 %. A cause de ce chauffage rapide, nous avons
observé la propagation d’une onde de choc cylindrique suivie par la formation
d’un canal chaud, sur le passage initial de la décharge, qui se dilate radialement
sur des temps courts (t 6 1 µs), comme observé dans les expériences. Ensuite
nous avons pris en compte un modèle de circuit externe pour limiter le courant
et ainsi nous avons simulé plusieurs pulses consécutifs pour étudier la transition
entre les régimes diffus et d’arc nanoseconde.
Pour finir, les résultats de cette thèse ont été utilisés pour trouver des conditions
d’obtention d’un régime diffus stable à 300 K et à la pression atmosphérique.
Puis nous avons étudié l’allumage sur des temps courts (t 6 100 µs) d’un
mélange pauvre H2-air par une décharge de type arc nanoseconde à 1000 K
et à pression atmosphérique avec une richesse de 0.3. Nous avons comparé les
importances relatives pour l’allumage du chauffage rapide et de la production
d’oxygène atomique.
Nous avons montré que l’allumage par l’oxygène atomique semble être légère-
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viii Résumé

ment plus efficace et a une dynamique complètement différente de celle initiée

par le chauffage rapide.
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Introduction

Atmospheric pressure air plasmas

Low temperature plasma discharges operating at atmospheric pressure have re-
ceived increasing attention in recent years, both in academic research groups
and in industry for their ability to produce active species in well-controlled en-
vironments and at very low energy cost. These discharges are found in a grow-
ing list of successful practical applications such as ozone generation, polymer
processing, excitation of laser and excimer lamps, pollution control, biological
decontamination, medical treatment, aerodynamic flow control, and thin film
coating [Pilla et al., 2006; Massines et al., 2003; Fridman et al., 2005].
Among these applications, plasma assisted combustion and ignition [Starikovskiy
and Aleksandrov , 2013] may be one of the most promising to significantly re-
duce pollutant emission and fuel consumption since combustion represents 80%
of the energy production in the world. Particularly, non-thermal plasma dis-
charges have proven their ability to ignite very lean mixtures which provide
lower nitrogen oxide emissions, lower maximum temperatures and higher en-
gine efficiency through higher compression ratios.
In the last few years, atmospheric pressure plasma microjets have also received
considerable interest because of the possibility of propagating non-thermal plas-
mas in air. This property opens up new possibilities including, among oth-
ers, localized surface treatment, decontamination and biomedical applications
[Laroussi et al., 2012; Lu et al., 2012].
One of the main problems in plasma discharge experiments and applications
comes from the fact that, at atmospheric pressure, the cold nonequilibrium
plasma discharge is a transient event. A simple way to generate cold plasmas is
to use electrodes at high-voltage separated by a gaseous gap. However, at atmo-
spheric pressure, the originally cold plasma rapidly becomes a high-conducting
junction that evolves into a thermal plasma where heavy species tend to be in
equilibrium with the electrons at a few tens of thousands degrees Kelvin. This
is the so-called arc discharge. There are several ways to prevent this equilib-
rium of temperature between heavy species and electrons. Two main solutions
are Dielectric Barrier Discharges (DBD) and Nanosecond Repetitively Pulsed
(NRP) discharges.
Dielectric barrier discharges have been studied since the invention of the ozonizer
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2 Introduction

by Siemens in 1857. DBDs at atmospheric pressure produced by applied volt-
age at low frequency in gaseous gaps on the order of a few millimeters are
mainly constituted of unstably triggered nonequilibrium transient plasma fila-
ments. The dielectric barrier prevents the formation of an arc because charges
deposited by the plasma filament on the dielectric material are trapped. These
charges are deposited such that the electric field becomes too low to produce
more current and the process stops in a few tens of nanoseconds.
Another solution is to use nanosecond repetitively pulsed (NRP) discharges.
Indeed, the application of high-voltage pulses generates a high electric field
that allows an efficient electron impact ionization. In NRP, the idea is to turn
off the electric field before substantial ionization occurs, to avoid an extremely
fast increase of the gas temperature. Finally, the use of repetitive voltage pulses
results in the accumulation of active species interesting for applications.
In Pai et al. [2010b] and Rusterholtz [2012], a detailed experimental study of
the NRP discharges in air has been carried out in the temperature range of 300
to 1000 K at atmospheric pressure. It is interesting to note that the cumulative
effect of repeated pulsing achieves steady-state behaviour. Thus, even though
they are transient, the nanosecond repetitively pulsed (NRP) discharges have
a visual resemblance with dc discharge regimes. For an air temperature in the
range 300 to 1000 K, as the applied voltage increases, three different discharge
regimes are observed. At low voltage, a corona regime is observed, with light
emitted only near the point electrodes. For higher voltages, a glow regime is
observed. This regime has an emission which fills the gap in a diffuse man-
ner. Finally, for even higher voltages, a regime reminiscent of a spark discharge
is observed with an intense emission. The measurements show that the glow
regime has low levels of emission, gas heating and electrical conduction current,
indicating that it is non-thermal. In contrast to the non-thermal glow regime,
the thermal nanosecond spark regime emits strongly, heats the gas by several
thousand degrees Kelvin and has tens of amperes of conduction current. Fur-
ther details on the experimental results may be found in Pai [2008]; Rusterholtz
[2012].

Depending on the application, the constraints on the NRPD can differ signif-
icantly. For plasma assisted combustion, the discharge should be designed to
produce as much as reactive species as possible and some heat released in the
discharge can be in this case a positive effect for combustion enhancement. On
the other hand, for biomedical applications it is important to have a cold dis-
charge without any heating, and to control accurately the active species that
are produced to obtain the expected effect. In other applications, such as bio-
decontamination, the UV light emission from the discharge is a key issue and
one should control the production of electron excited molecules able to emit
at the desired wavelength. The shape, the volume and the spatial extension
of the plasma generated are also important parameters for applications. In
plasma assisted ignition, large, diffuse plasma volumes for volumetric ignition,
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Introduction 3

or multi-filament discharge structures for multi-point ignition of mixtures may
be needed [Starikovskiy and Aleksandrov , 2013].

The optimization of the production of active chemical species by a NRP dis-
charge, its heating, its structure and its radiation is a current challenge for
many applications. However these discharges are rather complex and a better
understanding is necessary to be able to control them in a more efficient way.

Scope of the thesis

At the laboratory EM2C, since several years a very detailed experimental study
on a NRPD discharges in air at atmospheric pressure in a preheated air flow
(300 to 1000 K) has been carried out [Rusterholtz , 2012; Pai et al., 2010a]. In
parallel, we have started to develop the simulations of these discharges. In a
previous Ph.D. work we have simulated the dynamics of the discharge during
one voltage pulse between two-point electrodes [Celestin, 2008]. In this thesis,
we want to go on the investigation of nanosecond repetitively pulsed discharges
in air at atmospheric pressure in a point-to-point geometry from a numerical
point of view, to compare the results with the experimental studies carried
out at EM2C, and to address some key issues concerning the use of NRPD for
applications.
In the first part of this thesis the goal is to improve our current understanding
of the physics of NRPD in a point-to-point configuration:

• In Chapter 1, we will introduce briefly the numerical methods employed
to simulate the nanosecond repetitively pulsed discharges in air at atmo-
spheric pressure.

• In Chapter 2, the goal is to better understand the different regimes of
nanosecond pulsed discharges in air at atmospheric pressure highlighted
experimentally by Pai et al. [2010b] and Rusterholtz [2012]. For this pur-
pose we perform single pulse simulations and we carry out a parametric
study on the influence of the applied voltage, the gap size, the radius of
the electrodes and the air temperature. Finally, we will present a com-
parison between simulations and experiments.

• In Chapter 3, we propose to study the influence of the repetition fre-
quency of NRPD. More precisely, we focus on the effect of the evolution
of the preionization level pulse after pulse and on the influence of an ex-
ternal flow.

• In Chapter 4, we put emphasis on the spark regime of NRPD and we
study the heating of the ambient air due to the discharge energy deposi-
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4 Introduction

tion. We model a nanosecond spark discharge, its fast-heating, and the
resulting compressible flow dynamics.

• In Chapter 5, we propose to take into account the influence of the exter-
nal circuit model and we simulate a multipulse spark discharge.

In the second part of the thesis, we study two applications of NRPD at atmo-
spheric pressure:

• First, in Chapter 6, we propose a strategy to obtain a glow discharge
in atmospheric pressure air at 300 K. Then we carry out a parametric
study and address the problems of the glow-to-spark transition and the
branching of the discharge at 300 K.

• Then, in Chapter 7, we build a model to study the plasma assisted ignition
of a lean pre-mixed hydrogen-air mixture. The goal is to study the relative
importance for ignition between the fast-heating and the atomic oxygen
production.
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Chapter 1

Numerical models for

nanosecond discharges at

atmospheric pressure

1.1 Introduction

In this chapter, we present the model used to simulate streamer discharges in
air at atmospheric pressure in Section 1.2. In Section 1.3, we briefly describe
the chosen numerical method and then we discuss the different strategies to
mesh the different point-to-point geometries studied in this work. In Section
1.4, we present the transport properties and reaction rates for charged species
in air at atmospheric pressure at 300 and 1000 K and we discuss briefly the
scaling of the photoionization source term in Section 1.5. Finally, in Section 1.6,
we describe the model used to compute the optical emissions of the discharge
and in Section 1.7, we present the calculation of the energy of the discharge.

1.2 Streamer equations

The most common and effective model to study the dynamics of streamers in
air at atmospheric pressure is based on the following drift-diffusion equations
for electrons, positive and negative ions coupled with Poisson’s equation:

∂tne + ~∇ · (ne~ve −De
~∇ne) = Se + Sph

∂tnn + ~∇ · (nn~vn −Dn
~∇nn) = Sn

∂tnp + ~∇ · (np~vp −Dp
~∇np) = Sp + Sph

∇2V = −qe

ǫ0
(np − nn − ne)

(1.1)

with

~E = −~∇V (1.2)
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and

~vi = µi
~E (1.3)

where subscripts “e“, “p“ and “n“ refer to electrons, positive and negative ions,
respectively. ni is the number density of species i, Di and µi are the diffusion
coefficient and the mobility of specie i respectively. qe is the absolute value of
electron charge, and ǫ0 is the permittivity of free space. E is the absolute value
of the electric field and V is the electric potential. Sph is the photoionization
source term and the Si terms stand for the source terms of specie i due to
chemical reactions and are given by:







Se = (∂tne)chem = (να − νη − βep np) ne + νdet nn

Sn = (∂tnn)chem = −(νdet + βnp np) nn + νη ne

Sp = (∂tnp)chem = −(βep ne + βnp nn) np + ναne

(1.4)

where να, νdet and νη stand for the ionization, detachment and attachment
frequencies respectively. βep is the recombination rate coefficient between pos-
itive ions and electrons and βnp is the recombination rate coefficient between
positive and negative ions.
In this fluid model for streamer simulations, magnetic field effects on the
streamer propagation are neglected as discussed in Celestin [2008] and we sim-
ply solve Poisson’s equation to derive the electric field. To close the continuity
equations, we have used the classical drift-diffusion approximation, valid for
highly collisional plasmas and we have assumed that all transport coefficients
and chemical source terms are functions of the local reduced electric field E/N,
where E is the electric field magnitude and N is the air neutral density. In this
work, we have chosen to use a simple fluid model with only continuity equations
coupled to Poisson’s equations. This model has been widely studied in the lit-
erature and has proven its efficiency for the simulation of streamer discharges
at atmospheric pressure [Kulikovsky , 1997].

1.3 Studied geometry and numerical model for streamer
equations

In this work, we study axi-symmetric streamers propagating between two aligned
point electrodes as shown on Figure 1.1 and thus cylindrical coordinates (x, r),
are used with the x−axis as axis of the discharge.
The charged species transport equations (Equations (1.1)) are solved using a
modified Scharfetter-Gummel algorithm [Kulikovsky , 1995] with the parame-
ter of this scheme, ǫISG = 10−2. It is important to note that the modified
Scharfetter-Gummel scheme was developed in 1D. We have adapted it to 2D
by splitting the numerical treatment into two one-dimensional problems in the
~x and ~r directions, respectively. A directional first order Lie-Trotter splitting
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Revolution symmetry axis

CATHODE

ANODE

~x

~r

Tip of the hyperboloid electrode

Inter-electrode gap

Figure 1.1: Geometry of the 2D axisymmetric point-to-point configuration

method is used with an alternation of the order between ~x and ~r in two succes-
sive time steps to improve accuracy.
In this work, as in Celestin et al. [2009] we have taken into account simplified
boundary conditions: near the anode and cathode surfaces, gradients of electron
density are assumed to be zero. The ghost fluid method has been used to take
into account the exact shapes of the electrodes in the resolution of Poisson’s
equation on a rectilinear grid [Celestin et al., 2009].
The finite difference form of the Poisson’s equation is solved using the SuperLU
solver [Demmel et al., 1999] (http://crd.lbl.gov/~xiaoye/SuperLU/) with
Dirichlet boundary conditions on electrodes and Neumann boundary conditions
on the other axial and radial boundaries of the computational domain.
For the time integration during the voltage pulse, we have used a simple first-
order Euler time integration for fluxes (Equations (1.1)) and the photoionization
source term, and for other source terms, an explicit fourth order Runge Kutta
method [Ferziger and Peric, 2002].
To define the time step of the simulations, we follow the approach discussed
in Vitello et al. [1994]. The time scales of relevance for selection of the time
step, which would provide model stability and accuracy, are the Courant δtc,
effective ionization δtI and dielectric relaxation δtD time scales. The explicit
expressions for the time scales can be found in Vitello et al. [1994]. The model
time step is calculated as δt=min(Acδtc, AIδtI , ADδtD) with Ac=0.5, AI=0.05
and AD=0.5. In practical streamer calculations, during the ignition phase, the
time step is almost always defined by the minimum value of the ionization time
scale corresponding to the maximum field and maximum ionization frequency
νimax in the streamer head (δtI=1/νimax). We note that in our modeling we
adopt a small AI value, which is a factor of two less than that used in Vitello
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et al. [1994].
The dielectric relaxation timestep δtD may also be the most limiting timestep
when the electron density becomes significant as shown by Equation (1.5).

δtD =
ǫ0

qe
∑

i |niµi|
(1.5)

In this work, we have carried out simulations in a point-to-point geometry with
hyperboloid electrodes with a radius of curvature Rp in the range 25-300 µm
and for gap sizes in the range 2.5-10 mm.
For all discharge simulations, we have used computational domains with a ra-
dius of rmax = 1.0 cm and a length xmax depending on the gap, discretized on
a fixed rectilinear grid with nx × nr cells. Table 1.1 summarizes the values of
xmax, nx and nr for the different gaps studied in this work (except for some
cases in Chapter 3, in these cases the related information is given explicitly
in the text). The grid is Cartesian, with an axial cell size of 2.5 µm at the
electrode tips. In the axial direction, between both electrodes, the mesh size
is expanded following a geometric progression until it reaches 5 µm and then
is kept constant. Beyond these regions, the grid expands axially following a
geometric progression up to the boundaries. In the radial direction, a cell size
of 2.5 µm is used from the symmetry axis and up to r = 750µm and then the
mesh size is expanded following a geometric progression. In all the simulations
presented in this work (except for some cases in Chapter 3 and in these cases
the locations of both electrodes is given in the text), the tip of the cathode is
located at xC = 0.75 cm, and the position of the tip of the anode xA for the
different gaps is given in Table 1.1.

gap (mm) 2.5 5 10

nx 1160 1660 2660
nr 460 460 460

xmax (mm) 17.5 20 25
rmax (mm) 10 10 10
xC (mm) 7.5 7.5 7.5
xA (mm) 10 12.5 17.5

Table 1.1: Characteristics of the simulation domains used for the different gaps.
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1.4 Transport properties and reaction rates for charged
species in air at atmospheric pressure at 300 and
1000 K

In this work, we study the discharge dynamics at atmospheric pressure between
two point electrodes in ambient air at Tg = 300K and in preheated air at
Tg = 1000K. At Tg = 300K, all transport parameters and reaction rates for
air are taken from Morrow and Lowke [1997] and diffusion coefficients for ions
are derived from mobilities using Einstein relation:

Di

µi
=
kBTi

qi
(1.6)

where Ti is the temperature of specie i and kB the Boltzmann constant.
Tanaka [2004] studied the influence of temperature on Ebr, the breakdown field
of air at atmospheric pressure and showed that up to 2000 K, the reduced
electric field Ebr/N remains constant. Then, as in Celestin et al. [2009] and
Bourdon et al. [2010], to take into account the fact that the discharge occurs
at atmospheric pressure at Tg = 1000 K, we have only scaled the value of the
total air density: N1000 = 0.3 × N300 where N300 = 2.45 × 1019 cm−3 is the
density of air at 300 K. The decrease of the total density by a factor of 3.3
as the temperature increases from 300 to 1000 K, increases by the same factor
the local reduced electric field E/N and then has a direct impact on transport
parameters and reaction rates for air.
Figures 1.2 and 1.3 show the electron diffusion coefficient De and the elec-
tron mobility µe at 300 and 1000 K. Two sets of coefficients are compared :
The values given by Morrow and Lowke [1997], used in this work, and the re-
sults from the Bolsig+ code [Hagelaar and Pitchford , 2005], and a rather good
agreement is obtained. The values are scaled with the air density and both
at 300 and 1000 K the diffusion coefficient for electrons is increasing with the
electric-field while the mobility decreases due to higher collision frequency with
neutrals. However, the absolute value of the drift velocity of electrons |ve| in-
creases rapidly with the electric-field, and it may be as high as 108 cm s−1 at
1000 K (1% of the speed of light) for the high electric-field values obtained in
streamer discharges (> 100 kV cm−1). The drift velocity is then higher in this
range of electric-field than the thermal velocity of electrons, defined by:

Vth =

√

8kBTe

πme
(1.7)
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Figure 1.2: Transport parameters of electrons in air at 300 K and atmospheric pres-
sure as a function of the electric-field: (a) electron mobility (µe), drift velocity (Ve),
and thermal velocity (Vth); (b) diffusion coefficient (De). Comparison between the
values given by Morrow and Lowke [1997] and the results from the Bolsig+ two-term
Boltzmann solver [Hagelaar and Pitchford, 2005].
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Figure 1.3: Transport parameters of electrons in air at 1000 K and atmospheric
pressure as a function of the electric-field: (a) electron mobility (µe), drift velocity
(Ve), and thermal velocity (Vth); (b) diffusion coefficient (De). Comparison between
the values given by Morrow and Lowke [1997] and the results from the Bolsig+ two-
term Boltzmann solver [Hagelaar and Pitchford, 2005].
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Tanaka [2004] has taken into account the change of the air composition with
temperature and has accurately computed the ionization and attachment co-
efficients in air at atmospheric pressure up to 3500 K. For our study we have
compared at 1000 K, the cross-sections of ionization (σα) and attachment (ση)
derived from Morrow and Lowke [1997] with the results from Tanaka [2004].
Cross-sections σα and ση are related to the the frequencies of ionization (να)
and attachment (νη) through Equations (1.8).

να = NgσαVe

νη = NgσηVe
(1.8)

Where Ng is the neutral species concentration, and Ve the norm of the elec-
tron velocity (drift velocity and thermal velocity). We have obtained a rather
good agreement even if our set of coefficients slightly overestimate ionization
compared to the coefficients derived by Tanaka in the electric field range 2-
12 kV/cm. Figure 1.4 shows the comparison of the ionisation and attachment
frequencies up to 100 kV/cm between the values given by Morrow and Lowke
[1997] and the results from Bolsig+ [Hagelaar and Pitchford , 2005] at 300 K (a)
and 1000 K (b).
As expected, the breakdown field, (defined as the electric field for which at-
tachment and ionization coefficients are equal) is Ebr ≃ 10 kV cm−1 at 1000 K
and Ebr ≃ 30 kV cm−1 at 300 K.
We observe a rather good agreement on the ionization frequency even if our
set of coefficients slightly underestimate the attachment frequency compared to
Bolsig+ for electric-field values higher than≃60 kV/cm at 300 K and≃20 kV/cm
at 1000 K. However in this range, the ionization frequency is much higher than
the attachment frequency and this difference may not have a significant influ-
ence.
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Figure 1.4: Ionization frequency να and attachment frequency νη in atmospheric
pressure air at 300 K (a) and 1000 K (b). Comparison between the values given by
Morrow and Lowke [1997] and the results from the Bolsig+ two-term Boltzmann solver
[Hagelaar and Pitchford, 2005].
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1.5 Photoionization source term at 300 and 1000 K

The photoionization source term Sph in Equations (1.1) is an important non-
local process in air at atmospheric pressure and 300 K, for the ignition and
the propagation of streamers when the preionization background is very low
(6 104 cm−3). Conversely, when the preionization background is high enough,
its influence is almost negligible. Then the relative importance of photoioniza-
tion versus preionization will be discussed in detail in Chapter 3 for discharges
at 300 K.
In this work, the Sph source term is computed thanks to the three-group SP3

model proposed in Bourdon et al. [2007] with boundary conditions given in Liu
et al. [2007] for discharges in air at atmospheric pressure and 300 K. As we
study discharges at 300 and 1000 K, in this section, we discuss the scaling of
the photoionization source term at 1000 K.
The three-group SP3 model proposed in Bourdon et al. [2007] is based on the
work of Zheleznyak et al [Zheleznyak et al., 1982]. In this model, the photons
emitted in the range 98-102.5 nm by the radiative de-excitation of the three
highly excited levels of nitrogen N2(b

1Πu), N2(b
′1Σ+

u ) and N2(c
′

4
1Πu) are able

to photo-ionize the molecular oxygen in air [Liu and Pasko, 2004]. The source
term for energetic photons γα able to photo-ionize the gas can then be written
as the radiative decay of the excited nitrogen specie N∗2(k) on the electronic
level k:

d[γα]

dt
= [N∗2(k)] AN∗2(k) (1.9)

where AN∗2(k) is the Einstein coefficient of the excited specie N
∗
2(k). The evolu-

tion of the concentration [N∗2(k)] is given by:

d[N∗2(k)]

dt
= − [N

∗
2(k)]

τN∗2(k)
+ ν∗k ne +

∑

m>k

[N∗2(m)]AN∗2(m) (1.10)

where [N∗2(m)] is the concentration of electron excited nitrogen on the level
m, and ν∗k is the excitation frequency through electron impact of level k. In
the model, it as assumed that the excitation frequency is proportional to the
ionization frequency: να. τN∗2(k) is the lifetime of the excited level N∗2(k). It
depends on the radiative de-excitation of N∗2(k) and its quenching by N2 and
O2 at the rates α1 and α2 respectively (cm3 s−1). τN∗2(k) is given by

τN∗2(k) =
1

AN∗2(k) + α1[N2] + α2[O2]
=

1

AN∗2(k)

(

pq

p + pq

)

(1.11)

(1.12)

with : pq =
AN∗2(k)kBTgN

α1[N2] + α2[O2]
(1.13)
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Where p is in our case the atmospheric pressure, and pq is the quenching pres-
sure. Then τN∗2(k) is in the range 0.03-0.3 ns at atmospheric pressure [Liu and
Pasko, 2004]. In the Zhelezniak model [Zheleznyak et al., 1982], it is assumed
that the production of N∗2(k) thanks to the cascading from the higher excited
levels is negligible and that a steady state is obtained very fast (the time deriva-
tive of density on the left hand side of Equation (1.10) is assumed to be zero).
Then the density of N∗2(k) is given by:

[N∗2(k)] = τN∗2(k)ν
∗
k ne (1.14)

Combining Equations (1.9), (1.11) and (1.14), the production rate of ionizing
photons can be written as:

dγα

dt
= ν∗kne

(

pq

p + pq

)

(1.15)

Liu and Pasko [2006] have discussed similarity laws for streamers at different
pressures. In our work, we study discharges at the same pressure but at dif-
ferent air densities. As discussed in Liu and Pasko [2006] in accordance with
similarity laws, the streamer timescales, the streamer spatial scales and the
streamer electron density scale with the air density as ∼ 1/N , ∼ 1/N and
∼ N2. Using scaling laws, in Equation (1.15), ne and ν∗k scale in N2 and N.
It is important to note that the Zhelezniak model [Zheleznyak et al., 1982] has
been written for room temperature conditions in particular in the writing of
the fraction (pq/p + pq). Then in the scaling of the photoionization at 1000 K,
we have checked two hypotheses: either p is constant and pq is scaled, or p is
scaled and pq is constant. We have compared results in both cases and they are
very close. In the 3-group SP3 model, three absorption coefficients for the three
effective wavelengths of photoionization in air are considered. These absorp-
tion coefficients are proportional to the molecular oxygen concentration [O2]
and they scale in 1/N . Finally, the photoionization source term Sph in Equa-
tion (1.1) and the corresponding photo-electron concentration scale in 1/N3 in
terms of maximum value but the photoionization radiation spreads on distances
inversely proportional to the density N.
However, as will be discussed in chapters 2 and 3, as in this work we study
repetitive discharges, at 1000 K a significant amount of seed charges may be
present at the beginning of a given voltage pulse due to previous pulses. Then
we have observed that the photoionization source term has a small influence on
the discharge dynamics studied in this work at 1000 K.

1.6 Optical emission of streamer discharges in air

Streamers are fast transient phenomena with highly non-homogeneous electric-
field distributions and large variations of densities of charged and excited species.
Usually in the simulation of discharges, we solve Equations (1.1) and we present
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results as 2D evolutions of the electron density and of the absolute value of the
electric field. However, to compare with experiments, it is interesting to com-
pute the optical emission of the discharge.
The emission of a streamer discharge in air at atmospheric pressure in the vis-
ible spectrum is usually considered to be dominated by the emission from the
first and the second positive bands of nitrogen, and the first negative bands of
the nitrogen ion N+

2 :

N2(B
3Πg)→ N2(A

3Σ+
u ) + hν (1.16)

N2(C
3Πu)→ N2(B

3Πg) + hν (1.17)

N+
2 (B

2Σ+
u )→ N+

2 (X
2Σ+

g ) + hν (1.18)

The evolution of the concentrations [N2(B
3Πg)], [N2(C

3Πu)] and [N+
2 (B

2Σ+
u )]

is given by a system of three ODEs of the form of Equation (1.10). We have
included these ODE in the discharge code and these equations are solved explic-
itly with a fourth order Runge-Kutta time integration scheme. It is important
to note that Equation (1.10) for excited states is solved simultaneously with
the streamer equations. This gives a full time-dependent solution of optical
emissions in the modelling of the streamer processes. All coefficients for the
three band systems are taken from Liu and Pasko [2004] and Bonaventura et al.
[2011].
The experimentally detected intensities of light for the three bands are directly
proportional to the radiative deexcitation rates of the excited states [Kozlov
et al., 2001]:

Ik = TkAknk, (1.19)

where k is one of the three excited species N∗2(k), AN∗2(k) is the Einstein coef-
ficient of the excited specie N∗2(k) and Tk is a transmission coefficient, which
depends on the characteristics of the optical system and the sensitivity of the
detector. In this work, we assume that the transmission coefficients Tk for the
three studied bands are equal to 1. The number of photons emitted per second
from a volume element δV i = 2πriδziδri, where ri is radial distance and δzi

and δri are the axial and radial sizes of cell i, is

N i
ph,k = AknkδV

i. (1.20)

If the discharge is observed along a line of sight, the measured optical emission
intensity of each band at a given time is given by:

Ψk = 10−6

∫

L

Ik dl, (1.21)

where Ik is in cm−3s−1, l is in cm and the intensity Ψk is in Rayleighs, and the
integration is performed along the optical path L. In this paper, as in Pasko
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et al. [1997] and Liu and Pasko [2004], the effects of radiative transfer between
the source of the emission and the observer are not taken into account. In
Equation (1.21), the intensity, Ik, is an axially symmetric function of cylindri-
cal radius f(r). Then to calculate the intensity Ψk for a horizontal line of sight
(namely a line perpendicular to the discharge axis), it is necessary to perform
the integration in Equation (1.21) taking into account the radial profile of Ik;
this is the classical direct Abel’s transformation. The emission of each band
can then be time integrated on the duration of the camera gates used in exper-
iments for fast-camera imaging of discharges in ambient air (typically 1-2 ns).

1.7 Energy of the discharge

In Chapter 3.3, we will study the influence of the preionization level on the
energy released in the discharge. The Poynting’s theorem is given by:
The Poynting’s theorem is given by:

∂t(u) + ~∇ · (~Π) = −~jc · ~E (1.22)

with

u =
1

2
ǫ0E

2 +
1

2

B2

µ0

~Π =
~E × ~B

µ0
(1.23)

where ~E is the electric field, ~B is the magnetic field, ~Π is the Poynting vector,
u is the electromagnetic energy density and ~jc is the current density. According
to this theorem, the total volumic power of the plasma discharge going to the
matter is ~jc. ~E.
Then, by integrating over time the right hand side term of Equation (1.22) we
can compute the total energy density eJ(t) given by the plasma discharge to
the matter:

eJ(t) =

∫ t

0

~jc · ~Edt (1.24)

By integrating Equation (1.24) over the volume of the simulation domain V
one can obtain the total energy EJ of the discharge as a function of time:

EJ(t) =

∫∫∫

V
eJ(t)dτ (1.25)
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Chapter 2

Discharge dynamics during one

nanosecond voltage pulse

Some results of this chapter has been published in Tholin and Bourdon [2011];
Tholin et al. [2011].

2.1 Introduction

As mentioned in the introduction, in the experimental study of nanosecond
repetitively pulsed discharges in air between two point electrodes in the tem-
perature range of 300 to 1000 K at atmospheric pressure [Pai et al., 2010a],
three different discharge regimes have been observed: corona, glow and spark
regimes. It is interesting to note that corona and spark discharge regimes were
easily obtained under almost all experimental conditions, whereas the glow
regime often existed only over a limited range of the conditions. For a 10 ns
voltage pulse with a repetition frequency of 30 kHz, a 5 mm gap between point
electrodes with a radius of curvature of about 200 µm, Pai et al. [2010a] have
been able to generate the NRP glow discharge from 750 to 1000 K. Very re-
cently, for a frequency of 1 kHz, a 5 mm gap between point electrodes with a
radius of curvature of about 50 µm, a glow regime has been observed at 300 K
[Tholin et al., 2011]. Pai et al. [2010a] have studied the influence of different
parameters (applied voltage, pulse repetition frequency, gas temperature, in-
terelectrode gap distance and radius of curvature of electrodes) on the different
discharge regimes.
As a first step to compare with experiments, in Celestin et al. [2009] and Bour-
don et al. [2010], a single discharge in air occurring during one of the nanosec-
ond voltage pulses at 1000 K between two hyperboloid electrodes with a radius
of curvature Rp ≃ 300µm and separated by 5 mm has been simulated. It
was shown that the early stages of the development of the discharge consist of
positive and negative streamers propagating from the anode and the cathode,
respectively. After the interaction of both discharges, the positive streamer
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propagates very rapidly towards the cathode in the volume pre-ionized by the
negative streamer. In Celestin et al. [2009] and Bourdon et al. [2010], simula-
tions have been carried out assuming a constant applied voltage. To be closer
to experiments [Pai et al., 2010a], in this chapter, we have modeled the steep
voltage rise in 5 ns and then the voltage plateau in the range 5 to 15 kV using
a sigmoid function. In the experiments, the duration of the voltage plateau is
of about 10 ns followed by a steep decrease in 5 ns. In the following sections,
we propose to simulate the discharge dynamics until the end of the voltage
plateau and to discuss the different discharge structures obtained before the
voltage decrease. The objective of this chapter is to identify in the simulations,
the three discharge regimes observed in the experiments and then to compare
the conditions of existence of these different regimes in the simulations and in
the experiments at Tg = 300 and 1000 K.
As in Celestin et al. [2009] and Bourdon et al. [2010], in this chapter, we sim-
ulate a single discharge in air occurring during one of the nanosecond voltage
pulses using the 2D discharge model presented in Section 1.2.
As many discharges have occurred before the simulated one, as in Celestin
et al. [2009] and Bourdon et al. [2010], we have estimated a uniform density
of seed positive ions and electrons of 10−9 cm−3 for Tg=300 and 1000 K at
the end of a given interpulse after many voltage pulses. Furthermore, we have
neglected the influence of photoionization. In Chapter 3, we will study in detail
the dynamics of charged species during the interpulses and validate a posteriori
these hypotheses for NRPD in the frequency range 1-10 kHz.
In Section 2.2, we propose to study the discharge dynamics at 1000 K and in
Sections 2.3 to 2.6, we carry out a detailed parametric study in varying the
applied voltage, the size of the interelectrode gap and the radius of curvature
of hyperboloid electrodes. Then in Section 2.7 we study the discharge dynamics
at 300 K and finally, in Section 2.8, we compare experimental and numerical
images of the discharge dynamics at 300 K.

2.2 Discharge dynamics at Tg =1000 K

In this section, as a reference test-case for the parametric study, we first sim-
ulate the discharge dynamics at Tg = 1000 K for an applied voltage of 5 kV,
a 5 mm gap and point electrodes with a radius of curvature of Rp = 50µm.
Figure 2.1 shows the time sequence of the distributions of the absolute value
of the electric field and of the electron density at t =10, 12 and 14 ns. The
dynamics of the discharge is essentially the same as the one obtained with a
constant applied voltage and electrodes with Rp = 300µm in Bourdon et al.
[2010] with a positive streamer and a negative streamer propagating from the
anode and cathode, respectively. After the interaction of both streamers, the
positive streamer propagates very rapidly towards the cathode in the volume
pre-ionized by the negative discharge. On Figure 2.1, we note that the magni-
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Figure 2.1: Dynamics of the discharge at Tg = 1000 K for an applied voltage of 5
kV, a 5 mm gap and point electrodes with Rp = 50µm. Cross-sectional views of the
magnitude of the electric field and the electron density at t = 10, 12 and 14 ns.
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Figure 2.2: Time evolutions of the position of the maximum electric field Emax along
the axis of symmetry (a) and of the value of Emax and the applied voltage (b) for the
same conditions as Figure 2.1.
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Figure 2.3: Time evolutions of the value of the electric field along the axis of sym-
metry after the connection of both discharges (a) and of the energy eJ given by Eq.
(1.25) and the position of Emax (b) for the same conditions as Figure 2.1. The tip of
the cathode is located at xC = 0.75 cm, and the tip of the anode is at xA = 12.5 mm.
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tude of the electric field in the negative front is less than in the positive one.
Then, the position of Emax, the maximum of the magnitude of the electric field
on the symmetry axis, corresponds to the position of the positive discharge
front. For the conditions of Figure 2.1, Figure 2.2 (a) shows the time evolution
of the position of Emax and Figure 2.2 (b) shows the time evolutions of Emax

and of the applied voltage. As mentioned in Section 2.1, the applied voltage
increases and then is constant for t > 5 ns. In this chapter, the value of the
voltage plateau is referred to as the applied voltage.
On Figure 2.2, three phases are observed. During the first phase, the peak
electric field is first increasing due to the increase of the applied voltage and
starts to decrease at t =3 ns due to the space charge formation close to the
anode tip. At around t =4 ns, before the maximum of the applied voltage, the
positive discharge starts to propagate. The second phase corresponds to the
propagation of the positive discharge from t =4 to 12 ns. Figure 2.2 shows that
the velocity of the positive discharge is almost constant during its propagation
and is about 275 km s−1. After the start of the propagation, the peak electric
field in the positive discharge front decreases as the discharge escapes from the
high Laplacian field region close to the point and stabilizes around 40 kV cm−1

in the gap. We have checked that this value corresponds to the peak electric
field in the head of a stationary positive streamer propagating in a weak field
in air at Patm and Tg=1000 K. At Patm and Tg=300 K, the peak electric field
in the head of a stationary positive streamer propagating in a weak field in air
is about 120 kV cm−1 [Kulikovsky , 1998]. As expected from similarity relations
[Liu and Pasko, 2006], the peak electric field in the head of a stationary positive
streamer propagating in a weak field in air at Patm is N300/N1000 times less at
Tg=1000 K than at Tg=300 K.
Just before t =12 ns, Figure 2.2 (b) shows that the maximum electric field
in the positive discharge front increases slightly due to the influence of the
negative discharge. At t =12 ns, the two discharges are impacting each other
almost at the middle of the gap, and then the positive discharge propagates
very rapidly towards the cathode in the volume pre-ionized by the negative
discharge (phase 3). After the connection, as shown by Figure 2.2 (a), the
positive discharge propagates with a constant velocity about three times faster
than before connection (∼900 km s−1). We note that the maximum electric
field is linearly decreasing during this third phase until the discharge reaches
the cathode at t =15 ns. Figure 2.3 (a) shows the time evolution of the axial
electric field on the symmetry axis after the connection of both discharges from
t =14 to 20 ns. We note that the electric field becomes rapidly rather uniform
in the inter-electrode gap and converges towards the average electric field in the
gap Egap ≃ 10 kV cm−1 for 5 kV applied on a 5 mm gap, which is the break-
down field for Patm and Tg=1000 K. Figure 2.3 (b) shows the energy eJ derived
from the time integrated Joule heating term (Eq. (1.24)) as a function of time.
We note that this energy remains very low during the discharge propagation
in the gap and starts to increase exponentially for t > 15 ns in the conduction
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phase, after the arrival of the positive streamer at the cathode.
As already mentioned, experimentally, three different discharge regimes (corona,
glow and spark) have been observed as the voltage increases with a fixed dura-
tion of the voltage pulse [Pai et al., 2009, 2010a]. In the following sections, we
will study the influence of the applied voltage on the discharge dynamics. In
this section, we first study the influence of the pulse duration on the discharge
structure.
For an applied voltage of 5 kV, Figure 2.1 shows that up to t =12 ns, the two
discharges are separated and then the emission of the discharge is located in
two spots close to the point electrodes [Bourdon et al., 2010]. Then with a volt-
age pulse duration less than 12 ns, Figure 2.1 shows that for an applied voltage
of 5 kV a corona regime is obtained. After the connection of both discharges,
the emission of the discharge fills the gap and then for a voltage pulse duration
of about 12 ns, a discharge in the glow regime is observed. In the following,
the time necessary to have the connection between the discharges will be called
the connection time. It represents the minimal duration of the pulse to have
the corona to glow transition in given voltage and geometry conditions. For
t > 12 ns, Figure 2.1 shows that a high electron density plasma channel is
formed between the two electrodes with an average field which is equal to the
breakdown field at Tg=1000 K (Figure 2.3 (a)). As shown by Figure 2.3 (b),
for voltage pulse durations longer than 12 ns, the conductivity of the plasma
channel increases and then the discharge may start heating the gas, leading to
the glow to spark transition. Then, from the simulation results, it seems that
one key parameter for the transition between these three discharge regimes is
the ratio between the connection time of the discharge and the pulse duration.
If this ratio is less than 1, the pulse duration is too short for the discharges to
connect and then it corresponds to the corona regime. If this ratio is around 1,
the plasma discharge has just the time to fill the interelectrode gap and then
this corresponds to the glow regime. Finally, if this ratio is larger than 1, the
discharge may heat the gas and then the glow-to-spark transition may occur.
Then, to study more in detail the conditions to obtain the different discharge
regimes, in the following sections we propose to study the influence of the ge-
ometry, gas temperature and applied voltage on the connection time.

2.3 Influence of the applied voltage on the discharge
dynamics at Tg=1000K

In experiments, it is generally easier to vary the value of the applied voltage
than any geometrical parameter. Therefore Pai et al. [2010a] have studied in
detail the voltage conditions to obtain the glow regime at Tg=1000 K. These
authors have put forward that two conditions have to be fulfilled: the first one
is to apply a sufficiently high voltage to ensure the ignition of the discharge at
the point electrodes and the second one is to have an electric field equal at least
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to the breakdown field in the gap to maintain a discharge during the conduction
phase. In our simulations, we also found that there is a minimal voltage to be
applied for a given pulse duration to have the ignition and propagation of both
discharges until the connection. At Tg=1000 K, with Rp=50 µm, a 5 mm gap
and a voltage pulse duration of about 10 ns, as shown on Figures 2.1 and 2.2,
this minimal voltage is about 5 kV, which is very close to experimental results.
Figure 2.4 shows the time evolutions of the position of the positive discharge
front, and of the value of the peak electric field in the positive discharge front
Emax for three different values of the applied voltage: 3, 5 and 10 kV. In
the point-to-point geometry studied in this work, after the voltage rise, the
minimal external Laplacian field EL,min is obtained in the middle of the gap
by symmetry. As the applied voltage increases from 3 to 10 kV, we have noted
that EL,min increases from 2.2 to 4.8 kV cm−1. For 3 kV, Figure 2.4 shows that
the positive streamer starts to propagate at about 8 ns instead of 4 ns for the
5 kV case, with a velocity almost ten times less than for the 5 kV case. On
Figure 2.4 (b), we note that for 3 kV the peak electric field increases slowly
and is only of about 60 kV cm−1 at t =8 ns, the moment when the discharge
starts propagating in comparison to about 90 kV cm−1 at t =4 ns for the 5 kV
case. For t > 8 ns for 3 kV, the peak electric field slowly decreases towards
40 kV cm−1. It is interesting to note that the slowly propagating discharge
obtained for 3 kV corresponds to an average field in the gap of Egap ≃ 6 kV
cm−1, less than the breakdown field. Finally, as observed in the experiments,
our simulation results show that for an applied voltage of 3 kV and a voltage
pulse duration of about 10 ns, the obtained discharge is in the corona regime.
For an applied voltage of 5 kV, we have shown in the previous section that after
the connection, the electric field in the gap rapidly converges towards the value
of the breakdown field which is the average field in the gap in these conditions
(Figure 2.3 (a)). For voltages higher than 5 kV, as for example for 10 kV,
Figure 2.4 shows that the ignition time is only slightly decreased as the voltage
increases. Indeed, as the rise time is the same for all applied voltages, higher
voltage values are obtained earlier for higher applied voltages which results in a
small reduction of the ignition time as the applied voltage increases. Conversely,
Figure 2.4 shows that the increase of voltage by a factor 2 between 5 and 10
kV, decreases the connection time from 12 to 5 ns, that is to say by more than
a factor 2. The average velocity of the positive discharge before connection is
about 910 km s−1 for the 10 kV case, that is to say about 3.3 times higher than
for 5 kV and then the time of arrival of the positive discharge at the cathode is
only of about 6 ns at 10 kV instead of about 15 ns at 5 kV. After connection,
the velocity of the discharge is 5.5 times faster for 10 kV than for 5 kV and the
ratio between the velocity before and after connection is around 3.3 at 5 kV
and 5.3 for 10 kV.
On Figure 2.4 (b), we note that for 10 kV the peak electric field is of about 110
kV cm−1 at the moment when the discharge starts propagating in comparison
to about 90 kV cm−1 for the 5 kV case. Then for 10 kV, the peak electric field



✐

✐

“These_version_jury” — 2013/3/18 — 20:03 — page 30 — #42
✐

✐

✐

✐

✐

✐

30 Chapter 2 - Discharge dynamics during one nanosecond voltage pulse

rapidly decreases and as the propagation is very fast, the electric field in the
positive streamer head is about 60 kV cm−1 at the connection time. For 10
kV applied on a 5 mm gap, the average electric field in the gap is Egap ≃ 20
kV cm−1 which is higher than the breakdown field at Tg=1000 K. Then for an
applied voltage of 10 kV and a pulse duration of about 10 ns, after the fast
propagation of the discharge in the gap in less than 6 ns, the discharge may
heat the gas and then the glow to spark transition may occur.

2.4 Influence of the gap on the discharge dynamics
at Tg=1000 K

First it is interesting to note that from an electrostatic point of view, as the
point-to-point geometry is symmetric, in the simulations, the electric field in
the middle of the gap depends strongly on the gap distance whereas the electric
field near the tip is primarily determined by the radius of curvature of the tip
Rp. If the gap is widened, the Laplacian electric field near the electrode tips
of fixed radius of curvature Rp decreases less than it does in the middle of the
gap.
Figure 2.5 shows the time evolutions of the position of the positive discharge
front, and of the value of Emax for two different values of the gap: 2.5 and 5
mm. As the gap increases from 2.5 to 5 mm for the same applied voltage, we
have noted that the minimal value of the Laplacian field in the middle of the
gap EL,min decreases from 8 to 3.8 kV cm−1. As expected, Figure 2.5 shows
that as the gap increases, the time necessary for the connection also increases.
We note that the connection time increases by a factor 2 as the gap increases
from 2.5 to 5 mm. Conversely, it is interesting to note that the ignition time
is the same for both gaps and then the discharge velocities are very different.
For the 2.5 mm gap, the velocity is 450 km s−1 before connection, which is 1.6
times faster than with the 5 mm gap. After connection, the velocity is 3.5 times
faster with the 2.5 mm gap in comparison to the 5 mm gap, and for the 2.5
mm gap, the velocity of the discharge increases by a factor 7 between before
and after the connection.
It is interesting to note on Figure 2.5 (b) that the peak electric field in the
positive streamer head is almost the same for both gaps and decreases after
connection to the average electric field in the gap Egap=20 kV cm−1 for 2.5
mm and 10 kV cm−1 for 5 mm. Then, decreasing the gap from 5 to 2.5 mm
decreases the connection time by a factor 2 and increases the average electric
field in the gap to values higher than the breakdown field at Tg=1000 K. Then
for Rp=50 µm, an applied voltage of 5 kV with a pulse duration of 10 ns, the
glow regime may be obtained for a gap of 5 mm and a spark regime for 2.5 mm.
These results are in good agreement with experiments [Pai et al., 2010a].
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Figure 2.5: Influence of the gap on the time evolutions of the position of the maximum
electric field Emax (a) and the value of Emax (b) along the axis of symmetry for Tg =
1000 K, Rp=50 µm and an applied voltage of 5 kV.
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2.5 Influence of the radius of curvature of the point
electrodes on the discharge dynamics at Tg=1000K

Figure 2.6 shows the time evolutions of the position of the positive discharge
front, and of the value of Emax for four different values of Rp = 25, 50, 100 and
300 µm for Tg=1000 K, an applied voltage of 5 kV and a 5 mm gap. For the same
applied voltage, as the radius of curvature of electrodes increases from 25 to 300
µm, we have noted that the minimal value of the Laplacian field in the middle
of the gap EL,min increases from 3.2 to 5.2 kV cm−1 and the peak value of the
electric field at the point electrodes decreases. As the ignition of the discharge
depends on the value of the Laplacian electric field close to the point electrodes,
Figure 2.6 shows that as the radius of curvature increases, the ignition time of
the discharge increases. Then, Figure 2.6 shows that as Rp increases from 25
µm to 300 µm, the average discharge velocity decreases from 275 km s−1 to
190 km s−1 before connection and from 900 to 665 km s−1 after connection. It
is interesting to note that the connection time increases only by a factor 1.2
as the radius of curvature of the point electrodes increases by a factor 6 from
Rp = 50 to 300 µm. Figure 2.6(b) shows that, just before connection, for all
studied values of Rp, the maximum electric field in the positive discharge front
reaches a value of about 40 kV cm−1. As mentioned in the previous section, this
value corresponds to the peak electric field in the head of a stationary positive
streamer propagating in a weak field in air at Tg=1000 K. Then it is interesting
to note that, for a positive streamer starting its propagation with a higher peak
electric field as for Rp = 50µm, Figure 2.6 shows that the peak electric field
decreases during the streamer propagation to reach the value of about 40 kV
cm−1. Conversely for Rp = 300µm, the peak electric field in the streamer head
is lower than 40 kV cm−1 as it starts propagating and then the peak electric
field increases during the discharge propagation to reach this value.
To study more in detail the influence of Rp on the discharge structure, Figure
2.7 shows the distributions of the absolute value of the electric field and of
the electron density at t =11.5 ns for Rp = 50 and 300 µm. As already
observed on Figure 2.6, the velocity of the discharge decreases as the radius of
curvature increases. Furthermore, Figure 2.7 shows that the radial expansion
of the positive streamer close to the point increases as Rp decreases, due to
the increase of the radial component of the Laplacian field close to the point
as Rp decreases. Figure 2.7 shows that the radius of the positive streamer is
varying during its propagation for Rp = 50µm whereas it remains constant for
Rp = 300µm. Finally, after connection, Figure 2.6 shows that for all values
of Rp the electric field converges towards the average electric field in the gap
Egap =10 kV cm−1.
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Figure 2.6: Influence of the radius of curvature of point electrodes Rp on the time
evolutions of the position of the maximum electric field Emax (a) and the value of Emax

(b) along the axis of symmetry for Tg = 1000 K, an applied voltage of 5 kV and a 5
mm gap.
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Figure 2.7: Influence of the radius of curvature of point electrodes Rp on cross-
sectional views of the magnitude of the electric field (left) and the electron density
(right) for Rp=50 µm ((a) and (c)) and Rp=300 µm ((b) and (d)) at t =11.5 ns for
Tg = 1000 K, an applied voltage of 5 kV and a 5 mm gap.
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2.6 Summary of the results of the parametric study
carried out at Tg=1000 K

Table 2.1 summarizes the results obtained in the preceding sections on ignition
and connection times, discharge velocity before and after connection and values
of Egap and EL,min. We note that at Tg=1000 K, the ignition time of the posi-
tive discharge depends mostly of the applied voltage and is almost independent
of the gap and the radius of curvature of electrodes. As expected, the ignition
time increases as the the applied voltage decreases. We also note that the con-
nection time increases as the applied voltage decreases and the gap increases
and is even almost proportional to these quantities in the range of conditions
studied in this work. Conversely, the radius of curvature of electrodes has a
smaller effect on the connection time and slightly decreases as the radius of
curvature of electrodes decreases. For all the studied conditions, we have found
that the peak electric field in the positive streamer head converges during its
propagation towards 40 kV cm−1, which corresponds to the peak electric field
in the head of a stationary positive streamer propagating in a weak field in air
at Patm and Tg=1000 K.
In agreement with experiments, in our simulations we have observed that there
is a minimal voltage to be applied for a given pulse duration to have the ig-
nition of the discharges and a stable propagation of both discharges until the
connection. At Tg=1000 K, with Rp=50 µm, a 5 mm gap and a voltage pulse
duration of about 10 ns, this minimal voltage is about 5 kV, which is very close
to experimental results.

Rp (µm) 50 50 50 50 25 100 300
Applied Voltage (kV) 5 5 10 3 5 5 5
Gap (mm) 2.5 5 5 5 5 5 5
Ignition time (ns) 4 4 3 8 4 4 5
Connection time (ns) 6 12 5 - 12 13 14.5
Velocity before connection (km s−1) 450 275 913 37.5 275 235 190
Velocity increase after connection 7 3.3 5.3 - 3.3 3.3 3.5
Egap (kV cm−1) 20 10 20 6 10 10 10
EL,min (kV cm−1) 8 3.8 4.8 2.2 3.2 4.2 5.2

Table 2.1: Discharge characteristics at Tg =1000 K for different applied voltages,
gaps and values of Rp

In Pai et al. [2010a], they have also considered that to have a glow regime
at Tg=1000 K, the electric field in the gap during the conduction phase has
to be at least equal to the breakdown field, which is 10 kV cm−1 for Patm and
Tg=1000 K. For all the conditions studied in this work, we have found that after
the connection of positive and negative discharges, the electric field becomes
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rather uniform in the gap and converges towards Egap the average electric field
for the given applied voltage and gap size.
In our simulations, we have noted that if Egap is less than the breakdown field,
the ignition time of the positive discharge increases significantly and the velocity
of the discharge decreases. Then, for a voltage pulse duration of about 10 ns
used in the experiments [Pai et al., 2010a], we have noted that for conditions
with an average electric field in the gap less than the breakdown field, the
discharge remains in the corona regime. In our simulations, if Egap is equal
or higher than the breakdown field, we have noted that the conductivity of
the plasma channel obtained after the positive streamer arrival at the cathode
increases rapidly and then the discharge may start heating the gas, leading to
the glow to spark transition. For these conditions, to obtain the glow regime,
it is important that the connection time of the discharge be almost equal to
the duration of the voltage pulse. In this case, the discharge has just the time
to fill the interelectrode gap and no heating is observed. If the voltage pulse
duration is longer than the connection time of the discharge, the discharge may
heat the gas and then the glow-to-spark transition may occur.

2.7 Discharge dynamics at Tg = 300 K

In this section, we simulate the discharge dynamics at Tg = 300 K for the same
geometry as in Figure 2.1. As the gas density increases by a factor N300/N1000

of about 3 between Tg = 300 K and 1000 K, we have checked that the minimal
applied voltage to have the ignition of the discharges and a stable propagation
of both discharges until the connection for a voltage pulse duration of about
10 ns is 15 kV at 300 K, that is to say 3 times the minimal voltage at 1000
K. For an applied voltage of 15 kV, Figure 2.8 shows the time sequences of the
distributions of the absolute value of the electric field and the electron density
at t =6.7, 7.7 and 8.7 ns for an interelectrode gap of 5 mm, an applied voltage
of 15 kV and point electrodes with Rp = 50µm. It is interesting to note that
the discharge structure at Tg =300 K is very close to the one obtained in Figure
2.1 at Tg =1000 K for an applied voltage of 5 kV with almost similar radial
expansions of positive and negative streamers and their connection almost in
the middle of the gap. However, due to the different gas densities, we note that
the electric field and the electron density in the streamer heads are almost 3
times and one order of magnitude, respectively, higher for Tg = 300 K than
for Tg = 1000 K. These results are in agreement with scaling laws of streamer
properties with change of gas density N with the peak electric scaled as ∼ N
and the electron density scaled as ∼ N2 [Liu and Pasko, 2006]. For the condi-
tions of Figure 2.8, Figure 2.9 shows the time evolutions of the axial position of
the positive discharge front and of Emax. As for Tg =1000 K, three phases are
observed in the discharge dynamics. During the first phase, the peak electric
field is first increasing due to the increase of the applied voltage and at about
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Figure 2.8: Dynamics of the discharge at Tg = 300 K for an applied voltage of 15
kV, a 5 mm gap and point electrodes with Rp = 50µm. Cross-sectional views of the
magnitude of the electric field and the electron density at t =6.7, 7.7 and 8.7 ns.
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Figure 2.9: Position of the maximum electric field Emax (a) and value of Emax (b)
along the axis of symmetry as a function of time for the same conditions as Figure 2.8
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Figure 2.10: Time evolutions of the value of the electric field along the axis of
symmetry after the arrival of the positive streamer at the cathode (a) and of the energy
eJ given by Eq. (1.24) and the position of Emax (b) for the same conditions as Figure
2.8. The tip of the cathode is located at xC = 0.75 cm, and the tip of the anode is at
xA = 12.5 mm.
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t =3 ns, before the maximum of the applied voltage, the positive discharge
starts to propagate. The second phase corresponds to the propagation of the
positive discharge from t =3 to 8 ns. Figure 2.9 shows that the velocity of the
positive discharge is almost constant during its propagation and is about 500
km s−1. After the start of the propagation, the peak electric field in the posi-
tive discharge front decreases as the discharge escapes from the high Laplacian
field region close to the point and stabilizes around 120 kV cm−1 in the gap,
which corresponds to the peak electric field in the head of a stationary positive
streamer propagating in a weak field in air at Patm and Tg=300 K [Kulikovsky ,
1998]. Just before t =8 ns, Figure 2.9 (b) shows that the maximum electric
field in the positive discharge front increases slightly due to the influence of the
negative discharge. At t =8 ns, the two discharges are impacting each other
almost at the middle of the gap, and then the positive discharge propagates
very rapidly towards the cathode in the volume pre-ionized by the negative dis-
charge (phase 3). During this phase, the positive discharge propagates with a
constant velocity about 4.5 times faster than before connection and the positive
discharge finally reaches the cathode at t =9 ns.
Figure 2.10 (a) shows the time evolution of the axial electric field after the
positive streamer arrival at the cathode from t =10 to 18.6 ns. We note that
the electric field becomes rapidly rather uniform in the inter-electrode gap and
converges towards the average electric field in the gap Egap ≃ 30 kV cm−1 for
15 kV and a 5 mm gap, which is the breakdown field for Patm and Tg=300 K.
Figure 2.10 (b) shows the energy eJ derived from the time integrated Joule heat-
ing term (Eq. (1.24)) as a function of time. We note that this energy remains
very low during the discharge propagation in the gap and starts to increase
exponentially for t > 8 ns in the conduction phase. At 15 ns eJ = 80µJ for
15 kV and Tg=300 K and is only 1.6µJ for 5 kV and Tg=1000 K (Figure 2.3),
i.e. 50 times less. Using similarity relations Tardiveau et al. [2001], the Joule
heating term scales as ∼ N3 and then for similar conditions the ratio between
the Joule heating at 300 and 1000 K should be around (N300/N1000)

3 = 36. As
mentioned in section 1.4, for the conditions studied in this work at Tg=300 and
1000 K, similarity conditions are not fulfilled. If we consider a voltage pulse
duration of 15 ns, Figure 2.10 (b) and Figure 2.3 (b) show that the heating of
the gas may be more significant at Tg=300 K than at 1000 K and then the glow
to spark transition may occur more easily at Tg=300 K than as 1000 K if the
pulse duration is slightly longer than the connection time.
Then as mentioned in section 2.2 for Tg =1000 K, Figures 2.8 to 2.10 show
that three different discharge regimes can be obtained depending on the ratio
between the connection time of the discharge and the pulse duration. For an
applied voltage of 15 kV, Figure 2.8 shows that with a voltage pulse duration
less than 8 ns, a corona regime is obtained. After the connection of both dis-
charges, the emission of the discharge fills the gap and then for a voltage pulse
duration of about 8 ns, a discharge in the glow regime is observed. For volt-
age pulse durations longer than 8 ns, the conductivity of the plasma channel
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increases and then the discharge may start heating the gas, leading to the glow
to spark transition.
For many applications as biomedical, surface treatment and decontamination,
the challenge is to produce a large plasma volume at atmospheric pressure at
low power with a low gas temperature and a high chemical reactivity. Therefore,
in Chapter 5, we will study in detail the conditions to obtain a glow discharge
in air in large interelectrode gaps at 300K with a NRP discharge.

2.8 Numerical and experimental images of the dis-
charge dynamics at Tg = 300 K

In this section, we present experimental and simulated images of the dynam-
ics of formation of the NRP discharge in air at atmospheric pressure and at
Tg = 300 K. In the experimental set-up, two steel point electrodes are used
in a vertical pin-pin configuration with an interelectrode gap of 5 mm. NRP
discharges are produced using short-duration (10 ns) high voltage pulses at a
repetition frequency of 1-30 kHz in an atmospheric pressure air flow. In Pai
et al. [2009] positive polarity pulses were applied to the anode and the cathode
was grounded. In this work, positive (+9 kV) and negative (−9 kV) pulsed
voltages are applied to the anode and cathode, respectively, to avoid pertur-
bations of the Laplacian electric potential from grounded objects around the
experiment (i.e., the distribution of the Laplacian electric field at both elec-
trode tips is symmetric). In the experiments the electrodes can be assumed to
be hyperboloids with a radius of curvature of about 50µm. For this work, im-
ages of discharges have been taken for an NRP frequency of 1 kHz in air flowing
at 10 m s−1, at 300 K and at atmospheric pressure. An ICCD Pimax camera
512 × 512 is used with 50 accumulations. Images are taken every nanosecond
with an integration time of 2 ns.
In parallel to experiments, we have carried out discharge simulations at Tg =
300 K and atmospheric pressure using the 2D discharge model presented in
Section 1.2 with the model for optical emissions presented in Section 1.6. Hy-
perboloid electrodes with a radius of curvature of 100µm are considered. An
electric potential difference of 15 kV is applied to electrodes with a voltage rise
time of 5 ns to be close to the experimental conditions. As in previous sections,
we have simulated a single discharge and then, to take into account the numer-
ous preceding discharges, we have estimated a density of seed charges on the
order of 109 cm−3. For air discharges at atmospheric pressure the emission of
the second positive (2P) system of N2 is known to be the most intense. Then, to
compare with experimental images, we have computed line-of-sight integrated
2P emission time integrated over 2 ns.
Figure 2.11 shows calculated 2P emissions ((a), (c), (e), (g)) and experimental
((b), (d), (f), (h)) images of the discharge at different times of the discharge
formation. The time t0 of the first images ((a) and (b)) is adjusted to have the
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Figure 2.11: Spatial distributions of calculated ((a), (c), (e), (g)) line-of-sight 2P
emission time integrated over 2 ns and experimentally measured ((b), (d), (f), (h))
optical emission. A linear intensity scale is used for experimental and simulation
results. The maximum value of the calculated intensity is 5×1013 Rayleigh.
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best experimental/simulation agreement. Successive experimental and simu-
lated images are obtained at a time interval of 1 ns. We note that rather good
agreement is obtained between simulations and experiments during the entire
duration of the discharge formation. At t =t0, corona discharges are observed
on both electrodes with more intense emission on the anode side. At t =t0+1
ns, we observe the connection of both the positive and negative discharges. As
both discharges have different radial extends, it is interesting that the connec-
tion area is a bottleneck that we observe on images up to t =t0+3 ns. After
the connection, as observed in previous sections, the positive discharge rapidly
propagates towards the cathode and then at t =t0+2 ns, Figures 2.11 (e)-(f)
show an intense emission in the bottleneck region due to contribution of the two
discharges, which then extends to the cathode at t =t0+3 ns (Figures 2.11(g)-
(h)). We note that at t =t0+3 ns, the radial extension of the optical emission
is larger on the cathode side than on the anode side.
The excellent agreement obtained between experiment and simulation on Fig-
ure 2.11 validates the dynamics of formation of the air discharge at atmospheric
pressure and Tg = 300 K between two point electrodes at the early stages of
its development.

2.9 Conclusion

In this chapter, we have studied the dynamics of an air discharge in a point-to-
point geometry at atmospheric pressure during one voltage pulse at Tg = 300
and 1000 K. From the simulation results, it seems that one key parameter for
the transition between the three discharge regimes observed in the experiments
is the ratio between the connection time of the discharge and the pulse duration.
If this ratio is less than 1, the pulse duration is too short for the discharges to
connect and then it corresponds to the corona regime. If this ratio is around 1,
the plasma discharge has just the time to fill the interelectrode gap, no heating
is observed and then, this corresponds to the glow regime. Finally, if this ratio
is larger than 1, the applied voltage is maintained during the conduction phase
and if the electric field in the gap is higher than the breakdown field, the dis-
charge may heat the gas and then the glow-to-spark transition may occur. We
have shown that after the propagation of two streamers in the gap and their
connection, the average electric field in the conducting channel between elec-
trodes converges towards the average electric field in the gap. At Tg = 1000 K,
we have found that in agreement with experimental results [Pai et al., 2010a]
for a 10 ns duration voltage pulse, a glow regime may be obtained if the aver-
age electric field in the gap is at least equal to the breakdown field. We have
verified this criterion for gaps less or equal to 5 mm, for electrodes with radius
of curvature in the range 25 to 300 µm at Tg = 1000 K for applied voltages up
to 10 kV.
As for Tg=1000 K, for Tg=300 K we have observed that the conductivity of
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the plasma channel obtained after the positive streamer arrival at the cathode
increases rapidly. Then if the voltage pulse duration is longer than the con-
nection time of the discharge, the discharge may start heating the gas, leading
to the glow to spark transition. Between the two reference cases considered
at Tg=300 and at 1000 K, with in both cases Rp=50 µm, a 5 mm gap and
an applied voltage of 15 kV and 5 kV respectively, we note that for a same
duration of pulse of 15 ns, the energy of the discharge is 50 times higher at
Tg=300 than at 1000 K. Using similarity relations, this ratio should be around
36. Then comparing the two reference cases, the heating of the gas appears
to be more significant at 300 K than at 1000 K and then the glow to spark
transition may occur more easily at 300 K than as 1000 K if the pulse duration
is slightly longer than the connection time.
Finally, we have compared experimental and simulated images of the dynamics
of a NRP discharge in air at atmospheric pressure and at Tg = 300 K. The
excellent agreement obtained validates the dynamics of formation of the air
discharge between two point electrodes at the early stages of its development.
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Chapter 3

Simulation of several voltage

pulses in the NRPD glow regime

3.1 Introduction

In Chapter 2, we have simulated a single discharge in air occurring during one
of the nanosecond voltage pulses. As many discharges have occurred before the
simulated one, we have carried out simulations assuming an uniform density of
seed positive ions and electrons of 109 cm−3 in the interelectrode gap at the
beginning of the studied voltage pulse for Tg = 300 and 1000 K and we have
neglected the influence of photoionization.
In this chapter, we propose to model more accurately the dynamics of charged
species during the interpulse at Tg = 300 and 1000 K for repetitive pulses in
the frequency range of 1 to 100 kHz. Based on these results, in Section 3.3,
we will carry out a detailed study on the influence of the preionization level
and photoionization on the discharge dynamics during a single voltage pulse at
Tg = 300 and 1000 K. Then in Section 3.4, we will simulate several consecutive
pulses of a glow discharge at Tg = 1000 K at 10 kHz and we will study the
dynamics of formation of a stable quasi-periodic glow regime observed in the
experiments [Pai , 2008]. Finally, in Section 3.5 , we will discuss the influence of
a laminar air flow at 10 m s−1 aligned with the axis of electrodes on the discharge
dynamics. It is important to note that in this chapter, we will consider only
discharges in the glow regime and then no heating of air by the discharge will be
considered. The air heating by the discharge leading to the nanosecond spark
regime will be studied in Chapter 4.

3.2 Modeling of the air plasma during the interpulse

In experiments, after the voltage pulse, the voltage decreases to zero, with very
often some additional small bumps of voltage. In the simulations, we have
assumed that the voltage decreases monotonously to zero at the end of the
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voltage pulse and that in the interpulse there is no applied voltage. To model
the air plasma during the interpulse, it is then important to take into account
the chemistry and the diffusion of charged species during the interpulse.

3.2.1 Chemistry of charged species during the interpulse

During the interpulse, the densities of charged species will evolve following a
zero-field chemistry described by:







∂tne = νdet nn − (νη + kβ,ep np) ne

∂tnn = νη ne − (νdet + kβ,np np) nn

∂tnp = −(kβ,ep ne + kβ,np nn) np

(3.1)

where ne, nn and np stand for the densities of electrons, negative ions and
positive ions respectively. νdet is the detachment frequency, νη is the attachment
frequency, kβ,ep the recombination rate coefficient between positive ions and
electrons and kβ,np is the recombination rate coefficient between positive and
negative ions.
The fastest process occurring as soon as the applied voltage decreases to zero
is the attachment of the electrons on the neutral gas molecules. Two-body
attachment processes are negligible at low electric field, and then electrons are
rapidly converted into negative ions due to the low-field three body attachment
reaction:

e+O2 +O2 → O−2 +O2 (3.2)

Assuming that in the interpulse, the electron temperature is equal to the air
temperature (Te = Tg), the three body attachment rate coefficient (k45) given
by Kossyi et al. [1992] becomes:

η = 1.4× 10−29(0.2N)2
300

Tg
e
−600

Tg s−1 (3.3)

At 300 K, Popov [2010] has recently shown that O−2 ions could be rapidly trans-
formed into ions with a larger electron bound energy. However, in this work we
have assumed that negative ions are O−2 ions.
The evolution of charged species during an interpulse depends also on the elec-
tron detachment reaction:

O−2 +O2 → e+O2 +O2 (3.4)

In Benilov and Naidis [2003], the detachment rate coefficient kdet proposed by
Mnatsakanyan and Naidis [1991] is used. This rate coefficient is given as a
function of the air temperature and the electric field:

kdet = 2× 10−10(0.2N)e
−0.52
Teff

1− e−4θ

1− eθ
s−1 (3.5)
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with :















θ = 0.13

(

11360

Tg
− 1

Teff

)

Teff =
Tg

11360
+ 5.2× 10−6

(

E

N
1017

)2

where E/N is in Td and Teff is an effective temperature that takes into account
the air temperature and the applied reduced electric-field. In the limit of zero
electric field, this rate coefficient becomes:

kdet = 1.6× 10−10Ne
−0.52
Teff s−1 (3.6)

with Teff = Tg/11360. It is important to note that Equation (3.5) has to be
carefully implemented in Fortran codes to guarantee that it reduces to Equa-
tion (3.6) at zero electric field.
As expected, the detachment rate coefficient is five orders of magnitude smaller
at 300 K (11 s−1) than at 1000 K ( 3.55×106 s−1). On the other hand,
the attachment rate coefficient is one order of magnitude higher at 300 K
(4.55×107 s−1) than at 1000 K (6.148×106 s−1).
For the electron-ion and ion-ion recombination, we have to consider different
reactions, depending on the nature of positive ions. At 300K, positive ions are
certainly O+

4 ions [Pancheshnyi , 2005] and then the electron-ion recombination
reaction is:

e+O+
4 → O2 +O2 (3.7)

with the rate coefficient (k30) given by Kossyi et al. [1992]

k30 = 1.4× 10−6 ×
(

300

Te

)1/2

cm3s−1 (3.8)

For the ion-ion recombination, two-body and three-body processes have to be
considered. The two-body recombination reaction with O−2 and O+

4 ions is:

O−2 +O+
4 → O2 +O2 +O2 (3.9)

with a rate coefficient of ≃ 10−7 cm3 s−1 [Kossyi et al., 1992] (reaction II in
section 2.7) and the three-body recombination reaction is:

O−2 +O+
4 +M → O2 +O2 +O2 +M (3.10)

with a reaction rate coefficient [Kossyi et al., 1992] (reaction V in section 2.7):

kV ×N ≃ 2× 10−25N ×
(

300

Tg

)2.5

cm3s−1 (3.11)

At 300 K, we have kV × N ≃ 5 × 10−6 cm3 s−1 and then the three-body
recombination is more efficient than the two-body recombination process.
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At 1000 K [Riousset et al., 2010; Naidis , 1999], positive ions are certainly O+
2

ions and then the electron-ion recombination reaction is:

e+O+
2 → O+O (3.12)

with the rate coefficient (k40) given by Kossyi et al. [1992]

k40 = 2× 10−7 ×
(

300

Te

)

cm3s−1 (3.13)

For the ion-ion recombination, at 1000 K, two-body recombination reactions
are more efficient than three-body processes. For two-body processes with O−2
and O+

2 ions, two reactions are given in Kossyi et al. [1992]:

O−2 +O+
2 → O2 +O2 (3.14)

with a rate coefficient given by Kossyi et al. [1992] (reaction I in section 2.7):

kI ≃ 2× 10−7 ×
(

300

Tg

)0.5

cm3s−1 (3.15)

and:

O−2 +O+
2 → O2 +O+O (3.16)

with a rate coefficient given by Kossyi et al. [1992] (reaction II in section 2.7):

kI ≃ 1× 10−7 cm3s−1 (3.17)

Then we note that at 300 and 1000 K at atmospheric pressure, the electron-
ion and ion-ion recombination processes are rather slow processes, with rate
coefficients in the range 10−7 − 5× 10−6 cm3 s−1. At repetition frequencies in
the range 1-100 kHz, charged species produced by a pulsed discharge will only
partially recombine during the interpulse and some seed charges will be present
at the beginning of the next voltage pulse.
According to Equations (3.1) if we neglect recombination processes in compar-
ison to attachment and detachment processes during the interpulse, the steady
state is characterized by:

kdet nn = η ne (3.18)

Then the ratio between the detachment and the attachment rate coefficients
allows to estimate the ratio of the electron density over the negative ion density
in the quasi steady-state of an interpulse. So one gets that there are approxi-
mately 107 times more negative ions than electrons at 300 K but only 1.7 times
more negative ions than electrons at 1000 K at the end of an interpulse.
These results are confirmed by 0D simulations of the time-evolution of charged
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species densities in zero electric-field in taking into account all terms in Equa-
tions (3.1). As already mentioned in Chapter1, to solve the chemistry part
in the discharge phase during the voltage pulse, we use an explicit fourth or-
der Runge Kutta method. For the chemistry during the interpulses, we solve
the system of ODEs (Equations (3.1)) with the implicit Runge-Kutta method
RADAU5 of order 5 developed by Hairer and Wanner [2010]. As initial con-
dition for densities of charged species, we have considered conditions close to
those of the plasma channel of a nanosecond pulsed discharge before the voltage
decrease at the end of the pulse (np = 1.1 × 1014 cm−3, ne = 1014 cm−3 and
nn = 1013 cm−3). Figure 3.1 (a) shows the evolution of the charged species den-
sities during an interpulse of 10 µs (100 kHz repetition frequency) at Tg=300 K.
Two distinct phases can be identified: First, due to the low-field three body
attachment, the electron density decreases rapidly to a very low value around
104 cm−3 in less than 400 ns. At the end of this attachment phase, the densities
of positive and negative ions are almost equal and the ratio between the den-
sities of negative ions and electrons is very close to the one given by Equation
(3.18). In a second phase, the charged species slowly recombine at a constant
rate until the end of the interpulse and the final preionization at t=10 µs is
np ≃ nn ≃ 1010 cm−3.
Figure 3.1 (b) shows the time evolutions of densities of charged species at
Tg=1000 K obtained with the same initial condition as in Figure 3.1 (a). As
at 300 K, at Tg=1000 K electrons are attaching very fast to form negative ions
during the first phase that lasts 2 µs. It is interesting to note that at the end
of the attachment phase, the electron density is about one half of the negative
ion density and one third of the positive ion density. This is due to to the quite
high detachment rate relatively to the three body attachment at 1000 K. Then
the recombination phase of negative ions and electrons with positive ions has a
much slower dynamics and the final preionization at t=10 µs is 4×1011 cm−3.
It is interesting to note that these results are barely affected by the initial
condition of the 0D simulations. At 300K, as mentioned in Wormeester et al.
[2010], after the rapid attachment phase, we have np ≃ nn and then the time
evolution of the densities of charges species is given by:

dnp

dt
≃ −β np

2 (3.19)

where β = βnp. The solution for np is:

np(t) =
1

βt+ 1
np0

≃ 1

βt
(for t >

1

βnp0

) (3.20)

where np0 is the positive ion density obtained at the end of the pulse. Then, for
t > 1/(βnp0), the value of the ion density during the interpulse is independent
of the initial density of charged species in the discharge channel. In our case for
air at atmospheric pressure at 300 K, the lowest value of β is β ≃ 10−7cm3s−1
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and np0 in the discharge channel is np0 ≃ 1014 cm−3. Then the highest value
of 1/(βnp0) is about 0.1 µs which corresponds to a frequency of 10 MHz. At
1000K, even if the density of electrons is not negligible after the first rapid
attachment phase, we have also assumed that np(t) ≃ 1/(βt) for t > 1/(βnp0).
At 1000 K, the lowest value of β is β ≃ 10−7cm3s−1 and np0 in the discharge
channel is np0 ≃ 1013 cm−3. Then the highest value of 1/βnp0 is about 1 µs
which corresponds to a frequency of 1 MHz. In this work, we have studied
repetitive discharges with frequencies in the range 1-100 kHz, then the final
value of seed charges at the end of the interpulse is independent on charged
species densities at the end of the previous voltage pulse.
Based on Figures 3.1 and Equation (3.20), as a conclusion of this section, we
have shown that in the frequency range 10-100 kHz, at 300 and 1000 K the
highest preionization level at the end of an interpulse is between 1010 and
4×1011 cm−3. The preionization level of 109 cm−3 taken into account in Chap-
ter 2 corresponds to repetition frequencies in the range 1-10 kHz. We have
shown that at 300 and 1000 K for repetitive discharges with frequencies in the
range 1-100 kHz, the final value of seed charges at the end of the interpulse is in-
dependent on charged species densities at the end of the previous voltage pulse.

102

104

106

108

1010

1012

1014

1016

0 2 4 6 8 10

D
en

si
ty

[
cm

−
3

]

t [ µs ]

ne
npb)
nn

(a)

1011

1012

1013

1014

1015

0 2 4 6 8 10

D
en

si
ty

[
cm

−
3

]

t [ µs ]

ne
npa)
nn

(b)

Figure 3.1: Evolution of electron, positive and negative ion densities as a function
of time during the interpulse of a nanosecond repetitively pulsed discharge at 100 kHz
in air at 300 K (a) and at 1000 K (b)

3.2.2 Diffusion during the interpulse

The diffusion coefficient of electrons in zero applied electric field in ambient
air is around ten thousands times higher than the one of ions. However, this
difference of diffusion velocities generates a small space charge able to slow
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down the electrons and to accelerate the ions such that they finally diffuse at
the same speed preserving the quasi-neutrality of the plasma: this is the so-
called ambipolar diffusion. In this work, ambipolar diffusion has been studied
in the case of the interpulse of a NRPD considering positive ions, electrons
and negative ions. Basically, the motion of the charged species in the presence
of an electric field is described by drift-diffusion equations. In the case of
the ambipolar diffusion in zero applied electric-field, the only electric field is
the ambipolar electric field Eamb generated by the charged species moving at
different velocities. The ambipolar motion can then be described by the set of
drift-diffusion equations:















Fe = −De∇ne − neµeEamb

Fp = −Dp∇np + npµpEamb

Fn = −Dn∇nn − nnµnEamb

(3.21)

The ambipolar constraint that ensures the quasi-neutrality of the plasma can
be written as in Ramshaw and Chang [1993]:

∑

i

qiFi = 0 ⇒ Fe + Fn = Fp (3.22)

where Fi and qi are respectively the flux and the charge of specie i. Combining
Equations (3.21) and (3.22), one gets the expression of Eamb:

Eamb =
Dp∇np −De∇ne −Dn∇nn

neµe + npµp + nnµn
(3.23)

Equations (3.21) and (3.23) preserve the quasi-neutrality of the plasma. Usu-
ally in discharge codes, drift-diffusion fluxes are computed for all species except
one and the density of the last specie is deduced for the neutrality of the plasma.
If we neglect the diffusion and the mobility of ions compared to the one of elec-
trons, and the gradient of the electronic temperature, Equation (3.23) reduces
to the expression of the ambipolar field of a multicomponent, multi-temperature
plasma obtained by Ramshaw and Chang [1993]:

Eamb =
∇pe

nemeqe
(3.24)

Different numerical schemes may be used to solve the system of Equations (3.21)
and (3.23). We have considered a test-case with a Gaussian neutral plasma with
a half-width of 250 µm. The peak positive ion density is np = 1.1× 1014 cm−3,
the peak electron density is ne = 1014 cm−3, and the peak negative ion density
is np = 1013 cm−3. These density profiles are representative of the plasma
channel of a pulsed nanosecond glow discharge at atmospheric pressure. We
have studied the diffusion of this Gaussian distribution during 100 µs which
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is the duration of the interpulse of a NRPD at a 10 kHz repetition frequency.
In this test-case, we solve Equations (3.21) and (3.23) for the three charged
species. Figure 3.2 shows the 2D distributions of the initial electron density and
the corresponding absolute value of the ambipolar electric-field. As expected,
the initial ambipolar field is very small compared to the electric-field values
during the discharge, with a maximum around 7 V cm−1. Non-intuitively, the
maximum of the ambipolar electric-field is located at some distance from the
maximum of the density and from the maximum of density gradients.

Figure 3.2: Initial electron density and ambipolar electric-field generated by a Gaus-
sian plasma in a zero applied electric-field

Figure 3.3 shows the profiles of the densities of electrons and positive ions and
of the absolute value of the ambipolar electric-field on the symmetry axis at
t=1 µs and 100 µs. In this case, a second order centered scheme has been
used to compute the drift-diffusion fluxes. As expected, Figure 3.3 shows that
charged species diffuse in time. We have checked that the ambipolar constraint
is well respected and that the space charge variation is very close to zero with
very small oscillations on the order 10−20 C cm−3. The quasi-neutrality of the
plasma is then maintained during the transport.
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Figure 3.3: (a): Electron and positive ion densities and (b): absolute value of the
ambipolar electric-field on the symmetry axis at t=1 µs and 100 µs. Drift-diffusion
fluxes are computed using a second order centered scheme.
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Figure 3.4: (a): Electron and positive ion densities and (b): absolute value of the
ambipolar electric-field on the symmetry axis at t=1 µs and 100 µs. Drift-diffusion
fluxes are computed using a first order upwind-scheme for drift fluxes and a second
order centered scheme for diffusion fluxes.
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Figure 3.4 shows the same evolutions using a first order upwind-scheme for
drift fluxes and a second order centered scheme for diffusion fluxes. We observe
that the numerical diffusion due to the first order upwind scheme leads to the
formation of an increasing space charge in the domain. Then the ambipolar
constraint is not respected and it can be seen on the density profiles that the
electrons are diffusing much faster than positive ions. It seems that the direct
simulation of the ambipolar diffusion with the system of Equations (3.21) and
(3.23) is very sensitive to the transport scheme and that numerical diffusion
has to be avoided strictly in order to ensure the quasi-neutrality of the plasma.

For a two species plasma, the system of Equations (3.21) may be considerably
simplified and reduced to the classical expression for the ambipolar diffusion
flux given in Hagelaar and Pitchford [2005]. For example, if the electron density
is very small compared to the density of positive and negative ions (as during
the interpulse of a NRPD at 300 K (Section 3.2.1)), we have:



















nn = np

∇nn = ∇np

ne = 0

(3.25)

⇒ Eamb =
Dp∇np −Dn∇nn

nnµn + npµp
=

Dp −Dn

µp + µn

∇np

np

⇒ Fp = −Dp∇np − npµpEamb = −∇np
Dpµn +Dnµp

µn + µp

In air, the diffusion coefficients for positive and negative ions are similar and
their mobility are very close (≃ 20% difference maximum). Then it can be
reasonably assumed that in such a plasma both positive and negative ions
diffuse almost at the diffusion velocity of positive ions. At 1000 K, as discussed
in Section 3.2.1, during the interpulse, the electron density is not negligible
in comparison to the densities of positive and negative ions. To estimate the
influence of the presence of electrons on the diffusion of charged species at
1000 K, in a first step, we have considered that the electron density is almost
equal to the density of positive ions and we neglect negative ions. In this case,
the positive ion flux by the ambipolar flux of a two species plasma with only
positive ions and electrons is given by :

Fp = −∇np
Dpµe +Deµp

µe + µp
(3.26)

In air at 1000 K in zero applied electric-field, the electron mobility is µe =
51300 cm2 V−1 s−1 while the mobility of positive ions is around 8 cm2 V−1 s−1.
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In Equation (3.26), the positive ion mobility µp can then be neglected compared
to µe and we obtain:

Fp = −∇np(Dp +
µp

µe
De) (3.27)

The term µpDe/µe is of the order 0.14 cm2 s−1 (De ≃900 cm2 s−1, µp ≃7.7
and µe ≃ 51300 cm2 V−1 s−1) and the diffusion coefficient of positive ions is
0.67 cm2 s−1 in air at 1000 K. Then the assumption stated in Nijdam et al.
[2011] that all charged species diffuse at the velocity of positive ions leads in our
case to underestimate the diffusion velocity of species by ≃ 20%. To estimate
more accurately the validity of this simplifying hypothesis, Figure 3.5 shows
the same results as Figure 3.3 but in assuming that all charged species diffuse
at the velocity of positive ions. We observe that the results are quite similar
to the case when the drift-diffusion equations for all charged species are solved
and we have checked that the difference is less than 10% at t=100 µs.
As a conclusion, in the following, we have assumed an ambipolar diffusion at
the diffusion velocity of positive ions for all charged species.
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Figure 3.5: (a): Electron and positive ion densities and (b): absolute value of the
ambipolar electric-field on the symmetry axis at t=1 µs and 100 µs. The same numer-
ical method as Figure 3.3 is used in assuming that all charged species diffuse at the
velocity of positive ions.
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3.3 Influence of the preionization at the end of an
interpulse on the discharge dynamics of the next
voltage pulse at Tg=300 K and Tg=1000 K

3.3.1 At Tg=300 K

As explained in section 3.2.1, at 300 K, the preionization left by successive
discharges at the end of an interpulse mainly consists in positive and negative
ions. The main negative ion formed in air at 300 K is assumed to be O−2 even
if this point was recently questioned by Popov [2010]. These negative ions may
be a significant source of seed electrons for the discharge of the next voltage
pulse if the detachment process is efficient enough.
In this section, we propose to study in detail the dynamics of a discharge
ignited in air at 300 K with a preionization consisting of positive and neg-
ative ions, with and without photoionization. As a test-case, we have con-
sidered a discharge at Tg=300 K, with an applied voltage of 15 kV with a
2 ns rise-time, a 5 mm gap and point electrodes with Rp=300 µm. The tip
of the anode is located at x = 0 mm and the tip of the cathode is at x = 5
mm. As in Chapter2, to present the different results, Figure 3.6 shows the
time evolutions of the axial position of the positive discharge front (position
of the maximum electric field Emax in the gap) and of Emax. The black line
corresponds to the reference case used in Chapter2 without photoionization
and with a preionization level np0 = ne0 = 109 cm−3 and nn0 = 0 cm−3. The
dark blue line corresponds to the same case with photoionization. We ob-
serve, that with a preionization level of np0 = ne0 = 109 cm3, photoionization
has only a small influence on the discharge dynamics and decreases the con-
nection time of 0.3 ns. On the other hand, replacing the electron preionization
background by a negative ion preionization brings more significant changes (red
line for ne0 = 104 cm−3 nn0 = 109 cm−3 np0 = nn0 + ne0, and dotted black line
for ne0 = 10 cm−3 nn0 = 109 cm−3 np0 = nn0 + ne0): the delay with the refer-
ence case is in this case larger (1 ns), and the corresponding electric field is
30% higher as shown in Figure 3.6 (b). This indicates that with a negative
ion preionization, the ignition and the propagation of a discharge are more
difficult since electrons have first to be detached from negative ions ahead of
the discharge front. This effect would be even larger if O−2 ions are rapidly
transformed into negative ions with a larger electron bound energy [Popov ,
2010]. The black dotted line corresponding to ne0 = 10 cm−3 nn0 = 109 cm−3

np0 = nn0 + ne0, is a test-case without photoionization. For the same initial
densities, the light blue line shows the results obtained with photoionization.
We note that with photoionization, the connection time is reduced and that
the maximum electric-field is quite similar to the reference case (solid black
line with np0 = ne0 = 109 cm−3 and nn0 = 0 cm−3). In these simulations, pho-
todetachment was not taken into account and this process would probably also
help the propagation of discharges. Finally, we conclude that when photoion-
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ization is taken into account for a level of seed charges of about 109cm−3, the
dynamics and the characteristics of the discharge are only weakly dependent on
the nature of negative charges (either ions or electrons). We have also shown
that using directly a preionization with electrons and positive ions at a density
of 109cm−3 without photoionization is a good compromise between complexity
and accuracy to study the discharge characteristics at 300 K.

3.3.2 At Tg=1000 K

As explained in Section 3.1, at 1000 K, a significant amount of electrons remains
at the end of the interpulse and the role of negative ions on the next discharge
dynamics is much less important at 1000 K than at 300 K. We have shown that
simulations carried out in Section 2.1 with a 109 cm−3 preionization of positive
ions and electrons are representative of repetitive discharges in the frequency
range 1-10 kHz. However, in the frequency range 10-100 kHz, we have shown
that the electron density may be as high as 4× 1011 cm−3 and it is important
to study how such a high electron density preionization impacts the discharge
dynamics. For preionization levels higher than 109 cm−3, we have checked that
photoionization has no influence on the results and then photoionization has
been neglected in this section.

In this section, we suggest to vary the preionization level of the reference dis-
charge case at 1000 K of Chapter2 Section 2.1 (5 kV applied voltage, 2 ns
rise-time and Rp = 50µm). Figure 3.7 (a) shows the position of the positive
streamer for three different preionization levels of positive ions and electrons.
The blue dotted line is the reference discharge case of Chapter 2 (Figure (2.1))
with a preionization of electrons and positive ions (ne0 = np0 = 109 cm−3) and
no negative ions (nn0 = 0 cm−3). When the preionization is increased from 109

to 1010 cm−3, we observe that the change of velocity of the positive discharge
front before and after the connection with the negative discharge is smoother.
With a preionization of 1011 cm−3, the velocity of the positive discharge remains
almost constant during all the propagation and is no longer affected by the im-
pact with the negative discharge. This is due to the fact that the preionization
level in this case is almost equal to the electron density inside the channel of
the negative discharge. Figure 3.7 (b) shows that the increase of the preion-
ization level decreases the maximum electric-field in the streamer head, which
corresponds to an easier propagation of the discharge. Non-intuitively, this
lower maximum electric-field when the pre-ionization is higher also decreases
the electron density in the plasma channel (not shown here) behind the positive
streamer head. We have then calculated the energy of the discharge for differ-
ent preionization levels. Figure 3.8 shows the spatial distribution of the energy
density eJ(t) in the whole computational domain for ne0 = np0 = 109 cm−3,
nn0 = 0 cm−3 (a) and ne0 = np0 = 1011 cm−3, nn0 = 0 cm−3 (b). The time
is shown is t = 30 ns, which corresponds to the end of the simulation of the
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reference discharge case of Chapter2 (case (a)) when the energy released is
maximum: The total energy integrated on the whole computational domain EJ

is 17µJ for case (a) (see figure 2.3), and 8µJ for case (b). Non-intuitively, we
observe that the discharge energy after connection is lower when the discharge
is ignited with a higher preionization level. The higher discharge energy for
case (a) is mostly due to higher current densities due to the combination of the
higher electric-field, needed for the discharge propagation in the lower preion-
ization, and the consequent higher electron density in the plasma. Figure 3.8
shows that the energy is concentrated close to the tip of electrodes for cases
(a) and (b) and in an additional spot at the middle of the gap for case (a)
resulting from the impact of the positive and the negative discharges. For the
highly preionized case (b), as the interaction between the two discharges is very
smooth, the additional spot in the middle of the gap is absent.
As a conclusion of this section, we have shown that at 1000 K, the discharge
dynamics and characteristics remain rather close whatever the preionization
level considered in the range 109-1011 cm−3. Then all the conclusions of Chap-
ter 2 on the transitions between discharge regimes are valid for discharges in
the frequency range 1-100 kHz.
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Figure 3.6: Axial position of the maximum electric-field and then of the positive
discharge front (a) and value of the maximum electric-field (b) as a function of time
for different preionization levels and with or without photoionization. All discharges
start to propagate at t = 4 ns. Tg = 300K, V = 15 kV, Rp = 300µm, Gap = 5mm
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Figure 3.7: Axial position of the maximum electric-field and then of the positive dis-
charge front (a) and value of the maximum electric-field (b) as a function of time
for different preionization levels without photoionization. Tg = 1000K, V = 5kV,
Rp = 50µm, Gap = 5mm.
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Figure 3.8: Discharge energy at t = 30 ns for two different preionization levels
ne0 = np0 = 109 cm−3, nn0 = 0 cm−3 (a) and ne0 = np0 = 1011 cm−3, nn0 = 0 cm−3

(b), without photoionization. Tg = 1000K, V = 5kV, Rp = 50µm, Gap = 5mm.
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3.4 Simulation of several consecutive voltage pulses:
formation of a stable glow regime in air at Tg=1000 K

In this section, we propose to simulate several consecutive nanosecond voltage
pulses at Tg = 1000 K and at 10 kHz to study the dynamics of discharges pulse
after pulse and the formation of a stable quasi-periodic glow regime observed
in the experiments [Pai , 2008]. We use the discharge code based on the 2D
axisymmetric fluid model described in section 1.2 during the voltage pulses
and we solve the chemistry of the charged species coupled with their diffusion
described in Section 3.2 during the inter-pulses, assuming that charged species
diffuse at the velocity of positive ions (Section 3.2.2). In this section, we con-
sider a point-to-point geometry with electrodes with a radius of curvature of
Rp = 300µm and a gap size of 2.5 mm. This small size of the gap has been
studied in experiments [Rusterholtz et al., 2012]. We have also chosen it as
it allows to reduce the size of the computational domain and then the com-
putational time to simulate several consecutive pulses. We have computed 10
voltage pulses at a frequency of 10 kHz and at a temperature of 1000 K with
an applied voltage of 5 kV. Figure 3.9 shows the shape of the applied voltage.
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Figure 3.9: Voltage pulse repeated at a frequency of 10 kHz. The pulse duration is
about 5 ns with a rise-time and a decrease-time of 2 ns and a plateau at 5 kV during
1 ns.

The pulse duration is about 5 ns with a rise-time and a decrease-time of 2 ns
and a plateau at 5 kV during 1 ns. This pulse shape has been chosen such that
the voltage starts to decrease 0.5 ns after the connection of discharges during
the 3rd voltage pulse (and all consecutive pulses as will be shown in the follow-
ing) to be in the glow regime as discussed in Section 2.1. As initial condition



✐

✐

“These_version_jury” — 2013/3/18 — 20:03 — page 63 — #75
✐

✐

✐

✐

✐

✐

Part I - Physics of nanosecond repetitively pulsed discharges in air at

atmospheric pressure
63

of the first voltage pulse, we have considered a low uniform preionization of
electrons and positive ions at 104 cm−3 in air, due to cosmic rays and ambient
radioactivity as discussed in Pancheshnyi [2005]. We have taken into account
photoionization in these simulations and we have checked that it has a signif-
icant influence for the first pulse but its influence becomes negligible for other
pulses.
Figure 3.10 shows the 2D distributions of the electron density just before
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Figure 3.10: Cross-sectional views of the electron density at the end of the first four
pulses of a NRPD in air at atmospheric pressure at 10 kHz and 1000 K. The voltage
is a 5 kV pulse of 5 ns, and the inter-electrode gap is 2.5 mm.

the decrease of the applied voltage, for the first 4 consecutive voltage pulses.
We note that the discharges are almost identical after the three first pulses
which means that a stable regime is obtained very quickly. It is a consequence
of the fact that the final preionization level obtained at the end of an inter-
pulse is almost independent of the densities of charged species obtained during
previous pulses in the range 1-100 kHz (Section 3.2.1). Consequently in our
simulation at 10 kHz, the dynamics of the discharge is only changing during
the first pulses of the NRPD and then remains always the same and we obtain
a stable glow regime as observed in the experiments [Pai , 2008]. Figure 3.10
shows that during the first pulse, there is no connection between the positive
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and the negative discharges. The connection occurs during the second pulse
because the discharge is able to ignite a little earlier thanks to the increase of
the preionization level due to the first discharge. Pulse after pulse, the preion-
ization left by the consecutive discharges diffuses and spreads radially. We
have checked that the negative discharge is barely affected by this spreading of
the preionization. To study its influence on the positive discharge, Figure 3.11
shows the radial profiles of the electron density at 0.5 mm from the tip of the
anode at the beginning of each voltage pulse for the first 8 pulses. We observe
that the preionization after the two first pulses is rather high (ne = 1010 cm−3)
and uniform over a radius of about 2 mm, much larger than the diameter of
the positive discharge ignited at the positive point. These results validate the
assumption of a uniform pre-ionization in the interelectrode gap used in Section
2.1 to study in detail the discharge dynamics during one voltage pulse.
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Figure 3.11: Evolution of the electron density in the radial direction at 0.5 mm from
the tip of the anode at the beginning of the first 8 voltage pulses of a point-to-point
nanosecond repetitively pulsed discharge at 10 kHz and 1000 K. The voltage is a 5 kV
pulse of 5 ns, and the inter-electrode gap is 2.5 mm.
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3.5 Influence of a laminar flow on the stable glow
regime at Tg = 1000 K

In the experiments, an air flow aligned with the axis of electrodes is used. In
this section, we propose to discuss the influence of a laminar flow on the NRPD
dynamics and the stable glow regime at Tg = 1000 K. When a laminar flow is
added to the NRPD discharge, different cases have to be considered. In this
work, we assume that the flow has a negligible impact on the discharge during
the voltage pulses. This assumption remains valid as long as the flow is slow
enough not to move the gas significantly during the voltage pulses: this means
that V×Tp ≪ G where Tp is the pulse duration, G the gap size and V the ve-
locity of the flow. This is verified in almost all experimental conditions studied
in the literature with nanosecond voltage pulses, and in our case it is valid up
to very high velocities (up to 10 km s−1) which are beyond the scope of this
study. Assuming that the flow has only an influence during interpulses, three
cases have to be considered.
First, the case for which the product of the velocity of the flow (V) and the
interpulse duration Ti is small compared to the gap size (G) : V×Ti ≪G. In
this case, the influence of the flow can be considered as negligible and the mul-
tipulse discharge is exactly the same with and without the flow.
The second case is V×Ti ≫G. In this case, the flow blows all the seed charges
left by previous discharges, then pulses are really independent and each pulse
is identical to the first one.
The last case of interest is intermediate, with V×Ti ≃G. The flow is then able
to change the distribution of the seed charges in the gap from one pulse to
another. In this section, we propose to study this particular case.
We have considered the same point-to-point geometry as in previous section:
electrodes with a radius of curvature of Rp = 300µm and a gap size of 2.5 mm.
We study the discharge at 1000 K and we use the same voltage shape given on
Figure 3.9 with a maximum voltage of 4.5 kV. This value is chosen to be slightly
less than in the previous section (5 kV). As already mentioned in Chapter 2,
the discharge dynamics and structure are very sensitive to the applied voltage.
Figure 3.12 shows that with a maximum voltage of 4.5 kV and the quite large
radius of electrodes, only the negative discharge is able to ignite at the cathode
and to propagate during the first voltage pulse. At t = 3 ns, we observe that
ionization takes place close to the tip of the anode and a space charge starts
to form but no positive discharge is really ignited in those conditions. The
discharge regime is then a corona discharge with very small light emission close
to electrode tips due to the absence of positive streamer. In these conditions,
the amount of electrons produced between the head of the negative discharge
and the anode tip is too small to significantly preionize the interelectrode gap.
As a consequence, at a repetition frequency of 10 kHz we have simulated 12
consecutive voltage pulses and we have checked that this discharge remains in
the corona regime pulse after pulse and that the positive discharge never ignites.
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Figure 3.12: Electron density evolution during the first pulse of a multipulse discharge
at 10 kHz, 1000 K, with an applied voltage of 4.5 kV (same voltage shape as on Figure
3.9) and a 2.5 mm gap. The cathode is on left and the anode on the right. This
discharge is in the corona regime with only a negative discharge. The positive discharge
is not able to ignite due to the too low applied voltage. In the absence of an external
flow, all following discharges are similar to the first discharge.

Figure 3.13 shows the evolution of the electron density during the first interpulse
of 100 µs (f = 10 kHz) in presence of a laminar flow at 10 m s−1 aligned with
the axis of electrodes and flowing from the cathode to the anode. The flow is
assumed here to act as a simple convection from left to right and we do not
take into account the complex flow structure that could exist with stagnation
points and boundary layers close to electrodes, and potentially also turbulences
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at higher flow velocities. During the interpulse, we observe that the electron
cloud resulting from the negative discharge is convected over one third of the
gap (V·Ti = 0.3G) and spreads radially due to ambipolar diffusion. Then
at t =100 µs, this electron cloud provides a high preionization of electrons of
1010 cm−3 all around the anode, able to promote the ignition of the positive
discharge during the next voltage pulse.
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Figure 3.13: Evolution of the electron density during the first interpulse of the mul-
tipulse discharge defined in Figure 3.12 in presence of an external flow at 10 m s−1

flowing from the cathode (left electrode) to the anode (right electrode).

Figure 3.14 shows the ignition and the propagation of the discharge during
the second voltage pulse. This time, thanks to the redistribution of the pre-
ionization by the external flow, the positive discharge is able to ignite and
propagate at t = 3 ns. Then, at t = 5 ns, the positive and the negative
discharges impact each other and the discharge transits into the glow regime.
We have checked that consecutive pulses are in the stable glow regime at 1000
K. Then the flow is able to induce transitions between discharge regimes as
observed in experiments [Rusterholtz , 2012].
We have carried out different discharge simulations with an external flow. We
have noted that in simulations, the corona-to-glow transition induced by a flow
occurs only in a very narrow set of parameters with both low voltages, and flow
velocities such that V×Ti ≃G. As already mentioned, some other parameters
as the applied voltage, have a much more significant influence on the discharge
ignition and propagation than the preionization level. For example, with an
applied voltage of 4 kV instead of 4.5 kV, the discharge remains in the corona
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regime during all the pulses (we simulated more than 10 voltage pulses) even if
a flow is added. With a voltage of 5 kV, results remain the same as in Section
3.4 even with a 10 m s−1 flow from the cathode to the anode. However, if the
direction of the flow is reversed (from the anode to the cathode), the positive
discharge is never able to ignite and the corona to glow transition observed in
Section 3.4 is in this case prevented.
In experiments, the effect of the flow on the corona-to-glow transition seems to
be more significant than in the simulations. We would like to point out that
the work presented in this section is only a first step to study the influence of
a flow on the discharge dynamics and further studies are required.
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Figure 3.14: Evolution of the electron density during the second pulse of the mul-
tipulse discharge defined in Figure 3.12 in presence of an external flow at 10 m s−1

flowing from the cathode (left electrode) to the anode (right electrode). Thanks to seed
electrons convected by the flow close to the anode, the positive discharge ignites and
propagates. The connection occurs at t = 5.5 ns and the discharge transits into the
glow regime.

3.6 Conclusion

In this chapter, we have first studied the chemistry and diffusion of charged
species during interpulses of nanosecond repetitively pulsed discharges. We
have shown that in the frequency range 10-100 kHz, at 300 and 1000 K the
highest preionization level at the end of an interpulse is between 1010 and
4×1011 cm−3. The preionization level of 109 cm−3 taken into account in Chap-
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ter 2 corresponds to repetition frequencies in the range 1-10 kHz. We have
shown that at 300 and 1000 K for repetitive discharges with frequencies in the
range 1-100 kHz, the final value of seed charges at the end of the interpulse
is independent on charged species densities at the end of the previous voltage
pulse. At 300 K, we have shown that the preionization left by previous dis-
charges consists in positive and negative ions. These negative ions may be a
significant source of seed electrons for the discharge of the next voltage pulse
if the detachment process is efficient enough. We have studied the dynamics
of a discharge ignited in air at 300 K with a preionization consisting of posi-
tive and negative ions, with and without photoionization. We have shown that
when photoionization is taken into account for a level of seed charges of about
109 cm−3, the dynamics and the characteristics of the discharge are only weakly
dependent on the nature of negative charges (either ions or electrons). We have
also shown that using directly a preionization with electrons and positive ions
at a density of 109 cm−3 without photoionization is a good compromise between
complexity and accuracy to study the discharge characteristics at 300 K.
At 1000 K, a significant amount of electrons remains at the end of the inter-
pulse and the role of negative ions on the next discharge dynamics is much less
important at 1000 K than at 300 K. However, in the frequency range 10-100
kHz, we have shown that the electron density may be as high as 4× 1011 cm−3

and then we have studied how such a high electron density preionization im-
pacts the discharge dynamics. At 1000 K, we have shown that the discharge
dynamics and characteristics remain rather close whatever the preionization
level considered in the range 109-1011 cm−3. Then all the conclusions of Chap-
ter 2 on the transitions between discharge regimes are valid for discharges in
the frequency range 1-100 kHz.
For the diffusion of charged species during the interpulse, the assumption that
all charged species diffuse at the velocity of positive ions is a good compromise
between accuracy and complexity for the simulation of the air plasma in inter-
pulses of nanosecond repetitively pulsed discharges in air at 300 and 1000 K.
Then we have simulated several consecutive nanosecond voltage pulses at Tg =
1000 K and at a frequency of 10 kHz. We have observed that in a few voltage
pulses, the discharge reaches a ’stable’ glow regime also observed in the exper-
iments [Pai , 2008]. The shape of the voltage pulse has been chosen such that
the voltage starts to decrease 0.5 ns after the connection of discharges to be
in the glow regime as discussed in Chapter 2. We have also observed that the
preionization is after the two first pulses rather high (ne = 1010 cm−3) and uni-
form over a radius of about 2 mm, much larger than the diameter of the positive
discharge ignited at the positive point. These results validate the assumption of
a uniform pre-ionization of the interelectrode gap used in Chapter 2 to study in
detail the discharge dynamics during one voltage pulse. Finally, we have taken
into account the convection of charged species during the interpulse due to an
external air flow. We have shown that the flow may reduce or increase the igni-
tion time of the positive discharge by enhancing or removing the preionization
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around the anode. We have found that the external air flow may promote the
corona-to-glow transition in a very narrow range of parameters.
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Chapter 4

Simulation of the spark regime

with fast gas heating and

compressible flow dynamics

4.1 Introduction

In Chapter 3, we have studied the glow regime of nanosecond repetitively pulsed
discharges in air. In this chapter, we propose to study the nanosecond spark
regime. As shown in the experiments [Xu et al., 2012], the nanosecond spark
discharge may significantly heat the ambient air on short timescales and induce
shockwave propagation. In this chapter we will discuss several models for the
fast-heating of air by the nanosecond spark and we will study the formation
and propagation of shockwaves induced by the discharge. The numerical results
obtained will be compared to experiments.

4.2 Simulation of the nanosecond spark regime

4.2.1 Numerical model of the nanosecond spark

In Chapter 2, we have shown that during the glow to spark transition, the
electric field in the gap becomes rather uniform. If the average value of the
Laplacian electric field (i.e. the applied voltage divided by the gap length)
is higher than the breakdown field at the considered temperature, we have
over-voltage condition. In this case, the electron density increases during the
spark phase while the electric field remains constant. This results in a very
fast increase of the conductive current and the energy released in the discharge.
As the electron density increases, the dielectric relaxation time of the plasma
defined in Section 1.2 decreases (see Equation (1.5)). In the spark regime, we
have noted that the Maxwell time becomes rapidly of the order of 10−16 s,
i.e. much less than the other time scales of relevance for the selection of the
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simulation time step. With so small time steps, it is very time consuming to
simulate the spark phase of a nanosecond pulsed discharge with the fluid model
and the explicit numerical method described in Section 1.3. This difficulty
could be considered as non-intuitive as in comparison to the streamer phase, in
the spark phase the electric field remains rather constant and the chemistry of
charged species is much slower. However, the timestep limitation is due to thin
regions with space charges close to electrodes and on the wings of the discharge
filament.
In the literature, most of the studies on nanosecond spark discharges have been
done in 0D or 1D. In these studies, it is assumed that the electric field is
uniform over the cross-section of the discharge and is constant or derived from
an experimental current distribution as in Popov [2011b] and Naidis [2008].
In this work, in order to simulate the nanosecond spark discharge in 2D, we
have used a simple approach, which we propose to validate a posteriori, based
on the comparison of simulation results with experiments. We have assumed
that after the connection, the discharge structure remains the same, then the
electric field in the spark phase is varying proportionally to the applied voltage:

|~E| = AV(t) (4.1)

Where V(t) is the applied voltage, and A is a constant. Combining Equation
(4.1) to the Maxwell-Gauss equation, one finds that the space charge density ρ
during the spark phase has to evolve proportionally to the applied voltage:

ρ = AV(t) (4.2)

This forced evolution of the space charge density can be obtained by adding
a source term for charged species in each cell of the computational domain.
In a first approximation, it is reasonable to assume that only electrons have
a sufficiently high mobility to ensure the fast variation of the space charge
proportionally to the applied voltage. The added source term is then an electron
source term. According to the conservation equation of current, this source term
can be seen as the divergence of the conductive current:

∂tρ+ ~∇ · ~jc = 0 (4.3)

More details about the model are given in appendix A.4. This simple approach
is non conservative due to the additional electron source term. However, the
lack or excess of electrons in the regions with space charges during the spark
regime is relatively small compared to the total electron density which increases
by orders of magnitude during the spark phase. Then, as a first step, we
propose to add an electron source term to modify the space charges when
the voltage varies without solving consistently all the charged species fluxes
according to equation4.3. Furthermore, as nanosecond spark discharges last
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only a few nanoseconds, we have neglected diffusion processes and thermal
conduction in the gas and in metallic electrodes.
As the current increases significantly in the spark phase, the magnetic field
could play a role on the transport of charged species and on the discharge
structure. We have then estimated the maximum value of the magnetic field
during the spark discharge assuming that the discharge is equivalent to a plasma
channel of constant radius R, of length equal to the gap size G, and with a total
conductive current I (see Appendix A.1):

Bmax =
µ0IG

4πR
√

(G
2 )

2 +R2
(4.4)

For a typical conductive current I = 40 A, a radius of curvature R = 500µm,
and a gap size G = 2.5 mm, the maximum magnetic field is about 0.01 T. The
Lorentz force Fe on electrons resulting from the electric and the magnetic fields
is given by:

~Fe = qe( ~E + ~ve × ~B) (4.5)

In the spark regime, we have ve ≃ 7 × 106 V cm−1, and a magnetic field of
≃ 0.01 T, the induced electric field |~ve × ~B| is then ≃ 700 V cm−1 which
is relatively small compared to the electric field in the discharge (≃ 20 kV
cm−1). The Hall parameter of the discharge gives an estimation of the angle of
deflection of electrons θ due to the presence of the magnetic field:

qeB

meν
= tan(θ) (4.6)

For ν = 1013 s−1, and a magnetic field of 0.01T, the Hall parameter is very small
and θ ≃ 0.01 ◦. In this case, the magnetic effects have a negligible influence on
the electron trajectories and the discharge structure. We have checked that this
assumption is valid for currents up to 100 A and the same discharge radius.

4.2.2 Reference test-case of a nanosecond spark discharge at

1000 K

As a reference test-case of a nanosecond spark discharge, in this section and
in Sections 4.3, 4.5 and 4.6, we consider a point-to-point discharge in air at
1000 K with a gap size of 2.5 mm, an applied voltage of 5100 V and electrodes
with a radius of curvature of 300 µm. This test-case is very close to the spark
multi-pulse discharge obtained experimentally in Rusterholtz et al. [2012] with
a maximum conductive current of 40 A (Figure 4.1). As explained in Section
1.7, during the voltage pulse, we compute the 2D distribution of the discharge
energy as a function of time eJ(t). Figure 4.2 shows the distributions of the
absolute value of the electric field, the electron density and the discharge energy
at t = 0, 2, 4, 6, 8 and 10 ns. We note that the discharge energy density increases



✐

✐

“These_version_jury” — 2013/3/18 — 20:03 — page 76 — #88
✐

✐

✐

✐

✐

✐

76 Chapter 4 - Simulation of the spark regime with fast gas heating and

compressible flow dynamics

significantly after the connection for t>4 ns. In particular, we observe two peaks
close to both point electrodes. In fact, as the discharge radius is smaller close
to the point than in the middle of the gap, the conductive current is higher in
these regions, due to the continuity of the current.

 0

 1000

 2000

 3000

 4000

 5000

 6000

 0  2  4  6  8  10
 0

 5

 10

 15

 20

 25

 30

 35

 40

 45

A
p
p
l
i
e
d
 
v
o
l
t
a
g
e
 
[
V
]

c
u
r
r
e
n
t
 
[
A
]

time [ns]

current
voltage

Figure 4.1: Reference test-case of a nanosecond spark discharge in air at 1000K for
an applied voltage of 5100 V and a maximum conductive current of 40 A. The pulse
duration is 10 ns with a rise and a decrease time of 2 ns. The connection time between
positive and negative discharges is 4.5 ns. The spark phase duration is around 3 ns.
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-

t=6 ns
-

t=8 ns
-

t=10 ns

Figure 4.2: Cross-sectional views of the magnitude of the electric field, electron den-
sity, discharge energy density and neutral gas temperature for the reference nanosecond
spark of Figure 4.1. The neutral gas temperature is obtained assuming an instanta-
neous gas-heating with ηR = 30% (see Section 4.3.3).
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4.3 Coupling of nanosecond repetitively pulsed dis-
charges with a gas flow

4.3.1 Introduction

Different experimental studies have shown that nanosecond repetitively pulsed
discharges have a significant influence on flows even at supersonic velocities
[Nishihara et al., 2011; Ivanov et al., 2009]. NRPD are then very promis-
ing for flow control applications. Recently, Xu et al. [2012] have shown using
fast Schlieren imaging that the spark regime of nanosecond repetitively pulsed
discharges produce shockwaves in a wide range of air temperature conditions
(between 300 K and 1000 K) at atmospheric pressure.
The influence of a plasma discharge on a flow is due to two processes: the first
one is the momentum transfer from accelerated charged species to the neutral
gas, generating the EHD (Electro Hydro Dynamic) and MHD (Magneto Hydro
Dynamic) forces. The second one is the heating of the neutral gas and its ther-
mal expansion. EHD forces are very important for DBD actuators [Starikovskii
et al., 2009; Boeuf et al., 2007], and MHD forces are promising for supersonic
flight applications [Nishihara et al., 2005; Adamovich et al., 2008]. However,
these two effects are negligible in the case of nanosecond pulsed discharges.
Indeed, using NRPD, no ionic wind has been measured experimentally and the
shockwaves propagating in all directions are hardly compatible with a direc-
tional force as the EHD force. We have estimated the maximum velocity due
to momentum transfer from positive ions to the neutral gas during a positively
pulsed nanosecond discharge as in Boeuf et al. [2007]. First, the force applied
by positive ions on the neutral gas through collisions is fp→g = ρpVpνp→g where
indexes p and g refer to the positive ions and to the neutral gas. ρi and Vi are
respectively the mass density and the velocity of specie i and νp→g is the col-
lision frequency between positive ions and neutral molecules. To estimate the
maximum velocity that positive ions provide to the neutral gas during a posi-
tively pulsed nanosecond discharge, we have simplified the momentum equation
to:

ρg∂tVg = fp→g (4.7)

For a pulse duration of Tpulse, we have a maximum velocity of:

Vg(Tpulse) ≃ Tpulse
fp→g

ρg
(4.8)

For a rather intense nanosecond spark discharge, we have νp→g = 1013s−1, a
positive ion density of 1015 cm−3 and a neutral gas density of the order of 1019

cm−3. With an ion velocity Vp = 1000 km s−1, and a pulse duration of 10 ns,
Equation (4.8) gives a maximum velocity of the neutral gas of 10−5 m s−1,
which is negligible.
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As shown in several numerical simulations [Bityurin et al., 2008] and experi-
ments [Starikovskii et al., 2009], the main mechanism by which NRP discharges
influence a flow is through the fast heating of the neutral gas. Indeed, during
a nanosecond discharge, a significant part of the discharge energy is used to
produce vibrationally excited molecules and electronically excited atoms and
molecules. If the relaxation of these internal energy modes is fast enough, the
translational temperature of the gas increases rapidly in the discharge channel
and shockwaves are generated. Different experimental and theoretical works
on the evolution of the gas temperature just after the voltage pulse of a NRP
discharge in air at atmospheric pressure have shown that the heating rate may
be very high, of the order of 1010 K s−1 [Rusterholtz et al., 2012]. Then the fast
heating is the best scenario to explain the formation of shockwaves observed in
experiments on NRPD [Xu et al., 2011].

4.3.2 Constant gas density approximation

To study the coupling of fast heating nanosecond repetitively pulsed discharges
with ambient air, we have to question the necessity to solve flow equations
(Navier-Stokes or Euler equations) during the voltage pulse. If the temperature
increase during the voltage pulse is very small (< 10 ◦), the neutral gas density
remains constant and then, there is no need to solve flow equations during the
voltage pulse. If the temperature increase during the voltage pulse is more
significant, the gas density may vary during the pulse and then change the
reduced electric field. In this case, the gas heating has a significant influence
on the discharge dynamics. We have then compared the duration of the pulse
Tpulse with the characteristic time for the change of neutral gas density due
to heating, defined as Rs/cmax where Rs is the typical radius of the discharge,
and cmax is the maximum of the sound velocity in the path of the discharge.
The increase of the neutral gas temperature leads to an increase of the speed
of sound: cmax ∝

√
Tmax. Then, the time necessary for acoustic waves to

propagate inside the heated region is a good approximation for the time-scale
of the neutral gas density variation. It is interesting to note that if

Tpulse ≪
Rs

cmax
(4.9)

neutral species are immobile during the voltage pulse. Then even if the tem-
perature increases during the voltage pulse, the neutral gas density remains
the same [Naidis , 2008]. In this case, the temperature increase has an influence
on chemical rates and transport parameters, but its impact on the discharge
dynamics is small. It is important to note that the condition given by Equa-
tion (4.9) is rather strict as the temperature field generated by the discharge
is highly non-uniform. For an intense spark discharge condition with a tem-
perature increase up to 3000K and a discharge diameter of 500µm, we have
checked that the condition given by Equation (4.9) is valid for Tpulse ≪500 ns.
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As in our case, the durations of voltage pulses are in the range of 5 to 10 ns,
the condition given by Equation (4.9) is valid. Then in our conditions, there is
no need to solve the flow equations during the voltage pulse and we have used
the approximation of a constant neutral gas density during the voltage pulse.

4.3.3 First simplified model for fast gas heating : instantaneous

heating and its coupling with the flow

In the literature, these last years, several works [Popov , 2011a; Mintoussov
et al., 2011; Rusterholtz et al., 2012; Aleksandrov , 2010], have been devoted
to the study of the fast relaxation of the energy stored in internal modes of
molecules and atoms in air and the subsequent increase of the translational
temperature of the neutral gas. However, there are still some uncertainties
on the chemical processes involved and the reaction rate coefficients of some
reactions involving excited states. Therefore as a first step, we have assumed
in this section that a fraction ηR of the discharge energy instantaneously heats
the neutral gas. In Section 4.5.2 a parametric study will be carried out on the
influence of the value of ηR on the results. Then, in Section 4.5.3, the heating
of the neutral gas by the discharge will be considered to occur at a finite rate.
Finally in Section 4.6, the energy stored in the different internal modes will be
studied and a chemical model based on the two-step mechanism initially pro-
posed by Popov [2011b] will be used to model more accurately the dynamics
of fast heating in nanosecond pulsed discharges and its coupling with an air flow.

First, if the gas heating is considered as infinitely fast, at each point of the
computational domain during the integration timestep dt, the discharge en-
ergy density eJ(t) during the voltage pulse is converted instantaneously into an
increase of the translational temperature of the neutral gas Tg by:

∫ t

t−dt
Cv(t)dTg(t) =

ηR

ρ0
(eJ(t)− eJ(t− dt)) (4.10)

Where Cv is the specific thermal capacity at constant volume (J kg−1 K−1)
and ρ0 the density of the neutral gas which is assumed to be constant during
the discharge. Equation (4.10) is solved assuming that Cv is constant during
an integration timestep dt and using a predictor-corrector method:

dTg(t) =
ηR

ρ0Ccorrected
v

(eJ(t)− eJ(t− dt)) (4.11)

In the following of this chapter, we will discuss the influence of the value of ηR on
the results. As a reference, we have used the value of ηR = 30% which seems to
be a reasonable value for the discharge condition we study, based on the works
of Aleksandrov [2010]. Then, Figure 4.2 shows for the reference nanosecond
spark of Section 4.2.2 and ηR = 30%, the temperature distribution during the
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pulse, assuming a instantaneous gas heating. We note that the temperature
increases after the connection of the discharge, close to point electrodes where
the discharge energy is the highest. At the end of the pulse at t = Tpulse = 10
ns, we observe a heated channel. In this work, the temperature Tg(t = Tpulse)
obtained at the end of the voltage pulse will be used as a source term for the gas-
dynamic Euler equations. This initial temperature distribution will generate
pressure gradient source terms for the momentum conservation equations of the
Euler equations given by:



















∂tρ+ ~∇ · (ρ~V ) = 0

∂t(ρVx) + ~∇ · (ρVx
~V ) = −∂xp

∂t(ρVr) + ~∇ · (ρVr
~V ) = −∂rp

∂t(ρe) + ~∇ · (ρh~V ) = 0

(4.12)

with : e =
1

2
V 2 + u u = CvT =

RT

(γ − 1)
h = u+

p

ρ

where ρ is the density of the neutral gas, Vx and Vr are respectively the axial
and the radial components of the fluid velocity ~V , e is the energy density of the
neutral gas, sum of the specific kinetic energy and the specific internal energy
u (J cm−3). The system given by Equations (4.12) is closed by the ideal gas
state equation:

p = ρRsT = ρu(γ − 1) (4.13)

where Rs is the specific constant and γ is the isentropic coefficient of the neutral
gas, assumed to be constant. The system given by Equations (4.12) can be also
written as:

∂tU+ ∂x (Fx(U)) +
1

r
∂r (rFr(U)) = −∂xPx − ∂rPr (4.14)

with:

U =









ρ
ρVx

ρVr

ρe









Px =









0
p
0
0









Pr =









0
0
p
0









Fx(U) =









ρVx

ρV 2
x

ρVrVx

(ρe+ p)Vx









Fr(U) =









ρVr

ρVxVr

ρV 2
r

(ρe+ p)Vr
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In the following Section 4.4, we present and validate the numerical model used
to solve Euler equations in this work. In Section 4.5 and following sections,
we present the results of the simulation of the fast heating of the flow by the
discharge.

4.4 Numerical models for Euler equations

4.4.1 Dimensional Splitting

As explained in the previous section, the instantaneous heating of a nanosec-
ond pulsed discharge can be modeled as an initial temperature field applied
instantaneously to the neutral gas (assuming a constant mass density). Then,
according to Equation (4.13), the pressure increases proportionally to the tem-
perature in the heated region. This approximation of an instantaneous heating
will be discussed in the following sections and is equivalent to an explosion
problem with a fast relaxation of a high pressure, high temperature heated
region. As experimental Schlieren images show clearly that there are no signifi-
cant turbulences and 3D effects during the neutral gas expansion, we have used
a 2D axisymmetric model. Therefore, we have assumed that the 2D tempera-
ture field is an output from the discharge code and an input of 2D axisymmetric
Euler equations (Equations (4.14)). To solve 2D Euler equations, a dimensional
splitting in axial and radial directions is carried out. For the axial direction the
1D Euler equations can be written in the form:

∂tU+ ∂x (Fx(U)) = −∂xPx (4.15)

This equation can be rewritten as:

∂tU+ ∂x (Fx(U) +Px) = 0 (4.16)

with no more source term in the right side of the equation. In this case, the
finite difference or finite volume discretizations of Equation (4.16) are rigorously
equivalent:

U
t+∆t
i −U

t
i

∆t
+
(Fx(U) +Px)

t
i+ 1

2

− (Fx(U) +Px)
t
i− 1

2

∆x
= 0 (4.17)

The fluxes Fx(U) + Px at cell interfaces i − 1
2 and i + 1

2 are the solutions
of a Riemann problem: a discontinuity of primitive variables between the two
adjacent cells. The fluxes can then be computed with any four component 1D
Riemann solver.
In the radial direction, the 1D Euler equations are given by:

∂tU+
1

r
∂r (rFr(U)) = −∂rPr (4.18)
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Similarly to the axial direction, this equation can be rewritten as:

∂tU+ ∂r (Fr(U) +Pr) =
−Fr(U)

r
(4.19)

The left side of Equation (4.19) is the same as for the axial direction and then
all the numerical methods available for the 1D axial problem can be used. How-
ever, in the radial direction, there is a geometric source term in the right side of
Equation (4.19). As mentioned by Li [2003] there is a severe drawback to solve
Equation (4.19) as the original multidimensional conservation law is not pre-
served, i.e., the numerical schemes may not be conservative in multidimensional
sense. Therefore, Equation (4.18) can be rewritten as:

∂tU+
1

r
∂r (r(Fr(U) +Pr)) =

Pr

r
(4.20)

This second approach is conservative with a finite volume discretization ap-
proach. The finite volume discretization is obtained by integrating Equation
(4.20) over the volume V of a cell and by applying the Ostrogradsky’s theorem:

1

V

∫∫∫

V
∂tUdV +

1

V

∫∫

S
(Fr(U) +Pr) dS =

1

V

∫∫∫

V

Pr

r
dV (4.21)

Assuming that the pressure is uniform inside the volume of the cell we can
compute the source term as:

U
t+∆t
j −U

t
j

∆t
+
[(Fr(U) +Pr)

t S]j+ 1
2
− [(Fr(U) +Pr)

t S]j− 1
2

V
=

Pr

t

rj
(4.22)

where U is the space averaged value of U on the volume of the cell.

4.4.2 Validation test cases

4.4.2.1 The Sod shock-tube problem

The Sod shock-tube problem is a particular 1D Riemann problem widely used to
test compressible fluid-dynamics codes. As for any Riemann problem, the space
in the axial direction (x axis) is split into two different regions with different
physical quantities separated by a discontinuity in x = 0. The Sod conditions
are characterized by a high pressure, high density gas on the left region x < 0
and a right region (x > 0) with a 10 times smaller pressure and a 8 times smaller
density. The Sod shock tube problem is rather stiff due to this discontinuity
and is very useful to test the stability and the accuracy of a compressible
fluid-dynamics code since the exact solution of the Riemann problem can be
computed [Toro, 2009; Munafo, 2011]. Figure 4.3 shows the time evolution of
the primitive variables of a Sod shock-tube problem. It compares the exact
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solution with the numerical solution computed with the approximate Riemann
solver HLLC [Toro, 2009] on a 1.6 cm domain with 500 cells (∆x = 3.2µm).
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Figure 4.3: Simulation of a 1D Sod shock tube problem in air with a HLLC Riemann
solver on 500 cells and a second order Runge-Kutta time integration: Comparison of
the 1D profiles of density (orange line), temperature (blue line), pressure (red line)
and velocity (green line) with the exact solution (dotted black line) at t=0, 4, 8 and
12µs.

The accuracy of the solution can be significantly improved using reconstruction
methods on conservative variables. The reconstructed values at cell interfaces
define new Riemann problems which can be solved with any Riemann solver.
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WENO and ENO reconstruction methods are non-oscillatory schemes that can
achieve high order accuracy. In this case the choice of the Riemann solver to
compute the fluxes at cell interfaces has a small influence on the results and
a very simple and inexpensive Lax-Friedrichs method gives satisfactory results
[Shu, 1997]. Unfortunately ENO and WENO reconstruction methods can not
be applied easily for the radial direction [Li , 2003]. For this reason a much
simpler MUSCL reconstruction has been applied to conservative variables U in
order to build at each cell interface the left and right reconstructed values U

L

and U
R:










U
L
i+ 1

2

= Ui +
1− φ

4
(Ui −Ui−1) +

1 + φ

4
(Ui+1 −Ui)

U
R
i+ 1

2

= Ui+1 −
1 + φ

4
(Ui+1 −Ui)−

1− φ

4
(Ui+2 −Ui+1)

(4.23)

where φ is a free parameter between −1 (decentered evaluation) and 1 (centered
evaluation). In the following, we will consider that φ = 1/3 which corresponds
to a third order MUSCL reconstruction. MUSCL schemes are not TVD (Total
Variation Diminishing) and a slope limiter has to be used to prevent oscillations
in regions with steep gradients. Figure 4.4 shows the same Sod shock-tube
problem as Figure 4.3 but with a third order MUSCL reconstruction, a Lax-
Friedrichs Riemann solver and a Minmod slope limiter. It has been checked
that the choice of the Riemann solver has a negligible influence on the results.
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Figure 4.4: Simulation of a 1D Sod shock tube problem in air with a Lax-Friedrichs
Riemann solver on 500 cells, a 3rd order MUSCL reconstruction with a Minmod slope
limiter and a second order Runge-Kutta time integration: Comparison of the 1D pro-
files of density (orange line), temperature (blue line), pressure (red line) and velocity
(green line) with the exact solution (dotted black line) at t=0, 4, 8 and 12µs.

4.4.2.2 The Sedov explosion

The Sod shock-tube problem is a pure 1D problem and a different test-case
has to be studied in order to validate the Euler code in the radial direction.
The Sedov explosion problem provides very stiff test-cases for 1D, 2D and even
3D compressible codes [Kamm, 2000]. The Sedov explosion deals with the fast
relaxation of an initial amount of energy E0 deposited in an infinitely small
volume in a steady ideal fluid with an initial density of the form ρ = ρ0r

w
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where ρ0 and w are constant and r is the radial position. The interest of this
test-case is that the amplitude and the position R of the generated shockwave
as a function of time follow analytic similarity relations. For example, the
position R of the shockwave as a function of time is given by:

R = λ(
E0t

2

ρ0α
)

1
(j+2−w) (4.24)

where j is the dimensionality index: j = 1 corresponds to the planar geometry,
the initial energy E0 is then deposited on a plane at r = 0. j = 2 corresponds
to the cylindrical geometry, with an initial energy deposited on a wire at r = 0.
j = 3 corresponds to the spherical geometry, which is the closest to a realistic
explosion, with E0 deposited on a single point at r = 0. In the following,
we will focus on the "Standard Sedov problem": a uniform initial background
density (w = 0). The analytical solution of the Sedov problem at a given time
is difficult to obtain and it requires to evaluate numerically several integrals.
A numerical algorithm has been developed in Kamm [2000]. These authors
have computed the solution at t=1 s for ρ0 = 1 g cm−3 and E0 = 0.0673185,
0.311357, and 0.851072 ergs respectively for planar, cylindrical and spherical
geometries. Figure 4.5 shows that strong shockwaves propagate from the origin
with very large density gradients in their front followed by a very low density
region.
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Figure 4.5: Solution of the standard Sedov explosion problem at t=1 s: the back-
ground density is 1 g cm−3 with an initial energy E0 = 0.0673185, 0.311357, and
0.851072 ergs respectively for the planar (dotted lines), cylindrical (dashed lines) and
spherical geometry (solid lines)

However, this test case is rather academic since it requires a singular initial
energy distribution, and a background fluid without any initial pressure and a
rather high density. Then, in order to validate the Euler code, a more physical
situation has to be considered. The analytical solution of the Sedov problem
is valid only under the hypothesis of an infinitely strong shockwave: if the
pressure inside the shockwave is much higher (ratio of 105) than the one of the
steady fluid. If the background fluid pressure is zero this assumption is correct
at any time. If the background fluid has some static pressure, the hypothesis
is valid if the explosion is strong enough. Moreover, for the cylindrical and
the spherical geometries the amplitude of the shockwave is decreasing as it
propagates. Then the hypothesis of an infinitely strong shockwave is valid only
during a short time. To verify this hypothesis in a cylindrical test-case, a very
strong explosion is considered in a low density air of 0.1 kg m−3 with a constant
polytropic coefficient γ = 1.4, and a background specific energy of 1 erg g−1

which corresponds to a background pressure and temperature both very close to
zero (4 µPa and 1.39×10−7 K). The length of the domain is 0.2 m discretized
on 1000 cells of 200µm. The initial singular energy is set to E0 = 104 erg.
Figure 4.6 shows the analytical solution computed at t=50 ns (dotted black
line). This solution is used as an initial condition for the 2D axisymmetric
Euler code (solid lines). As the analytical solution of the SIE (Specific Internal
Energy) is singular on the axis of symmetry, there is a significant difference
with the SIE considered in the Euler code very close to the axis. However,
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other quantities as density, velocity and pressure are not affected and we have
checked that this difference on SIE has a negligible influence on the propagation
of the shockwave. Figure 4.7 shows the evolution of the solution every 50 ns
using the diffusive Lax-Friedrichs scheme. It can be seen clearly that the error
increases with time and that the maximum amplitude of the density of the
shockwave is not solved properly with an error of 25% at t=450 ns. However,
the position of the maximum and the velocity of the front is well resolved by
the scheme. Figure 4.8 shows the same test-case using the third order MUSCL
reconstruction on the Lax-Friedrichs scheme. The error on maximum density
in the shockwave is around 10% and the position and the shape of the wave
is very well resolved without significant numerical diffusion. As a conclusion
of this section, the good agreement obtained between the analytical solution of
the Sedov test-case and our numerical model, validates the numerical resolution
we have used for Euler equations in the radial direction.
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Figure 4.6: Standard Sedov problem solution at t=50 ns for the cylindrical geometry
with E0 = 104 erg, γ = 1.4, and a low background specific energy of 1 erg g−1 (dotted
lines). The solution is used to compute the initial solution of the validation test-case
of the 2D Euler code (solid lines)
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Figure 4.7: Cylindrical test-case. Results of the Euler 2D axisymmetric code with a
Lax-Friedrichs scheme. Comparison with the analytical solution of the corresponding
Sedov problem (dotted lines).
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Figure 4.8: Cylindrical test-case. Results of the Euler 2D axisymmetric code with a
MUSCL scheme. Comparison with the analytical solution of the corresponding Sedov
problem (dotted lines).
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4.5 2D simulation of shock-waves produced by a nanosec-
ond spark discharge

4.5.1 Instantaneous heating of air at 1000K by a nanosecond

spark discharge

Following the method described in Section 4.3.3, Figure 4.9 shows the 2D tem-
perature field resulting from the reference nanosecond spark discharge in air
at 1000 K (Section 4.2.2) in assuming that ηR=30% of the discharge energy
instantaneously heats the air.
The resulting 2D temperature field at the end of the voltage pulse is an initial
condition for the Euler code. The pressure is computed using the ideal gas law
assuming a density of 0.35 kg cm−3, which is the density of air at 1000 K, and
an isentropic coefficient γ = 1.4. Figure 4.9 shows that the initial condition
then consists in an homogeneous density in the whole domain, and a channel on
the discharge path with high pressure and temperature and two hot spots close
to electrode tips. Figure 4.10 shows the time sequence every 200 ns of the gas
dynamics resulting from this infinitely fast heating up to 1.2 µs. At t =200 ns,
we note that due to the very fast heating, the density has decreased very quickly
close to the tip of the electrodes compared to the initial density (Figure 4.9).
The density drops from 0.35 kg cm−3, which is the air density at 1000 K to
a minimum of 0.1 kg cm−3. The velocity of the fluid has a cylindrical shape
all around the heated channel with a higher value close to the hot spots. For
t > 400 ns, a cylindrical shockwave characterized by jumps in pressure, density,
temperature and velocity propagates radially. These jumps are more significant
in the region close to the electrode tips due to the higher initial temperature.
However, the shockwave propagation velocity is at every point of the wave front
equal to the speed of sound in the unperturbed air at 1000 K (650 m s−1). Be-
hind the shockwave, a low density region remains with a pressure even less
than the atmospheric pressure. This depletion is due to the displacement of
air due to the velocity induced by the shockwave on the fluid. It can be in-
terpreted as the fast dilatation of the hot channel produced by the discharge.
Between t =800 ns and 1.2 µs two other shockwaves propagate from the tip of
the electrodes inside the low pressure, low density channel. These shockwaves
are reflections of the first cylindrical shockwave on the electrode tips. These
successive shockwaves will increase the density in the channel and the pressure
will finally converge to the atmospheric pressure. Figure 4.11 shows the 1D
time evolution of the air density and temperature in the radial direction in the
middle of the inter-electrode gap every 100 ns up to 900 ns. We note the fast
depletion of the air density inside the hot channel and that the shockwave forms
on the wings of the heated channel before propagating towards the surrounding
air. Due to the cylindrical symmetry, the amplitude of the shockwave decreases
as it propagates. The maximum density inside the shockwave is around 0.4 kg
cm−3 which corresponds to an increase of 15% in comparison of the density of
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the surrounding ambient air. The maximum temperature in the shockwave on
Figure 4.11 is around 1040 K and we have checked on 2D plots (Figure 4.10)
that it remains less than 1200 K. The maximum temperature jump inside the
shockwave is then about 20%, but as the shockwave propagates this temper-
ature jump becomes very small. As a consequence, the speed of sound of the
steady air is barely affected by the presence of the shockwave because sound
velocity is proportional to the square root of the air temperature. This may
be the reason why shockwaves propagate at velocities very close to the speed
of sound at 1000 K. Figure 4.11 also shows that the hot channel increases in
size as a function of time. If we define the radius of the hot channel as the
distance from the axis of symmetry at which the density is equal to the density
of the steady air (in our case 0.35 kg cm−3), our results show that this radius
increases between 300 ns and 900 ns by 65%. The expansion velocity of the
heated channel is around 660 m s−1 which is a little higher than the speed of
sound at 1000 K.
Figure 4.12 shows the 1D time evolution of the density and the temperature in
the axial direction on the symmetry axis. We note that the temperature de-
crease is more significant close to the tip of the electrodes than in the middle of
the gap: the temperature decrease during the hot channel formation is around
400 K in the middle of the gap and around 1000 K at the tip of the electrodes.
This decrease would be even faster if heat transfer to the electrodes was taken
into account, but due to the very short time-scales considered in this work, we
have neglected its influence. This faster decrease of temperature close to the
electrodes is due to the higher pressure and the faster formation of shockwaves,
able to remove a significant amount of the deposited energy. Then, the differ-
ence between the temperature at the tip of the electrodes and in the middle of
the gap decreases during the hot channel formation. As a consequence, both the
2D temperature and density fields in the fully developed hot channel are more
homogeneous than the initial discharge energy distribution. It is interesting to
note that shockwaves are able to remove a significant amount of the discharge
energy deposited in the gas: the ratio of the temperature decrease due to the
shockwave formation to the temperature increase due to the discharge energy
deposition is around 30% at the tip of the electrodes and 20% in the middle
of the gap. It means that during the permanent regime of a multi-pulse spark
discharge, thermal losses have to compensate exactly the energy deposition by
the successive discharges and the shockwave formation and propagation is a
significant dissipative process. However, other mechanisms may also play a
role on longer timescales as heat transfer to walls and thermal diffusion.
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t=0µs

Figure 4.9: Initial condition for the Euler 2D axisymmetric code: it corresponds
to the density, pressure, temperature and velocity fields at the end of the reference
nanosecond spark discharge in air at 1000 K defined in section 4.2.2
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t=200 ns

t=400 ns

t=600 ns
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t=800 ns

t=1µs

t=1.2µs

Figure 4.10: Dynamics of the shock wave in air at 1000 K produced by the reference
nanosecond spark discharge defined in section 4.2.2. Cross-sectional views of density,
pressure, temperature and velocity every 200 ns.
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Figure 4.11: Evolution of the air density and the air temperature in the radial direc-
tion in the middle of the gap every 100 ns for the same condition as Figure 4.10.
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Figure 4.12: Evolution of the air density and the air temperature in the axial direction
on the symmetry axis every 100 ns for the same condition as Figure 4.10.

In experiments carried out at EM2C laboratory on nanosecond spark dis-
charges, Xu et al. [2011] have shown that nanosecond repetitively pulsed dis-
charges can generate shockwaves by Schlieren imaging. This optical technique
is based on the deviation of the light beams emitted by a collimated source
placed behind the flow and allows to observe locations of density gradients in
the flow. In Hadjadj and Kudryavtsev [2005] different methods to generate
numerical Schlieren images, which look close to those experimentally obtained
are discussed and compared. In order to highlight the weak non-uniformities
of the flow field [Hadjadj and Kudryavtsev , 2005], we have used the non-linear
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expression proposed by Quirk [1994], based on the absolute value of the density
gradient, and we have plotted the quantity:

S(x, y) = βexp

(

−κ
|∇ρ|

|∇ρ|max

)

(4.25)

where the subscript max denotes the maximum values of the density gradient
over the whole flow field and κ and β are parameters. The parameter β de-
termines the shade of grey colour that corresponds to the zero gradient and
the parameter κ governs the amplification of small gradients. In this work, we
have used the recommended values of κ = 15 and β = 0.8 given in Hadjadj and
Kudryavtsev [2005].
Figure 4.13 shows the time sequence of the numerical Schlieren images of the
shockwave formed due to the instantaneous heating of the air at 1000 K for the
reference discharge case defined in Section 4.2.2. As expected, the most signif-
icant density gradients are observed on the wings of the hot channel. Figure
4.13 also shows more in detail the shockwave structure: as already mentioned,
a first shockwave related to the thermal expansion of the hot channel is gener-
ated and propagates with a cylindrical geometry at the speed of sound of air at
1000 K. Just after, two spherical shockwaves due to reflections on the two point
electrodes propagate in the hot channel. These two reflected shockwaves have
exactly the same radius and propagate at a velocity very close to the speed
of sound. These two spherical shockwaves impact each other at the middle of
the inter-electrode gap at t=3 µs. Then, they cross each other and go on their
propagation in the gap, removing all gradients in the axial direction in their
wakes.
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t=250 ns t=500 ns t=750 ns t=1 µs

t=1.25 µs t=1.5 µs t=1.75 µs 2.0 µs

t=2.25 µs t=2.5 µs t=2.75 µs 3.0 µs

t=3.25 µs t=3.5 µs t=3.75 µs 4.0 µs

t=4.25 µs t=4.5 µs t=4.75 µs 5.0 µs

Figure 4.13: Numerical Schlieren images of the shockwave formation due to the
instantaneous heating of air at 1000 K for the reference nanosecond spark discharge
defined in section 4.2.2. The sequence of pictures shows the formation and the time
evolution of the shockwaves every 250 ns.
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4.5.2 Influence of the amount of the instantaneously deposited

energy on the gas dynamics

In previous sections, we have assumed that ηR = 30 % of the total discharge
energy instantaneously heats the ambient air. In this section, we have varied
this value to check its influence on the gas dynamics. Figure 4.14 shows the
2D time evolutions of Schlieren images every 400 ns up to t =2 µs after the
reference nanosecond spark discharge for four different values of ηR: 15, 30,
45 and 60%. It is interesting to note that for these different values of ηR, we
observe very similar shockwave structures and a very similar dynamics of the
flow. The propagation velocity of shockwaves is almost equal in all cases as
it corresponds to the velocity of sound in the steady air at 1000 K. The only
parameter which changes is the density jump in shockwaves. As expected, as
the value of ηR increases, more energy is put into the air and the shockwaves
generate higher density, pressure, and temperature gradients. To compare more
in detail the results for the different values of ηR, Figure 4.15 shows the radial
evolutions of the density and the temperature up to 900 ns in the middle of
the inter-electrode gap for ηR = 15% and ηR = 60%. Figure 4.16 shows for the
same conditions the axial evolutions of the density and the temperature on the
symmetry axis. As expected, the temperature increase (and the corresponding
density decrease) are four times higher for ηR = 60% than for ηR = 15%. On
Figure 4.15, we also note that the shockwave generated by the low density
channel seems to propagate slightly faster at the beginning of its propagation
for ηR = 60%. On the radial profiles of the density, we observe that between
100 ns and 900 ns, the radius of the channel increases by 50% for ηR = 15%.
However, for ηR = 60%, the radius of the channel increases by a factor 2 in the
same time, meaning a much faster and more significant dilatation of the hot
channel. This dilatation of the hot channel has been observed experimentally
in Xu et al. [2012] and then seems to confirm a significant very fast heating of
the air by the nanosecond spark discharge.
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t=1.2µs

t=1.6µs

t=2.0µs

Figure 4.14: Numerical Schlieren images of the shockwave formation due to the
instantaneous heating of air at 1000 K for the reference nanosecond spark discharge
defined in section 4.2.2 for ηR = 15, 30, 45 and 60%. The sequence of pictures shows
the formation and the time evolution of the shockwaves every 400 ns.
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Figure 4.15: Evolution of the air density and the air temperature in the radial di-
rection in the middle of the gap due to the instantaneous heating of air at 1000 K for
the reference nanosecond spark discharge defined in section 4.2.2 for ηR = 15% (top
images) and ηR = 60% (bottom images).
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Figure 4.16: Evolution of the air density and the air temperature in the axial direction
on the symmetry axis due to the instantaneous heating of air at 1000 K for the reference
nanosecond spark discharge defined in section 4.2.2 for ηR = 15% (top images) and
ηR = 60% (bottom images).
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4.5.3 Influence of the fast-heating rate of the deposited energy

on the gas dynamics

In previous sections, we have assumed that the fraction ηR of the total discharge
energy instantaneously heats the ambient air. The hypothesis of an infinitely
fast heating rate is valid only if the fast-heating process occurs on a charac-
teristic time which is much less than the diameter of the discharge divided by
the speed of sound in the hot channel, which is around 500 ns for a strong
spark discharge (see section 4.3.2). However, as fast heating is due to the re-
laxation of the energy stored in internal modes of molecules and atoms, which
may have different timescales, we have studied the influence of a heating phase
longer than the characteristic time of 500 ns. In this section, we have computed
the gas dynamics generated by the reference nanosecond spark discharge, as-
suming a linear increase of the temperature just after the discharge. We have
considered that 30% of the discharge energy at the end of the pulse eJ(Tpulse)
is put into the air heating with a characteristic time of τh = 1µs taken from
experiments in air surface dielectric barrier discharges at atmospheric pressure
[Aleksandrov , 2010]. Then, the temperature is derived from:

Tg(t+ dt) = Tg(t) + dt
ηReJ(Tpulse)

ρ(t)Cv(t)τh
for t ≤ τh (4.26)

where dt is a time-step chosen to ensure that ρ(t)Cv(t) is not varying too much
between t and t+dt. Practically, we have chosen dt such that the temperature
increase is less than 10 K during one time-step. The heating rate is then varying
between 109 K s−1 in the middle of the gap and 2.109 K s−1 close to the tip of the
electrodes where the temperature increase is more significant. These heating
rates are in qualitative agreement with the fast-heating timescales obtained in
air surface dielectric barrier discharges at atmospheric pressure in Aleksandrov
[2010]. On the other hand they are one order of magnitude less than the heating
rates obtained by Rusterholtz et al. [2012] and then, they can be considered as
low limit values of heating rates for the nanosecond spark discharge studied in
this work. It is interesting to note that a simulation with a characteristic time
of τh = 20 ns, close to the values obtained by Rusterholtz et al. [2012] has been
carried out and no significant differences have been observed with the infinitely
fast heating case (Section 4.5.1). Figure 4.17 shows the time evolutions of the
air density and the temperature in the radial direction in the middle of the
gap for τh = 1µs up to t = 5µs. Figure 4.18 shows the time evolutions of the
air density and the temperature in the axial direction on the symmetry axis
for the same conditions. Both figures show that the temperature at t=0 s is
equal to 1000 K and then increases progressively during 1 µs. Conversely, the
air density decreases progressively and a pressure wave is generated around the
hot channel. On Figure 4.17, at t=1 µs, when all the energy has been put
into the air, we note that the maximum temperature in the hot channel is less
than the maximum initial temperature for the case of an infinitely fast heating
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(see Figure 4.11). This is probably due to the fact that the pressure wave is
generated and starts to propagate during the temperature increase. Then, due
to the shock wave propagation, some energy is removed from the hot channel
during the heating phase and the final temperature is lower. After 1 µs, the
temperature starts to decrease and the density increases slowly up to t=5 µs.
It is interesting to note that there are two major differences between the case
of a fast-heating at a finite rate and an instantaneous heating: First, due to the
slow increase of the temperature when a finite heating rate is considered, the
amplitude of the pressure wave generated is smaller than the one obtained for
an instantaneous heating. With a rather long characteristic time of heating of
τh = 1µs, it is even not clear that a real shock wave is formed as no discontinuity
is clearly observed. Second, no expansion of the hot channel is observed with
τh = 1µs. The experimental results from Xu et al. [2011] showing the fast
expansion of the hot channel and the propagation of a shockwave seem to
validate the hypothesis of a fast heating on short time-scales much less than
1 µs in the nanosecond spark discharge studied in this work.
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Figure 4.17: Evolution of the air density and the air temperature in the radial direc-
tion in the middle of the inter-electrode gap up to t = 5µs for the reference nanosecond
spark discharge defined in section 4.2.2. In this case, 30% of the discharge energy is
put into the air heating with a characteristic time of τh = 1µs.
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Figure 4.18: Evolution of the air density and the air temperature in the axial direction
on the symmetry axis up to t = 5µs for the reference nanosecond spark discharge
defined in section 4.2.2. In this case, 30% of the discharge energy is put into the air
heating with a characteristic time of τh = 1µs.
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4.5.4 Instantaneous heating of air at 300 K by a nanosecond

spark discharge

As explained in Section 2.7, the glow to spark transition is much faster at 300 K
than at 1000 K for scaled voltage conditions. Gas heating and compressible flow
dynamics are then very important for repetitively pulsed nanosecond discharges
at 300 K. In this section, we consider the same geometry and conditions as for
the reference nanosecond spark discharge defined in Section 4.2.2 at 1000 K
but with an applied voltage of 15 kV, scaled relatively to the air density at
300 K and with a pulse duration is of 5 ns (with a rise and a decrease time
of 2 ns), shorter than for the reference case at 1000 K. Figure 4.19 shows the
2D temperature field generated by this discharge up to t =5 ns, assuming that
30% of the discharge energy instantaneously heats the ambient air. We note
that the maximum temperature obtained is less than for the reference spark
discharge at 1000 K (Figure 4.2). The 2D distributions of the discharge energy
and temperature are also different with at t = 4 ns at 300 K, two hot spots
close to the electrode tips and a third one in the middle of the gap. At 1000 K
(Figure 4.2), only the two hot spots close to the electrode tips are observed.
At 300 K, the third hot spot in the middle of the gap is directly linked to the
discharge structure: indeed, on Figure 4.19, we observe at t =3.5 and 4 ns a
constriction of the discharge radius in the middle of the gap (which is not seen
in the reference case at 1000 K). This constriction of the discharge increases
the local current density and then the deposited energy density. At t =5 ns on
Figure 4.19, we observe a hot cylinder from the middle of the gap up to the
anode tip and a hot spot close to the cathode tip.
Figure 4.20 shows the gas dynamics resulting from this temperature field. Con-
versely to the reference case at 1000 K, at 300 K we observe at t =600 ns a
fast depletion of the density not only close to electrode tips but also in the hot
region between the anode and the middle of the inter-electrode gap. On the
pressure and velocity fields, we note that three shockwaves are emerging at the
same time from the three initial hot spots. At t =1.2 µs the three spherical
shockwaves merge into a cylindrical shockwave propagating radially at approxi-
mately 360 m s−1 i.e. a velocity very close to the speed of sound at 300 K. Then
the conclusions derived for the reference nanosecond spark discharge at 1000 K
remain valid for the studied case at 300 K: when one assumes an instantaneous
heating of the gas by the discharge, a radial expansion of the hot channel is
observed on short timescales. We have noted that no significant changes are
observed in the gas dynamics when the amount of the deposited energy varies.
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-

t=3.5 ns
-

t=4 ns
-

t=5 ns

Figure 4.19: Cross-sectional views of the magnitude of the electric field, electron
density, discharge energy density and neutral gas temperature for an ’energetic glow
discharge’ at 300 K. The neutral gas temperature is obtained assuming an instanta-
neous gas-heating with ηR = 30%
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t=1.8µs

t=2.4µs

t=3.0µs

Figure 4.20: Dynamics of the shock wave in air at 300 K produced by the ’energetic
glow discharge’ of Figure 4.19. Cross-sectional views of density, pressure, temperature
and velocity every 600 ns.
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4.6 More detailed models for fast gas heating

In previous sections, we have assumed based on the work of Popov [2011a]
and Aleksandrov [2010] that 30% of the discharge energy goes to fast heat-
ing and we have considered that the heating is either instantaneous or with
a characteristic time of 1µs. To model more accurately the fast gas heating,
it is important to note that the fraction of the discharge energy going to fast
heating depends on the relaxation of vibrationally excited molecules and elec-
tronically excited atoms and molecules produced by the nanosecond discharge.
These excited species are mostly produced by electron impact collisions during
the discharge and then their production depends strongly on the electric field
in the discharge. As already mentioned in previous sections, the 2D electric
field is varying significantly in time during the voltage pulse and is also non-
uniform in the interelectrode gap. Then, as a first step to improve the modeling
of fast heating in Section 4.6.1, we have considered that the production of ex-
cited species and then the amount of energy stored in these species depends
on the local value of the electric field. The relaxation of the energy stored
in the different internal modes of molecules and atoms will relax in time and
finally increase the gas translational temperature. However the relaxation of
the different internal modes may have different characteristic timescales. Then,
in Section 4.6.2, we have implemented a chemical model for excited species in
air to take into account more in detail the dynamics of formation of excited
species during the discharge phase and the relaxation of their internal energy.
In Section 4.6.3, the results obtained with these two more detailed models will
be compared to the reference model used in previous sections (in which we
consider that 30% of the discharge energy instantaneously heats the ambient
air).

4.6.1 Fast heating model depending on the electric field

The electron energy losses in the different collisional processes in air (elastic
collisions, rotational, vibrational and electronic excitations, ionization and at-
tachment processes...) depend on the value of the reduced electric field E/N .
Using the two-term Boltzmann solver Bolsig+ [Hagelaar and Pitchford , 2005],
Riousset et al. [2010] have computed and tabulated the fractions of energy
losses as a function of the reduced electric field for air at 300 K. Following their
approach, we have estimated that the fraction of the discharge energy that
instantaneously goes into air heating is:

ηR = ηela + ηrot + ηO2
vib + 0.3× ηelec (4.27)

where ηela is the part going in elastic collisions, ηrot in rotational excitation of
N2 and O2 molecules, ηO2

vib in vibrational excitation of the O2 molecules and
ηelec in electronic excitation of N2 and O2 molecules. At low reduced electric
field, rotational modes of N2 and O2 molecules are excited. The relaxation
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Figure 4.21: Fractions of the electron energy spent in different collisional processes
in air at 1000 K at atmospheric pressure as a function of the electric-field. The fast
heating (black line) corresponds to ηR in Equation (4.27).

of these modes in air at atmospheric pressure is very fast (few collisions) and
then can be considered as instantaneous. At higher values of reduced electric
field, vibrational modes of N2 and O2 molecules are excited. The relaxation of
the energy stored in vibrationally excited O2 molecules is fast at atmospheric
pressure and than can also be considered as instantaneous. However, in air,
the most significant part of the vibrational energy is stored in N2 vibrational
energy. If air is only weakly dissociated, the relaxation of this vibrational
energy is relatively slow and occurs with a relaxation time of about 100 µs
[Mnatsakanyan and Naidis, 1985; Millikan and White, 1963], which is too slow
to play a role in fast heating. Therefore the term ηN2

vib is not included in Equation
(4.27). However, if air is dissociated, one has to take into account the very
efficient relaxation of N2 vibrational energy through inelastic collisions with
O atoms [Taylor , 1974; Doroshenko,V.M., Kudryavtsev and Smetanin , 1991].
In this case, a significant part of ηN2

vib could be also considered in Equation
(4.27). Finally, at higher reduced electric field, electronic modes are excited.
Following the approach of Popov [2001] we have considered that 30% of the
energy expended on the excitation of the electronic degrees of freedom of the
molecules is directly transferred to gas heating.
As we study discharges in air at 1000 K, we have checked that in the range 300-
1500 K the neutral gas temperature has only a small influence on the electron
distribution function and therefore, we have used the tabulated energy fractions
derived by Riousset et al. [2010] at 300 K, in simply scaling them in density
at 1000 K. Figure 4.21 shows the different energy fractions as a function of
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the magnitude of the electric field at 1000 K and the value of ηR (black line)
considered for the fast-heating with this model. We note that the value of ηR

varies significantly with the value of the electric field.

4.6.2 A chemical model for the fast gas heating: the two-step

mechanism

As initially proposed by Popov [2001], an important process for fast gas heating
in air at atmospheric pressure seems to be the fast quenching of electronic ex-
cited levels of nitrogen in the so-called the two-step mechanism. In a first step,
during the voltage pulse, electronically excited nitrogen molecules are produced
by electron impact due to the high electric field present in the discharge. In a
second step, these molecules are quenched by neutral particles and mainly by
O2 molecules. These quenching reactions are very efficient and occur quickly
after the discharge in less than a few tens of nanoseconds [Rusterholtz et al.,
2012]. As a consequence, O2 molecules are dissociated and part of the energy
stored in the electronic excited levels of nitrogen molecules is transferred into
kinetic energy of the oxygen atoms produced. In a few collisions, these oxygen
atoms thermalize and then increase the neutral gas temperature. In this work,
we have considered a simple chemical model for air in order to take into ac-
count the two-step mechanism based on the works of Popov [2001]. This model
takes into account 9 species: N2(X

1Σ+
g ), N2(A

3Σ+
u ), N2(B

3Πg), N2(C
3Πu),

N2(a
′1Σ−u ), O2, N2, O, O

− and electrons e− and 18 reactions given in Table 4.1
with the references for the reaction rates. In this model, we have taken into
account four exothermic reactions that may heat efficiently the ambient air:
R9, R12, R13 and R14. It is important to note that other processes (as the
relaxation of the rotational and vibrational energy of air molecules) or other
reactions and species (as those involving H atom formation in humid air [Zuzeek
et al., 2011]) could also contribute to the gas heating but are not taken into
account in this simple chemical model. Therefore, the chemical model pro-
posed in this section certainly underestimates the fast-heating produced by a
NRPD in air at atmospheric pressure. However, increasing the complexity of
the chemical model (for example in taking into account the vibrational levels of
electronic states of N2 molecules) increases the number of species and reactions
in air [Piper , 1992]. As many reactions involving excited states are not known
accurately, as a first step, we have used a rather simple chemical model, with
global reactions for the quenching of electronic states of N2 molecules. The val-
ues of the energy release ǫi of these global quenching reactions are also difficult
to determine accurately as the dissociation energy of O2 molecules may depend
on its vibrational distribution. Furthermore, we assume that the oxygen atoms
produced are on their electronic ground state. Values of ǫi used in this work
are taken from different works, and are given in Table 4.1.
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Reaction Reference

Electron impact excitation of N2

R1 N2 + e− → N2(A
3Σ+

u ) + e− k1

R2 N2 + e− → N2(B
3Πg) + e− k2

R3 N2 + e− → N2(a
′1Σ−u ) + e− k3

R4 N2 + e− → N2(C
3Πu) + e− k4

Quenching of electronically excited N2 by N2

R5 N2(A
3Σ+

u ) + N2 → N2(X
1Σ+

g ) + N2 k105

R6 N2(B
3Πg) + N2 → N2(A

3Σ+
u ) + N2 k110

R7 N2(C
3Πu) + N2 → N2(a

′1Σ−u ) + N2 k118

R8 N2(a
′1Σ−u ) + N2 → N2(B

3Πg) + N2 k114

Quenching of electronically excited N2 by O2 and O

R9 N2(A
3Σ+

u ) + O2 → N2(X
1Σ+

g ) + 2O + ǫ1 k100

R10 N2(A
3Σ+

u ) + O2 → N2(X
1Σ+

g ) + O2 k106

R11 N2(A
3Σ+

u ) + O→ N2(X
1Σ+

g ) + O R10

R12 N2(B
3Πg) + O2 → N2(X

1Σ+
g ) + 2O + ǫ2 k113

R13 N2(C
3Πu) + O2 → N2(X

1Σ+
g ) + 2O + ǫ3 k119

R14 N2(a
′1Σ−u ) + O2 → N2(X

1Σ+
g ) + 2O + ǫ4 k115

Radiative desexcitation of N2 electronically excited states

R15 N2(B
3Πg)→ N2(A

3Σ+
u )

R16 N2(C
3Πu)→ N2(B

3Πg)

electron impact dissociation of O2

R17 O2 + e− → 2O + e− Σ k13, k14, k15

R18 O2 + e− → O+O− k23

Table 4.1: Two-step chemical model implemented in the discharge code in order
to compute the ultra-fast heating of a nanosecond discharge in air at atmospheric
pressure. All the reaction rates are taken from Kossyi et al. [1992] except for the
reaction R11 which is taken from Brandenburg et al. [2005] and the reactions R15 to
R18 which are taken from Liu and Pasko [2004]. The references column indicates the
name given to the reaction rates in the cited articles. The energy releases ǫ1 and ǫ4 in
reactions R9 and R14 are taken from Popov [2001] : ǫ1 = 1.1 eV and ǫ2 = 1.4 eV. In
reaction R13 ǫ3 = 2.2 eV is taken from Piper [1992]. In reaction R14 ǫ4 = 5.9 eV is
taken from Pancheshnyi et al. [2000].

4.6.3 Comparison of the different fast-heating models

In this section, we compare the reference model used in previous Sections as-
suming that 30% of the discharge energy instantaneously heats the ambient air
with the energy model presented in Section 4.6.1 and the chemical model in
Section 4.6.2. We consider the reference nanosecond spark discharge defined
in section 4.2.2 in air at 1000 K. Figure 4.22 shows the applied voltage as a
function of time and for each of the three models, the time evolution of the gas
temperature in the middle of the gap on the symmetry axis. For the reference
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model and the energy model of Section 4.6.1, the energy release is instanta-
neous, therefore the maximum temperature increase is obtained at the end of
the voltage pulse and is of about 900 K for the reference model and 780 K for
the energy model of Section 4.6.1. With the chemical model of Section 4.6.2,
the heating starts at t =4 ns with the spark phase during which the electron
density and then the production of excited nitrogen increases quickly. The
temperature increase at the end of the pulse is about 200 K. With this model,
the temperature goes on increasing after the voltage pulse during a few tens
of nanoseconds up to 1550 K which corresponds to a fraction of 20% of the
total discharge energy. It is interesting to note that with this two-step mech-
anism, half of the temperature increase seems to take place during the spark
phase of the pulse, which is in qualitative agreement with the temperature mea-
surements obtained by Rusterholtz et al. [2012]. The maximum temperature
increase is less than in the experiments but this may be due to the fact that the
initial background temperature is higher in the experiments (1400 K) and also
because the simple chemical model we have considered gives a low estimation of
the fast-heating. When the discharge is in the spark regime, the electric-field is
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Figure 4.22: Fraction of the electron energy as a function of the electric-field in air
at 1000 K. The fast heating (black line) corresponds to the summation of the energy
spent into elastic collisions, rotational excitation and 30% of the electronic excitation.

rather uniform in the plasma channel and close to the applied voltage divided
by the gap size which gives 20.4 kV cm−1. According to Figure 4.21, for a field
of 20 kV cm−1 at 1000 K the fraction of the discharge energy going to fast
heating is around 25%. As a consequence, the model proposed in Section 4.6.1
based on the energy fractions gives a final temperature increase around 800 K
which corresponds to a energy fraction of 27% of the total discharge energy.
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This indicates that the magnitude of the electric-field in the spark regime is
really a key parameter for the energy deposition on short time-scales. Based on
these results, it seems that a good way to prevent a fast temperature increase
in nanosecond repetitively pulsed discharges could be to ignite discharges in
under-voltage conditions (as will be discussed in Section 6.6). In this case,
most of the discharge energy goes to vibrational excited levels of N2, and for
weakly dissociated air, the relaxation of N2 vibrational energy is rather slow
and of the order of 100 µs. This stored energy could be easily removed by an
air flow and then allow to keep a low temperature in the discharge channel. In
conclusion, it is interesting to note on Figure 4.22 that the three different mod-
els give rather close values for the fraction of the energy going to fast heating
and indicates that it should be in the range 20%-30%.
Figure 4.23 shows the 2D distribution of the temperature obtained with the
three fast-heating models at the end of the voltage pulse (t =10 ns) and at
t =1 µs. The comparison between the reference model (30% of the discharge
energy instantaneously heats ambient air) on Figure 4.23 (a) and the energy
model of Section 4.6.1 in Figure 4.23 (b) reveals a quite similar structure with
the two hot spots close to the electrodes. A constriction in the middle of the gap
appears on Figure 4.23 (b) but not on Figure 4.23 (a). Figure 4.23 (c) shows
the temperature field obtained with the two-step mechanism of Section 4.6.2.
With this chemical model, the temperature increases during the pulse but also
during the post-discharge and reaches its maximum value at t =1 µs. We note
that the temperature distribution for the chemical model is very similar to the
distribution obtained with the two other models. It is important to point out
that the three models studied in this section are different, but in all cases, the
energy release depends on the electric-field and the electron density distribution
during the spark phase. As a conclusion, nevertheless, it is interesting to note
that the heating model seems to have only a small influence on the temperature
distribution.
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t = 10 ns

t = 1 µs

Figure 4.23: 2D temperature distribution at t = 10 ns and t = 1 µs for three fast
heating models for the reference nanosecond spark discharge defined in section 4.2.2
in air at 1000 K. Reference model with 30% of the discharge energy instantaneously
heating the ambient air (a), instantaneous heating with the energy model presented
in Section 4.6.1 (b), heating model with the two-step mechanism presented in Section
4.6.2 (c).
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4.7 Conclusion

In this chapter, we have proposed a model for a nanosecond spark discharge
in air at atmospheric pressure. As shown in the experiments of Xu et al.
[2012], the nanosecond spark discharge may significantly heat the ambient air on
short timescales and induce shockwave propagation. Therefore we have studied
the mechanisms of fast heating of the ambient air by the nanosecond spark
discharge and we have solved 2D Euler equations to study the compressible gas
dynamics induced by this heating. As a reference test case, we have considered
a nanosecond spark discharge at 1000 K. For the modeling of the fast heating, as
a first step, we have considered that a fixed fraction ηR of the discharge energy
instantaneously heats the neutral gas. As a reference, we have used the value
of ηR = 30% which seems to be a reasonable value for the discharge condition
studied in this work, based on the works of Popov [2001] and Aleksandrov
[2010]. Then we have carried out a parametric study on the influence of the
value of ηR on the gas dynamics. For all values of ηR studied in the range
15 to 60%, we have observed the formation and propagation of a cylindrical
shockwave and its reflection on the electrode tips. The propagation velocity of
these shockwaves is very close to the speed of sound in air at 1000K. We have
also noted that the channel heated by the nanosecond spark discharge expands
radially on short timescales t < 1 µs. These results are in good qualitative
agreement with experiments. In a second step, we have considered that the gas
heating is much slower (characteristic time of 1 µs) and we have shown that in
this case, no clear shockwaves can be observed. Finally, we have studied the
energy deposited in the different internal modes of air atoms and molecules by
a nanosecond pulsed discharge and we have used a chemical model based on
the two-step mechanism initially proposed by Popov [Popov , 2001] to model
more accurately the dynamics of fast heating in a nanosecond spark discharge
and its coupling with the ambient air. This more accurate modeling confirms
that the fraction of the discharge energy going to fast heating is in the range
20%-30% and shows that the discharge energy is not deposited uniformly in
the air with two hot spots close to electrode tips.
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Chapter 5

Influence of the circuit on

multipulse spark discharges

5.1 The multi-pulse glow to spark transition: influ-
ence of the external circuit

5.1.1 Introduction: need for a circuit model

As explained in Chapter 2 (Section 2.3), the glow-to-spark transition depends
strongly on the reduced laplacian electric-field. During a multi-pulse glow dis-
charge, as gas heating is negligible, the applied reduced electric-field remains
the same as both the applied voltage, and the density of the neutral gas remain
the same. With no significant heating, the effect of previous pulsed discharges
on the next one is mostly to change the preionization level at the end of the
interpulse period as studied in Chapter 3. If a discharge is able to heat-up the
gas significantly, the neutral gas density in the discharge path may change pulse
after pulse. In Chapter 4 (Section 4.5.1), we have shown that after a nanosec-
ond spark discharge, the fluid dynamics during the interpulse leads to the fast
formation of a hot low density channel in the inter-electrode gap at the location
of the nanosecond spark discharge. If the applied voltage remains the same,
following discharges will then have to ignite and propagate in a lower density
channel with a higher applied reduced electric field. As a consequence, the
conductive current will increase pulse after pulse. This current increase leads
to higher current densities and a higher gas heating, then the density decrease
is more and more significant pulse after pulse. Rapidly, after few pulses, very
high discharge currents can be obtained. For example, a simulation has been
performed with a 2.5 mm gap, a 8 kV applied voltage, a pulse duration of 5 ns
and an initial temperature of 1000 K. The averaged laplacian field in the gas on
the symmetry axis is of 32 kV cm−1 which is much higher than the breakdown
field in air at 1000 K (≃ 10 kV cm−1). In such over-voltage conditions, the first
pulses lead to spark discharges with conductive currents which in a few pulses
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reach values up to 2000 A.
The fluid model used in this study is not well adapted to simulate such a high
current discharge, due to the very high ionization degree, neutral gas tempera-
ture and magnetic-fields. Moreover, experimental studies on NRPD deal most
of the time with nanosecond spark discharges with maximum conductive cur-
rents around 30 A. Then, other physical processes should be included in the
model in order to limit the current increase during the nanosecond spark dis-
charges. Thermal conduction and molecular diffusion in the gas are processes
which could remove partially the high temperature and low density channel
during the inter-pulses. However, these two processes are quite slow and we
have checked that in the frequency range 1-30 kHz, they are unable to prevent
the fast current increase in the multi-pulse spark discharge. Other processes
such as radiative cooling or heat transfer to the electrodes could also play a
role. However, in the experiments carried out at EM2C [Rusterholtz et al.,
2012] the most important phenomena for the transition between multipulse
glow and spark discharges appear to be the convection due to the external air
flow, and the current limitation due to the external circuit. Indeed, with an air
flow with a high velocity, the hot channel formed after a given voltage pulse
could be completely removed and replaced by ambient air between electrodes
at the beginning of the next voltage pulse. Therefore an external air flow is a
good way to avoid the glow to spark transition and to obtain a stable multi-
pulse glow regime. In this chapter, we neglect the influence of the air flow and
we propose to model the external circuit to limit the discharge current. Ex-
perimentally [Pai , 2008], it has been shown that the voltage power supply may
be considered as ideal during a glow discharge, when the conductive current is
very low (≃ mA). However, in the nanosecond spark regime, the applied voltage
decreases sharply as the current increases during the glow to spark transition
[Pai , 2008].
For pulse durations of 10 ns, the propagation distance of a voltage pulse through
electric cables is around 3 m. It is then reasonable to assume that the applied
voltage on electrodes is independent on the power supply during the discharge.
When the voltage pulse reaches the anode, part of the voltage and the current
will be transmitted, and some part will be reflected depending on the impedance
of the plasma and the impedance of the cable. In this work, we have modeled
the circuit to better calculate the applied voltage based on BNC cable theory.

5.1.2 BNC cable circuit model

A BNC cable is characterized by a linear inductance Λ (H m−1) and a linear
capacitance Γ (F m−1). If we neglect the linear resistance of the cable, it can
be modeled by the simple circuit shown in Figure 5.1:
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core (H.V.)

dielecric

i(x,t)

u(x,t)

Figure 5.1: Schematic view of a BNC coaxial cable and its equivalent circuit model

In the circuit described on Figure 5.1, the voltage u(x, t) and the intensity i(x, t)
obey the following system of differential equations:







∂xi(x, t) = −Γ∂tu(x, t) (1)

∂xu(x, t) = −Λ∂ti(x, t) (2)
(5.1)

Combining both equations results in a wave equation for both u(x, t) and i(x, t):







∂tti(x, t)− 1
c2

∂xxi(x, t) = 0 (1)

∂ttu(x, t)− 1
c2

∂xxu(x, t) = 0 (2)
(5.2)

where c = 1/
√
ΓΛ is the speed of light. If we consider a voltage wave propa-

gating in a BNC cable from the power supply to the anode of a point-to-point
discharge, the voltage u(x, t) follows the wave equation (5.2 (2)) which means
that it can be written in the form u(x − ct). Then, using this expression in
equation (5.1 (1)) one gets:

u′(x− ct) =
1

Γc
∂xi(x, t) =

1

Γc
∂x−cti(x, t) (1)

⇒ u(x, t) =
1

Γc
i(x, t) (2)

(5.3)

In equation (5.3 (2)) we have considered that no constant voltage or current is
present in the cable. For a reflected voltage wave propagating in the opposite
direction, from the anode to the power supply, uref(x, t) can be written in the
form uref(x + ct). In this case the relation between uref(x, t) and iref(x, t) is
given by:

uref(x, t) = − 1

Γc
iref(x, t) (5.4)
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Finally, the total voltage in the BNC cable is given by:

utot(x, t) = u(x, t) + uref(x, t) = Zcable(i(x, t)− iref(x, t)) (5.5)

where Zcable=1/(Γc) is the real impedance of the BNC cable. The plasma at
the anode can be modelled by a impedance Zplasma. Applying the Ohm’s law
to the plasma one gets:

utot(xa, t) = Zplasma(i(xa, t) + iref(xa, t)) (5.6)

where xa is the position of the anode. Combining equation (5.5) with x=xa

and equation (5.6) gives the relation between the transmitted and the reflected
components of the voltage and the current at the anode:

iref
i
= −uref

u
=
Zcable − Zplasma

Zcable + Zplasma
= r (5.7)

where r is called the reflection coefficient. Several situations can be obtained
considering equation (5.7). With no plasma in the inter-electrode gap, we can
consider that Zplasma →∞. Then, according to equation (5.7) uref = u and the
total applied voltage utot is two times the voltage of the incident voltage wave
u. On the other hand in this case, the transmitted and reflected currents are
opposite such that the total conductive current is exactly zero. If we assume a
plasma of infinite conductivity, Zplasma=0 Ω, iref = i, then the reflected voltage
is exactly the opposite of the incident voltage and the total applied voltage
in the inter-electrode gap is zero. Finally, if the impedance of the plasma is
exactly the same as the impedance of the cable, no reflection is observed and
all the incident voltage and current are transmitted into the plasma. The main
difficulty of the model is to estimate accurately the plasma impedance. In a
general case, the plasma can be modeled by a RL circuit in series of resistance
R and inductance L. The voltage utot is then related to the intensity i according
to:

i =
utot(x, t)

R
(1− e−

t
τ ) with : τ =

L
R

(5.8)

where τ is the time constant of the circuit. In Annex A.2 the inductance of
the plasma has been estimated to 10−10 H. The minimum resistance of the
plasma during the spark regime is about 100 Ω. The time constant τ of the
RL circuit is then on the order 10−12 s which is very small compared to the
characteristic variation time of the current and the voltage during the discharge
(≃ 10−10 s). It is then reasonable to assume that the plasma behaves like a
simple resistance. In the discharge code, it is possible to calculate explicitly the
resistance of the plasma in considering the total voltage and the transmitted
current at the previous time-step:

ut+dt
tot = ut+dt(1− rt) (5.9)
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with:

rt =
Zcable − Zt

plasma

Zcable + Zt
plasma

and Zt
plasma =

ut
tot

ittot

where ut is given by the shape of the voltage delivered by the power supply. In
this work it corresponds to the sigmoid shape described in Section 4.2.2. This
approach is rather accurate provided that the variation of the plasma resistance
Zplasma remains small during one time-step dt. According to the Drude-Lorentz
formula for conductivity, this hypothesis is verified as long as the variations of
the averages over the whole plasma volume of the electron density and the colli-
sion frequency remain small during one time-step. As explained in Section 1.3,
the chemical time-step during the streamer discharge ensures that the variation
of the electron density remains less than 10 % during each iteration. During
the spark phase, the chemistry is computed implicitly but the electron density
varies slowly due to the relatively low homogeneous electric-field, and the ap-
plied voltage is updated frequently. It is the same for the collision frequency as
the electric-field during the spark phase evolves proportionally to the applied
voltage. On the other hand, during the streamer propagation the electric-field
may change rapidly but in a very narrow region such that the averaged electric-
field in the whole discharge volume is almost proportional to the applied voltage
and does not change very rapidly. Moreover during this phase, the conductive
current is very small and the reflection coefficient r is almost always equal to
-1.
Then, with the circuit model presented in this section, the applied voltage de-
creases dynamically when the conductivity increases significantly, for example
during the spark phase. In the following, we will call "applied voltage", the
voltage at the anode when no plasma and a zero conductivity is present be-
tween the electrodes. In this case, the applied voltage is two times the voltage
delivered by the power supply. In practice, the impedance of the plasma is
much higher than the impedance of the cable. When the conductivity of the
plasma increases, its impedance decreases and slowly converges to a value close
to the cable impedance. In this case, no reflection is observed and the voltage
is exactly the one delivered by the power supply, which means two times lower
than the applied voltage. The value of the cable real impedance Zcable is of
importance. When Zcable increases, all other conditions being unchanged, the
impedance of the plasma converges more rapidly to this value during the spark
phase and a faster voltage decrease and a more significant current limitation
can be obtained. The cable impedance can be increased either by changing
the BNC cable properties (for example the linear inductance), or in adding a
ballast resistance in series with the anode. Adding a ballast resistance is a
very well-known experimental method to limit the current of a DC discharge
[Packan, 2003]. A limitation of the circuit model presented in this section is
that the propagation of the applied potential wave inside the plasma volume is
considered as instantaneous. A better description would require to compute the
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potential and the electric-field with Maxwell equations instead of simply Pois-
son equation. However, the propagation time of light inside an inter-electrode
gap of 2.5 mm is around 10−12 s and it will be shown in the following that in
practice utot at the anode is varying on much longer time-scales (≃ 10−10 s)
and therefore the electrostatic approximation remains reasonable.

5.1.3 Influence of a circuit model on a multipulse nanosecond

spark discharge

To simulate a multi-pulse nanosecond spark discharge, we have used the model
presented in Section 4.2.1 for the nanosecond spark during the voltage pulse.
The temperature during the discharge pulse is computed assuming that 30%
of the discharge energy instantaneously heats the ambient air (model of Sec-
tion 4.3.3. In Section 4.5.1, we have shown that after the nanosecond spark
discharge, the pressure goes to equilibrium very quickly in the inter-electrode
gap due to the fast propagation of the shockwave. This characteristic time,
which is close to the gap size divided by the speed of sound is much smaller
than the inter-pulse duration (≃ 1 µs). In order to simulate a multi-pulse spark
discharge, it can be reasonably assumed in a first approximation that the neu-
tral gas density is scaled according to the ideal gas law instantaneously, just
after the pulse, assuming a constant pressure. It has been shown in section
4.5.1 that the shockwaves generated remove a significant fraction of the energy
deposited into the inter-electrode gap (≃50 %). Then the constant pressure
approach overestimates the density decrease in the post-discharge. However,
this constant pressure hypothesis allows us to avoid the resolution of all the set
of Euler equations during the inter-pulse, and gives qualitative results on the
influence of the air density variations. The circuit model described in previous
Section 5.1.2 allows to simulate discharges in high over-voltage conditions and
with significant air density variations due to the fast heating. Figure 5.2 shows
the evolutions of the voltage and current during the first three pulses of the
intense spark discharge presented in Section 5.1.2 (with an applied voltage of 8
kV, a pulse duration of 5 ns, a gap size of 2.5 mm and for air initially at 1000
K) coupled with the circuit model. The dashed black line represents the ideal
voltage, which means the applied voltage without external circuit model. It
clearly appears that the voltage is exactly equal to the ideal voltage during a
first phase of the voltage pulse. This phase corresponds to the propagation of
the two discharges in the gap up to the connection, and covers both the corona
and the glow regime during which the current in the discharge remains very
small (r≃ -1). After the connection and during the nanosecond spark phase, the
current increases significantly as the electron density and the plasma conduc-
tivity increase. For this reason, the applied voltage decreases rapidly compared
to the ideal voltage. Then it forms a plateau around a voltage value a little
higher than one half of the ideal voltage. As explained in the previous section
this phase corresponds to a situation where the plasma resistance gets close to
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Figure 5.2: Time evolutions of the applied voltage and the discharge conductive
current for 3 consecutive voltage pulses of a nanosecond spark discharge with the circuit
model of Section 5.1.2 with no ballast resistance. The applied voltage is 8 kV, the pulse
duration is of 5 ns, the gap size is 2.5 mm and air is initially at 1000 K. For each
pulse, the origin of time is the beginning of the considered voltage pulse. The black
dashed line represents the potential wave delivered by the power supply.

the cable real impedance. The voltage plateau is maintained until the end of
the pulse duration. Between the first pulse and the third one, we note that the
plateau gets longer, and at a lower voltage value. This is due to the fact that
the connection between the two discharges in the gap and the glow to spark
transition occurs sooner for consecutive pulses.
Figure 5.3 shows 1D radial evolutions of the air density and temperature in the
middle of the inter-electrode gap at the end of each pulse at t=6 ns. While
the air temperature increases significantly pulse after pulse, the air density de-
creases by almost a factor of three between the first discharge and the third
one. For this reason the spark regime occurs sooner and is more and more en-
ergetic pulse after pulse. Then the voltage limitation becomes more significant
pulse after pulse, and even if the current is still increasing pulse after pulse, it
is considerably reduced: the maximum current during the third pulse is 90 A
while it is around 2000 A without the circuit model. However, the fact that the
current is still increasing indicates that the circuit model is not able to com-
pensate completely the effect of the increasing reduced laplacian electric-field
due to the fast-heating.
To show that the air density decrease has a major influence on the discharge
structure, Figure 5.4 shows the 2D distribution of the electron density for the
three consecutive pulses of Figures 5.2 and 5.3 during the propagation phase
of the streamers. The times presented are referring to the beginning of each
voltage pulses. For top figures, times are chosen to correspond to the same
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Figure 5.3: Time evolutions of the air density and temperature in the radial direction
in the middle of the gap at the end (t=6 ns) of the 3 consecutive voltage pulses of Figure
5.2.

position of the positive discharge in the inter-electrode gap for the three pulses.
For the bottom figures, times correspond to the arrival of the positive discharge
at the anode and the beginning of the spark regime. We observe that both the
positive and the negative discharges are influenced by the air density variation
pulse after pulse: the discharge tends to ignite and to propagate faster when it
is ignited in air with a lower density. We also note that the discharge radius is
decreasing pulse after pulse. This constriction of the discharge radius can also
be observed on the 2D temperature fields during the nanosecond spark phase on
Figure 5.5. As a consequence of this decrease of the plasma filament section and
also of the increase of the reduced laplacian electric-field, the current density
and the Joule heating increase. This rapid decrease of the discharge radius has
also be obtained numerically by Nikipelov et al. [2011]. Although the discharge
structure is varying significantly, the 2D distribution of the temperature due
to the fast-heating is barely affected and the maximum temperature remains
located close the tip of the electrodes. The faster propagation and the constric-
tion of the discharge is due to the easier propagation in the lower density and
higher temperature plasma channel generated by successive pulses. To prevent
this, in the following section we propose to add a ballast resistance to increase
the limitation of the current with the circuit model.
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Figure 5.4: Cross-sectional views of the electron density for 3 consecutive voltage
pulses of a nanosecond spark discharge for the same conditions as Figure 5.2. For
each pulse, the origin of time is the beginning of the considered voltage pulse. For top
figures, times are chosen to correspond to the same position of the positive discharge in
the inter-electrode gap for the three pulses. On the bottom figures, times correspond to
the arrival of the positive discharge at the anode and the beginning of the spark regime.
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Figure 5.5: Cross-sectional views of the air temperature for 3 consecutive voltage
pulses of a nanosecond spark discharge for the same conditions as Figure 5.2. For
each pulse, the origin of time is the beginning of the considered voltage pulse. Times
are the same as those of bottom figures on Figure 5.4. The temperature is computed as-
suming that 30% of the discharge energy instantaneously heats the ambient air (model
of Section 4.3.3).

5.1.4 Influence of adding a ballast resistance in the circuit

model on the multipulse nanosecond spark discharge

To prevent the fast formation of a very energetic nanosecond spark discharge
due to the fast-heating and the air density decrease, it is possible to add a
ballast resistance to the cable impedance Zcable in the circuit model presented
in Section 5.1.2. Then, results presented in previous section correspond to the
case R=0 Ω. Figure 5.6 shows the voltage and the current evolutions for the
same discharge parameters as in the previous section but with a ballast resis-
tance of R=1000 Ω. We have simulated 7 consecutive pulses in this case, as
the limitation of the current is higher than with R=0 Ω: the maximum of the
current is around 4.5 A while it was close to 90 A without resistance. The
resistance has a major influence and the intense spark regime is considerably
inhibited. The evolution of the maximum current pulse after pulse shows a
complex non-monotonous evolution since it increases between pulse 1 and 4,
then it decreases for pulses 5 and 6 and finally it increases again for pulse 7.
Such a complex evolution is due to the strong non-linear coupling between the



✐

✐

“These_version_jury” — 2013/3/18 — 20:03 — page 133 — #145
✐

✐

✐

✐

✐

✐

Part I - Physics of nanosecond repetitively pulsed discharges in air at

atmospheric pressure
133

circuit model, the reduced electric-field, the evolution of the discharge structure
and the energy released in the discharge. Figure 5.7 shows the 1D evolution of
the air density and temperature in the radial direction in the middle of the gap.
Compared to figure 5.3, the temperature increase is much smaller: only 60 K
instead of 2500 K, and the density variation is rather small (around 10 %).
Figure 5.8 shows shows the 2D distribution of the electron density for the three
first pulses at two different times during each voltage pulse. The times pre-
sented are referring to the beginning of each voltage pulse. For top figures,
times are chosen to correspond to the same position of the positive discharge
in the inter-electrode gap for the three pulses. For the bottom figures, times
correspond to the arrival of the positive discharge at the anode. We note that
the the discharge structure looks exactly the same between the first three pulses
even if the first positive discharge ignites a little later than the next ones. Fig-
ure 5.9 shows the 2D temperature fields during these three first pulses. For
the two first pulses, we observe three hot spots (two close to the electrode tips
and a third one almost in the middle of the gap at the location of the impact
between positive and negative discharges). It is interesting to note that in the
case with R=0 on Figure 5.5, only the two hot spots close to the electrode
tips are observed. Then discharges calculated with R=1000 Ω seem to have a
structure close to the one obtained for nanosecond spark discharges at 300 K
in Section 4.5.4. This means that due to the current limitation with R=1000 Ω
the intense spark discharge is inhibited and gets closer to an energetic glow
discharge during the first two pulses. Due to density variations, this energetic
glow discharge becomes a spark discharge with a strong current limitation. This
variation of discharge regime is probably the reason why the maximum of the
discharge current evolves in a non-intuitive way pulse after pulse. These results
indicate that the discharge regime can be changed by varying the resistance of
the circuit and that the case R=1000 Ω is a limit case between a multipulse
nanosecond spark regime and a multipulse nanosecond glow discharge regime.
The temperature increase is around 10 K per pulse and an evolution of this
discharge to a more energetic nanosecond spark discharge may occur on much
longer timescales and with a larger number of pulses. An increase of 1000 K
comparable to the case R=0 Ω could be obtained in 100 pulses which means
10 ms at 10 kHz. However, the permanent regime of this discharge will then
depend on other physical processes important on longer timescales such as ther-
mal conduction in the gas and heat transfer to the electrodes and the air flow.
In particular, experiments at EM2C [Rusterholtz et al., 2012] have shown that
the air flow has also a significant influence on the discharge regime and on the
transition between multipulse glow and spark discharges. For example a flow
of 10 m s−1 would remove completely the hot channel in 10 ms and then the
flow would in this case allow to obtain a ’stable’ multipulse glow regime.

In our simulations, we have checked that if the ballast resistance is increased
to values higher than 1000 Ω, the glow to spark transition after a few discharge
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pulses may completely disappear. For example, with a ballast resistance of
10000 Ω, Figure 5.10 shows that the current and the voltage evolution of 7
consecutive pulses are almost identical. The maximum of current remains very
small for all pulses and is around 0.5 A. Figure 5.11 shows the 2D distribution of
the electron density for the three first pulses during each voltage pulse. We note
that the the discharge structure looks exactly the same between the first three
pulses with a constriction in the middle of the gap and a large variation of the
discharge radius as a function of the axial position in the gap. This discharge
structure is very different from the one obtained on Figure 5.4 in Section 5.1.3
with the circuit model but no ballast resistance. Figure 5.12 shows the 2D
temperature fields during these three first pulses. We observe that the current
limitation is so strong with R=10000 Ω that the nanosecond discharge remains
in the glow regime at 1000 K with a very small temperature increase of about
6 K at maximum, located in three hot spot regions (close to electrode tips
and in the gap). Then, increasing significantly the ballast resistance is also an
efficient way to obtain a ’stable’ multipulse glow regime.

5.2 Conclusion

In this chapter, we have taken into account an external circuit model based
on the BNC cable used in experiments to limit the discharge current in multi-
pulse nanosecond discharges. With the circuit model used, the applied voltage
decreases dynamically when the conductivity of the plasma increases. There-
fore we have been able to simulate several consecutive discharge pulses and to
study the transition from multipulse nanosecond glow to spark discharges. In
the multipulse nanosecond spark regime, the air temperature increases (cor-
respondingly the air density decreases) significantly pulse after pulse in the
discharge channel and we have observed that the discharge radius decreases
pulse after pulse. To further increase the current limitation, we have added a
ballast resistance to the circuit and we have shown that for a value of R=10,000
Ω, the heating after each pulse is negligible and then the multipulse nanosecond
discharge in this case remains in a ’stable’ glow regime.
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Figure 5.6: Time evolutions of the applied voltage and the discharge conductive
current for 7 consecutive voltage pulses of an naosecond spark discharge with the circuit
model of Section 5.1.2 with an additional ballast resistance R=1000 Ω. The applied
voltage is 8 kV, the pulse duration is of 5 ns, the gap size is 2.5 mm and air is initially
at 1000 K. For each pulse, the origin of time is the beginning of the considered voltage
pulse. The black dashed line represents the potential wave delivered by the power supply.
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Figure 5.7: Time evolutions of the air density and temperature in the radial direction
in the middle of the gap at the beginning (t=0 ns) of 7 consecutive voltage pulses for
the same conditions as in Figure 5.6.
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Figure 5.8: Cross-sectional views of the electron density for the 3 first consecutive
voltage pulses of a nanosecond spark discharge for the same conditions as Figure 5.6.
For each pulse, the origin of time is the beginning of the considered voltage pulse.
For top figures, times are chosen to correspond to the same position of the positive
discharge in the inter-electrode gap for the three pulses. For the bottom figures, times
correspond to the arrival of the positive discharge at the anode.
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Figure 5.9: Cross-sectional views of the air temperature for the 3 first consecutive
voltage pulses of a nanosecond spark discharge for the same conditions as Figure 5.6.
For each pulse, the origin of time is the beginning of the considered voltage pulse.
Times are the same as those of bottom figures on Figure 5.4. The temperature is
computed assuming that 30% of the discharge energy instantaneously heats the ambient
air (model of Section 4.3.3).
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Figure 5.10: Time evolutions of the applied voltage and the discharge conductive
current for 7 consecutive voltage pulses of an naosecond spark discharge with the circuit
model of Section 5.1.2 with an additional ballast resistance R=10,000 Ω. The applied
voltage is 8 kV, the pulse duration is of 5 ns, the gap size is 2.5 mm and air is initially
at 1000 K. For each pulse, the origin of time is the beginning of the considered voltage
pulse. The black dashed line represents the potential wave delivered by the power supply.
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Figure 5.11: Cross-sectional views of the electron density for the 3 first consecutive
voltage pulses of a nanosecond spark discharge for the same conditions as Figure 5.10.
For each pulse, the origin of time is the beginning of the considered voltage pulse and
3 ns corresponds to the arrival of the positive discharge at the anode.
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Figure 5.12: Cross-sectional views of the air temperature for the 3 first consecutive
voltage pulses of a nanosecond spark discharge for the same conditions as Figure 5.10.
For each pulse, the origin of time is the beginning of the considered voltage pulse and
the temperature is at maximum at the end of the pulse at 4.5 ns. The temperature is
computed assuming that 30% of the discharge energy instantaneously heats the ambient
air (model of Section 4.3.3).
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Chapter 6

Application of NRDP at 300K:

Optimization of the conditions

to obtain the glow regime

6.1 Introduction

For many applications as biomedical, surface treatment and decontamination,
the challenge is to produce a large plasma volume at atmospheric pressure at
low power with a low gas temperature and a high chemical reactivity. Therefore,
in this chapter, first, we propose to study in detail the conditions to obtain a
glow discharge at 300K with a NRPD in air at atmospheric pressure between
two point electrodes. Second, we will discuss ways to extend these conditions in
order to obtain glow discharges in larger interelectrode gaps. In Section 2.7, as
a reference we have studied the dynamics of a single discharge in air at Tg = 300
K occurring during one of the nanosecond voltage pulses for an applied voltage
of 15 kV, a 5 mm gap and point electrodes with Rp = 50µm using the 2D
discharge model presented in Section 1.3. As many discharges have occurred
before the simulated one, we have estimated that the density of seed charges is
uniform in the interelectrode gap and of 109cm−3 for Tg = 300 K and we have
neglected the influence of photoionization. In Sections 6.2 to 6.5, we will carry
out a detailed parametric study on the conditions to obtain a glow regime at
300 K. We will vary the applied voltage, the size of the interelectrode gap and
the radius of curvature of hyperboloid electrodes. Finally in Section 6.6, we
will discuss ways to optimize the volume of the glow discharge obtained with a
NRPD between point electrodes at 300 K and at atmospheric pressure.
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Figure 6.1: Influence of the applied voltage on the time evolutions of the position
of the maximum electric field Emax (a) and the value of Emax (b) along the axis of
symmetry for Tg = 300 K, Rp=50 µm and a 5 mm gap.
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6.2 Influence of the applied voltage on the discharge
dynamics at Tg=300 K

Figure 6.1 shows the time evolutions of the position of the positive discharge
front, and of the value of Emax for two different values of the applied voltage: 10
and 15 kV. In comparison to the reference case for an applied voltage of 15 kV in
Section 2.7, we note that for 10 kV, the ignition time of the discharge is slightly
increased (3.5 instead of 3 ns) and the velocity of the positive discharge is much
less than for 15 kV. At t =6 ns, for 10 kV we have observed that the positive
streamer branches with a maximum of electric field out of the symmetry axis
of the discharge. The accurate simulation of branching discharges is beyond
the scope of this work and would require a 3D discharge code. In this work,
as we use a 2D axisymmetric model, we simply stop the simulations when the
discharge branching starts. It is interesting to note that in our simulations
at Tg=1000 K, no branching has been observed for the range of conditions
studied in Sections 2.2 to 2.6. These results are in qualitative agreement with
experiments, with no observed branching at Tg=1000 K and many observations
of branching discharges at Tg=300 K [Jarrige, 2011].
One of the objective of this chapter is to discuss the conditions to obtain a glow
regime at Tg=300 K. Following the analysis carried out in Pai et al. [2010a],
to obtain the glow regime, the average electric field has to be equal to the
breakdown field. At Tg=300 K, for the 10 kV case with a 5 mm gap, the
average electric field is Egap ≃ 20 kV cm−1 which is below the breakdown field
of 30 kV cm−1. Then, to check the criterion proposed in Pai et al. [2010a], we
have carried a simulation at Tg=300 K with an applied voltage of 10 kV and an
additional uniform axial electric field E0=10 kV cm−1 to have an average field in
the gap of 30 kV cm−1, the breakdown field. Figure 6.2 shows that in this case
the characteristics of the discharge are very close to the 15 kV reference case
with a fast and stable propagation of the positive streamer, the connection of
both discharges and the positive streamer arrival at the cathode. We have then
checked the sensitivity of the results to the value of E0 and Figure 6.2 shows
that for a small additional uniform field of E0= 2 kV cm−1, the branching of
the positive discharge disappears. In this case, the ignition of the discharge
occurs at 3 ns, the velocity of the discharge before connection is about 300 km
s−1 and the connection occurs at 12.5 ns. Then with a voltage pulse duration
of about 12.5 ns, this discharge could be in the glow regime. It is interesting
to note that in this case the average electric field in the gap is only Egap =22
kV cm−1, less than the breakdown field. This result seems to indicate that the
glow regime at Tg=300 K can be obtained even if the average electric field is
less than the breakdown field. Then to better understand the conditions to
obtain a glow regime at Tg=300 K, it is important to determine the conditions
for a stable propagation of the positive streamer in the gap.
At Patm and Tg=300 K, an external electric field of about 5 kV cm−1 is required
to have a stable positive streamer propagating in air far from electrodes [Raizer ,
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Figure 6.2: Influence of an additional uniform axial electric field E0 for the condi-
tions of Figure 6.1.
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1991]. For the point-to-point geometry studied in this work, after the voltage
rise, the minimal Laplacian field is obtained in the middle of the gap EL,min

by symmetry. For this particular geometry, we have carried out several test
runs for different values of the applied voltage, the gap and Rp and we have
determined that EL,min has to be equal to E∗ ≃8-9 kV cm−1 to ensure a stable
propagation of the positive discharge in the gap. For the two applied voltages
studied on Figure 6.1, it is interesting to note that EL,min=11 kV cm−1 > E∗

for the 15 kV reference case of Section 2.7 and is only 7.3 kV cm−1 < E∗ for
the 10 kV case with E0 = 0 kV cm−1 which branches. For 10 kV and E0 = 2
kV cm−1, EL,min =9.3 kV cm−1 > E∗ and Figure 6.2 shows that in this case,
a stable propagation of the positive streamer is obtained.

6.3 Influence of the gap on the discharge dynamics
at Tg=300 K

Figure 6.3 shows the time evolutions of the position of the positive discharge
front, and of the value of Emax for two different values of the gap: 2.5 and 5
mm. For both cases, we observe a stable propagation of the positive discharge
and no branching. Indeed, as mentioned in the previous section, for a 5 mm
gap, EL,min is higher than E∗ and then this is also the case for a gap of 2.5
mm for the same applied voltage and same value of Rp. As already observed
at Tg=1000 K on Figure 2.5, Figure 6.3 shows that as the gap increases from
2.5 to 5 mm, the connection time increases by a factor 2 and the ignition
time remains unchanged. On Figure 6.3, the velocity of the discharge before
connection increases from ∼500 km s−1 to ∼625 km s−1 i.e. by a factor of 1.25
as the gap increases from 2.5 to 5 mm. After connection, Figure 6.3 shows that
the velocity of the discharge is increased by a factor 6.9 for the 2.5 mm gap and
4.5 for the 5 mm gap. As already observed at Tg=1000 K on Figure 2.5, Figure
6.3 shows that the peak electric field in the positive streamer head is almost the
same for the two studied gaps. After the connection the electric field in the gap
decreases to the average electric field in the gap Egap ≃60 kV cm−1 for 2.5 mm
and 30 kV cm−1 for 5 mm (Figure 2.10). Then decreasing the gap at Tg=300 K
from 5 to 2.5 mm decreases the connection time by a factor of 1.8 and increases
the average electric field in the gap to values higher than the breakdown field.
Then for Tg=300 K, an applied voltage of 15 kV and Rp = 50µm, for a voltage
pulse duration of 10 ns, a glow regime will be obtained for a 5 mm gap and a
spark regime for 2.5 mm.
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Figure 6.3: Influence of the gap on the time evolutions of the position of the maximum
electric field Emax (a) and the value of Emax (b) along the axis of symmetry for Tg =
300 K, Rp=50 µm and an applied voltage of 15 kV.
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mm gap.
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6.4 Influence of the radius of curvature of electrodes
Rp on the discharge dynamics at Tg=300 K

Figure 6.4 shows the time evolutions of the position of the positive discharge
front, and of the value of Emax for four different values of Rp = 25, 50, 100 and
300 µm for Tg=300 K, an applied voltage of 15 kV and a 5 mm gap. We have
checked that for the lowest value Rp = 25µm, EL,min=9.6 kV cm−1 > E∗. For
the same applied voltage and same value of the gap, EL,min increases as the
value of Rp increases. Then for all values of Rp shown on Figure 6.4, EL,min

is higher than E∗, and then a stable propagation of the positive discharge is
observed. As for Tg=1000 K, Figure 6.4 shows that at Tg=300 K the increase
of Rp from 25 to 300 µm has a small influence on the ignition time of the
discharge which increases from 3 to 4 ns. At Tg=300 K, we note that the
velocity of the discharge is independent of the value of Rp and is about 500 km
s−1. Then the connection time increases only from 8 to 8.75 ns as Rp varies
by a factor 12 from 25 to 300 µm. Figure 6.4 (b) shows that for all studied
values of Rp, the peak electric field in the positive streamer head converges
towards 120 kV cm−1 before connection. It is interesting to note that the
electric field in the positive streamer head has the same dependence with Rp

than the one observed on Figure 2.6 at Tg=1000 K. For Rp = 50µm, Figure
6.4 (b) shows that at the start of the positive streamer the peak electric field
in the streamer head is higher than 120 kV cm−1 and decreases towards this
value during the propagation. Conversely for Rp = 300µm, the peak electric
field in the streamer head is less than 120 kV cm−1 as it starts propagating and
then the peak electric field increases during the discharge propagation to reach
this value. After connection, the electric field converges towards the average
electric field in the gap Egap =30 kV cm−1.

6.5 Summary of the results of the parametric study
carried out at Tg=300 K

Table 6.1 summarizes the results obtained in the preceding sections at Tg=300
K on ignition and connection times, discharge velocity before and after connec-
tion and values of Egap and EL,min.
In agreement with experiments, in our simulations we have observed that there
is a minimal voltage to be applied for a given pulse duration to have the ignition
and propagation of both discharges until the connection. At Tg=300 K, with
Rp=50 µm, a 5 mm gap and a voltage pulse duration of about 10 ns, this min-
imal voltage is about 15 kV. For the range of conditions studied, we note that
the ignition time of the discharge appears to be almost independent of the gap,
the applied voltage and Rp. Table 6.1 shows that the connection time increases
as the gap increases. Conversely, the radius of curvature of electrodes has a
smaller effect on the connection time which slightly decreases as the radius of
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curvature of electrodes decreases. The main difference between the results at
Tg=1000 K and Tg=300 K is the fact that in the range of parameters stud-
ied in this work, branching of discharges has been observed at Tg=300 K and
not at Tg=1000 K. Based on our simulations, a minimal value of E∗ ≃8-9 kV
cm−1 at Patm and Tg=300 K of EL,min the Laplacian electric field in the middle
of the gap is necessary to have a stable propagation of the positive streamer
without branching in the point-to-point geometry studied in this work. This
field is slightly higher than the minimal external field required to have a stable
positive streamer propagating in air far from electrodes at Patm and Tg=300
K. Using similarity relations, we assume that this minimal value is N300/N1000

times less at Tg=1000 K and then E∗ ≃2.4-2.7 kV cm−1 at Tg=1000 K. In
Table 2.1, in Section 2.6, we note that for all cases EL,min > 2.5 − 3 kV cm−1

except the case Rp=50 µm, for a 5 mm gap and 3 kV. In this case EL,min = 2.2
kV cm−1 and then this discharge may branch. In this work, for Tg=1000 K, we
have carried out simulations with voltage pulse durations of the order of 10 ns
to be close to experimental conditions and during the 16 ns simulated for this
case (Rp=50 µm, for a 5 mm gap and 3 kV), Figure 2.4 shows that the positive
streamer propagates very slowly with no branching. As mentioned earlier these
results are in qualitative agreement with experiment using 10 ns voltage pulses,
with no observed branching at Tg=1000 K and many observations of branching
discharges at Tg=300 K [Jarrige, 2011].

Rp(µm) 50 50 50 50 25 100 300 300
Applied Voltage (kV) 15 15 10 15 15 15 15 15
Gap (mm) 2.5 5 5 10 5 5 5 10
Ignition-time (ns) 3 3 3.5 3.6 3 3.25 4 5
connection-time (ns) 4.5 8 - - 8 8.25 8.75 28
V before connection (km s−1) 625 500 200 375-92 500 500 500 260
Velocity increase after connection 6.9 4.5 - - 4.5 4.5 4.6 1.6
Egap (kV cm−1) 60 30 20 15 30 30 30 15
EL,min (kV cm−1) 24.5 11 7.3 7.5 9.6 12.5 15.9 9.2

Table 6.1: Discharge characteristics at Tg =300 K for different applied voltages, gaps
and values of Rp

In Pai et al. [2010a], they have considered that to have a glow regime, the
electric field in the gap during the conduction phase has to be at least equal
to the breakdown field, which is 30 kV cm−1 for Patm and Tg=300 K. For all
the conditions studied in the preceding sections for Patm and Tg=300 K, we
have found that after the connection of positive and negative discharges, the
electric field becomes rather uniform in the gap and converges towards the
average electric field for the given applied voltage and gap size. For all the
studied conditions for Patm and Tg=300 K with a gap distance less or equal
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to 5 mm, we have noted that if the average electric field in the gap is equal
or higher than the breakdown field, the propagation of the discharge occurs
in less than or almost 10 ns, that is to say during the voltage pulse duration
used in the experiments [Pai et al., 2010a]. To obtain the glow regime, it is
important that the connection time of the discharge be almost equal to the
duration of the voltage pulse. In this case, the discharge has just the time to
fill the interelectrode gap and no heating is observed.

6.6 Discussion on the conditions to obtain a glow dis-
charge in large gaps at Tg=300 K

In the preceding sections, we have studied the conditions to obtain the glow
regime of discharges in interelectrode gaps up to 5 mm. As mentioned in the
introduction, for various applications, it would be of great interest to obtain
the glow regime at Tg=300 K for larger gaps.
However, based on our results, if the gap is increased for a fixed geometry of
electrodes, EL,min decreases and may become less than E∗. As an example,
Figure 6.5 shows the time evolutions of the position of the positive discharge
front, and of the value of Emax for Tg = 300 K, Rp=50 µm, an applied voltage
of 15 kV and a 10 mm gap. In this case EL,min = 7.5 kV cm−1 < E∗ and we note
that the velocity of the positive discharge decreases as it propagates from 392
to 375 km s−1 and as expected, the positive streamer finally branches at t =15
ns as the positive streamer front is at 2 mm from the anode. As mentioned
in section 6.2, adding an uniform axial Laplacian electric field to be above E∗

allows a stable propagation of the discharge and then may allow to generate the
glow regime in large gaps at Tg=300 K. This can be done by different ways and
for example by increasing the radius of curvature of the electrodes as shown on
Figures 6.5 and 6.6 with Rp=300 µm an applied voltage of 15 kV and a 10 mm
gap. In this case, EL,min = 9.2 kV cm−1 > E∗ and the positive discharge ignites
at t =5 ns and propagates with a rather constant velocity of about 260 km s−1

until the connection at t =28 ns. After connection, the discharge velocity is
1.6 times higher than before connection and the electric field in the gap rapidly
decreases to converge towards the average electric field value which is 15 kV
cm−1 in this case.
Figure 6.6 shows the time sequence of the distributions of the electron density
at t =13, 20, 27, 31 and 34 ns. After the initiation of the discharge, we observe
a stable propagation of the positive discharge in the gap from t =10 to 25 ns
before the connection of both discharges. As expected, as the gap is increased,
we note that the propagation times of discharges in the gap increase and then
longer pulse durations have to be used. Figure 6.5 shows that the peak electric
field in the positive streamer head during its stable propagation is constant
and about 120 kV cm−1. Conversely, for the branching case with Rp=50 µm,
the electric field at the ignition time is very high but decreases rapidly as the
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Figure 6.5: Influence of the radius of curvature of point electrodes Rp on the time
evolutions of the position of the maximum electric field Emax (a) and the value of Emax

(b) along the axis of symmetry for Tg =300 K, an applied voltage of 15 kV and a 1
cm gap.
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Figure 6.6: Dynamics of the discharge at Tg = 300 K for an applied voltage of 15
kV, a 1 cm gap and point electrodes with Rp = 300µm. Cross-sectional views of the
electron density at t =13, 20, 27, 31 and 34 ns.

streamer propagates and the peak electric field in the positive streamer head
is only 40 kV cm−1 at the moment of branching. Table 6.1 shows that for
Rp = 300µm and an applied voltage of 15 kV, the velocity of the discharge is
about 1.9 times less with a 10 mm gap than for 5 mm and that the connection
time is 3 times longer for 10 mm than for 5 mm.
Figure 6.7 (a) shows the time evolution of the axial electric field after the
positive streamer arrival at the cathode from t =34.5 to 43.5 ns. As observed
in preceding sections, we note that the electric field becomes rapidly rather
uniform in the inter-electrode gap and converges towards 15 kV cm−1, the
average electric field in the gap which is less than the breakdown field for Patm

and Tg=300 K. Then, after the connection the electron density decreases in
the 10 mm gap whereas it is increasing for a 5 mm gap with the same applied
voltage as the average electric field in this case is higher than the breakdown
field.
Consequently, Figure 6.7 (b) shows that after the connection, the energy eJ

derived from the time integrated Joule heating term (Eq. (1.24)) is about 20
times smaller for the 10 mm gap than for the 5 mm gap (Figure 2.10 (b)).
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Figure 6.7: Time evolutions of the value of the electric field along the axis of sym-
metry after the arrival of the positive streamer at the cathode (a) and of the energy eJ

given by Eq. (1.24) and the position of Emax (b) for the same conditions as Figure
6.5. The tip of the cathode is located at xC = 0.75 cm, and the tip of the anode is at
xA = 17.5 mm.
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As mentioned in Section 2.7, for the 5 mm gap with Rp=50 µm and 15 kV,
to have the glow regime, the voltage pulse duration has to be almost equal
to the connection time to avoid the gas heating by the discharge after the
connection. Conversely, Figure 6.7 (b) shows that for a 10 mm gap at Tg=300
K, with Rp=300 µm and an applied voltage of 15 kV, the heating of the gas
after connection is reduced and then, even if the pulse duration is longer than
the connection time, a glow regime could be obtained.

6.7 Conclusion

In this chapter, we have studied the dynamics of an air discharge in a point-to-
point geometry at atmospheric pressure during one voltage pulse at Tg = 300 K
to optimize the conditions to obtain a glow regime. We have found that after the
connection of positive and negative discharges, the electric field becomes rather
uniform in the gap and converges towards the average electric field for the given
applied voltage and gap size. For all the conditions studied at Tg=300 K with
a gap distance less or equal to 5 mm, we have noted that if the average electric
field in the gap is equal or higher than the breakdown field, the propagation
of the discharge occurs in less than or almost 10 ns, that is to say during
the voltage pulse duration used in the experiments. In these conditions, in
agreement with conclusions in Section 2.9 at Tg = 1000 K, to obtain the glow
regime, it is important that the connection time of the discharge be almost
equal to the duration of the voltage pulse. Then, the discharge has just the
time to fill the interelectrode gap and no heating is observed.
At Tg = 300 K, for a 10 ns duration voltage pulse, when the average electric field
in the gap is less than the breakdown field, we have observed that discharges
may branch. Based on our simulations, we found that a minimal value of the
Laplacian electric field of 8-9 kV cm−1 at Patm and Tg=300 K is necessary
to have a stable propagation of the positive streamer without branching in
the point-to-point geometry studied in this work. This field is slightly higher
than the minimal external field required to have a stable positive streamer
propagating in air far from electrodes at Patm and Tg=300 K.
Finally, we have shown that it is possible to extend the glow regime at Tg = 300
K to larger interelectrode gaps using longer voltage pulse duration for conditions
in which the average electric field in the gap is less than the breakdown field.
In these cases, the heating of the gas after connection is limited and then, even
if the pulse duration is longer than the connection time, a glow regime may be
obtained.
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Chapter 7

Application of NRPD to plasma

assisted combustion of a H2-air

mixture

7.1 Introduction

In this chapter we study the ignition by a nanosecond spark discharge of a
lean (equivalence ratio of Φ = 0.3) H2-air mixture at 1000 K and atmospheric
pressure. In Section 7.2, we present the simple model used in this work to study
the coupling between plasma and combustion. Then, in Section 7.3, we describe
the numerical method used for the 2D simulation of the ignition. In Section
7.4 we validate the combustion code with two test-cases: a 0D auto-ignition
test-case at 1200 K and a 1D flame propagation test-case at 600 K. Finally, in
Sections 7.5 and 7.6 we simulate in 2D the ignition of a H2-air mixture by a
nanosecond spark discharge between two point electrodes. As a reference, we
consider the nanosecond spark discharge at 1000 K and atmospheric pressure
in air studied in Chapter 4. As the equivalence ratio of the H2-air mixture is of
Φ = 0.3, we assume that the heating of the H2-air mixture and the production
of active species by the plasma discharge are the same as in air. In Section 7.5,
we study the ignition in taking into account only the fast-heating of the gas by
the nanosecond spark discharge. In Section 7.6, we assume no heating by the
discharge and we take into account only the production of atomic oxygen by
the nanosecond spark discharge to ignite the H2-air mixture. Then we compare
the relative importance of fast-heating and production of active species by the
nanosecond spark discharge for the ignition of a lean H2-air mixture.
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7.2 Coupling between nanosecond pulsed discharges
and combustion

Since several decades, classical spark discharges are used for ignition and flame
stabilization. Although as little as 0.2 mJ of energy is required to ignite a
quiescent stoichiometric mixture, only a small fraction of the electrical energy
is transmitted to the gas mixture. Hence, conventional ignition systems deliver
about 30-50 mJ to the spark in typically 100 µs [Maly , 1984].
The aim of this chapter is to study the plasma-assisted-ignition of a lean H2-air
mixture at 1000 K, using a nanosecond spark discharge. Basically, nanosecond
pulsed discharges can ignite lean mixtures through three distinct processes: the
fast-heating of the mixture, the production of active chemical species, and VUV
radiations.
Plasma discharges in air are known to emit VUV radiations that may induce
photolysis of fuel molecules or photodissociation of molecular oxygen:

O2 + γ → O+O (7.1)

and then may play a role in plasma assisted combustion. Effects of VUV ra-
diations on combustion have been studied in [Cerkanowicz , 1979] and more
recently in [Berezhetskaya et al., 2005]. It has been shown that VUV radiations
from discharges are able to extend the limits of ignition of hydrogen-air mix-
tures at low pressure [Popov , 2007]. However, even if it may induce non local
effects, the photodissociation of oxygen molecules is probably a secondary pro-
cess compared to the the other mechanisms as explained in Starikovskiy et al.
[2012].
It is possible to estimate the production of atomic oxygen through dissociation
of oxygen molecules by VUV photons in the range 205-240 nm. Assuming that
the maximum emission intensity of an air nanosecond spark discharge in this
frequency range is around Fγ ≃ 1013 Ra, (typical value of the emission of 2PN2

by the discharges studied in this work) the maximum photodissociation rate
kγdiss can be estimated by:

kγdiss = nO2Fγσ (7.2)

where σ, the absorption cross section in the range 205 nm-240 nm is between
7.35× 1024 cm2 and 1.01× 1024 cm2 respectively [Demore et al., 1997] and nO2

is the molecular oxygen density in air at the considered temperature. Then,
for σ = 7.35× 1024 cm2 and Tg=1000 K, the photodissociation rate is around
2× 1018 cm−3 s−1. For a pulse of 10 ns, the maximum atomic oxygen density
created by this mechanism is of the order 2 × 1010 cm−3, which is very small
compared to the gas density at 1000 K and atmospheric pressure. Then, it
seems reasonable in a first approximation to neglect this radiative effect on
combustion for conditions studied in this work.
As explained in Chapter 4, according to the two-step mechanism, the fast-
heating of a nanosecond pulsed discharge may occur on very short timescales
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of a few tens of nanoseconds right after a voltage pulse. This fast-heating time
is then much smaller than the characteristic auto-ignition times for the com-
bustion reactions that are of the order of a few µs for the fastest to a few
ms in most conditions. As a consequence it can be reasonably assumed for
combustion that the fast heating is infinitely fast during the voltage pulses.
For nanosecond spark discharges able to increase the temperature by hundreds
or thousands of degrees, fast-heating may play a very significant role in the
reduction of the ignition time. The compressible flow dynamics generated by
such a high heating rate (discussed in chapter 4), is also important for the ig-
nition mechanism since the fast expansion of the hot plasma channel leads to
a significant temperature decrease during the first microseconds by ≃ 50% (as
discussed in chapter 4), and an increase of the radius of the plasma channel. As
discussed in chapter 4, for conditions studied in this work, we can assume that
30 % of the discharge energy is going instantaneously to fast-heating, and we
need to solve Euler equations to study the fluid dynamics during the ignition
process.
The chemical species produced by a plasma discharge are also very important
for ignition. Indeed, production by the discharge of electronic excitation of
atoms and molecules and vibrational excitation of molecules, and of radicals,
positive and negative ions increase the chemical reactivity of a mixture and
may play a significant role in ignition. In our conditions, electron and ion den-
sities after a voltage pulse are very low compared to the density of neutrals
(as discussed in chapter 3) and we have assumed that their influence on the
combustion chemistry is negligible. During the rise and the decrease of the
voltage, some singlet oxygen molecules O2(a

1∆g) may be formed due to the
low applied reduced electric-field. It has been shown that this specie is able to
enhance significantly ignition reactions and flame propagation in low pressure
and lean hydrogen-air mixture [Smirnov et al., 2008]. However, the excitation
of molecular oxygen may be neglected in our case, since in air at atmospheric
pressure most of the discharge energy spent on electronic excitation goes into
the excitation of nitrogen molecules [Wu et al., 2010].
Among the vibrationally excited molecules produced by the discharge, H2(v)
could be involved in chain initiation and branching reactions. However, based
on the work of Popov [2007], we have considered that in our lean studied con-
dition and at atmospheric pressure, the influence of H2(v) is negligible. As
explained in Zuzeek et al. [2011], dissociation of hydrogen molecules may also
play an important role as a source of H radicals. However, as we consider a
lean mixture with an equivalence ratio of 0.3, we have neglected the production
of H atoms by the discharge.
Finally, for our studied conditions, the main chemical mechanisms for plasma
assisted combustion seem to be the production of atomic oxygen through direct
electron impact dissociation, and the dissociative quenching of electronically ex-
cited N2 [Starikovskiy and Aleksandrov , 2013].
In the following, as a reference, we consider the nanosecond spark discharge at
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Nos Reaction Ref

R1 H+O2 ⇋ OH+O Boivin [2011]
R2 H2 +O ⇋ OH+H -
R3 H2 +OH ⇋ H2O+H -
R4 H+O2(+M) ⇋ HO2(+M) -
R5 HO2 +H ⇋ 2OH -
R6 HO2 +H ⇋ H2 +H2 -
R7 HO2 +OH ⇋ H2O+O2 -
R8 H+OH+M ⇋ H2O+M -
R9 2H +M ⇋ H2 +M -
R10 2HO2 ⇋ H2O2 +O2 -
R11 HO2 +H2 ⇋ H2O2 +H -
R12 H2O2 +M ⇋ 2OH +M -

Table 7.1: 12-step mechanism for hydrogen-air combustion with a total of 9 species.

1000 K and atmospheric pressure in air studied in Chapter 4. As the equiv-
alence ratio of the H2-air mixture is of Φ = 0.3, we assume that the heating
of the H2-air mixture and the production of O atoms by the plasma discharge
are the same as in air. The outputs from the discharge code at the end of the
voltage pulse are the temperature field resulting from the fast-heating and the
atomic oxygen density produced by electron impact and dissociative quenching
of excited nitrogen. These 2D fields are used as an inputs for the hydrogen-
air combustion model presented in the next section. Results of the influence
of the nanosecond spark discharge on the ignition of a H2-air mixture will be
presented in Sections 7.5 and 7.6.

7.3 Model for the combustion of a H2-air mixture

The main chemical effect of the nanosecond spark discharge on the chemistry
useful for plasma assisted combustion is assumed to be the production of atomic
oxygen. Then it is important to have a chemical model for combustion that
takes into account atomic oxygen in the kinetics. Boivin et al. [2011] have suc-
cessfully tested several kinetic models for combustion of hydrogen-air mixtures
in a wide range of conditions. In particular they have studied a reduced 12-
step chemical model. This model takes into account 9 species including atomic
oxygen: H2, O2, H2O, H, O, OH, HO2, H2O2, and N2 and the 12 reactions are
given in Table 7.1. Boivin et al. [2011] have shown that this reduced 12-step
chemical model is able to predict accurately burning rates and flammability
limits in steady planar deflagrations, and peak temperatures and extinction
strain rates in non-premixed counterflow flames. Results obtained with this re-
duced model are also undistinguishable from more complex chemical models for
the estimation of the induction time in isobaric reactors for equivalence ratios
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in the range 10−1−10. We have implemented this reduced model to couple the
plasma discharge with combustion reactions. As nanosecond spark discharges
are able to heat-up the air up to 3000 K close to the tip of the electrodes,
and due to the highly exo-energetic reactions involved in the hydrogen-air com-
bustion, the maximum air temperature may be higher than 4000 K in some
points. Thermochemical data for the 9 species of the 12-step mechanism that
are available between 300 and 6000 K were taken from the NIST-JANAF Ther-
mochemical Tables.
The energy source term due to combustion reactions ωe is given by:

ω̇e = −
∑

k

∆h0
f,kω̇k (7.3)

where ω̇k is the mass source term of specie k due to chemical reactions, ∆h0
f,k

is the formation enthalpy of specie k. The temperature can be deduced by
computing the specific thermal capacity at constant volume of the mixture
Cvm from the mass fractions Yk and the specific thermal capacities Cvk of
specie k:

Cvm(T ) =
∑

k

YkCvk(T )
dT

dt
=

ω̇e

Cvm(T )
(7.4)

The temperature of the mixture is obtained by solving numerically Equations
(7.4) using an iterative procedure.
We have considered the following equations for the reactive multi-species mix-
ture. There are Euler equations with species diffusion and thermal conduction:



















∂tρYk + ~∇ · (ρ(~u+ ~Vk)Yk) = ω̇k

∂t(ρux) + ~∇ · (ρux~u) = −∂xP

∂t(ρur) + ~∇ · (ρur~u) = −∂rP

∂t(ρe) + ~∇ · (ρh~u) = ~∇ · (−λ~∇T) + ω̇e

(7.5)

with : e =
1

2
V2 + u u = CvmT =

RmT

(γm − 1)
h = u +

P

ρ

The diffusion velocities Vk can be estimated thanks to the Hirschfelder and
Curtiss approximation [Poinsot and Veynante, 2005]. Diffusion fluxes for each
specie then reduce to a Fick’s law with the diffusion coefficient of the specie k
in the mixture Dk:

~VkXk = −Dk
~∇Xk Dk =

1−Yk
∑

j 6=k Xj/Dkj

where Xk is the mole fraction of specie k. As Fick’s law does not preserve
mass conservation, usually in codes, the density of a non reactive component
is adjusted to preserve the mass conservation [Poinsot and Veynante, 2005].
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In our case we adjust N2 density (as N2 does not participate to combustion
reactions) to ensure the mass conservation. This correction has a small influence
on the N2 density since its mass fraction is much more significant than the mass
fraction of the highly diffusive species in the mixture.
The thermal conductivity λ of the mixture is computed thanks to the semi-
empirical formula:

λ =
1

2

(

∑

k

Xkλk +
1

∑

k Xkλ
−1
k

)

(7.6)

where λk is the thermal conductivity of specie k. To compute the diffusion
coefficients and the thermal conductivity of the mixture, we use the subrou-
tines of the REGATH program written by Nasser Darabiha at the laboratory
EM2C and used in Candel et al. [2011]. The diffusion is solved implicitly with
the ROCK4 subroutine developed by Abdulle [2002]. Chemistry is also solved
implicitly with the RADAU5 code [Hairer and Wanner , 2010]. The numerical
scheme used to solve the Euler equations is the MUSCL scheme described in
chapter 4.

7.4 Validation of the H2-air combustion model

7.4.1 Autoignition of a H2-air mixture

To validate the thermo-chemistry used in the combustion code, we have sim-
ulated the autoignition of a stoichiometric H2-air mixture at 1200 K at atmo-
spheric pressure as in Boivin et al. [2011]. Figure 7.1 shows the evolution of the
densities of H2, O2, H, O, OH, and H2O and the corresponding temperature
evolution during the autoignition process. Hydrogen and oxygen are consumed
leading to the production of a significant amount of H2O. The autoignition
delay is defined as the time when the temperature starts to increase sharply
with a peak production of H2O, H, OH, and atomic oxygen. We found that
the autoignition is at 4.5×10−5s, in agreement with the results of Boivin et al.
[2011]. On Figure 7.1, we note that the final temperature is close to 2800 K.
Due to this high temperature, the H2O formed during the combustion, disso-
ciates and then some H2 is present in the burnt gases.
We have tested different initial temperatures and equivalence ratios and we have
checked that the thermo-chemical model implemented in the code is capable to
reproduce the correct auto-ignition delays in all the cases studied.
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Figure 7.1: Evolution of species concentrations and of the temperature during the
autoignition of a H2-air mixture in stoichiometric conditions at 1200 K at atmospheric
pressure.

7.4.2 Flame propagation in a H2-air mixture

The coupling between thermo-chemical processes, the energy released in the
combustion and the transport of species in the gas can be validated considering
a flame propagation. To be able to predict accurately the flame velocity, a
thorough description of the coupling between all the processes involved in the
flame is required. It is particularly true for hydrogen-air mixtures as some of
the light species like O, H2 and H may diffuse much faster than the other species
and an accurate description of their transport is required. For this reason, the
widely used assumption of a Lewis number (ratio between thermal diffusivity
and molecular diffusion) equal to unity was not used in our model, since for
light species the molecular diffusion may be higher than the thermal diffusivity
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of the mixture. Another usual simplification is to consider that the pressure is
constant during a flame propagation. However, this simplification can not be
used in our case since during the ignition phase the compressible flow dynamics
may play a significant role.
To study the flame propagation, we have considered a stoichiometric H2-air
mixture at 600 K. This low temperature has been chosen to have a rather
long autoignition delay to allow the study of the flame propagation. Figure
7.2 shows the 1D propagation in the radial direction of a cylindrical laminar
premixed flame. The flame is ignited by a hot cylindrical channel representing
a spark discharge located on the symmetry axis with a temperature of 2000 K
and a radius of 250µs. On short timescales, between 0 and 6 µs, we observe that
the initial high temperature region generates a shockwave with a sharp front
that propagates radially at the speed of sound at 600 K. As the shockwave
propagates, its amplitude decreases and becomes negligible. To prevent reflec-
tions on the boundaries, the simulation domain has been extended to a very
large region of a few meters (not shown on the figure) thanks to a geometric
expansion of the mesh. Behind the shockwave, as explained in Chapter 4 a low
density channel is formed in the hot region, in which the pressure is constant.
Due to the dilatation of the pre-heated region with an initial radius of 250µm,
the low density channel is around two times wider with a radius of ≃ 500µm.
As explained in Chapter 4, the shockwave takes a significant fraction of the
initial energy of the hot region at 2000 K. Then the low density channel has a
lower temperature (decrease of about 20%) than the initial hot channel. Then
the ignition of the mixture occurs in a low density region (density is ≃ 2.5 times
less than the one of the gas mixture at 8 mm from the symmetry axis) with a
high temperature of about 1600 K. It can be seen at t=6 µs that the production
of H2O has already started close to the symmetry axis. At t=50 µs, all the
oxygen has been consumed in the low-density region and a significant amount
of H2O has been produced. During this phase, a significant amount of energy
is released by the combustion in the low-density region and the maximum tem-
perature increases from 1600 K to 2300 K. However, this heating occurs on a
timescale of 40 µs which correspond to a slow increase of the temperature, and
then no shockwave is generated in this case.
Then, we observe the propagation of a flame front between 50, 300 and 600 µs.
The highest temperature in the flame is around 2800 K, and its velocity is
around 8.5 m s−1. The velocity for a planar premixed hydrogen-air mixture
at 600 K in stoeichiometric conditions is around 7 m s−1 [Gelfand et al., 2012]
which makes a difference of 17%. In our case, the slightly higher flame velocity
calculated may be due to the cylindrical shape of the flame, and the ignition
process we have used with an initial hot channel. We also note that the MUSCL
scheme used to solve Euler equations may also add some numerical diffusion
on long timescales, which may increase a little the speed of the flame (CFL is
around 5× 10−9 s and the total simulation time is 600 µs).
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Figure 7.2: 1D Ignition and propagation of a flame in stoechiometric H2-air mixture
at 600 K and atmospheric pressure. The propagation is in the radial direction. Red
line: mass density of the gas mixture. Dark line: H2 density. Blue line: O2 density.
Orange line: H2O density.

7.5 Plasma assisted ignition of a lean H2-air mixture:
role of the fast-heating

The temperature increase due to a nanosecond spark discharge in air at at-
mospheric pressure can be very high and of the order of thousands of degrees.
For the reference nanosecond spark discharge case studied in Chapter 4, the
temperature at the end of the voltage pulse is around 1900 K in the mid-
dle of the inter-electrode gap and 3000 K close to the electrode tips (Figure
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4.11). This temperature increase is important for ignition as all reaction rates
of combustion reactions are Arrhenius laws with an exponential dependence
with temperature. However, it is important to note that in classical spark plug
systems for combustion ignition the gas can be heated up to higher tempera-
tures (5000 K) but on much longer timescales (several milliseconds).
Today, the relative importance of the fast-heating for plasma assisted igni-
tion compared to other mechanisms such as the production of active chemical
species is still under debate in the scientific community. It is then not clear if
the very-fast heating of a nanosecond spark is able to ignite a lean mixture by
itself. To test this hypothesis, we consider the ignition of a lean H2-air mixture
with an equivalence ratio Φ = 0.3 at 1000 K and atmospheric pressure. With
such a high temperature, the auto-ignition delay is of the order 10−4 s, then
the discharge has to ignite the mixture on even shorter timescales. As initial
condition of the combustion code, we consider the 2D temperature field at the
end of the pulse shown on Figure 4.2 at t = 10 ns for the reference nanosecond
spark discharge at 1000 K and atmospheric pressure. In this case, we neglect
the production of active species by the discharge. In the work of Thiele et al.
[2002] on classical spark ignition, similar numerical simulations have been per-
formed at 300 K with as initial source term a temperature field representative
of a classical spark ignition system. These authors have shown that the thermal
conduction in the electrodes has a negligible influence on short timescales up
to 130 µs. Then in the following, the electrodes are assumed to be adiabatic
and the thermal conduction flux at their surface is set to zero.
Figure 7.3 shows the 2D evolution of the H2O concentration as a function of
time. The 2D evolution of the concentration of H2O allows us to identify clearly
the boundary between the fresh and the burnt gas and to follow the flame for-
mation and propagation. At t=1 µs there is no ignition yet but the shockwave
formation and propagation have already occurred and the pressure is uniform
in the domain. The compressible flow dynamics and the low density channel
formation described in Chapter 4 seem then to be decoupled from the com-
bustion dynamics as they occur on slightly shorter timescales. It can be seen
that the ignition starts at t=5 µs close to the tip of the electrodes due to the
higher initial temperature in these regions. Then the flame propagates very
rapidly in the heated channel on the symmetry axis between electrodes. The
two flame-fronts impact each other at t=15 µs and at t=20 µs they merge into
a cylindrical flame. Then between 20 and 100 µs the flame propagates radially
in the fresh gas with a velocity of about 15 m s−1 which is close to typical
premixed-flame velocities for H2-air in those conditions [Gelfand et al., 2012].
At t=100 µs, it has been checked that the flame is then able to propagate on
distances longer than the inter-electrode gap with a spherical shape, without
being influenced any more by the initial conditions. The cylindrical flame ker-
nel structure that propagates radially, its evolution to a more spherical shape
and the initial dependence of the ignition with the temperature source term
are in good agreement with the experimental and numerical results of Thiele
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et al. [2002] for a lower initial temperature of the mixture. However, in their
simulations, they observed a more toroidal structure of the flame kernel. Based
on their experimental results, it seems that this shape may be obtained when
rather stump electrodes are used, but for sharpened electrodes the flame kernel
is more oval as in our simulation results. In a future work, it would be inter-
esting to study the influence of the shape of the electrodes on the flame kernel
expansion initiated by the fast-heating of a nanosecond spark discharge.
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Figure 7.3: 2D distribution of the density of H2O for a lean H2-air mixture with an
equivalence ratio Φ = 0.3 at 1000 K and atmospheric pressure. Only the fast-heating
by the nanosecond spark discharge is taken into account.

7.6 Plasma assisted ignition of a lean H2-air mixture:
role of the atomic oxygen

The chemical model used in Chapter 4 to predict the fast-heating due to the
two-step mechanism allows also to compute the production of atomic oxygen by
a nanosecond spark discharge. For the reference nanosecond spark discharge
studied in Chapter 4 at 1000 K, the evolution as a function of time of the
atomic oxygen concentration in the middle of the inter-electrode-gap is shown
on Figure 7.4. The voltage pulse lasts from 0 to 10 ns. It can be seen that most
of the atomic oxygen is produced after the pulse due to the dissociative quench-
ing of electronically excited N2. However, it is interesting to note that almost
10% of the atomic oxygen is produced during the voltage pulse by electron
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impact dissociation. Dissociation rates through electron impact and electronic
excitation rates of nitrogen increase with the reduced electric. Then the dis-
sociation rate is much higher in the head of a streamer than in the plasma
channel after connection. However, most of the O atoms are produced during
the spark regime due to the much higher electron density in the plasma channel
in the spark phase than in the streamer phase. It has been checked that even if
the energetic efficiency for O atom production is higher for a corona or a glow
regime, the spark regime produces very high concentrations of atomic oxygen
due to the much higher energy release. Figure 7.5 shows the 2D distribution
of the final atomic oxygen concentration at t = 20 ns. The atomic oxygen is
mainly concentrated close to the electrode tips where the discharge energy den-
sity is higher (see Figure 4.2). The final dissociation level of molecular oxygen is
around 30% in the plasma channel in the middle of the inter-electrode gap and
around 60% close to the tip of electrodes. These results are in good qualitative
agreement with experimental TALIF measurements of atomic oxygen concen-
trations performed by Stancu et al. [2010] in a nanosecond spark discharge very
close to the reference discharge we considered in this chapter.
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Figure 7.4: Evolution of atomic oxygen and of the electronically excited levels of
N2 as a function of time during the reference nanosecond spark discharge defined in
Chapter 4 at 1000 K in air at atmospheric pressure.
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Figure 7.5: 2D distribution of the atomic oxygen concentration at t = 20 ns for
the reference nanosecond spark discharge defined in Chapter 4 at 1000 K in air at
atmospheric pressure.

The high dissociation level of the molecular oxygen is very likely to increase
the reactivity of the mixture and to enhance the combustion reactions: As
explained by Bowman et al. [2010] for lower pressures, the high temperature
chain propagation mechanism is determinant for ignition:

{

O +H2 → H +OH (R2)
H +O2 → O +OH (R1)

(7.7)

Then, the atomic oxygen production from the discharge may accelerate signifi-
cantly reaction (R2) improving the activation and the efficiency of this mecha-
nism. To check the influence of the atomic oxygen produced by the discharge,
we performed the same simulation as in the previous Section 7.5 but this time
without taking into account the fast heating. Instead, we started the simulation
only with the atomic oxygen concentration field of Figure 7.5 as initial condi-
tion. The initial condition is then an homogeneous temperature at T=1000 K
and a H2-air mixture with Φ = 0.3 but with highly dissociated oxygen close to
the electrodes and in the discharge path.
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Figure 7.6 shows the time sequence of the evolution of H2O concentration be-
tween 1 µs and 100 µs. Conversely to the ignition case with fast-heating on
Figure 7.3, on Figure 7.6, between 0 and 5 µs there is no shockwave formation
since no heating is taken into account and the density in the discharge path
remains constant. At t=5 µs, the maximum of the H2O concentration is much
less than for the fast-heating ignition case. However, the O concentration is
homogeneously distributed in the all discharge region. We observe that it takes
up to 20 µs for the H2O concentration to reach its maximum value and for the
flame to start to propagate. The ignition is then slower during the first 20 µs
than for the fast-heating ignition case but it is a more volumetric ignition. This
slower initial dynamics seems to correspond to the induction time of the high
temperature chain propagation mechanism (Reactions R1 and R2). For the
fast heating ignition, the initial dynamics of the flame kernel is linked to the
high temperature regions close to the electrodes while in this case the higher
atomic oxygen concentrations close to the electrodes barely affect the shape of
the kernel. This is probably due to the fact that reaction rates depend expo-
nentially on temperature but only linearly on initial concentrations. From 20
to 100 µs, the flame propagates radially with a spherical shape while the flame
kernel is more cylindrical for the fast-heating ignition (Figure 7.3).
To compare both results, we define a criterion to measure the efficiency of the
ignition process: we consider the time at which the radius of the flame kernel
reaches the value of 2 mm which corresponds to position of the left and right
borders on Figures 7.3 and 7.6. It is interesting to note that this time is around
70 µs for the ignition with atomic oxygen and 85 µs for the fast-heating ignition
case. The relative importance of fast heating and the atomic oxygen production
is then of the same order in this particular case with a slightly higher ignition
efficiency for the atomic oxygen. It would be interesting to carry out further
studies to compare the relative influence of these two processes in a larger range
of conditions and at lower temperatures.
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Figure 7.6: 2D distribution of the density of H2O for a lean H2-air mixture with an
equivalence ratio Φ = 0.3 at 1000 K and atmospheric pressure. Only the O production
by the nanosecond spark discharge is taken into account.

7.7 conclusion

The ignition by a nanosecond spark discharge of a lean H2-air mixture at 1000 K
with an equivalence ratio of Φ = 0.3 has been studied on short timescales
(t≤ 100µs). Two numerical simulations have been performed : For the first
one only the fast-heating of the nanosecond spark discharge has been taken
into account. In this case, a flame kernel formation has been observed that
ignites close to the tip of the electrodes and finally propagates radially with a
cylindrical shape. At the beginning, the flame structure depends strongly on
the initial temperature distribution, but as soon as it escapes from the inter-
electrode gap it becomes spherical and is able to propagate on long distances.
In the second case, we have assumed no heating by the discharge and we have
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taken into account the atomic oxygen production by the nanosecond spark
discharge. In this case, a slower but volumetric ignition is observed in the
inter-electrode gap that barely depends on the initial 2D distribution of the
atomic oxygen. Then the flame propagates with a more spherical shape than
for the fast-heating ignition case. Finally, it appears that both mechanisms
are able to ignite the mixture on these short timescales. However, the ignition
with the atomic oxygen seems to be slightly more efficient and has a completely
different dynamics. It would be interesting in future works to study first the
relative importance of both processes at lower temperatures. In a second step,
further studies would be of interest on the influence of other parameters as the
electrode geometry, the thermal conduction and the equivalence ratio on the
combustion ignition by a nanosecond spark discharge.
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Conclusion

In this Ph.D. thesis, we have carried out numerical simulations to study nanosec-
ond repetitively pulsed discharges (NRPD) in a point-to-point geometry at at-
mospheric pressure in air and in H2-air mixtures.

Experimentally, three discharge regimes have been observed for NRPD in air at
atmospheric pressure for the temperature range Tg = 300 to 1000 K: corona,
glow and spark. To better understand and control the conditions to obtain these
regimes, we have carried out a parametric study on the influence of the applied
voltage, the gap size, the radius of the electrodes and the air temperature. First,
we have considered a discharge occurring during one of the nanosecond voltage
pulses, assuming that many discharges have occurred before the studied one.
The discharge has been simulated in 2D using a classical fluid model and we
have estimated that the density of seed charges in the interelectrode gap at the
end of a given interpulse after many voltage pulses is of the order of 109 cm−3

for Tg = 300 to 1000 K. From the simulation results, it seems that one key
parameter for the transition between the three discharge regimes at 300 and
1000 K is the ratio between the connection-time (time to have the connection
between the positive and the negative discharges initiated at the anode and the
cathode point electrode, respectively) and the pulse duration. If this ratio is
less than 1, the pulse duration is too short for the discharges to connect and
then it corresponds to the corona regime. If this ratio is around 1, the plasma
discharge has just the time to fill the interelectrode gap, no heating is observed
and then, this corresponds to the glow regime. Finally, if this ratio is larger
than 1, the applied voltage is maintained during the conduction phase and the
discharge may heat the gas and then the glow-to-spark transition may occur.

It is interesting to note that, for the same geometries, the same pulse durations
and applied voltages scaled with the air density, it appears that the heating of
the gas is more significant at 300 K than at 1000 K. Then, the glow to spark
transition may occur more easily at 300 K than as 1000 K if the pulse duration
is slightly longer than the connection-time. This may explain the difficulty to
obtain a stable glow discharge at 300 K in experiments. Finally, we have com-
pared experimental and simulated images of the dynamics of a NRP discharge
in air at atmospheric pressure and at Tg = 300 K. The excellent agreement
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obtained validates the dynamics of formation of the air discharge between two
point electrodes at the early stages of its development.

In a second step, we have studied the dynamics of charged species during the
interpulse at Tg = 300 and 1000 K for repetitive pulses. We have shown that
in the frequency range 10-100 kHz, at 300 and 1000 K the highest preioniza-
tion level at the end of an interpulse is between 1010 and 4 × 1011 cm−3. The
preionization level of 109 cm−3 used in the first part of this Ph.D. report corre-
sponds to repetition frequencies in the range 1-10 kHz. For frequencies in the
range 1-100 kHz, we have observed that the final value of seed charges at the
end of the interpulse is independent on charged species densities at the end of
the previous voltage pulse. At 300 K, we have shown that the preionization
left by previous discharges consists in positive and negative ions. Nevertheless,
when photoionization is taken into account, we have observed that the dynam-
ics and the characteristics of the discharge are only weakly dependent on the
nature of negative charges (either ions or electrons). Therefore we have shown
that the use of a preionization with electrons and positive ions at a density
of 109cm−3 without photoionization is a good compromise between complexity
and accuracy to study the discharge characteristics at 300 K. At 1000 K, a sig-
nificant amount of electrons remains at the end of the interpulse and the role
of negative ions on the next discharge dynamics is much less important than
at 300 K. However, in the frequency range 10-100 kHz, as the electron density
may be as high as 4 × 1011 cm−3, we have studied how such a high electron
density preionization impacts the discharge dynamics. We have shown that the
discharge dynamics and the connection-times remain rather close whatever the
preionization level considered in the range 109-1011 cm−3.

Then, we have simulated several consecutive nanosecond voltage pulses at
Tg = 1000 K and at a frequency of 10 kHz. We have observed that in a
few voltage pulses, the discharge reaches a ’stable’ glow regime also observed
in the experiments. The shape of the voltage pulse has been chosen such that
the voltage starts to decrease 0.5 ns after the connection of discharges to be
in the glow regime. We have also observed that the preionization is after the
two first pulses rather high (ne = 1010 cm−3) and uniform over a radius of
about 2 mm, much larger than the diameter of the positive discharge ignited
at the positive point. These results validate the assumption of a uniform pre-
ionization of the interelectrode gap used in the first part of the Ph.D. report
to study in detail the discharge dynamics during one voltage pulse. Finally, we
have taken into account the convection of charged species during the interpulse
due to an external air flow. We have found that the external air flow may
promote the corona-to-glow transition in a very narrow range of parameters. It
would be interesting in future works to study more in detail the influence of the
flow on the discharge. In the simulations, we have considered a simple laminar
convection with a flow aligned with the discharge axis, neglecting the presence
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of electrodes. It would be interesting to study the influence of a laminar air
flow perpendicular to the discharge axis and also of a turbulent air flow on the
NRPD.

We have then studied the spark regime of NRPD in developing a simple model
for a nanosecond spark discharge in air at atmospheric pressure. As shown
in the experiments, the nanosecond spark discharge may significantly heat the
ambient air on short time-scales and induce shockwave propagation. There-
fore we have studied the mechanisms of fast heating of the ambient air by the
nanosecond spark discharge and we have solved 2D Euler equations to study the
compressible gas dynamics induced by this heating. As a reference test case,
we have considered a nanosecond spark discharge at 1000 K. For the modelling
of the fast heating, as a first step, we have considered that a fixed fraction
ηR = 30% of the discharge energy instantaneously heats the neutral gas. Then
the value of ηR has been varied as a parameter in the range 15 to 60%, and
in all cases, we have observed the formation and propagation of a cylindrical
shockwave and its reflection on the electrode tips. The propagation velocity
of these shockwaves is in all cases very close to the speed of sound in air at
1000 K, and followed by the formation of a hot channel in the path of the
discharge that expands radially on short timescales t < 1 µs. These results are
in good qualitative agreement with experiments. Finally, we have tested more
accurate models for the computation of the fast-heating. They confirm that the
fraction of the discharge energy going to fast heating is in the range 20%-30%
and that the discharge energy is not deposited uniformly in the air with two
hot spots close to electrode tips. Part of this energy deposited in the gas is
efficiently dissipated on short time-scales by the shockwaves that are found to
be an important energy dissipation process for NRPD.

To be closer to experiments, we have taken into account an external circuit
model based on the BNC cable used in experiments to limit the discharge cur-
rent. With the circuit model used, the applied voltage decreases dynamically
when the conductivity of the plasma increases. Therefore, we have been able to
simulate several consecutive discharge pulses and to study the transition from
multipulse nanosecond glow to spark discharges. In the multipulse nanosec-
ond spark regime, the discharges have to ignite and propagate in the hot, low
density channels produced by the fast-heating of the previous discharges. This
interaction through heating and gas dynamics tends to decrease the discharge
radius pulse after pulse. To further increase the current limitation, we have
added a ballast resistance to the circuit and we have shown that for a value of
R=10,000 Ω, the heating after each pulse is negligible and then the multipulse
nanosecond discharge in this case remains in a ’stable’ glow regime.

All the results obtained on the physics of nanosecond pulsed discharges in air,
and the numerical tools developed during this Ph.D. thesis have then been used
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to address two key questions for NRPD applications.
First, for many applications as biomedical, surface treatment and decontamina-
tion, the challenge is to produce a large plasma volume at atmospheric pressure
with a low gas temperature and a high chemical reactivity. Thus, we have car-
ried out a detailed parametric study on the conditions to obtain a stable glow
regime in air at 300 K and atmospheric pressure. We have shown that this
regime could be obtained in large gaps with under-voltage conditions, but with
a significant axial electric field to prevent branching and facilitate the propa-
gation of the discharges. We have demonstrated that this can be obtained by
using large electrodes or by adding large metallic plane holders behind the tip
of the electrodes.

The second application of interest in this work is related to the plasma assisted
ignition using NRPD. We have studied on short time-scales (t≤ 100µs) the
ignition by a nanosecond spark discharge of a lean H2-air mixture at 1000 K
and atmospheric pressure with an equivalence ratio of Φ = 0.3. To determine
the relative importance for ignition of the fast-heating of the discharge or its
chemical reactivity, we have performed two simulations: For the first one only
the fast-heating of the nanosecond spark discharge has been taken into account.
In the second case, we have assumed no heating by the discharge but we have
taken into account the atomic oxygen production by the nanosecond spark.
Finally, it appeared that both mechanisms are able to ignite the mixture on
these short timescales. However, the ignition with the atomic oxygen seems to
be slightly more efficient and has a completely different dynamics. It would
be interesting in future works to study first the relative importance of both
processes at lower temperatures. In a second step, further studies would be
of interest on the influence of other parameters as the electrode geometry, the
thermal conduction and the equivalence ratio on the combustion ignition by a
nanosecond spark discharge for H2-air mixtures and also other hydrocarbon-air
mixtures.
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Appendix

A.1 Magenetic field produced by a nanosecond spark
discharge

In this section we compute an estimation of the magnetic-field generated by
the current I passing through a plasma channel of radius R, of length G, and
oriented in the axial direction. Due to the symmetry revolution of the plasma
around axis ~x the magnetic-field is ortho-radial:

O

~x

~y

(X,Y)

~r
G

I

−→
dl

~B(X,Y)

(
−−−→
r − r′)

Figure A.1: Scheme of the distribution of current and the coordinate system. There
is a symmetry revolution around ~x axis.
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discharge

~B =
µ0I

4Π

∫ G

0

~dl ∧ (
−−−→
r − r′)

‖
−−−→
r − r′ ‖3

B(X, Y ) =
µ0I

4Π

∫ G

0

Y dx
√

Y 2 + (x−X)2
3

B(X, Y ) =
µ0IY

4Π

[

x−X

Y 2
√

Y 2 + (x−X)2

]G

0

B(X, Y ) =
µ0I

4ΠY

[

G−X
√

Y 2 + (G−X)2
+

X√
X2 + Y 2

]

(A.1)

At the middle of the inter-electrode gap (X=G/2) and for Y=R, where R is the
discharge radius one gets:

Bmax =
µ0IG

4πR
√

(G
2 )

2 +R2
(A.2)

For a conductive current I=40 A, a radius of curvature R= 500µm, and a gap
size G=2.5 mm, the maximum magnetic field is about 0.01 T. The magnetic
field of the discharge can also be obtained numerically by applying the Ampère’s
circuital law in each cell of the domain:

∮

C

~B · ~dl = µ0IS ⇒ B(x, r) =
µ0IS(x, r)

2πr
(A.3)

Where IS(x, r) is the current passing through the surface S enclosed by the
closed curve C. In our case:

IS(x, r) =

∫ r

0
2πrjxc(x, r)dr (A.4)

jxc(x, r) being the conductive current density in the axial direction. Figure A.2
shows the time evolution every 0.1 ns of the magnetic field during the spark
regime for the reference spark discharge of chapter 4.2.1 (p. 73) from t=6.9 ns
to t=8.4 ns which corresponds to the end of the pulse (see figure 4.1 76). It
can be seen that the maximum magnetic-field obtained is around 0.04 T which
is of the same order of magnitude as the value computed analytically.
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discharge

Figure A.2: 2D distribution of the magnetic-field of a nanosecond spark discharge.
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A.2 Estimation of the plasma inductance

The plasma inductance can be estimated by integrating over the volume V of
the plasma the electromagnetic energy density e and using equation A.5:

e =
1

2
LI2 (A.5)

Where L is the inductance of the plasma. The electro-magnetic energy density
is given by:

e =

∫∫∫

V

(

1

2
ǫ0E

2 +
1

2µ0
B2

)

dV (A.6)

The electric-field E is uniform in the conducting channel of a spark discharge:

E =
j

γ
=

I

πR2γ
(A.7)

Where γ is the plasma conductivity, j the conductive current density, I the
conductive current passing through the plasma and R the radius of the plasma
channel which is assumed to be a cylinder. The magnetic field can be computed
using the Ampère’s circuital law:

B(r)2πr = µ0πr2j⇒ B(r) =
µ0Ir

2πR2
(A.8)

By integrating the electromagnetic energy one gets:

e =
1

2
(

ǫ0G

πγ2R2
+

Gµ0

8π
)I2 (A.9)

Where G is the length of the plasma which is the gap size.

⇒ L = (
ǫ0G

πγ2R2
+

Gµ0

8π
) (A.10)

For I=40 A, R=500 µm, E=20 kV/cm, and G=2.5 mm, one finds the inductance
L=1.69 10−10 H.

A.3 Symmetry effects of the potential on the optical

emission

In Chapter 2, Section 2.8, we describe a comparison between experiments and
simulations of a point-to-point discharge at 300 K (Figure 2.11). Important is
to note that in the experiments, a symmetric potential of +9 kV at the anode
and -9 kV at the cathode has been used. In this case, both the positive and
the negative discharges are perfectly observed as in the simulation where the
potential of +15 kV applied at the anode and 0 V at the cathode is perfectly
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symmetric due the the Neumann boundary conditions on the boundaries of
the domain (xmin=0 mm, xmax=20 mm, rmax=1 mm). This special attention
to the symmetry of the applied voltage between the electrodes is necessary to
be able to observe the negative discharge at the cathode. When considering a
cathode at 0 V, the presence of all the grounded surfaces around the experiment
apparatus may influence the potential distribution and the applied electric-field
in the inter-electrode gap in a non-symmetric way. For example, experiments
may be performed over a grounded laboratory table, with vertical electrodes and
the cathode at the bottom. From an electrostatic point of view, it is equivalent
to put an infinite grounded plane behind the cathode in the simulation domain.
The influence of this asymmetric configuration is shown on figures A.3 and
A.4. Figure A.3 shows the potential and the electric-field on the symmetry
axis of the electrodes for the symmetric potential case: when no plane is added
behind the cathode and when Neumann boundary conditions on the potential
are applied on the boundaries. It can be seen clearly that both the electric-field
and the potential are symmetric relatively to the middle of the gap and that
the maximum electric-field is exactly the same at the tip of each electrodes,
located at x=7.5 mm for the cathode and x=12.5 mm for the anode. Figure
A.4 shows the potential and the electric-field for the non-symmetric case, when
a grounded, infinite plane is placed behind the anode at x=0 cm. In this case,
we can clearly see that the fields are no longer symmetric, with an increase
of the electric-field at the anode from 200 to 250 kV cm−1, and a decrease at
the cathode from 200 to 140 kV cm−1. Because the discharges dynamics and
structures are very dependent on the applied electric-field, this modification
may have a significant influence on the optical emission of the discharges and
on the experimental pictures obtained by fast-camera imaging.
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Figure A.3: Electric field and electric potential on the symmetry axis of a point-to-
point electrode configuration. Symmetric boundary conditions are applied: Neumann
boundary conditions on the potential are used on all the boundaries at xmin=0 cm,
xmax=1.8 cm and rmax=1 cm

Figure A.4: Electric field and electric potential on the symmetry axis of a point-
to-point electrode configuration. Non symmetric boundary conditions are used in the
computation domain: A grounded plane is placed at xmin=0 cm (not shown), and Neu-
mann boundary conditions on the potential are used on the other boundaries: xmax=1.8
cm and rmax=1 cm

Figure A.5 shows the spatial distribution of the calculated 2P emissions inte-
grated over 2 ns and Abel integrated for a discharge at 1000 K. The applied
voltage is 5 kV, the gap is 5 mm and the radius of curvature Rp=100 µm (see
Table 2.1 in Chapter 2, Section 2.6). It is interesting to note that the emission
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is much higher at the anode than at the cathode. When compared to the case
at 300 K described in Chapter 2, Section 2.8 (Figure 2.11), the emission of the
negative discharge relatively to the positive discharge appears to be lower at
1000 K than at 300 K. This is probably one of the reasons why the negative
discharges at 1000 K are not observed experimentally in Pai et al. [2009] during
the corona and the glow regime, because it is much less intense than the positive
discharge. Figure A.6 shows the same simulation results for the non-symmetric
case, with a grounded plane behind the cathode at x=0 cm. It can be observed
that the emission of the positive discharge close to the anode is much higher
than in the symmetric-case, and it has a wider radial expansion. This is coher-
ent with the higher laplacian electric-field close the anode in the non-symmetric
case (Figure A.4). On the other hand, the intensity of the negative discharge
and the cathode region is even lower in this case than in the symmetric case.
Then, the relative intensity of the negative discharge to the intensity of the
positive discharge is considerably reduced when a non-symmetric potential is
applied with a grounded plane behind the cathode. This may explain why a
symmetric potential with a negative voltage applied at the cathode is impor-
tant to be able to observe experimentally the negative discharge [Tholin et al.,
2011].
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Figure A.5: Nanosecond pulsed discharge at 1000 K with an applied voltage of 5 kV, a
gap of 5 mm and Rp=100 µm. Spatial distribution of calculated line-of-sight 2P emis-
sion time integrated over 2 ns. A linear intensity scale is used. Symmetric boundary
conditions are used in the computation domain: Neumann boundary conditions on the
potential are used on all the boundaries at xmin=0 cm, xmax=1.8 cm and rmax=1 cm.
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Figure A.6: Nanosecond pulsed discharge at 1000 K with an applied voltage of 5 kV,
a gap of 5 mm and Rp=100 µm. Spatial distributions of calculated line-of-sight 2P
emission time integrated over 2 ns. A linear intensity scale is used. Non symmetric
boundary conditions are used in the computational domain: A grounded plane is placed
at xmin=0 cm (not shown), and Neumann boundary conditions on the potential are used
on the other boundaries: xmax=1.8 cm and rmax=1 cm

A.4 Model for the spark regime of NRPDs

The 2D distribution of the discharge is assumed to remain constant during
the spark phase, which is verified in all the explicit simulations that has been
performed. Moreover, no transport phenomena such as ambipolar diffusion or
thermal expansion is likely to modify the discharge structure on these timscales
because the nanosecond spark lasts only a few nanoseconds.
Keeping same the structure of the electric-field ~E means that its direction re-
mains constant during the spark phase but its amplitude may change due to the
time-varying applied voltage. When the voltage changes by a given ratio, the
electric-field ~E has to evolve by the same ratio everywhere in order to maintain
the same structure. This assumption means that during the voltage decrease
the ~x and~r components of the electric-field, Ex and Er, are scaled to the voltage
amplitude (Equation (A.11)).

Ex
−1∂tEx = U−1∂tU

Er
−1∂tEr = U−1∂tU

(A.11)

It can be verified that Equation (A.11) ensures that the total electric-field is
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also scaled to the applied voltage U:

|~E|2 = Ex
2 + Er

2

∂t|~E|2 = ∂tEx
2 + ∂tEr

2

|~E|∂t|~E| = Ex∂tEx + Er∂tEr

|~E|∂t|~E| = Ex
2U−1∂tU+ Er

2U−1∂tU

|~E|−1∂t|~E| = U−1∂tU

(A.12)

Taking the time derivative of Gauss’s law and using the Schwarz theorem, it
can be shown that under this hypothesis the volumetric space charge ρ has to
be scaled to the applied voltage:

~∇ · ~E = ρ
ǫ0

∂xEx + r−1∂rEr =
ρ
ǫ0

∂x∂tEx + r−1∂r∂tEr =
1
ǫ0

∂tρ

(A.13)

Replacing the time derivatives thanks to Equation (A.11) one gets:

∂x(ExU
−1∂tU) + r−1∂r(ErU

−1∂tU) =
1
ǫ0

∂tρ

U−1∂tU(∂xEx + r−1∂rEr)
(A.14)

ρ−1∂tρ = U−1∂tU (A.15)

The space charge evolution is then forced by the applied voltage evolution to
ensure Equation (A.11). As a consequence, the fluxes of the charged species
are imposed by the current conservation equation (Equation (A.16))

∂tρ+ ~∇ ·~jc = 0 (A.16)

Where~jc is the conductive current density vector. If we neglect the conductive
current due to diffusion fluxes we have~jc = γ~E, with γ the plasma conductivity.
Then Equation (A.16) is equivalent to Equation (A.17):

∂tρ− ~∇ · (γ ~∇V ) = 0 (A.17)

In most 2D arc models, the time derivative of the space charge is set to zero,
because the plasma is assumed to be neutral, and Equation (A.17) reduces to
a Laplace equation on the potential that can be solved.
In our case, the space charge variation is forced by adding a source term of
electrons in each cell that ensures Equation (A.15).
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