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Introduction - Context

The use of acoustical waves (which have good propagation properties in underwater medium
compared to electromagnetic waves) as a mean of subsea exploration has been introduced
during the First World War in order to detect and combat submarine attacks. Thus, since
the beginning of the 20th century, sonar systems using acoustical waves have appeared as a
priviliged tool for ocean seafloor exploration. The first applications has been seafloor echo-
sounding in order to complete nautical charts to ensure navigation safety. But bathymetry
(measurement of seafloor depth) and imaging are important issues for several other applica-
tions in various fields: environmental sciences, economic exploitation, military strategy... The
needs linked to offshore oil exploration and exploitation, as well as in mine warfare, caused in
the 70’s a really breakthrough, boosting the development of seafloor sonar mapping systems.
Bathymetric multibeam echo sounders are today’s favorite systems for suchapplications since
they allow to explore and map large areas in a short time. In addition to seafloor mapping,
the data from such systems also make it possible the localisation, imaging and measurement
of wrecks, bubble plumes... and the monitoring of industrial installations (such as pipelines)
and geological /geophysical sea-bottom evolution.

The main cause of measurement limitation for bathymetric multibeam echo sounders is
the ambient noise which can degrade the seafloor echoes when it is needed to explore deeper
seafloor or reach wider swath. To overcome this and increase the achievable swath widths
while keeping an accurate resolution, modern multibeam echosounders make use of modulated
signals providing a gain in processing (pulse compression, thanks to matched filter). Modu-
lation allows to break the link between the pulse bandwidth and its duration: the bandwidth
inverse gives the equivalent pulse duration after pulse compression, which characterises the
new range resolution. It is thus possible to increase the transmitted energy thanks to the
pulse duration without damaging the range resolution. The increase of transmitted energy
is found back in the received backscattered signal. Moreover, this energy is compressed in a
shorter pulse and the resulting signal to noise ratio is improved.

However, it seems that the various systems using this principle cannot meet the expected
improvements of performances [Bea, 2012, [Bea, 2013, [Hug, 2010] that are normally linked to
it, and indeed met in other realms of radar or sonar. This observation has been made on
systems from different constructors (Reson Seabat 7150 as well as Kongsberg EM 122, 302
and 710) (see more details in section . The question is why the bathymetry measured
by MBES using modulated signal are observed noisier whereas the use of modulated signal
should (and is used in order to) improve the signal to noise ratio. The aim of my PhD is to
explain this observation which looks paradoxical.

A first interpretation is related to the presence of Doppler effect impacting the quality of
received signals and hence degrading the result of matched filtering. Indeed because of the
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motion of the array platform (fixed on the ship hull) caused by the ship motion (due to roll,
heave, pitch, yaw, sway, surge), the received signal is misshapened and the matched filter is
unadapted. An important issue was to better understand the effect of Doppler upon the FM
signal processing considered from the bathymetry accuracy point of view; to extract from these
results useful orders of magnitude; to possibly identify other causes of bathymetry performance
losses, and finally to propose strategies of improvements (either linked to processing or to the
design of new signals).

This manuscript is divided into three main chapters.

The first chapter entitled ’state of the Art’ aims at initiating the reader to the different
basic notions necessary to better understand the fundamentals of this PhD work such as the
multibeam echo sounder system principles and its associated signal processing to process the
bathymetric measurement, or pulse compression concept and the different kinds of modulation.

The second chapter focuses on the causes of bathymetric degradation (considering the
signal approach), and aims at explaining why the degradation observed when using modu-
lated signals. This chapter is divided into three parts. The first one could stand for any
multibeam echo sounder systems. It builds a model of bathymetric noise level prediction as
a function of signal pulse shape. Parts and deal with specific causes of degradations.
The second part of this chapter ( explores the first assumption of bathymetry quality
loss caused by Doppler effect. The degradation might be due to the Doppler effect, since as
said previously, it could affect more FM signals than CW (because of the unadatpted matched
filtering). Bathymetric damage caused by Doppler effect has been studied from two aspects:
measurement bias and statistics change (using theoretical and simulation approaches). Dop-
pler effect is finally concluded, at the end of this part, as an unsatisfying explanation of the
observed degradation. However, the simulations conducted to support the argumentation of
this part have shown that the use of modulated signals damages the quality of the bathymetric
echo signal. The last part of the second chapter thus focuses on another explanation,
based on the intrinsic signal noise (baseline decorrelation). Indeed since the signal to noise
ratio is theoretically improved by matched filtering, and the interferometric signal is observed
noisier, it can be assumed that degradation when using FM signals is effectively caused by
some kind of intrinsic-signal noise. Thus, section focuses on the impact of intrinsic noise
which has been introduced in the first section of the same chapter. It will be seen that the
presence of sidelobes in the pulse compression shape (when using modulated signal) lengthens
the instantaneous footprint, decorrelating the interferometric signals used for the detection.
This observation will be confirmed by three approaches: derivations, simulations and field
data tests.

The last chapter [3| exposes improvement solution to reduce the impact of sidelobe. Three
main approaches are considered. The first one is at transmission by using a smoother envelope.
Smoothing the envelope reduces the sidelobe level and thus the decorrelation from baseline
decorrelation. The problem is this method also reduces the transmitted energy and thus
the benefit of using modulated signal concerning relative additive noise level reduction. The
second idea is thus to keep a transmitted signal with a maximum energy and work at reception
proposing matched filtering allowing to reduce sidelobes. This method provides sidelobe
reduction but also lengthens the main lobe of the compressed pulse (introducing also coherence
loss via baseline decorrela tion). Depending on interferometer configuration, this technique
is more or less relevant. The third idea is to keep the transmitted energy at its maximum
(i.e transmitted in a rectangular pulse) but to use another frequency modulation function



(non linear) providing low sidelobe levels after pulse compression. This last method seems
promising, but has not been tested in real field. At the end of chapter [3] the three proposals
are compared.






Chapter 1

State of the Art

Many types of acoustical systems are used to investigate the sea bottoms (single beam sounder,
multibeam echosounder, side scan sonar, synthetic aperture sonar...). It has been chosen not
to extend the discussion to these different systems and rather go directly into the topic under
considerations. Only multibeam echo sounder systems (MBES) are described here. It is the
same for the rest of this dissertation. The presented developments are focused on the prob-
lematic: understanding why modulated signals do not meet the expected bathymetric-quality
improvement, finding general solutions and finally improving MBES bathymetry measurement
quality. Of course, some of the presented phenomena could be transposed to other systems
(notably interferometric ones), which could fall under the interest of the reader.

The aim of this first chapter is thus not to provide the readers with a wide collection of
information on sonar system history or principles. Rather, it presents useful information to
them in order about the different key notions approached along this PhD study:

Bathymetric multibeam echosounder systems;

Matched filter and pulse compression;

Doppler effect;

Modulated signals.

External bathymetric degradation causes

1.1 General introduction on MBES

1.1.1 Principles

MBES systems are constituted by two array antennas (a transmitting and a receiving one).
The arrays are large compared to the wave length, so that their directivity patterns (of
transmission and reception) are narrow.

The principle of Bathymetric MBES is as follows:

e The sounder system is mounted on a ship hull or an underwater vehicule. The trans-
mitting array sends a wave (pulsed signal) toward the bottom. The transmitting array
long side is on the along direction. Thus, the transmitting pattern is narrow in the
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along-ship direction. The illuminated footprint on the seafloor is thus a narrow stripe
in the across-ship direction;

e The transmitted signal along its propagation scans the seafloor and is backscattered
toward the receiving array;

e The reception is made by a fan of beams whose (conversely to the transmission) pattern
is narrow in the across-ship direction (the receiving array being longer in the across
direction). For a given beam the contributed signal is thus backscatter from the inter-
section of transmitting and receiving beam footprints (Figure . The fan of beams
is created by beamforming (the process is exposed in the following section and by
steering the receiving beams at different angles.

Figure 1.1.1: MBES Principle

Bathymetry consists in estimating the couple (0, R) from the echo signal using the con-
figuration presented in Figure where R is estimated from the echo delay 7. The couple
is unique. Considering that the sound speed ¢ in the water is constant, the delay gives the
lateral range by using the equation (1.1.1]).

2R
e

The measurement is made for one ping in the plane defined by the across-ship axis and
depth axis, the transmitted beam being considered narrow enough in the along ship direc-
tion to validate this hypothesis. The couple (#,R) can be transformed into (z,z)Cartesian
coordinates along depth and across-ship axis; so that (x,z) = (Rsin6, Rcos#f), on the ship
referential. The y-axis (along ship axis) is scanned while the ship moves forward. A motion
compensation (see section using the attitude data recorded by the motion reference unit
(gyroscopes and accelerometers) is necessary in order to express correctly the coordinates on
the ship referential. The coordinates after motion compensation can then be replaced in a
global referential such as in example WGS84, by using a GNSS positioning.

T

(1.1.1)
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1.1.1.1 Transmission sectors

Many current systems use several sectors in transmission [Kon, EM122],[Kon, EM302, [Kon, EM710).
The transmission is made successively in different angular sectors (in the plane of measure-

ment (x and z axis)). Figure illustrates this configuration considering the across ship
section as an example with three transmission sectors (case of e.g EM710). The sectors are
built by beamforming (process described in section of the transmitting array in the
across ship plane (rotation around the along ship axis).

Figure 1.1.2: Transmission sectors (example of 3 sectors)

The interest of using several transmission sectors is multi-fold. The carrier frequency
fi is associated with its transmitting sector ¢ . This allows for a considered angular area
to reject after filtering the frequencies from the contribution of the other sectors. It makes
it possible to reject the strong specular echo from the side sectors. In addition, since the
angular width is reduced, the antenna can concentrate the transmitted energy in a spatially
reduced area, and the signal power is increased improving the final received signal to noise
ratio. In addition, it maintains the angular wave reception power as constant on the whole
swath reducing the transmission pattern shape influence. Even, if necessary, it also makes it
possible to increase the transmitted power in side sector since ambient noise is relatively more
important in these beams with respect to the backscattered signal which is really attenuated by
propagation. Furthermore, for the same reason, the presence of sectors allows the introduction
of modulated signal in side sectors. Indeed modulated signals (section are used to this
purpose: reducing to the relative additive noise level thanks to matched filtering (section .

The carrier frequencies (fi, f2, f3) are little different from one sector to the others, in order
to keep the optimum transducer frequency domain and also similar beam characteristics (and
thus keep close bathymetric measurement statistics). Let us point out that the available
frequency band between sector carrier is a limitation factor for modulated signal bandwidths
(to avoid inter sector crosstalk).

1.1.2 Beamforming

Beamforming is a signal processing method designed to spatially explore in angles an observed
space with a multi-sensors array. This processing is used in every multibeam echo sounder.
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The aim of this part is to shortly describe the principles of this method. The objective of
beamforming is to steer the antenna array and so explore space in angles. The resulting signal
observed on the whole array is maximum if the source (backscattering target) is located along
the observed direction (due to constructive interferences).

1.1.2.1 Array steering

Actually, a receiving array is desired to be steered in order to investigate in one particular
direction 0. Physically, steering the antenna with an angle 0, considering the target in far
field, is equivalent to add up delayed version of the stave signals (Figure . The delay
observed in each sensor (stave) n of the array is proportional to its abscissa along the array
nl and is such as: [Lur, 2010a, [Puj, 2007]

l
Stng = — sinf (1.1.2)
C

Time Shift

nl .
—sinf
c

Stave
Distance [
-

Beamforming
Angle

Figure 1.1.3: Array steering

For each sensor n, the received signal Sy, ¢(t) on a steered array (steering angle 6) is given
as a time-shifted version ( by dt,, 9) of the received signal S, (t) .

Sn(t) = St — Stng) = St — %lsin 0) (1.1.3)

Considering that the number of sensors in the array is N and the stave spacing is [, the
resulting signal, when steering the antenna, becomes:

(N—1)/2

S= > Sn<t—nisin9> (1.1.4)

n=—(N—-1)/2

The practical problem is how to shift accurately in time a signal which have been sampled.

1.1.2.2 Phase beamforming

When considering a non-modulated signal (CW) (or FM-pulse-compressed signal) on the
carrier frequency f., the time delay can be approximated by a phase shift. The resulting
signal is:

(N-1)/2
. 1.
S= 3 S(t)e2mifenisind (1.1.5)
n=(1-N)/2
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With narrow-band signals, multiplying the measured signal from each sensor by the associ-
ated phase shift is the standard way to apply the steering of the antenna. But approximating
the time delay by a phase shift becomes less and less accurate as the bandwidth of the signal
increases.

1.1.2.3 Time beamforming

If the time delay to apply on the sensor is higher than the sampling period, another solution
is to take the closest data sample arriving to the sensor and apply the rest of the delay by
multiplying by the associate phase shift. This method gives a resulting signal closer to the
one which would have been received by really steering the antenna array. And it is a better
solution with relative large frequency bandwidths. So processing this solution amounts to

(Figure [L13):

e first, calculating the delay 0%, ¢ on each sensor for each steering angle and defining it
associated closest sample as |0ty 9/Ts | (where T} is the sample rate and |. | round value);

¢ defining the residual phase term to be multiplied on.

The expression at instant kT (k" sample) is:

Sno(KTs) = Sy (KT's — E |8ty /Ty | Ty) e~ 2%-Je[nsin0=[8tn /T T:] (1.1.6)

1 1 E(6t3,/Ts) = 2
t f E(8ty,/Ts) =1
| (k+2)T,

(k=2)Ts  Time sample k

L |
| |
e
kT,

| |
Lo bk (ke DT,
L |

| |

| |

2 3

Sensor n

Figure 1.1.4: Time beamforming

Moreover, there is another possibility, nevertheless more computing-resources consuming.
It consists in estimating the value of the delayed data for one sensor using the previous and
next closest samples by a linear interpolation. [Puj, 2007]

The sounders considered in this PhD work (such as EM-210 and EM-710) actually apply
the time beamforming method: picking the closest sample and correcting with the phase
associated with the rest of the time delay.
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1.1.2.4 Interferometry

The principle of interferometry is based on the measurement of the path difference between
two sensors, extracted from the measurement of the phase differences of a coherent wave. It
is used in MBES under the name of 'phase’” when the seafloor detection is made in ’phase

detection’ of the seafloor (see next paragraph [1.1.3.2)).

Optical principles Interferometers use two coherent sources (with a long coherence dur-
ation). In the 19th century, they were designed in order to prove the wave nature of light
in opposition to the corpuscular theory introduced by Newton in the beginning of the 18th
century [You, 1804]. The principle is to create fringes pattern of interference on a screen by
using the constructive or destructive superposition of two waves.

The electromagnetic field of the two sources at a given point of the space is a monochro-
matic wave (only one frequency f.) and thus given as FE; = A; exp(wt + ¢;) (i = 1,2) where
¢; is a phase term depending on the position (wave propagation delay) and w = 27 f.. The
two sources are actually created from a same source separated into two waves with different
propagation paths. The intensity at this point given by the superposition of the waves is given
by:

I:A%—l-A%—l-AlAQCOS(QZ)l —¢2) (1.1.7)

The resulting intensity depends on the phase difference between the two waves, i.e. to the
propagation path difference between the two waves.

Sonar application By analogy with optics, some sonars use interferometry, thus the phase
difference of the wave received by two sensors, in order to estimate the path difference and
thus localise the source (here backscattering target, thus the seafloor).

Most often in MBES, the receiving array is divided into two sub arrays whose associated
signals (summation on the stave signals) are S, and S,. The division is characterized by
the parameter b which is called baseline and designs the length and the spacing of the sub
arrays. Baseline b is given by the ratio between spacing of the subarray center a and the whole
receiving array length L. The length of the subarrays is given by (1 — b) of the whole array
length. Commonly, b takes the value 1/2 or 1/3. f the backscattering wave is considered as a
monochromatic wave, interferometry can be used.

Sb

NN

’ N

Figure 1.1.5: Interferometry configuration geometry
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The phase difference between the two array centres is given by (Figure [1.1.5]):

Y= 277%5}? = 2#%& sin(f — 6p) = 27r%a sin 7y (1.1.8)

This phase difference is estimated from the measurement of the phase of S,5;(A¢ =
arg {Sq.S;}) . The estimation is made with an ambiguity modulo 27.

1.1.3 Bathymetry detection

The bathymetry measurement consists in estimating parameters § and 7 corresponding to a
point on the seafloor surface. There are two possible approaches:

e Define, for a given instant 7, the associated 0 corresponding to the seafloor localisation;
e Or conversely, search the associated time delay 7 for a given angle 6.

In the nowadays MBES systems, the beam angle 6 is considered well defined and the second
approach (consisting in searching the delay associated with 6) is preferably used. Then the
search of the detection instant could be made by two ways:

e estimation on the beam signal amplitude

e estimation on the interferometric phase (zero crossing of the phase ramp)

1.1.3.1 Amplitude detection

he arrival time is estimated as the beam time-envelope COG (centre of gravity) of the signal
received in a beam steered at angle 6. Unfortunately, as the beam angle 6 increases, the time
spreading of the signal envelope increases. In addition, the level of the expected temporal
beam envelope decreases as a function beam angle (see Figure[1.1.6hnd additive noise becomes
relatively high. The increasing of the envelope and relative additive noise directly impact on
the precision of the measurement of the COG. Hence this arrival time detection estimator is

poorly efficient for highly-steered beams.
X
zl

Seafloor

Beam envelopes

Vo gt
Time

Figure 1.1.6: Amplitude detection - envelope spread as a function of beam angle
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1.1.3.2 Phase detection

The whole receiving array is split into two sub arrays S, and S,. Phase detection is made
by using the interferometric signal phase difference (using arg{S,S;}). Indeed the phase
difference directly associated with the propagation path difference between the sub-array
signals S, and Sy, is estimated from the phase of S,.S; (where * denotes the conjugate operator).
It can be noticed that the seafloor point situated in the middle of the beam footprint has a
null path difference between the two sub-arrays. The resulting phase difference is null.

r-

Seafloor

Phase ramp Phase ramp

O A 1 m
[

Il ] h i
\H | m‘\ w,‘ ‘I

Tlme

=

phase difference
N
T

=

Interferometric
)
T

I

A

Figure 1.1.7: Phase detection- phase ramp zeros crossing

By considering the contributions of the point scatterers (scanned along time by the signal),
it can been seen that the interferometric phase forms a ramp as a function of time which crosses
zero at the delay instant corresponding to the seafloor point situated at the exact angular
beam direction (see Figure . The phase ramp can be eventually extended modulo 27.
This could give zero-crossing ambiguities. However, most often in MBES, the beam is narrow
enough to consider that the zero-crossing detection can be done without ambiguity. Thus
for a given beam, the time arrival detection is made by the zero crossing of the phase ramp.
At the vertical beam almost every point of the footprint will respond simultaneously making
phase measurement really noisy. However, when the beam steering angle increases, the phase
ramp is longer and with a better quality, and this detection method becomes more efficient.
Finally, phase detection is a really complementary detection method compared with amplitude
detection.

By analogy, it is possible to use the phase ramp outside its zero-crossing, and find its
crossing instant to an other phase value. The resulting soundings (time detection) are then
not associated with the beam angle but toward another axis dependent on the setting phase
values. This method makes it possible to extract multiple soundings from a phase ramp
[Ron, 1999].

1.2 Matched filtering

Matched filtering is applied in radar or sonar systems when using modulated signal in MBES
(different types of modulation will be exposed in part [2.2.1.2]). Here, the two-fold interest
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of the matched filter is reminded. Firstly, this linear filter allows to maximize the signal to
noise ratio (SNR). Moreover used with modulated signal, the technique allows to increase the
transmitted energy thanks to a pulse-duration lengthening, without damaging the localisation
precision. This is possible by using the pulse compression process naturally induced by this
filtering.

1.2.1 Maximizing the signal to noise ratio

Most of the time, in active remote sensing detection, only a small part of the transmitted
energy is backscattered by the target towards the receiver. Thus, at last, the received signal
is a really low amplitude completely surrounded in the ambient noise. This is all the more
critical in sonar application since the propagation of acoustic waves in water induces a strong
attenuation. It is thus natural to search a way of filtering optimally the signal in order to make
the detection easier. Here, it is desired to find a linear filter which maximizes the signal /noise
ratio.

yir)=(ls*d +n)xh)(r)

=

x(t)=s(t—71)+nlr) Optimal Filiet

hir)

Figure 1.2.1: Optimal Filter scheme

Consider the situation described in Figure tthe received signal is composed of two
terms: a useful signal which is here considered as the transmitted signal delayed by 7, s(t — 1)
and an additive noise term n(t). The noise is white and its power spectral density is Ny.
After filtering, the output signal is the summation of two terms corresponding respectively to
the useful signal and to noise. Let g(¢) be the useful signal filtered by the optimal filter and
n¢(t) the noise term.

+o0
g(t) = (sx 6 x h)(t) = / s(t —u—7)h(u)du
Lo (1.2.1)
ng(t) = (n*h)(t) = n(t —u)h(u)du

—00

The instantaneous signal to noise ratio (SNR) has the following expression:

B ‘fj;o s(t—u— 7')h(u)du‘2

(S/N)our = l9()[*/ (Ellng (1)*]) = = (1.2.2)
No J73 [h(w)[? du
According to the Cauchy-Schwarz inequality:
+o0 2 +oo +o0
’/ s(t —u— T)h(u)du| < / st — T)|2du/ () 2du
oo oo —o0 (1.2.3)

+o0
gEO./ 1B () 2

—0o0
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So, the SNR has a boundary. According the Cauchy-Schwarz relation, this boundary is
reached when both signals are colinear (one proportional to the other conjugate), so that
finally to optimize the signal to noise ratio the impulse response of the filter should be:

h(u) =k.s(t —u—7) (1.2.4)

Where X denotes the conjugate of X. To maximize the SNR ratio at t = 1 , the final
expression of the optimal filter is:

h(t) = k.s(—t) (1.2.5)

Then by using the optimal filter also named 'matched filter’ (since the filter matches the
transmitted signal as a reverse conjugate copy of it), the output SNR becomes:

(S/N)out = EO/NO (1.2.6)

While the input signal to noise was:

max |s(t)|

(S/N)m = 5

(1.2.7)

The matched filter is thus a linear filter allowing to maximize the output signal to noise
ratio. This is really convenient in active systems since the received backscattered signal shape
is known and expected as the delayed transmitted signal.

1.2.2 Pulse Compression using Modulated Signal

here is another interest in using the matched filter: the pulse compression. Indeed, since the
backscattered signal power level is low, it is intended to find a way to increase the backs-
cattered intensity, especially when studying deep sea bottom surfaces or wider side swath
(which means high propagation attenuation). One solution is to light the scene more by
transmitting more energy in the medium. The whole transmitted energy varies as A%T (case
of rectangular envelope ) where A and T represent respectively the amplitude of the trans-
mitted signal, and its duration. However, the amplitude A is limited by the characteristics
of the sounder device and the power electronics technology. The duration 7' can be relat-
ively longer. However, by increasing T', the problem is this leads to a loss of depth detection
accuracy. Indeed, the range resolution is ¢.7'/2.

The other solution is then to use a modulated signal combined with the matched filter
and use the resulting pulse compression, theoretically allowing to increase 1" as much as
desired, without to loose in resolution. Indeed the final pulse-compressed duration (signal after
matched filtering) is approximately equal to the inverse of the signal bandwidth. Modulation
makes it possible to include a variability in the signal which makes it possible to increase
the factor B.T of a signal (equal to 1 in case of non modulated signal). Different kinds of
modulations will be presented in section [L.4]
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Figure 1.2.2: Chirp pulse compression

To illustrate the phenomenon described above let us take an example. A linear chirp (linear
frequency modulated signal) is a signal whose instantaneous frequency is varying linearly with
time. Its expression is given as:

s(t) = e2miUettsrt®)  for — T/2 <t < T/2, =0 otherwise (1.2.8)

Here the chirp is considered in a rectangular envelope whose duration is 7. During
its whole duration, its instantaneous frequency sweeps the bandwidth B. Thus its swept-
bandwidth is B.

The pulse-compressed shape (1.2.9)(after matched filter) of such a signal is given in
[Hei, 2004] (see calculation in Appendix D).

teo —_ , -7 -7
w(t) = / s(u—71)s(u—t)du = egmfctTA(tT)sinc <27r§(t - T)A(t T )> (1.2.9)

—0o0

where A(t) denotes the triangle function whose maximum value is 1 at 0 and values are
nullif¢t < —-1ort>1.

It can be seen from with the sinc part (assuming BT > 1, if t < 1/B, A(*7F) ~ 1
and by considering the width of sinc (7B(t — 7))) that the envelope of the pulse compressed
signal w(t) has a duration equivalent to the inverse of B. Thus the equivalent signal duration
is no longer T but 1/B which is really shorter. For MBES, typical pulse compressing factor
BT is 10. Pulse compression is illustrated in Figure [1.2.2]



16 CHAPTER 1. STATE OF THE ART

1.5

05

0 04 1 K5 2 e =3 B35
ratio time on pulse duration t/T

1.5
1
S B
0.5 R
LA
Hek ks
0

5 R 1 1.4 Pz L GiE N C e
ratio tirme on pulse duration 4T

1.5
1 - -
.\. e
05 b
-~ -
0

0 04 1 T3 2 @& F g
ratio time on pulse duration t/T

Figure 1.2.3: Resolution: capability to separate two successive echoes (after matched filtering:
blue: CW, red: FM) interest of modulation using pulse compression

It means that instead of being dispatched on the whole signal with the duration T, the
energy of the signal after filtering is mainly concentrated around 7 (expected detection instant)
in the time width 1/B. A factor T'B is actually gained on the SNR at the instant 7. In
addition, since the compressed signal is shorter, the system gains also in resolution. Figure
shows this improvement in resolution by using modulated signal (here linear frequency
modulation) with matched filtering (using pulse compression) compared to a non-modulated
pulse (CW) with the same duration at transmission.

The pulse compression of a modulated signal is defined in the ambiguity function (which
will be introduced later in paragraph and specified in in setting the Doppler shift
to 0.

1.3 Doppler effect

The Doppler effect was initially suspected to be the first factor of bathymetric degradation by
using frequency modulated signal with pulse compression on MBES (received signal does not
match the matched filtering). The phenomenon and its impact on bathymetric measurement
will be widely studied in Chapter 2.2 This part goes through the basics of Doppler effect
phenomenon.
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1.3.1 Introduction

The arrays mounted on the ship’s hull (Figure(1.3.1]) are submitted to the ship’s motion (heave,
roll, pitch, yaw). Thus, since the transmitter and the receiver are moving, the received signal
is distorted by the Doppler effect.

Figure 1.3.1: Array motions description

In general, the Doppler effect is a phenomenon affecting a signal when the transmitter,
receiver or target (in case of backscattered signal) are in motion. In the case of bathymetric
MBES, the target is motionless, and only transmitter and receiver move. To define the
resulting Doppler effect on the received signal, here, let us present an infinitesimal development
linking the signal received at a given instant ¢, as a function of the signal transmitted at ¢..
This development will be divided considering the two parts of the propagation:

e from the transmitter to the target (seafloor)

e from the target to the receiver

Let the signal obtained at the instant ¢, from the receiver be assumed as actually being
the signal reflected from the bottom (or target) at the instant ¢, this last one being the
transmitted signal at the instant ¢. .

To be simple, what is caught at ¢, was what is sent at t.. There is a relation between these
different moments ¢, tp, t. due to the propagation. Knowing this relation between ¢, and t,,
like t. = f(t,), will make it possible to express the received signal at ¢, and understand the
deformation due to the Doppler effect (or array motions).

Let us consider the propagation from the transmitter to the bottom (Figure [1.3.2))
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Figure 1.3.2: Propagation from the transmitter to the target

The link between the receiving instant at the bottom and the transmitting instant given
by propagation delay is expressed in Table

Transmitting Effective covered Receiving time at the target
time distance
] te \ R, \ ty = Ry/c+te \
] te + Ot. | Ri—welte)dte | ty+ 6ty = (R1 — ve(te)dte) /o +te + bt |

Table 1.1: Propagation from the transmitter to the target

5ty = Vel sy y 5 = (1-
C C

)te (1.3.1)

Consider now the propagation from the bottom to the receiver (Figure [1.3.3))

Target: seafloor Receiver
| ]
T

Receiver speedv,’

Distance (range) R,

[
»

Figure 1.3.3: Transmission from the target to the receiver

T itti
r.ansml e Effective covered .. .
time at the distance Receiving time
target
’ 1y ‘ Ro ‘ tr = Ra/c+1ty ‘
] ty + St | Ro—wv,(t,)0t, | te+6t, = (Ra — v, (t,)6t,) [+ 1, + 0ty |

Table 1.2: Propagation from the transmitter to the target
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The link between the receiving instant and the transmitting instant (at seafloor bottom)

(see Table is:

et 1
v )5tT—|—6tb:7t
c A

C

Sty = — Sty (1.3.2)

Combining equations ([1.3.1)and (1.3.2)) leads to the differential equation:

5t, (1 n UT(tT)) — ot, <1 _ ”5(;6)> (1.3.3)

C

Case of Constant Speeds

Assuming ve and v, as constant makes it easy to solve the previous differential equation. It
leads to

te=n(ty — 7) with n= ,T=DR/c (1.3.4)
v

R being the initial spacing between the transmitter and the receiver. The received signal
at instant ¢, is the transmitted signal at instant t., so that, in the case of constant speeds, it
is found out as:

Sp(tr) = s(te) = s(f(tr)) = s(n(ty — 7)) (1.3.5)

In case of constant speeds, the relation between the received signal and the transmitted
shape is a time compression or dilation by the factor n. Indeed, the received signal sampled
with a sample rate 6t looks like the transmitted pulse delayed by 7 and sampled at ndt. Since,
the Doppler effect does not change the signal energy, the received signal is:

S, (t) = \;ﬁs(n(t ~ 7)) (1.3.6)

Taking the Fourier transform v/kS(v/k) (v being the frequency variable), the frequency
shift commonly associated with the Doppler Effect is retrieved. This shift, under the condition
that BT (n — 1) < 1 [Coo, 1993], is often considered as not affecting the envelope shape of
the signal. And the Doppler effect is approximated to be the transmitted pulse multiplied by
the phase term corresponding to the frequency shift (n — 1) f. where n = gf—zi‘ ~1+ %

S (t) = s(t — )= {t=7) (1.3.7)

Case of Varying Speeds as a function of time

Let the speeds be varying functions of time. The infinitesimal approach and the differential
equation defined in (|1.3.3)) is still valid. Integrating the two parts of the differential equation

leads to:
/ <1 + ”T(Ctr)) dt, = / <1 — ”6(;6)> dte (1.3.8)
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Let us introduce the varying distance from transmitter to target d.(t) and d,(t) the dis-
tance from target to receiver. By adapting the sign since speeds in the previous paragraph
were counted as positive towards the direction of the target (positive speeds inducing distance
diminution), d.(t) and d,(t) are respectively primitives of —v¢(t) and —v,(t).

d, (¢, de(te
ty — i):@+ i)+A (1.3.9)

Finding the integration constant A applies a limit condition i.e. the link between the ar-
rival instant 7 with the transmitted instant 0 (7 is the propagation delay from the transmitter
at instant 0 to the target then from the target to the receiver position at 7 (instant associated
with 0 at transmission)).

A:T_(%@?+dN”>ZT_T:0 (1.3.10)
C C
And finally,
o Glt) o delte) (1.3.11)
C C

Finally, the Doppler effect equation is the same as the propagation equation. It links the
receiving instant to the transmitting instant by equalling the delay between transmission and
reception with the propagation delay associated with the effective distance to cover.

1.3.2 Ambiguity function

In order to study the Doppler effect impact on the pulse compression of modulated signals,
it is defined the “ambiguity function” as :

B fj;o s(nt)s(r —t)dt
A = pa

where 7 is the Doppler shift defined as in and often approximated by n =1+ %4 =
1+ betve

Thce ambiguity function [Bur, 1989] is the result of the matched filter output (convolution
with the time reverse conjugate signal) of the Dopplerized signal (by the Doppler shift 7).
This output is often normalized by the pulse energy. It can be noticed that when n = 1, the
ambiguity function gives the pulse compression of the pulse signal s. Defined like this, the
ambiguity function in absolute value presents its maximum in (0,0) equals to 1.

If the Doppler shift is low ( typically if BT (n — 1) < 1), it does not influence much the
signal envelope. The Dopplerized signal is then just shifted in frequency.

(1.3.12)

s(kt) = e>™at(t) (1.3.13)

Where f; is the Doppler frequency shift equal to (n—1)f. (f. being the central frequency
of the pulse s(t)). In such conditions, the ambiguity function becomes :

R et n)s(r — e
A Ja) = S22 st 2dt

(1.3.14)
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The ambiguity function is a useful tool to characterise the different kinds of modulation
which are the object of the next paragraph [1.4]

In MBES, the array motion period is pretty low considering the transmitted pulse duration
(roll, heave etc periods are about 10 s while transmitted signal duration is some milliseconds).
This leads to consider the motion speed (Doppler shift 1) as constant which simplifies the
analysis.

1.4 Different kinds of modulations

The modulation aims at introducing a frequency variety in the signals in order to spread the
signal bandwidth in the frequency domain. For CW classic pulse, the bandwidth B equals its
duration inverse B = 1/T. Using modulation allows to separate the signal bandwidth from the
signal duration so that B > 1/T. Combined with matched filtering, the bandwidth increase
allows the pulse compression. Indeed, the signal (main lobe) is compressed into the duration
1/B rather than being spread over T. There are three kinds of modulations: amplitude (AM
or ASK), phase (PSK), frequency (hopping FSK, continuous FM).

Sections and detail amplitude, phase and frequency modulations. The different
kinds of modulations are characterised by their ambiguity function (1.3.14]) (see section
which describes the pulse compression performance (matched filter output). The ambiguity
function at zero Doppler shift is the expected pulse compression: it shows the range accuracy
improvement (temporal main lobe width). In Radar application, it is also usual to reduce the
response of the ambiguity function for non-null Doppler shift. The ideal Ambiguity function
has a “thumbtack” shape. Of course with such conditions, the moving target with unknown
speed can be undetected with the standard matched filter. But Doppler processing can be
independently performed (thanks for example to moving target indicator or pulse Doppler
processing [Ric, 2005, [Lev, 1988]). Knowing the precise Doppler frequency and adapting
accordingly the matched filter allows to range the target without ambiguity.

However, MBES do not use Doppler processing: such processing needs data from several
pings [Ric, 2005]and the period of the platform motion is not constant at this time scale.
Thus the ambiguity function needs to keep a certain stability to Doppler shift. Nevertheless,
since it is not the target which moves but the platform, it is possible to estimate the array
speed from external attitude sensor data and thus the associated Doppler shift for a given
beam. Thus signals with low tolerance to Doppler shift now discorded in MBES could be
still interesting. In addition, Radar processing processes the detection in the amplitude of the
received backscattered signal, when MBES uses the interferometric phase for the detection
for outer beam detection. Hence, the expectations considering wave shape can be slightly
different, especially when using Radar/Sonar single target system or MBES since its target is
extended (target not presenting spatially relative same speed).

1.4.1 Amplitude and Phase modulation
1.4.1.1 Continuous amplitude modulation

The modulation is given by a modulation shape a(t) on a carrier frequency f..

s(t) = a(t)e?miet (1.4.1)
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The variation on a(t) gives the bandwidth occupation.

In practise, phase or frequency modulation is preferred to amplitude modulation, because
the amplitude modulation reduces the power efficiency, and is more sensitive to noise.

1.4.1.2 Phase and amplitude coded modulation

The modulated signal takes the following mathematical expression:

N

) = Cﬂgt— fl 2mifet 1.4.2

sy = e —n- 1y (142)
n=1

Where f; is the carrier frequency. Such a signal has a duration equalling 7" and changing
modulation states every T'/N instant (N state changes in a pulse). This type of modulation
is using signal discontinuities to increase the bandwidth. The code C,, are complex numbers,
and denotes the different states of the modulation. To keep a maximum of power and thus of
transmitted energy, the different C,, modulus are set constant, equal to 1. The modulation
expressed in ((1.4.2) which can be considered as a quadratic amplitude modulation (QAM), is
actually equivalent to a phase shift keying (PSK) modulation. Indeed since|C),| =1, it can be
written C), as equal to e2™®» with the ¢; constituting the phase states of the PSK modulation.
In a two-state modulation, the C), can take two values -1 and 1. The associated phase
modulation is ¢; taking the values 0 and 7. Considering the sea medium and backscattering
characteristics, due to their impact on the phase discontinuities, the signal well supports only
phase modulation with two states, maybe four (QPSK) but hardly modulation using more
states (to preserve the coherence between received pulse and transmitted one, and not damage
the pulse compression).

1.4.1.3 Phase modulation: 2 states

The sequence of (), is chosen in order to process the pulse compression with the lowest sidelobe
level possible. The width of the main lobe (ambiguity function cross-section on zero Doppler
shift) is given as a function of the number N of transmitted signal state changes equalling
T/N.

The Barker codes are often described in the radar literature [Ric, 2005, |[Coo, 1993]Lev, 1988]

Their advantage is that the cross-correlation of a Barker sequence equals N at the centre
and 0 or 1 otherwise. It means that the sidelobe level of the pulse compression shape is lower
than 1/N. However there is a limited number of such sequences where the maximum number
of state changes N is 13. Table[I.3|presents the different Barker sequences. In current MBES,
the compression factor which equals the ratio between before and after pulse-compression dur-
ations (also product of the signal duration with its frequency-domain bandwidth) is commonly
equal to 10. The interesting Barker sequences are the last three lines of Table [1.3]
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El Cn
2 -1 +1
3 +1+1-1
4 +1+1 +1-1
4 +1+1-1+1
) +1+1+1-1+1
7 +1+1+1-1-1+1-1
11 +1+1+1-1-1-141-1-1+1-1
13 +1+1+1 41 +1-1-1 41 +1-1 +1-1 +1

Table 1.3: Barker sequence

Figure presents the ambiguity function of the signal using the Barker sequence of
length 11. (f.= 73 kHz, T= 20 ms). It can be seen that the sidelobes level is low for no-
Dopplerized signal matched filter output. However this characteristic disappears when the
Doppler shift is not null. In addition, there is no time-frequency dependency as in frequency
modulation (see paragraph . This is an advantage for single target detection since the
target could be then detected without ambiguity in range and in Doppler (speed).
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Figure 1.4.1: Ambiguity function for 2-state phase modulation

Another family of binary phase modulations is built around pseudo-random codes which
can be generated using linear feedback shift registers. The length of such codes is necessarily
2™ —1 (m being an integer). Their interest is that they can give modulated signal with longer
sequences than Barker (and thus improve the pulse compression factor BT = N). This family
of modulation allows pulse compression with relatively low sidelobes (however higher than for
Barker code) and with no time frequency dependency (no ambiguity). An example with N=7

is plotted in Figure [I.4.15]
1.4.1.4 Phase modulation: 4 states

The main disadvantage of two states phase modulation is their sensitivity to Doppler shift. If
the Doppler effect is not well estimated the target can be undetected. Polyphase modulation
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breaks with this property, designing pulses with high response even in case of Doppler shift.
Their design is most of the time made to fit a linear or hyperbolic frequency modulation.
Many polyphase codes have been proposed [Jam, 2008, [Yan, 2007]. Here, only Frank codes
which is the most commonly described|Lev, 1988, Mit, 1985] is exposed. The Frank codes
need to have a length of N as a square of an integer. (N = M?) As previously the Time-
Bandwidth factor is equal to N. It can be seen as a generation of M sequences of length M.
The phase of the the gth element of the pth sequence is given by:

2

$pq=7;P—1g-1) (1.4.3)

Cr—apt+q = €xp(jp,q), By considering N=16 the phase coding matrix is given by:

0 O 0 0

0 w2 m 3m)2

Opa = 0 7 27 3w
0 3m/2 31 97/2

(1.4.4)

The ambiguity function of the Frank code modulation is close to the linear frequency
modulation, presenting the similar linear ambiguity coupling between Doppler and time shifts
(Figure [1.4.2). Like the linear frequency modulation presented in the next paragraph (para-
graph the ambiguity function is stable with Doppler shift.

The similarity comes from that the phase changes seem to follow (discretely) the phase
function (as a function of time) of the linear frequency modulation. Frank code has lower
performances in reducing the sidelobe level compared with Barker codes. In addition, they
are more difficult to implement (increase of the number of modulation states).
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Figure 1.4.2: Ambiguity function of a 4 states phase modulation: Frank codes
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1.4.2 Frequency modulation
1.4.2.1 Costas code: frequency modulation by frequency discontinuities

Costas wave form [Cos, 1984] is a modulation using frequency hopping [Lev, 1988 [Ric, 2005].
The wave is divided into N subpulses being a single frequency wave at frequency carrier f,.

N
T T
s(t) = an(t—nﬁ—g) (1.4.5)
n=1
on(t) = exp(ify,Bt) if — 5 <t < 55 (1.46)
0 otherwise

The bandwidth is thus covered thanks to the single frequencies repartition. The frequency
hopping repartition is chosen to minimize the sidelobes of the ambiguity function. In this
purpose, a matrix of coding is associated to the Costa wave. The costas matrix contains on
each column and raw only one element non null. The interpretation is made considering the
column as a subpulse number and the raw number associated with its non-null element as its
frequency number. An example of such matrix is presented below for a costas coded wave
with length 7.

1

Example of Costas code matrix

The cross-correlation between the sub-signals at different single frequencies approach zero
if the frequency difference is large enough compared to the inverse of the signal duration
(see Figure [1.4.3)). Thus, the cross-correlation (and ambiguity function) of the Costas code
is equivalent to search the matching between the Costas code matrix by itself with a shifted
replica (shifted in time and frequency) of it.

At (0,0), the match between the Costas code matrix and its replica is maximum (equalling
7 in this example). Otherwise, whatever the time and frequency shift of the replica is aimed
at matching with maximally one element. A coding matrix of Costas signal is filled to respect
this property.

Since the cross-correlation of Costas code matrix is maximum equal to 1, the ambigu-
ity function of Costas signals thus presents low sidelobes. This wave form is interesting in
this respect. In addition, it is also possible by this same way to predict the localisation of
the ambiguity function sidelobe. However, nowadays, since the Doppler effect is not taken
into account before matched filtering in MBES applications, such signals are not convenient.
Moreover, the sidelobes on the ambiguity function of Costas coded wave (close to the origin)
are higher compared with binary phase modulation [Mil, 1990], that is why despites its sim-
plicity of modulation and the numerous possibilities of coding matrix, Costas wave are less
used than Binary phase modulation (such as Barker or Pseudo binary code).
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Figure 1.4.3: Frequency hoppings of Costas signal and its associated ambiguity function

1.4.2.2 Continuous frequency modulation

The pulse frequency can also be modulated as continuous function of time. Such pulses are
called ’chirp’. Equation is the mathematical expression of frequency modulated signals
(where a(t) is the pulse envelope and f. the carrier frequency). The instantaneous frequency
is given by the differential of the phase function w(t). f(t) = 5=w'(t). The pulse occupies the
frequency band swept by the instantaneous frequency.

s(t) = a(t)e?m ) 2mifet (1.4.7)

The frequency sweep can be done by different functions.
The best-known and simplest is the linear modulation, i.e fi(t) = sw'(t) = 2t thus
w(t) = %t? The bandwidth B is swept linearly from —B/2 to B/2 during the duration 7" (¢

from —T'/2 to T'/2).

This shape is commonly used in MBES when using modulated signals [Kon, EM122]
Kon, EM302, [Kon, EMT710].

Another well-known modulation shape is the hyperbolic frequency modulation given by :

s(t) = a(t)e 2mifePn(-3) (1.4.8)

The instantaneous frequency of such a pulse is given by:

fe

t
1=

fil) = (1.4.9)
The main interest of hyperbolic chirp is its robustness to the Doppler effect. It can be

noticed that the instantaneous frequency of a Dopplerized hyperbolic modulated pulse is given
by:

fin(8) = ifn (1.4.10)

ol
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The instantaneous frequency of a delayed copy (0t) of the hyperbolic modulated signal is:

fise(t) = 1_7@ (1.4.11)

d-mP

The two expressions (|1.4.10f) and (1.4.11)) equal if 6t = . The Dopplerized hyperbolic
modulated signal thus matches with a delayed copy of itself. The matched-filtering output
amplitude is maximum (despite of a slight loss due to mismatch of the whole bandwidth, and
maximum localisation shifted by dt). In the case of linear modulation the instantaneous fre-
quencies do not match exactly. This induces additive amplitude loss (beside the consideration
of bandwidth mismatch). But this effect can be neglected by considering that B < f,

Considering that the swept bandwidth is again B, the parameter P in the hyperbolic
modulation has to be set to:

P= % (fc +VF2+ BQ> (1.4.12)

In practice, taking into account the swept bandwidth used in MBES compared to the
carrier frequency B < f., the hyperbolic modulation is really close to the linear modulation.
Indeed in such condition, P ~ %fc and f;(t) = feo ~ f.+ %t.

- t
-5

The modulation can be other function. Part (3.5) proposes and discusses the use of
different continuous frequency modulation function as possible improvements prone to increase
the bathymetric quality.

Figure represents the frequency ambiguity of a linear frequency modulated pulse
with T = 20 ms, F,= 73 kHz, B = 500 Hz. Its particularity is the ambiguity in time-
frequency which is linked to the modulation function. It is a drawback for many systems
since the target can not be localised precisely in range and speed (an error in range gives an
error on speed estimation). However, bathymetric MBES do not aim at localising the target
in speed. In addition the motion of the array can be known thanks to the ship’s attitude
data. The received signal being filtered by the matched filter adapted to the transmitted
pulse, the Doppler tolerance can even be considered as an advantage since it allows to keep
a high response peak (inducing a good signal to noise ratio whatever the Doppler shift). Of
course the peak localisation is biased (time shifted) but if the speed of the array is known
(estimated from the motion sensors), this can be corrected in post-processing. This does not
need pre-Doppler estimation to adapt the matched filtering.
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Figure 1.4.4: Ambiguity function for a Linear frequency modulation

Fourier transform of a linear frequency modulated signal (Chirp) Considering
the case of linear chirp (linear modulation) in a rectangular envelope, its Fourier transform
envelope is approximatively a rectangular function of frequency. Indeed, such a signal is
mathematically defined as:

a(t) = TII(7)
1.4.13
{ w(t) = fot+ B2 ( )
whereIl(¢) denotes the rectangular function which equals 1 on the time interval [—3 : 3]

and 0 otherwise. By using the stationary phase criterion defined in in this case it
becomes v = W'(t) = f. + %t (the time-frequency relation is linear). The inverse of this
relation gives t, = T/B(v — f.). Finally, using the results on from the associated
development of the stationary phase method.

N v— fe T
|S(v)| =~ I < 5 > B (1.4.14)
Equation is the expected approximation. Indeed, the Fourier transform of a chirp
is commonly approximated by a rectangular function with a bandwidth equal to B (if the
product BT is high enough).
Considering any temporal pulse shape a(t) with a linear frequency modulation, the fre-
quency spectrum (the stationary phase approximation) can be given as a first approximation

by:
1S(v)| ~ a(TV_BfC)\/g (1.4.15)

In practice, in MBES applications, the modulation as continuous frequency modulation is
most often chosen. Indeed other kinds of modulations with discontinuities (phase or frequency-
hopping) suffer more in case of decorrelation introduced by the backscattering process or
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the propagation medium. In addition, continuous frequency modulation presents a certain
tolerance to the Doppler effect, which is an advantage since the Doppler effect is not estimated
before the pulse compression. Hence despite the platform motion, the signal is still powerful
enough to process the detection. Of course ignoring the Doppler effect influence on the
detection introduces a bias due to the frequency-time ambiguity from the modulation function
and has to be compensated.

1.5 External bathymetric degradation causes

The MBES has to take into account data from external sensors in order to correct potential
external errors [Har, 1995]. Indeed the bathymetric measurement is affected by two main
types of errors:

e The first one comes from the signal itself: whatever the measurement technique, the ba-
thymetric detection (time angle) fluctuates depending on the received signal fluctuation
(SNR). This aspect will be studied in section

e n addition, the bathymetric measurement IS also biased by external causes (motion of
the platform or non-constant sound velocity profile). Specified external sensors have to
be operated and their data processed to correct these uncertainties.

Let us shortly present, in the rest of this section, how the last point affects the bathymetric
measurement and how it is corrected via data from other sensors. For the rest of the work, the
measurement uncertainties brought by external causes will not be considered, and assumed to
be already corrected; or at least, since they stem from external causes, their affect is assumed
to be the same when using classic pulse CW or modulated pulse (not depending on the signal
used).

1.5.1 Platform motion

The bathymetric measurement is made by estimating the angle in the vertical/across-ship
plane and the time delay. The platform motion affects the measurement when it is translated
from the inertial referential (linked to ship motion) to the global ship’s referential. The
correction can be done by considering the data from attitude sensors which register the angular
motions (roll « , pitch 8, yaw v)as well as the translation motions ( heave, sway and surge).

Each sounding made in the vessel’s inertial referential (XYZ) has to translated to the
referential (xyz) (global referential centered on a reference point of the vessel) using the
rotation matrix linked to roll, heave, pitch (Figure and the translation array linked to
heave surge and sway.

x 1 0 0 cosff sing 0 cosa 0 sina X
y | =1 0 cosy siny —sinf8 cosf 0 0 1 0 Y |+
z 0 —siny cosvy 0 0 1 —sina 0 cosa Z

(1.5.1)

S8 S
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Xyz -y-> wz -B-> Xw -a-> XYZ
Yaw Pitch roll
Z

A

Figure 1.5.1: Ship’s inertial referential angular motion

The data from the attitude sensors are also used for real time stabilisation.

1. Inreception, a real time stabilisation in roll can be done. The beam steering is applied as
a function of the vertical of the global referential and not the inertial vessel’s referential,
in order to stabilise the swath in the global referential.

2. In transmission, three types of real time stabilisation can be done:

e pitch stabilisation (to transmit in the across and depth axis plane (xOz) rather
than in (XOZ) which does not follow the vertical direction (Oz) (nadir direction)).

e roll stabilisation (to maintain the transmitting sector angles)

e yaw stabilisation, using the transmitted sectors (to avoid the sounding line cross-
ings). (see Figure[L.5.2]

Sector 3

Sector 1

1
1
HAY
HIRY
1

1

Sector 2

Figure 1.5.2: real-time yaw stabilisation in transmission

Not processing the real-time stabilisation does not impact the bathymetry measurement
precision. The real-time stabilisation aims at improving the spatial regularity of the bathy-
metric data used in the building of digital terrain model.



1.6. OBSERVATION OF BATHYMETRY QUALITY CAUSED BY MODULATED
SIGNALS 31

1.5.2 Velocity profile

Real ray

Detected seafloor .
propagatio

N\

Expected seafloor

Figure 1.5.3: Impact of not taking into account sound speed profile

It is necessary to know the sound speed profile on the considered water medium, in order to
process a correct bathymetric detection. Because of variation in pressure, temperature and
salinity, the sound velocity varies along the propagation path. Affected by refraction, the
propagation rays are not straight (see Figure [1.5.3). And this could introduce mistakes in
the detection localisation. In practice during a bathymetric survey, the sound speed profile is
measured and updated.

The external bathymetric degradations are independent of the acoustic signal and are
corrected in the same way whatever the transmitted pulse characteristic s. However, ba-
thymetric degradation may happen when modulated signals, as it will be presented in the
following section (section [1.6]). The external causes could thus not explain this observation.

1.6 Observation of bathymetry quality caused by modulated
signals

It has been observed that the bathymetric quality when using frequency-modulated signals
(linear frequency modulation) is damaged [Bea, 2012, Bea, 2013, [Hug, 2010].

Such observations have been done one several sounders. In the next two paragraphs (
& , bathymetric measurement quality estimation is considered for two different
Kongsberg echo sounders EM 302 and EM 710 mounted on R/V Falkor (Shmidt Oceans
Institute). Figures and statistics plots have been extracted from [Bea, 2012 Bea, 2013] and
images used by courtesy of J. Beaudoin, UNH/CCOM.

Paragraph will also show the same kind of observation when using EM 122 from R/V
L’Atalante (Ifremer).
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1.6.1 EM 710

Figure [1.6.1] [Bea, 2013] gives the measured bathymetry on a 500 m-deep bottom using the
R/V Falkor ’s EM710. EMT710 features three transmitting sectors [Kon, EM710]. The meas-
urement has been done using MEDIUM and DEEP modes (Table. MEDIUM mode uses
CW wave signals on the whole swath. DEEP mode uses linear frequency modulated signal
on outer sectors. Transitions between sectors happen at beam angles -40° and 40°.

‘ sector ‘ 1 ‘ 2 ‘ 3 ‘
MEDIUM CW CW CW
T—2ms T—2ms T—2ms
Fc= 73kHz | Fc= 79kHz | Fc=76kHz
DEEP FM CW FM
T—20ms T—2ms T—=20ms
Fc= 73kHz | Fc= 79kHz | Fc=76kHz

Table 1.4: MEDIUM & DEEP mode description: 3 sectors of the EM710

Due to the high frequency of the EM710 (around 75 kHz) the swath by using CW is
limited by additive noise (left on Figure [1.6.1]). The bathymetric results when switching to
DEEP mode is plotted on the right in Figure on the right part. The use of FM on side
sectors increases the swath. However, it is clearly visible at the inter-sector transition that
the bathymetric measurement gets noisier.

Figure 1.6.1: Measured bathymetry EM710

The bathymetric measurement quality estimated from the data plotted in Figure [1.6.1] is
represented as a function of beam angle in Figure[I.6.2] The quality is estimated as the ratio
between the standard deviation of the measurement and the actual depth value. The first
plot (in Figure displays the standard deviation of the depth estimation (relatively to
the actual depth) as a function of beam angle. The EM710 has the particularity to be able
to send simultaneously two pings (multi-ping or dual swath). The two lines (red-light blue
for central sectors, blue and magenta for outer sectors) correspond to statistics estimated on
these two pings at slightly different along-ship angles. The higher the curves in Figure [1.6.2]
) , the noisier the bathymetric measurement. The transition between the sectors (at -40°
and 40°), clearly shows that the use of modulated signals damages the resulting bathymetric



1.6. OBSERVATION OF BATHYMETRY QUALITY CAUSED BY MODULATED
SIGNALS 33

quality. The second depicts the bathymetric measurement bias around the reference surface
and shows that the error is centred : measurement bias is induced by the change to modulated
signals.
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Figure 1.6.2: Bathymetry quality estimated on R/V Falkor ’s EM710 data, expressed in term
of standard deviation and measurement bias on a reference surface as a function of beam
angle (sector tansition at -40° and 40°)

The noise level on bathymetry when switching from CW to FM is found to be approx-
imately twice higher (at transition, relative standard deviation jumps from 0.07% to 0.15%

).

1.6.2 EM 302

The estimation of bathymetric quality (Figure has also been done on data recorded
with an EM302 on a 1200-m-deep seafloor area [Bea, 2012]. EM 302 can transmit up to 8
transmitting sectors [Kon, EM302| (transitions happening at beam angles 51°, 36°, 20°, 0°,
-20, -36°, -51° (see Table[1.5])).
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Figure 1.6.3: Bathymetry quality estimated on R/V Falkor ’s EM302 data, expressed in term
of standard deviation and measurement bias on a reference surface as a function of beam
angle (tansition CW to FM at -36° and 36°)
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Here, it is also clearly visible (Figure that, at the transition between FM and CW
(sectors #2-3, and #6-7), bathymetry quality is damaged when using FM signals. Once again,
the standard deviation around the surface reference of the bathymetric measurement is twice
higher when using FM than when using CW pulses.

sector 1 2 3 4 5 6 7 8

DEEP FM FM CW Cw CW CW FM FM
T= 100ms 60ms 5ms 5ms 5ms 5ms 60ms 100ms
Fe= 26.5kHz | 27.5kHz | 28.5kHz | 29.5kHz | 30kHz | 29kHz | 28kHz 27kHz

Table 1.5: DEEP mode description: 8 sectors for EM302

1.6.3 EM 122

The same kind of observation can be done on EM122 data set from R/V L’Atalante (Ifremer).
The data presented here was recorded on a 2200-m-deep seafloor. EM 122 can transmit on 8
sectors (Table with double swath mode [Kon, EM122|. Sector transitions happen at 52°,
35°, 18°, 0°, -18°, -35°, -52°.

EM122 - depth = 2200 m - 26/05/2009 - deep CW
standard deviation
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Figure 1.6.4: Bathymetric measurement quality degradation at the sector transition 35° and
-35° (central beams using CW outer beams using FM); estimation on R/V L’Atalante EM
122 data by relative standard deviation of the measurement as a function of beam angle

The first graph in Figure presents the result of estimated bathymetric standard
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deviation with CW over the whole swath. The second graph below shows the bathymetric
quality estimation when FM mode (use of linear-frequency modulated signal) has been applied
in the outer sectors (beam angle over 35°). Here the distinction between sectors is not made,
green and yellow shows the respective statistics for each ping of the double swath.

sector 1 ‘ 2 ‘ 3 ‘ 4 ‘ 5 6 ‘ 7 ‘ 8
DEEP 1 CW Cw CW CwW CW Cw FM FM
T= 15ms 15ms | 15ms 8ms 8{ms 15ms 15ms 15ms
Fe= 11.5kHz 11kHz | 12kHz | 12.5kHz | 12.85kHz | 12.25kHz | 11.75kHz | 11.25kHz
DEEP 2 FM FM CW CW CW Cw FM FM
T= 100ms 60ms 15ms 8ms 8ms 15ms 60ms 100ms
Fe= 11.5kHz 11kHz | 12kHz | 12.5kHz | 12.85kHz | 12.25kHz | 11.75kHz | 11.25kHz

Table 1.6: DEEP mode description (EM 122) 8 sectors

Beyond this particular set of observations, the same type of degradation on bathymetric
measurement quality is observed on many systems (EM 710, 302 and 122). This seems to be
in contradiction with the well-known statement setting that matched filtering optimises the
output signal to noise ratio (see paragraph . Why does this degradation happen whereas
these signal shapes are expected to improve the signal to noise ratio regards to additive noise?
This is the question addressed in the next Chapter and the key point of the work presented.






Chapter 2

Analysis of Bathymetric Degradation
caused by using modulated signals in
MBES

The first Chapter aimed at making the reader familiar with the different notions and elements
of processing which are useful to the understanding of this PhD work. It presented the prin-
ciples of the bathymetric measurement using MBES. It introduced the particular processing
linked to modulated signals, using pulse compression which theoretically improves the output
signal to noise ratio. However, it was also presented many examples showing a bathymetry
measurement damage when using modulated signal. The second chapter will focus on the
PhD problematic: explaining why the bathymetric measurement can be noisier when using
modulated signals. Commonly-used modulated signals follow a linear frequency modulation
function (LFM).
This Chapter is divided into three sections:

1. Bathymetric noise level prediction;
2. Impact of the Doppler effect;

3. Intrinsic noise due to the presence of sidelobes in the compressed pulse.

The first section of this chapter is attached to build a model in order to make the prediction
of the noise level observed on bathymetric measurement considering any kind of pulse shape:
FM or CW. The detection process is assumed to be applied on the phase difference of the
interferometric signals. Indeed, the use of FM signal aims at increasing the swath and thus
is used for outer beams where phase detection is processed.

The second part deals with the impact of Doppler effect on the bathymetric measurement.
Indeed, the FM signals are impacted differently by the Doppler effect (mismatch of the pulse
compression) than CW pulse. Thus, the Doppler effect was firstly assumed to be the causes
of bathymetric degradation.

The third part focuses on the main cause of bathymetric degradation caused by FM signals.
Considering that pulse-compressed FM are alike to non-modulated signals, the only difference
between pulse-compressed signals and common CW is their envelope shape. The measurement
degradation is interpreted as the impact of the presence of pulse compression sidelobes, which
increase the instantaneous footprint and introduce decorrelation in interferometric signals.

37



38 CHAPTER 2. BATHYMETRIC DEGRADATION USING MODULATED SIGNALS

2.1 Noise modeling for Bathymetry measurements

Since the modulated signals are mostly used in the side sectors, the study mainly deals with
noise prediction over the phase ramp. The aim of this section is to define the different causes
of noise present in the bathymetric measurement. It will explain why the modulated signal
can give in certain conditions noisier bathymetric measurement, whereas in the common
understanding, it is designed to reduce the noise level relatively to the signal. First, the
origins of noise (section are identified and described, making the distinction between
additive and intrinsic noise. The prediction of the additive and intrinsic noise level impacts
are first made separately (in sections [2.1.2) and 2.1.3) to be combined (section 2.1.4). The
noise level prediction over the phase ramps is expressed in section [2.1.5] using the notions
of interferometric signals coherence level and signal to noise ratio introduced in the sections
[2.1.2)[2.1.3| & [2.1.4] Finally, the expression in terms of final noise level on bathymetry is made
at the end of this chapter, in section [2.1.6] To sum up, throughout this chapter, a complete
noise level prediction model is built, which enables to better understand and also predict the
degradations observed in bathymetric measurement.

2.1.1 Noise origins

Four types of noise can be considered

e Ambient noise: considered as additive noise;

Multi path interference (here neglected since the bottom is deep enough)

Spatial decorrelation or shift footprint

Angular decorrelation or baseline decorrelation.

Additive noise Ambient noise is certainly not the main cause of bathymetric degradation
when using FM. Indeed the theory of pulse compression using matched filter raises the signal
to noise ratio with a coefficient BT. Thus, the signal to noise ratio (due to additive noise)
is typically 10 times higher when using FM signals than CW. Moreover, the additive noise is
not taken into account in the simulations showing the FM-caused degradation. However it is
interesting to quantify its impact in term of signal to noise ratio and its final impact on the
phase ramp statistics, in order to fully understand and predict the behaviour of the actual
bathymetry measurement statistics.

Intrinsic noise 1: Spatial decorrelation or footprint shift At a given observation
time, the footprints observed by the sub-arrays are slightly shifted (see Figure [2.1.1]). This
phenomenon is called spatial decorrelation.

Let the resolution cell size be noted A, and the footprint shift be d,. The two signals
S, and Sy are coherent and interfere along length A, — é,. The contribution from the non-
common part of the footprints could be considered as being a noise. The resolution cell length
at grazing incident angle (high beam angle) [Lur, 2001][Sin, 2010] is approximated as:

cT

Ay = m (2.1.1)
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And the shift of the footprints comes as [T}

asin(0 — 6p)
Oy = m (2.1.2)
Here it can be noticed that the ratio between the non-coherent part of the footprints over
the coherent is minimized when the footprints are around the interferometer axis direction
1.e. whenfy = 6 . Since the noise level over the phase ramp is evaluated around the zero-
crossing (time sample when the footprint is in the beam axis direction), this phenomenon can
be neglected in MBES, in a first approximation.

Figure 2.1.1: Footprint shift: at a given instant, the footprints seen by the two sub-arrays are
slightly different

Intrinsic noise 2: Angular or baseline decorrelation Consider a part of the bottom at
one instant which is illuminated and backscatters the signal. This footprint can be considered
as a sound source with its own pattern of transmission (defined as a function of angle direc-
tion). The larger the footprint, the more fluctuating the directivity pattern. The footprint
seen as a new sound sources sees the centres of the sub-arrays along two different angular dir-
ections. Due to fluctuating directivity pattern, the power observed by the two receivers can
be really different, resulting in a decorrelation of the two interferometric signals (see Figure
2.1.2). This phenomenon is called angular decorrelation or baseline decorrelation [Jin, 1996]
and is often likened to speckle. Indeed, all the contributions of the different points of the
resolution cell (considered as wide and homogeneous) are summed so that the received signal
follows a Rayleigh law for its amplitude with a random phase (uniform). However, speckle

!The covered propagation distance from transmitter to centers of the two different footprints and then to
their respective receivers should be equal:

VH? + 22+ \/(H + £sin0)? + (x — 2 cos0)? = /H? + bz + )2 + \/(H — $5in0)? + (z + éx + 2 cosf)?

Considering that ¢, and a are low compared to H and z, this conducts to:

a Hsinf—xzcos @ = 2z x a Hsinf—xzcos@
2 \/H2+w2 \/H2+w2 2 \/H2+w2
And by using trigonometry and expression of sine and cosine as a function of distance ratio, it is possible
to express the footprint shift as:
25z sinfy = a (cos fp sin @ — sin by cos §) = asin(6 — o)
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only describes the resulting amplitude fluctuation of the scatter in process, while baseline or
angular decorrelation denotes the coherence loss of signals from two receivers.

Il
t

Xo

>
Ax

Figure 2.1.2: Directivity pattern fluctuation of the backscattering footprint considered as an
extended sound source. The more extended the footprint, the more fluctuating its directivity
pattern, introducing decorrelation of received sub-array signals (called baseline decorrelation).

The noise observed with FM signals is probably due to this last phenomenon. Indeed,
additional noise is reduced by matched filtering and footprint shift can be neglected since the
detection is always processed when the seafloor is towards the beam angle.

2.1.2 Additive noise prediction

The signal to noise ratio (equation (2.1.3)) in reception can be obtained from the energy
budget. The expected backscattered intensity (pressure field measured in yPa at 1m of the
receiver) and noise level received by the sounder system is predicted by the well known active
sonar equation [Ain, 2010] and expressed as follows [Lur, 2010a]:

SNR=SL-2TL+TS+ DI-NL+ PG (2.1.3)
Where :

e SNR is the signal to noise ratio;

e SL denotes the transmitted energy level in dB re 1yPa@lm. The transmitted level is
specific to the considered sounder system;

e TL the transmission loss (divergence loss PL-+ absorption loss AL);
e T'S the target strength of the illuminated seafloor footprint;

e D] is the directivity gain of the receiving array;

e NL the additive noise level in dB re 1pPa@lm

e PG denotes the processing gain due to the pulse compression.

The different terms of this equation are discussed and detailed in the following paragraphs.
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2.1.2.1 Sonar equation

Transmitted energy level This term depends on the sounder system and its actual setting.
The sounder specifications from manufacturers specifies the maximum level depending on the
sounder mode.

Here there are some axamples of Kongsberg MBES configurations [Kon, EM122| [Kon, EM302,
Kon, EM710]:

e EM 710 (Very Shallow (2-100 m)=225 dB 1yPa@lm; Shallow (100-200 m)=224 dB
1yPa@lm; Medium and deep (200-500 m)=225 dB 1pPa@Ilm, veryDeep(500-2000 m)=229
dB 1yPa@lm)

¢ EM 122 (Shallow and medium (10-1000 m)=235 dB; Deep (1000-9000 m)=239 dB
1pPa@lm; Very Deep (9000-11000 m)=241 dB 1yPa@lm)

e EM 302 (Shallow and medium (10-750 m)=232 dB 1yPa@Ilm; Deep and Very Deep
(750-7000 m) 237 dB 1yPa@1lm)

Propagation loss When they propagate, acoustical waves are submitted to intensity loss
[Bur, 1989] due to mainly two phenomenon:

e geometrical divergence loss PL common to any spherical wave

e absorption loss AL from the medium itself.
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Figure 2.1.3: Wave spherical propagation: wave intensity spread on the sphere surface in-
creasing with the radius (propagation distance)

Geometrical divergence loss: Considering a spherical propagation in an homogeneous
medium (Figure ), the propagation of the energy transmitted by a point source (as centre of
the spherical pattern) goes through spherical surfaces that grow surface with the square of
their distance to the source (S = 47R?). The energy of the wave is constant but is spread
over the sphere (so that E' = 4rR?I(R)). Thus the ratio of the intensity at points A and B
situated respectively at distances R4and Rp to the source is:
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I(Ra) _ (Rg\?
I(Ry) ~ (RA> (2.1.4)

By considering this ratio with the reference as the unity sphere (Ry = 1 m), the loss due
to the geometric divergence of spherical wave in dB at the observation distance R is:

R
7) (2.1.5)

PL = 20log(

medium absorption loss : The propagation medium (sea water) is dissipative and

the energy of the wave is absorbed by the medium. The wave is submitted to an amplitude

damping, so that the amplitude decreases exponentially with the propagation distance. Thus
the pressure field is expressed as::

p(r,t) = %e_VRej(wot_kR) (2.1.6)

where v is the medium absorption coefficient (in Nepers by meter). Most of the time the
attenuation is expressed in dB/km to fit the energetic equation which is expressed in dB as
in (2.1.3)). So, the attenuation loss is:

AL = —aR/1000 (2.1.7)

Where « is equal to 1000 . 20y log(e) .

The parameter « (as well as v) depends on wave frequency and water conditions: salinity,
temperature, pressure.

Many models have been developed, such as the one proposed in [Fra, 1982a] and [Fra, 1982b]
which is today the most commonly used.

| F(kHz) | 01 [ 03] 1 | 3 [10]30]100 ]300 1000 |
yadB/km [ 0.001 [ 0.01[0.07]0.1] 1|5 ] 30]100] 500 |

Table 2.1: attenuation coefficient as a function of the wave frequency

Table gives the attenuation parameter « as a function of frequency. These values are
average values since, as it was previously mentioned, o depends on several other parameters.

Considering the value of parameter a corresponding to attenuation loss, it is easy to
understand that systems at different frequencies will reach swath width of very different extent.
As orders of magnitude using 10 kHz systems, with 1 dB/km as attenuation coefficient, allows
to reach swath around a dozen of km, while systems working at 100 kHz would hardly be
efficient for swath above 1 km. The practical frequency limitation for MBES is 1MHz, since
such systems would maximally reach a swath of a few hundred meters.

Total transmission loss :  Considering a one-way propagation transmission loss is the
sum of the divergence loss and attenuation loss:

TL = 20log(R) + aR/1000 (2.1.8)

n the case of MBLES the propagated signal goes through a two-way flight which explains the
factor 2 in the sonar equation (2.1.3).
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Backscattered energy The backscattered signal strength will depend on the seafloor
nature and structure (rocks, mud, sand...), the characteristics of the incidence signal (angle
and frequency) but also the area of the footprint which scattered the signal.

TS = BS(6) + 101log(S) (2.1.9)

Where S is the surface of the footprint and BS(#) is the backscattering index of the target
(expressed in dB/m?) which depends on the observing (or beam) angle 0, at a given frequency.

Figure 2.1.4: Backscattering footprint geometry depending on beam angle

At small angle 0 , the footprint is delimited by the projection (see Figure [2.1.4) of the
beam aperture on the seafloor so that:

S = UOR? (2.1.10)

Cousidering that 6 is large the footprint is delimited on the transverse direction by the
projection of the spatial duration of the signal on the seafloor and the surface S becomes:

cT
2sin 6
Complex models have been developed to predict BS(6), however here it will only be
considered that the backscattering index of the target follows the Lambert’s law:

S=VR

(2.1.11)

BS(0) = BSp + 201log(cos ) (2.1.12)

Where in practice BSy takes its value on the range from -10 to -40 dB/m. Despite
its simplicity, Lambert’s law practically fit the observed backscattering index in many case,
and constitutes a good first approximation at grazing incidence angles (high beam angles).
Additive noise is strongly present on outer beam angles and its prediction is precisely the
most important in such beams. In central sectors (vertical beams) the bathymetric noise will
be less affected by the additive noise and its contribution part in the final SNR could even be
neglected compared to intrinsic noise (see sections [2.1.3| and [2.1.4]). The prediction of target

strength will be done by using (2.1.11)) and (2.1.12)) in (2.1.9).
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Directivity gain  The directivity gain denotes the SNR improvement brought by using
directive arrays. In case of active systems such as MBES, there is a double advantage in using
directive arrays, one in transmission (concentration of the energy along one direction) and
one in reception (focusing the ’listening’ towards a given direction).

First, consider the directivity function D(6, ¢) which is the angle-dependent capability to
receive or transmit a wave for a single element (stave) or several (array). To define the dir-
ectivity of an array composed from several single elements (stave), the elementary directivity
functions of the stave Dgiqpe(f, ¢) and the array geometry Dgyray(60, ¢) have to be known.
The product of both gives a resulting directivity function.

Dtot = Dstave-Darray (2113)

In the same way by combining the directivity functions of the transmitting array and
receiving array, the directivity of the sounder system is given as the product of the transmitting
array Ty and receiving array R,.

Dyt = Dr,.Dp, (2.1.14)

At the transmission, the directivity gain denotes the ’energetic spatial gain’ obtained by
a directive antenna as comparison to an omnidirectional antenna. It corresponds to the ratio
between double integral on space of the directivity function of the transmitting element (or
transmission pattern) and its equivalent for an omnidirectional antenna whose integral value
is 47 (directivity function equals a constant value) [Bou, 1992 [Ain, 2010, Bur, 1989]. And
the directivity gain (directivity index) is expressed as in (2.1.15)) where Q is the solid angle.

DI = —10log (W) — _10log (417//1)(9, ng)dQ) (2.1.15)

The gain from the directivity of the transmitted antenna is already taken into account
inside the term SL in equation (2.1.3]).

In the reception, the notion of directivity gain (denoted here as array gain AGis slightly
different since it gives the equivalent noise diminution due to the directivity of the antenna as
comparison to the omnidirectional antenna. Indeed, the antenna directivity allows to ’listen’
only from a given direction. Focusing the attention on this particular direction makes the
perceptive noise decrease. AG is the ratio between the signal to noise ratio perceived by the
directional array over the signal to noise ratio at the output of the omnidirectional receiver.

_ J [ D(8,9)S(8, $)d2 [ [S(6,¢)d
AG = 10log (ffD(H,gb)N(G,qb)dQ) — 10log <ffN(9,¢MQ> (2.1.16)

Where S(6,¢) and N (0, ¢) are the spatial density of acoustic field respectively the signal
and the ambient noise. To be rigorous, AG should replace DI in the signal to noise equation
(2.1.3)) (considering the reception point of view). However, the two definitions of the directivity
gain are equivalent when considering these two hypotheses:

e noise as spatially-isotropic, spatial density of noise is constant N(6,¢) = N.

e received wave as plane (which can be justified since the backscattering seafloor is in the
far field of the array). S = S(6, ¢)dp—g,
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Indeed, under these conditions, the array gain in signal to noise ratio AG in can be
simplified to the directivity index of the array DI as in (2.1.15). That is why, finally, DI from
(2.1.15) is used in the final signal to noise ([2.1.3).

DI$ definition uses the beam directivity function of the whole system (taking into account
transmission and reception). The beam directivity function is characterised by MBES manu-
facturers thanks to their angular aperture parametersW and ® which correspond to their -3 dB
angular apertures. Considering these parameters, the directivity gain can be approximately
given by:

QL)
DI = —10log(—) (2.1.17)
47

2.1.2.2 Additive noise level

Sea water constitutes a noisy medium for acoustical waves. The ambient noise is the signal
received by the receiver array in absence of useful signal. The spectral density function of the
ambient noise depends on the considered central frequency [Bou, 1992, [Bur, 1989].

e From 10 Hz to 1 kHz, ambient noise is mainly due to the traffic noise (the level depends
on the considered area);

e From some hundreds of Hz to a dozen of kHz, the main cause of the noise is the surface
agitation (bubble clapping at the sea surface, depending on wind strength, rain...);

e Around 100 kHz and above, noise is mainly due to the self noise of the acoustical system
(thermal noise).

The noise level taken into account inside the sonar equation is given by its spectral density
integration over the band considered by the system (bandwidth being inversely proportional
to the signal duration T¢, (in case of CW signal, or equivalent pulse compressed duration in
case of FM). Taking into account that the bandwidth is relatively short in comparison to the
carrier frequency, the noise spectral density is assumed to be constant depending only of the
central frequency (No(f.) expressed as dB ref 1uPa/v/Hz). Finally, the noise level is defined
as:

NL = No(f.) + 101og(Ti) (2.1.18)

eq

2.1.2.3 Processing gain

The pulse compression improves the signal to noise ratio and the term PG in the sonar
equation denotes this improvement. Considering the received signal as a delayed copy of the
transmitted signal, the signal to noise ratio before pulse compression is (see in [1.2.1)):

max |s|?
SNRy = —~++— 2.1.19
0= No/To ( )
The signal to noise ratio at the output of the matched filter is
2dt
SNR; = fjsv = FE/Ny (2.1.20)
0
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The level of improvement is given as:

[ Isf2dt

max |s|2Teq

PG = 10log( (2.1.21)

2.1.2.4 Signal to noise ratio as a function of depth and beam angle

To sum up, the signal to noise (expressed in dB) ratio considering additive noise (ambiant
noise) is thus predicted by the equation:

SNR=SL-2TL+TS + DI-NL + PG (2.1.22)

in which is given

2TL = 40log(-1L;) + 2oL, /1000

cos 0 cos 0

TS = BSy+20log(cosf) + 10log(V -2, 20;‘?;‘79)

DI = -10log(%2) (2.1.23)
NL = N+ 10log(7-)

PG = 1Olog(M)

max |s[?Teq

The natural expression of signal to noise ratio is given by:

SNR

dog = 1010 (2.1.24)

Example with EM 710

SL | 224dB re 1pPa@lm
BSy -28dB/m?

No 37dB/VHz
o 1°%26°

« 23dB/km

2.1.3 Intrinsic noise: baseline decorrelation and footprint shift
2.1.3.1 Coherence coefficient of interferometric signals

The coherence coefficient p between two signals S, and S, (here the interferometric signals)
is defined [Lur, 2010al, [Cer, 2012}, [Jin, 1996/ [Sin, 2010|, Puj, 2007] as the ratio between the
expected value of the signal S,S, and the square root of the product of their expected values.
This coefficient gives the level of likelihood between the two signals. It is used here as a
parameter of the interferometry performance of the two signals.

. [(Sah)| (2.1.25)

J(5:50) (515)

In (2.1.25), the operator(.) denotes the operator expected value and|.|the absolute value.
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/ seen by A

seafloor

Figure 2.1.5: receiving configuration allowing to expressed the interferometric signals S, and
Sh

To predict the coherence coefficient of the two interferometric signals S, Sp (signals from
the receiving sub array), the expressions of the expected signals on these subarrays have to
be calculated. To simplify the calculation, the subarray signal is modelled as signal received
from a point receiver at the subarray phase centre (see in Figure . The received signal
is the convolution product of the transmitted signal with the seafloor impulse response. The
bottom is considered a line of elementary scatterers, which should tends to a continuous
integral summation (on the line axis: x-axis). A scatterer situated at x sends back a delayed
copy of the transmitted signal to the array centre (corresponding to propagation delay 7)
and multiplied by a random backscattering coefficient a, depending on its position. This
backscattering coefficient commonly follows a Rayleigh law in amplitude and uniform phase
distribution [Hel, 2003|, Hel,1998], [Che, 2004].

Then, the received signals can be expressed as .

seafloor impulse response seen by A
A~

+o0
Sy = 8 * / am(STeri sin 0, A
o (2.1.26)

“+o00
Sp = 8% / amém_ismgmda?

— 00

seafloor impulse response seen by B

In,&Tis the Dirac distribution, representing the delay 7 due to signal propagation.
T, 1s the propagation delay equalling CC%IS{@:C corresponding to twice the way from the array
centre to the elementary backscatterer situated at z in the transversal axis (6, being the
angular position of the backscatterer located at x). (see Figure (2.1.5))). Considering that the
incident wave is plane, the wave observed by receivers A and B is delayed by +4-sinf, as

comparison to the receiving array centre (see Figure [2.1.5)).
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The originality here is to consider the whole expressions of S, and Sp. This gives directly
the joint impact of the two types of intrinsic noise: spatial decorrelation (footprint shift) and
angular decorrelation (baseline decorrelation). In many publications [Jin, 1996) Lur, 2001
Puj, 2007, [Sin, 2002] only one of these two impacts is considered at once and the two phe-
nomena are studied separately. However, they are thereafter aimed at being gathered to
express their final impact on the bathymetric measurement.

Before considering the interferometry, the signals S, and Sy are delayed by the beam-
forming steering according to the steering angle 6. Here this delay is introduced directly,
corresponding to the time beamforming case.

“+o00
S, = / Q.S (t — Ty — % (sin 6, — sin 0)) dx
s (2.1.27)
a . .
Sy = / Qg8 (t — 7+ % (sin @, — sin 0)) dx

—0o0

The expected value of the interferometric term <Sa§b>is:

(SaSy) = // (agag) s (t — Ty — % (sin 6, — sin 9)) s (t — Ty + 2ﬁc (sinf, — sin 9))d:):d:c'

= <a2>/s (t — Ty — 2ic (sinf, — sin9)> s (t—Tx + % (sin 0, —sinG))d:L“

(2.1.28)
The random coefficients from the different scatterers are commonly-assumed to be inde-
pendent from each other. Thus (aza,)is null if z is different from 2’. Let us consider that the
contributed scatterers at a given instant can be gathered constituting a footprint located in
average along the direction 6. The propagation delay associated with the responding foot-
print centre (situated on the direction 6p) is 79. Considering that the footprint dimension is
small compared to depth H and lateral distance x, a first-order Taylor series approximation
can be performed.

Tr — X
Az (2.1.29)

2
Ty =To+ —sinfy(z —x0) =10+ T
c

xr —

. . zo
sin @, = sinfy + cos® 6,

By replacing in(2.1.28)), and by taking ¢ = 7y (which is equivalent to study the coherence
level of interferometric signals at the detection instant), the coherence ratio becomes:

(Su53) = <a2>/s <T(x;50) (1- ) — K> s (H‘”;jo) (1+8) + /i>d:13
A,

(2.1.30)
=<a2>T/8((1—B)t—ﬂ)s((1+ﬁ)t+m)dt

Where the factor § and s have been set as:

— _a Az 3¢9 _ 1acos’ly
{ﬁ = 2 H ¢S 0o = 71 tan o (2.1.31)

_a : : _ 16,
K= 5 (sinfp —sinf) = 5 =T
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By a similar development, it can be shown that:

(8254) = (SpSp) = (a®) % / s(t)s(t)dt (2.1.32)

Then the coherence ratio can be expressed thanks to . It takes the form of
the ambiguity function (wideband-signal ambiguity function (Wigner-Ville transform)) of the
transmitted signal and depending on the interferometer and environmental condition para-
meters such as depth, interferometer space, sound speed. Such a similar expression has been
presented in several papers |[Cer, 2012] and [Bir, 2005] (noting that, in the latter, the factor
B has been neglected).

N:fs((l—ﬁ)t—n)i(urﬁ)wn)dt (2.1.33)

[s(t)s(t)dt

This expression quantifies the self similarity of the transmitted signal s when it is delayed
by a factor k and stretched by the factor 8. Hence, it can be seen that the loss of coher-
ence between the two interferometric signals S, and S, comes from two effects quantified
respectively by parameters k and 3. Here, the two kinds of intrinsic noise described in section
[2.1.1] are thus well taken into account and described in equation 2.1.33] Indeed, parameter
k denotes the effect caused by the shift of the footprints (first kind of intrinsic noise causing
interferometric signal coherence loss), while [ refers to the other kind of intrinsic noise that
is baseline decorrelation.

By neglecting g and considering only « and that the transmitted signal is a rectangular
CW signal whose duration is 7', the well know expression ([Lur, 2001]) of the interferometric
coherence coefficient is found back.

st —r)s(t+r)dt T -2k T—To/N, Ap—0,
SN NOROY T T A

(2.1.34)

2.1.3.2 Coherence coefficient considering baseline decorrelation only

In the case of MBES processing, the detection is made when the footprints are along the beam
axis direction so that 6 equals 6y. In this particular case the term k becomes null and the
phenomenon of footprint shift disappears. Only baseline decorrelation then plays a role in
the coherence ratio of the interferometric signals. Neglecting the footprint shift is equivalent
to consider the coherence ratio as the ambiguity function of the signal when the time delay is
null.

C[s(1=B)t)s((1+ ) bdt
N [ ls2dt

(2.1.35)

In the case of a CW signal (or pulse compressed signal s(t) = |s|e?™¥/<!), the ambiguity
function can be simplified (time delay being still null). Indeed, the distortion of the whole
envelope can be neglected since 8 < 1, and s((1+ 8)t) ~ |s(t)] > /<10t Finally, the
dilation or the compression of the signal is approximated by a frequency shift (common radar-
community approximation).
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_ f ]s]2e—27”'fc(25t)dt _ FTUSP](chﬂ) _ FT[ISI%(,}%%%%) (2 1 36)
TPt FT([s2](0) FT(s[)(0) -

It can be seen from that, in case of neglecting the footprint shift effect and
using CW signal, the coherence ratio between interferometric signals is a particular point of
the normalized Fourier transform of the transmitted signal envelope which depends on the
interferometer parameters.

In the particular case of a CW transmitted in a square envelope the coherence coefficient

being a particular point of its Fourier transform, the development above leads to the sinc
expression defined in [Jin, 1996, [Lur, 2001}, [Sin, 2010}, [Puj, 2007].

1 a cos? 6,
= si T—-— 2.1.37
f = SIme (ﬂf “* 9 H tan o, ) (2.1.37)

Note: In the case of an FM signal, equation (2.1.36) is still valid if the pulse-compressed
envelope is considered as the transmitted envelope.

2.1.3.3 Expression as a signal to noise ratio

From the interferometric-signal coherence coefficient, it is possible to define a signal to noise
ratio |Gat, 1994] Bir, 2005, [Jin, 1996, [Sin, 2002, [Puj, 2007, [Lur, 2001]

Let us assume that the interferometric signals can be written as the combination of a
useful part C which is the common part of the signals that contributes on the coherence and
a noise NN including any type of degradation.

Se = C.Ngin
! (2.1.38)

Sp = C.Npin

The noise N, i, and Ny ;, are independent, with the same mean m and standard deviation
o (standard deviation denoting the noise level due to intrinsic degradation on the signals S,
and Sb)

’<Sa§b>} ’C‘QmQ . m2/02 . din (2 1 39)
T 550 (5em) |G @2 md)| " ot Tdin B

Where d;;, denotes the natural signal to noise ratio between the useful interferometric
signal and the noise associated with the degradation (taking into consideration the intrinsic
noise). Indeed, classic signal to noise ratio is given in case of random signals is given by the
ratio of the squared expected value value m? over its variance o2 .

Inversing to express the signal to noise ratio as a coherence coefficient function
gives:

din = 7 Hin _ Gith pimdefine as in(2.1.35) (2.1.40)
— Hin
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Figure 2.1.6: signal to noise ratio as a function of coherence coefficient

Defined in (2.1.40), the signal to noise ratio (considering the intrinsic noise) is an increasing
function of the interferometric signal coherence. This seems natural, the more coherent the
interferometric signals are, the better the resulting interferometric signal to noise ratio is. The
function SNR as a function of coherence coefficient f : u — d is a bijection from/ to their
respective definition domains [0; 1] — [0; 400

2.1.4 Combination of both effect: Additive and Intrinsic noise

This paragraph aims at combining the two kinds of noise, additive and intrinsic noise. Many
publications [Puj, 2007|consider individually bathymetric error from additive and intrinsic
noise and sum up their contribution it quadratically.

Stot”> = Gad” + 0it” (2.1.41)

Other publications |[Lur, 2001] propose to consider the final noise N;y as the sum of the
individual two kinds of noise (Nyq for additive noise andNy, for intrinsic noise) as Ny =
Nyq + Ninand thus define a final signal to noise ratio (diot = S/(Nag + Nin)) by the inverse
of the sum of individual signal to noise ratio inverses.

1 1 1
dtot dad * dzn (2142)
These two combination methods even if they give good approximations can seem a bit
rough. The model exposed here (developed in [Sin, 2002| and [Zeb, 1992|but only considering
square CW signal) aims at combining additive and intrinsic noise with no rough assumptions.
The expression of the total resulting signal to noise ratio will be given as a function of the
individually-taken signal to noise ratios which have been defined in the previous sections[2.1.2
and (from additive and intrinsic noises).
Let the received signal by subarray A (res. B) signal Sg o1 (res. Sptot) be considered as
the summation of the S, (res. Sp) which is the same as the one defined in paragraph
with an additive noise N, (res. Np).

{ Sastor = o+ Na (2.1.43)

Sbtot = Sp + Ny



52 CHAPTER 2. BATHYMETRIC DEGRADATION USING MODULATED SIGNALS

The corresponding interferometric coherence coefficient follows its definition in (2.1.25)):

. ‘ <Sa,tot5b,tot> ‘
Htot =
\/<Sa,totsa,tot> <Sb,totsb,tot>

By estimating the expected value of the terms impacting the interferometric coefficient,
it is possible to express the later u:: as as a function of the coherence coefficient defined in
(2.1.36) (it will be noted here as u;y,) taking into account only the intrinsic noise and signal to
noise ratio from additive noise. The expected value of the interferometric term <Sa7tot%>
is:

(2.1.44)

(SatotSuior) = (SaSe) + (SalNs) + (NaSp) + (NalVy) (2.1.45)

Assuming that the noise terms on the two subarrays N, and Nj are independent from one
to the other and independent from signals S, and S, (common hypothesis) and that their
expected value are null.

<Sa,totsb,tot> = <Sa57b> (2146)
Considering the denominator of (2.1.44)) which can be expressed by using:

(SatotSatot) = (SaSa) + (SalNa) + (NaSa) + (NaNa) = (SaSa) (1 + d—id)

_ - _ _ _ ) (2.1.47)
(SusorSisor) = (S50) + (SuNy) + (NoS) + (NyN3) = (S555) (1 + ﬂ)
=0
the coherence coeflicient is thus equal to:
Sa? in
Htot = [(SaSh)| =_F (2.1.48)

(S50 (55 (14 24)  (1+25)

By considering the general link between the coherence coefficient and the signal to noise

ratios as d = ﬁ or by its inversion p = & = —L— it can be shown that the global

I+d 1+1/d>
coherence ratio is the product of intrinsic coherence ratio and the coherence ratio defined as

a function of the signal to additive noise ratio (2.1.49)).

. d
Htot = Hintad with Had = ( ad (2149)

1+ dgq)

In addition by substituting the coherence ratio by their expression as a function of the
signal to noise ratio as in (2.1.50)), , it can be shown that :

1 1
- (2.1.50)

1 1 1
(ram) (+a) (+d)

It leads to the expression of the global SNR as a function of additive-noise and intrinsic-
noise SNRs :
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1 n 1 n 1
dtot dad dm daddin

It can be noticed a certain similitude between (2.1.42)) and(2.1.51). A difference is made

by the cross term of signal to noise ratio (intrinsic and additive). This term plays a role only
when additive noise and intrinsic noise are high and equivalent in amplitude, which is rarely

the case, excepted for central beams with a very deep seafloor.

(2.1.51)

2.1.5 Noise level on phase ramps

The aim of this part is to analyse the statistical properties of the phase difference of the
interferometric signals S,and Sy, more precisely, its mean (which would give the eventual
bias) and its standard deviation (which would give the noise level of the phase difference
measurement). Indeed, the phase ramp (phase of S,S}) is the phase difference between the
two interferometric signals S, and Sy.

2.1.5.1 Statistics on the interferometric signal phase difference

Consider that the interferometric signals S, and Sy are random variables modelled as Gaussian-
distributed. This hypothesis could be justified by the backscattering formation of the received
signal. Indeed by considering that the number of scatterers is statistically high in a resolution
cell, the central limit theorem confirms this Gaussian statistic model [Hel, 2003, [Hel,1998,
Che, 2004]. In addition the additive noise is considered as Gaussian as well. And thus, the
summation of the contribution of the backscatterers (which constituted a Gaussian variable
thanks to the central limit theorem) plus a Gaussian additive noise, has a random Gaussian
behaviour which is modelled by:

{Sa = T4 + 1Yo = T4€"%" (2.1.52)

Sy =xp+iyy = rpeP

Where x; and y; are zeros mean Gaussian variables and thus r; presents a Rayleigh dis-
tribution with parameter 0% (equal for the two sensors since the two signals statistics have
same amplitude ) and ; is uniformly distributed between —m and 7. It is reminded that we

search the statistic (density, mean, standard deviation) of the random variable A¢ defined as
A¢ = arg(SqS;) = va — . The different steps of calculation are developed in Appendix .

Probability density Let us introduce the correlation coefficient n

(SaS3)

V/ (SaS5) (SbS3)

In equation (2.1.53)), the coherence coefficient p as it has previously been defined in
(2.1.44)), is used.

The probability density of the phase difference between S, and Spis given by: (see calcu-
lation development on Appendix

(1—p?)

(2.1.53)

1 L+ Y
1-Y2 (1 _y?2)3?

f(Ag) = (g + asinY) (2.1.54)
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With:

Y = pcos(pa — pp — ) = pcos(Ag — ¢) (2.1.55)

It can be noticed from this expression than when the coherence p between the two inter-
ferometric signals drops to 0, the density repartition of the phase difference between these
two signals tends to an uniform function on the interval -7 tom. This seems evident if the two
signals S, and S do not have any coherent part, that the phase difference between can take
any value between -7 and 7 with equi-chance. If the coherence reaches one the repartition
function looks like to a Dirac function in . Let us remember that 1 is the phase of the
expected value of S,S5; (¢ = arg ((S,S;))), which is slightly different to the expected value of
the phase of 5,5 (parameter which is aimed to be calculated in the next section and named
as (A¢) = (arg (Sq5;))) - vis the parameter which is search to be estimated.

p=0.9
p=0.8
pu=0.7
p=0.5

— 0.2

=0

08

0.6

probabilty density value

04

02

=}

Ad value

Figure 2.1.7: Probability density of the phase difference of two signals depending on their
coherence ratio withy =0

Let note that if ¢ = 0 which is the case at the theoretical instant of detection the probab-
ility density of A¢ is centered thus the expected value of A¢ should be zero and equal to .
The estimatorA¢ is thus unbiased (see next paragraph on the expected value). In addition by
considering that 1 is null, the probability density depends only on the coherence coefficient p.
The lower the coherence ratio u, the more spread the probability density (until reach the equi-
probable repartition when p = 0) see Figure . This tends to affirm that the variance
(spread of the density probability around the mean) is a decreasing function of the coherence
ratio. Finally the noise level on the phase difference estimator (standard deviation or square
root of the variance) increases with the coherence level drop down (see: next paragraph on
variance).

Phase difference Expected value By definition the expected value of(Ag)is:

™

(Ag)= [ A¢ f(Ag)dAg (2.1.56)

—T
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Going through different steps of calculation (see Appendix , final expression of the
expected value of Agis:

W siny

(Ag) = 2
1 (ncosv)

acos (pcos ) (2.1.57)

As expected when the coherence between the 2 interferometric signals drops to 0, the
mean value of the phase difference tends to 0 whatever the value ofiy. This is predictable
since in this case, it tends to be the expected value of a uniform random variable whose value
is between —mand 7 (see Figure . If the coherence value tends to 1, the expected value
of the phase difference tends to ¢ and the estimator is unbiased. Here it is found back that
if 1) equals zeros (case at the theoretical detection instant) the expected value is null and the
estimator is unbiased.

If ¢ is not null and the coherence level of interferometric signal is low, the estimator
of 1 given by the phase difference of the interferometric signals is bias. (i.e (argS,S;) #
arg (SqS;)) This can be explained by the fact that the expected value operator (.) processed
before the operator arg{.} operates as a smoothing operation. If the operator arg{.} is process
before when the coherence level of interferometric signal is low, the phase of 5,5 is really noisy
and have a non null probability to jump over w or below —x. If in addition v is not null for
example positive, the phase has more chances to jump over 7. Since the operator arg{.} is
defined modulo 27 the observed phase is pulled down. And thus its expected value of the
estimator is biased.

Phase difference Variance By definition the variance is expressed as:

var {Ag} = (A¢?) — (Ag)” (2.1.58)

Going through different steps of calculation (Appendix , final expression of the expected
value of Ag?is:

Z 7
,L.T (2.1.59)
i=1

N |

(86%) = T~ macon ucos) + [acos (reos ) -

then the variance is [Puj, 2007, [Sin, 2002, |Oli, 1996]:

var {A¢} = 1_1(/;5:1/])2 <7;2 — masin (p cos 1) + [asin (p cos 11))]2> + E Z ! _Z-zﬂ
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Figure 2.1.8: Variance and standard deviation of the phase difference Agas a function of
coherence ratio

As expected the variance of the phase difference A¢ is a decreasing function of the co-
herence level of the interferometric signals (Figure [2.1.8). The variance is maximal when the
coherence is null and equals 72/3 (uniformly distributed random variable between —7 and 7)
and minimum equalling 0 when interferometric signals are fully coherent p = 1.

The standard deviation of the interferometric phase difference is not a linear function of
the coherence ratio (Figure [2.1.8)). It means that a really little decrease of interferometric
signals coherence will much increase the noise level observed in their phase difference (noise
level throughout the phase ramp) measurement.

2.1.5.2 Approximation as signal to noise ratio function

A approximations of (2.1.60) has been proposed in [Lur, 2001] with the use of the signal to
noise ratiod defined as d = /(1 — p).

o1(Ad) = \/var (Ag) — 2 (2.1.61)

VE+d (10054 mad)

A second approximation has more-recently been proposed as:

1+ 3% (—0.435 4 0.25Ind)

12 1
=t 1/d+1/d?

oa(Ag) =2 (2.1.62)

These two formulas (blue : equation (2.1.61)) ; red: equation (2.1.62)) have been repres-
ented in Figure as a function of log(d). They show really close results.



2.1. NOISE MODELING FOR BATHYMETRY MEASUREMENTS 57

oe

06

0.4

0.2

phase difference noise level stdi Ad )

-3 -2 -1 0 1 2 3 4 5
logid) (SMR logarithm)

Figure 2.1.9: Noise level on phase difference as a function of the SNR (blue : equation (2.1.61));
red: equation (2.1.62))

As expected, the noise level observed on the interferometric phase is a decreasing function
of signal to noise ratio. When signal to noise ratio tends to be null the noise level equals
7/+/3 (which is predictable; as the SNR tends to zeros, the interferometric coherence ratio
tends to 0. Hence the phase difference of incoherent signals is a uniformly distributed random
variable whose standard deviation is 7/v/3). Conversely, while the SNR becomes higher,
the interferometric signal become more coherent and the standard deviation of their phase
difference decreases to becomes null.

2.1.6 Final bathymetry measurement noise using phase detection

Around the detection instant, the interferometric phase difference is approximated by a linear
phase ramp whose equation is at +  with an additive noise n(t) whose expected value is
(Ap)y — b with(Ag) given in and variance is the one predicted in (2.1.60). In first
approximation, the expected value of n(t) can can be considered as constant equalling 0. This
becomes true by considering that the interferometric signals are coherent enough (interfer-
ometric signal coherence level is high in MBES). Its variance is constant on the considered
window, which is generally the case if the coherence coefficient of the interferometric signal is
high (mainly the case in MBES).

A¢(t) = at + B+ n(t) (2.1.63)

«a and 8 depend on the interferometer and the seafloor configuration. Considering the
seafloor as flat the linearisation of the phase ramp gives the parameters cand 3 of the phase
ramp.
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{t —r = | - ] = Mt (0~ 6)
Ap(t) =2mf.2(sinf(t) —sinf) =27 f.2 (sin0(t) —sin) = 2r f.% (0(t) — 0) cos O
(2.1.64)
The expected phase ramp as a function of time can be approximated by:
a cos?6
AG(t) =27 feg——a (t =) (2.1.65)

The linear regression consists in estimating o and S minimizing the quadratic error
between the regression and the real phase ramp so that:

N
mmz — at; — b)? (2.1.66)
i=1

Here the linear regression is made on N samples.
Finally the estimator takes the values:

f\[:l(Aqﬁ(tl) A~¢)(tz_;) =a-+ Zz 1(”1 ”)(t7_t)

s (ti—1)2 it (ti—t)? (2.1.67)
=Ap—at=b+(a—a)+n

) Q)

Where Agand ¢ are respectively the mean on the detectlon windows of the phase difference
value and the time. A¢ = + Zf\;l Ap(t;) and t = + Zl 1 ti- From Gauss-Markov theorem,
the estimators @ and b is the best linear unbiased estlmators of a andp.

The detection instant is estimated by:

Fo—

(2.1.68)

SHRSY

Unfortunately, the variance of such an estimator is not immediate to calculate. The
evaluation of standard deviation of the detected instant estimate is made from the variability
(standard deviation) of the processed linear phase ramp. Phase ramp variability is evaluated
around the detection instant and projected on the abscissa axis (instant axis), to give the time
variability. If the detection window is centred on the expected detection instant the standard
deviation of the time detection (see Appendix [C]) is given by (same as in [Lur, 2010b]):

std {A¢}
avV'N

And finally the relative bathymetric measurement error (relative noise level on the detec-
tion) is equals to:

std {7} = (2.1.69)

0H _ std {7‘} std {Agb} std {Agb}
H T ﬁ\/ﬁ 2 fca cos

c tan6

(2.1.70)

In addition from the phase ramp regression it is possible to have an unbiased estimator of
the noise level over the phase ramp by:
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o 1 o, 1 NPVt
std{Ag) = 5 D= > (Agzb(tz) Gt b) (2.1.71)
=1 =1

Thanks to the theoretical approach exposed in this section, it is possible to express the
expected relative bathymetric error with in case of phase detection, via the noise level
on the interferometric phase difference. The phase noise level is calculated from the coherence
coefficient of the interferometric signals (expectation from model) which is impacted by in-
trinsic noise (baseline decorrelation) and additive noise (multiplication of coherence coefficient
of the both noise considered separately). The coherence ratio considering additive noise only
is predicted using the sonar equation. Whereas, the coherence ratio considering the intrinsic
noise only has been found being a particular point of the Fourier transform of the transmitted
pulse envelope square (in case of FM, the pulse-compressed squared envelope).

2.2 The Doppler Effect Impact

The Doppler effect has been first assumed to be the main cause of bathymetric degradation
when using frequency modulated signals. This section presents the results of the model
[Vin, 2011b}, [Vin, 2011a] predicting the bathymetric Doppler effect impact. The Doppler
effect has been studied on two aspects:

e introduction of a measurement bias

e change of the measurement noise level

2.2.1 Bathymetric measurement bias

This part aims at determining how the Doppler effect affects the multibeam beamformed
signals, more precisely by estimating the induced bathymetric measurement bias. If the
Doppler effect is largely studied and well known, little work has been conducted to understand
its impact on the final bathymetric measurement. Bathymetric measurement bias § H
can be induced by two estimation errors: the first one being an error of the arrival time
estimation dt, the second one an error on the observed angle estimation §6.

OH ot

—_— = — . 221
7 = T tan6.60 (2.2.1)

Here let us introduce two kinds of Doppler effects which could influence the received signal
and their possible impact on the beamformed signal:

e Constant Doppler throughout the antenna array (all the sensor speeds are equal,
e.g. caused by heave): Impact depends on which kind of beamforming is applied. If
the beamforming is processed with adding a phase shift, since this phase is depending
on the signal frequency which is Doppler shifted, an effect/error on the beamforming
angle could be observed. By applying a spatial beamforming in time domain, this effect
should be limited.

e Differential Doppler on the two interferometer sources S, and Sj: interfer-
ometry is applied on two signals with slightly different frequencies (this phenomenon
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can be induced by the roll). The question is whether it has an impact on the final
interferometry signal.

Nowadays, the precision aimed for the relative error % in bathymetry is 1073,

2.2.1.1 First idea of the Doppler effect on beamformed signal

To have a really rapid first idea of the Doppler effect on beamformed signal, a simple case
is first simulated considering only one backscattering point on the seafloor at the direction
0 (here as example 40°). The aim is to show the effect of the Doppler on the localization of
this scatterer. The received signal is simulated (with matched filtering in case of FM signal
then beamforming with the steering of the array (phase or time beamforming )). The array
is divided into two sub arrays S,and Sp) is a complex signal in function of the steering angle
and the time which can be studied in phase and amplitude. The error in the localization
of a scatterer on the seafloor can thus come from two aspects: the steering angle (angular
localization) and the time (range localization). The simulation can compute linear FM signal
(linear chirp) and CW signal. Their envelope is not smoothed and is a simple rectangular
function. The following parameters have been chosen: the linear chirp parameters are:

e Central frequency 73kHz
e Bandwidth 0.5kHz
e Duration 20ms
Other simulations are conducted with an equivalent CW signal with the following
e Central frequency 73kHz

e Duration 2ms (reverse to the chirp bandwidth so that the two compared signal CW and
FM present equivalent bandwidth)

The array is 1 m long and features 128 sensors. The chosen baseline spacing is 1/3 of the
whole array length. The sound speed velocity is 1500m and the seafloor is flat and 500m-deep.

The results in the localization of the scatterer in the interferometry map (in angle and
time) are presented in the following table, considering the two ways of beamforming (phase
or time beamforming ) (sensors speed is vertical equal to 2m/s or on rotation 1°/s)

] Phase beamforming | Time beamforming |

CW without Doppler 40° - 876.1ms 40° - 876.1ms
CW with Doppler in transmission 40.05° - 876.1ms 40° - 876.1ms
CW with Doppler in reception 40° - 876.1ms 39.95° - 876.1ms
CW with differential Doppler 40° - 876.1ms 40° - 876.1ms
FM without Doppler 40° - 876.1ms 40° - 876.1 ms
FM with Doppler in transmission 40,02° - 873.4 ms 40° - 873.4 ms
FM with Doppler in reception 39.98° - 873.4 ms 39.95° - 873.4 ms
FM with differential Doppler 40° - 876.1ms 40° - 876.1 ms

Table 2.2: Simulation result localisation of one single backscatterer in case of the Doppler
effect
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Depending on the type of signal and beamforming, the error observed on localization can
be in angle (highlighted in red in Table or in range (highlighted in blue in Table [2.2]).

This short section points out the Doppler effect on the beamformed output can take two
different aspects:

e a time detection error due to the matched filtering mismatch in case of FM signals use.
This phenomenon is well known and predictable.

e a bias on the beam steering angle direction. This aspect was until now not known and
not taken into account on the final bathymetry measurement.

Section[2.2.1.2]aims at modelling and quantifying the Doppler effect on the beamformed signal
in case of FM and CW depending on the beamformer type. It will confirm the two errors in:
beam angular steering and time detection. Section [2.2.1.2)will also describe the impact of the
beam steering error on the time detection estimation.

2.2.1.2 Modelling

The signal received on each subarray is modelled by its resultant component at the subarray
phase centre. It remains to consider 2 single receivers rather than taking a receiver array.
The complex array motion is assumed to be possibly divided into two simple components:

e Translation (heave, sway) of the array centre in a given direction: the array motion
in this case is a constant speed movement of the two subarray phase centres (same
amplitude, same direction)

e Rotation (roll, pitch and yaw) applied on the array considering its centre as rotation
centre: the array motion is a constant speed movement of the two subarray phase centres
with same amplitude but opposite direction.

To simplify the problem, consider one single scatterer located at angular position ~and in
range R. A delay 7 is associated with the two-way time 7 = 2R/c. By expressing the effective
propagation distance (taking into account the motion), it is possible to get an expression of
the signal received at the instant ¢, as function to the signal transmitted at the instant ¢..
The sensor speeds are assumed constant and are expressed as their projection on the scatterer
angular direction.

dl a | -
Wd o Sa
Sp | .\UF
: ve ) v‘r
IS
! “ R

Figure 2.2.1: Doppler effect modelling : geometrical configuration
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A temporal expression of the received signal can be expressed for sensor #1 as:

ety = te) = (R = vete) + (R = (v +va) (tp = 7) = %sm) (2.2.2)

By expressing ¢, as a function of t., the received signal expression is deducted as the
delayed version of the transmitted signal.

1 asinvy

krl
sq(t) =s <ke(t —7)+ 5 e

Vr + Vg

) with ke = 1 — % and by = 1+ (2.2.3)

Similarly for sensor #2:

k 1 asin . v Vp — U
sb(t):s<rz(t—7')—ke 207) Wlthk‘ezl—fandkrgzl+ J . = (2.2.4)

The Doppler effect on CW signals In case of a CW signal the received signal is on a
single frequency f, so that the considered signal s is €2™*/<*| the localisation of the scatterer is
made after beamforming by annulling the phase difference of the two received signal s, and
sp. The effect on the localisation will be different according to the type of beamforming used.

Phase beamforming When beamforming at angle 6, the steering is introduced as a
phase compensation term. The phase difference between s, and s is:

kro 1 asiny asinf kr1 1 asm7 asm@

( 2.5)

Annulling the phase difference leads to:

a(t — 1) +asiny — (1 — -%)asing = 0 (2.2.6)
C

Here it can be found that the scatterer is localised when beam angle 6 = asin [fi_né } and

t = 7, the scatterer is well localised in range (time) but the Doppler effect introduces a bias
in its angular localisation 06 (scatterer estimated atf = v + § instead of ).

. sin 7y 1 Ve Ve Ve
0y = asin [ } —y=————¢iny= —tany~ —tanf (2.2.7)
1-" V1 +sin?y ¢ c ¢

The beam axis is along the angular direction v (equal 6—9v) rather than the expected
0. Considering positive speed, « is lower than 6. It explains why in the case of a single
backscatterer the target is observed in a beam angle with a positive angle error (see Table
@ The error in beam angle steering induces an error on seafloor localisation (see Figure

2.2.2)
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Sea surface

Sea bottom

Figure 2.2.2: Impact of angle steering error #1

Time beamforming when beamforming at angle 6, the steering is introduced as a
temporal delay. The phase difference between s, and s; after compensation is thus:

ko asin 1 asin~y k1 asin @ 1 asin~y
Ap=2 —(t — - — | —(t—-7- —
¢ ﬂfc[(ke(t T+ 5 ) Y ) <k:e(t T 5 ) PRy >]
(2.2.8)
Annulling the phase difference leads to:
2va(t—7')+asinfy—(1+ﬁ)asin920 (2.2.9)
c

As for phase beamforming case, it can be noticed that the scatterer is well localised in
range (time delay equals 7) while the Doppler effect has introduced a bias in the angular

localisation (angular estimation being in this case § = asin [ff& } ). The introduced bias is:

T —7:—?‘5&117 (2.2.10)

[

. [ sin 7y } Uy
4y = asin

Inversely to the previous case, here only the receiving array motion plays a role in the
scatterer localisation error. The beam axis is along the angular direction 7 (equal 6—4dv)
rather than the expected 6. Considering positive speed, v is more important than 6. In this
condition, the single backscatterer is observed in a beam angle with a negative angle error
(see Table As previously, the error in beam angle steering induces an error on seafloor
localisation. In the case of flat seafloor, the beam oriented toward ~ will meet deeper seafloor
that the expected one at 6 (see Figure 2.2.3).
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Sea surface

Sea bottom

Figure 2.2.3: Impact of angle steering error #2

The Doppler effect on LFM signals In the case of LFM signal, the received signals after
pulse compression are:

we(t) = fj;o s (’Zl (u—7)+ éasgzlv) s(u—t)du with k. =1—" and k; =1+ ””‘Tv“
wp(t) = fj;o s (lze (u—71)— k%asggv) s(u—t)du with ke =1— % and kyp = 1 + ==t

(2.2.11)
The dopplerised signal by the factor n filtered by the matched filter is known as (see

Appendix (D)):

o ®

w(t) = /;OO s(nu)s(u — t)du =~ eQﬂfC(H%)tTA(%)sinc |:7T (fca + ?t) TA(;)} (2.2.12)

i ' kg — ken(g, 7y lasiny _ kg kra
by using the variable change 7tv = 2t (u — 1) — =557 = 2t for sensor A and T2v +

%(u —7)+ kieasggv = ]Z‘?v for sensor B in (2.2.11)), the expression of the interferometric

€

signals is obtained as follows.

k-1 2c¢

asiny

. « 1
wy(t) ~ eme“(HTQ)(t*T*m T)TA(

Nl

3 o1 — _1 asiny . t— +iasir-vy
wa(t) ~ eZTrlfc(lJr 3 (¢ T+krl 2¢ )TA(%)SIHC |:7I‘ (fcal + %(t T+ Lasm'y)> TA <W :|
1
2
T

. t— _ 1 asiny
)sinc [77 (fca2 +8t-7- ﬁag?v)) TA (Mﬂ
(2.2.13)
From this expression, the envelopes of w, and wy are obviously shifted. The global time
shift on the envelope of wew; happens when annulling the term foa+ 2 (t—7—(1—%)2387)
(with o the mean of ay = % —land ap = kk—f — 1) which can be simplified by the annullation

of fea+ Z(¢ — 7) taking into account the parameter dimension.
Je kr1 + kro Je Ve + vr fe
h=—a=T=—|—F7—--1)=T=— =T 2.2.14
LT YR e B ¢ B ( )

The first impact of the Doppler effect will be to introduce a time shift in the time detection
(range estimation).
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Figure 2.2.4: Matched filter output of a Dopplerized signal, illustrating the time shift of the
envelope

As for CW, the two cases of phase beamforming and time beamforming are studied.

Phase beamforming The phase difference of the interferometric signals after compens-
ation (with phase beamforming) is:

a9 1 asiny asin @ o1 1 asiny asin @
Ap=2rf((Q+D)t—7—— (a+Eyt-—r+— _
e (R B R (R e R

(2.2.15)
Annulling the phase difference leads to:

11+ 1+
5 2 ’ 2)asiny—asin@w21)04(t—7')—|—(1—&—|—E
T2 Tl

2ua(t—7)+ 50 T 50

(

Jasiny—asingd =0
(2.2.16)

Here it can be found that the scatterer is localised when 6 = asin [%} and t = T,
2c ' 2c
the scatterer is well localised in range (time) but the Doppler effect introduces a bias in its
angular localisation §6 (scatterer estimated atf = v + v instead of 7).

sty } = Ur =% tan (2.2.17)

— o tany ~
It !

In this case, Tx and Rx speeds impact the detection. Assuming that v, is null and v,
positive, the beam axis being along ~ rather that 6, the beam steering error is positive. a
little less steered than expected (beam pointing towardy rather than the expected 6). The
angular localisation of a single scatterers is thus negative. It is the opposite when considering
ve as null and v, positive. In case of continuous seafloor the beam steering error will introduce
an error in range localisation.

0y = asin [
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Time beamforming The phase difference between w, and wy, after compensation (time
beamforming) is :

a9 1 asiny asiné a1 1 asiny asin6
Ap =2 1+ (t—7—- — 1+ Y (t—T+— -
¢ ch[(+2)< T e 20 2c> (+2)< T 20 2

(2.2.18)
Annulling the phase difference leads to:
11+% 1+%

204(t —7) + =( 2 2 )asiny — (14 a1 + ag)asinf =
2" kra kr1 (2.2.19)

Upr — Ve

20t —7)+ (1 —

Jasiny — (1 + Ur;ve)asinH:O
c

The same as for the phase beamforming case, it can be noticed that the scatterer is well
localised in range (time delay equals 7) while the Doppler effect has introduced a bias in

vr+ve
the angular localisation (angular estimation being in this case § = asin [ivfﬁje sin ’y] ). The
2c
introduced bias is:
Vr+ve v
96 = asin [1_1)72_0% sin'y] —y = —f tan -y (2.2.20)
2c

When time beamforming, the beam steering error is the same for CW and FM signals. Of
course in the case of FM, the time shift from the mismatch of the pulse compression has to
be added.

Theoretical Doppler Impact summary To sum up (Table , the errors made in the
localization of one scatterer can be in angle (steering bias) and in time ( shift resulting from
the pulse compression of FM signals).

Phase beamforming ‘ Time beamforming

Error 6y on | Errordt due Error 6t Error §yon | Errordt due Error 6t
single to beam due to single to beam due to
scatterer steering pulse com- scatterer steering pulse com-
localisation error 06 pression localisation error 60 pression
mismatch mismatch
CW - Tx Ve ve 2H tan? 0
Doppler | ¢ 0| T w50 0 0 0 0
CW - Rx VU vr 2H tan? 0
Doppler 0 0 0 —etand | TS e 0
FM - Tx Ve ve 2H tan? 6 ve Jfe ve Je
Doppler getant | =270k | BT 0 0 —¢BTl
FM - Rx U vr 2H tan? 6 vr fe U vy 2H tan? 6 v fe
Doppler | 20 | 567y | —eBT || —Ttant | TS0 | BT

Table 2.3: Doppler estimation bias
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The estimated orders of magnitude fit the simulated observations. For a vertical speed
v=2m/s, projected on the direction of the observation 40° , the steering error is 00 =
25in6=0.049° , the same as the error on the simulated results (Section [2.2.1.1)).

In case of continuous seafloor the error in beam steering angle causes an error in range
localisation (time error), since the time delay is given by:

P (2.2.21)
~ ccosf o

The time error caused by the beam angle bias is:

2H t

_2d an@(m _
c cost
Equation (2.2.22)) was used to fill Table (2.3)).
Finally the relative bathymetric error (JH/H = 6t/t) caused by the Doppler effect is

presented in Table ([2.4).

2H tan6
- 1)
¢ cosf

5t (2.2.22)

Phase beamforming Time beamforming
Error 6t/t
Error 6t/t Error 6t/t
Error 6t/t due due to
due to the . due to the .
bearmn to dopplerized bearmn dopplerized
steering error matched filter steering error matched
& & filter
CW — = tan? ¢ 0 L= tan? 6 0
FM rgte tan? @ —Lﬂ}’e %T cos - tan? @ _%%T

Table 2.4: Doppler estimation bias on relative bathymetry measurments

The time error (6t) introduced by the matched filtering mismatch is independent to the
depth and depends on array motion, beam angle and chirp parameters. The error from the
beam steering bias increases with depth and beam angle, precisely when other bathymetric de-
gradations (such as additive noise) are more important. It explains why this phenomenon has
not been observed before. However, its order of magnitude is about the nowadays requirement
(relative bathymetric quality measured as relative error being about 1073).

2.2.1.3 Validation from simulation

A simulation has been conducted in order to simulate the effect of the Doppler on the final
signal S,S; and its impact on the seafloor detection. The results are to the theoretical

prediction made part [2.2.1.2

Simulation description A flat seafloor is modelled by an array of scatterers. The number
of scatterers inside a resolution cell is equal to 20. A random multiplicative coefficient is
associated with each scatterer with the form o = X +4iY (X and Y being centered Gaussian
random variables) which is equivalent to a Rayleigh distribution for the amplitude of o and
an uniform-distribution for its phase.
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Figure 2.2.5: Simulation scenario

The simulation computes at each instant the distance between each elementary scatterer
and array stave element. It identifies the contributing scatterers on a given stave and computes
received signal. Since the arrays are in relative motion the distance between a stave receiver
and a scatterer is varying depending on time, Doppler effect is included in this range variation.
The rest of the processing is classic (Figure [2.2.5) : once the received signals have been
calculated, the beam is steered by using time beamforming as described in section and
the summation is made one two third of the array. Then the phase of S,Sp* (phase difference
of the interferometric signals) is processed. For each beam angle 6 the phase ramp, statistics
is evaluated. The TOA is estimated at the zero crossing of the phase ramp. Time uncertainty
caused by the Doppler effect is calculated and compared to the model prediction (Table .

Heave simulations Simulations have been for different motions of the array. The motion
considered here is vertical and sinusoidal (simulating the heave effect) following the form
Asin(2rn(t — 7)/T) . The simulated cases are not realistic taking extreme value parameters
(ex: simulation 2 and 3) in order to visually observe phenomenon on the temporal signal.

| | A | T |
Simulation 0 (without Doppler) | Om | 10s
Simulation 1 Im | 10s
Simulation 2 om | 10s
Simulation 3 10m | 10s

Table 2.5: Simulation heave parameters

The simulated seafloor is constant for all the simulations in order to compare the results.
The results are considered at beam 40°. Since the receiving array speed is not null in this
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direction. Doppler effect should impact the beamformed signal in terms of angular and time
localisation as predicted in section [2.2.1.2] Figure presents the amplitude of S,Sp%
around the considered beam at 40° [Vin, 2011a}, [Vin, 2011b]. In this Figure, it can be seen
that highlight spots are shifted by the Doppler effect. This shift is both in angle (toward
smaller angle) and time (toward smaller delay). Here the speeds are positive (counted toward
the bottom). The received signal is thus compressed in time by the Doppler effect. The
time shift after pulse compression is thus negative. In addition, in such a condition, the
beam steering angle error is positive and the angular error in the localisation of one single
scatterer (likened to highlight spot) is negative. Model in section tends to support the
observations made in Figure [2.2.6]

Amplitude of the result for FM Amplitude of the result for Fi

steered angle in ©
steered angle in ©

1.68 1.7 1.72 1.74 1.76 1.78 18 1.68 1.7 1.72 1.74 1.76 1.78 1.8
time in s time in s
Amplitude of the result for CW Amplitude of the result for CW

steered angle in ®
steered angle in ©

168 17 172 174 1.76 178 18 168 17 172 1.74 1.76 1.78 18

time ins time in sl
a) Without motion b)With vertical motion 4 sin( 2 %’) A=1m,T=10s
Amplitude of the result for FM Amplitude of the result for FM

steered angle in ©
steered angle in °

168 1.7 172 1.74 1.76 178 18 188 17 172 1.74 176 1.78 18
timeins timeins
Amplitude of the result for CW Amplitude of the result for C\W

steered angle in ©
steered angle in °

' ﬂ I
168 17 172 1.74 1.76 1.78 18 172 1.74 176 1.78
time in s time in Sl_r
¢) With vertical motion A sin( 2m “Tf) A=5m, T=10s d) With vertical motion 4 sin( 2w T) A=10m, T=10s

Figure 2.2.6: Amplitude of S,S; for various different Doppler cases: (heave effect modelled
as a sine function with different amplitude) for CW and FM, illustrating the time shift from
the matched filter (FM) and the steering angle bias (FM and CW).

Figure presents the result of S,S; in term of phase for the beam expected at 40°.
The estimation in term of zero-crossing of the phase ramp gives the measurement bias caused
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Figure 2.2.7: Phase ramp (beam 40°) in different Doppler effect cases (heave modeled as sine
function with different amplitude A) subplot a) without Doppler effect A=0m, subplots b) c)
d) with the Doppler Effect resp. A= 1, 5, 10 m.

by Doppler effect. Estimation from simulations are presented in Table [2.6]

Simulation Without motion Vertical Vertical Vertical
motion motion motion
A=1m,T=10s | A=5m,T=10s | A=10m,T=10s
Noise on CW 0.138 rad 0.143 rad 0.146 rad 0.299 rad
Noise on FM 0.452 rad 0.392 rad 0.245 rad 0.551 rad
Time error on CW 0s 40107 *s 20103 s 39103s
Time error on FM 0s -3.0107% s 271073 s -5.4 1073 s

Table 2.6: Time detection error and noise estimation from simulations with the various Dop-
pler cases, case 1: without Doppler (reference) cases 2, 3 4: with heave motion as a sine
function with amplitude 1, 5, 10 m

It confirms that the simulation results using FM pulse presents a really noisier phase ramp
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than the CW. The noise level is almost three times the value observed with CW pulse, this
is due to baseline decorrelation and will be explain in the next chapter 2.3 Without getting
into details, the expected noise level caused by baseline decorrelation alone is around 0.13 rad
for CW, against 0.37 rad for FM. This is due to the impact of the pulse shape and notably
the compressed pulse sidelobe impact. This will be discussed more in section

The results from Table in terms of time detection error is compared to prediction of
the model developed in section [2.2.1.2]

It is reminded that the time error from the steering angle bias caused by the Doppler effect
is:

2
5ty = 2H vr tan”0 (2.2.23)
¢ ¢ cosf
and from the mismatched of the Dopplerized signal and matched filter:
vy fe
=——=T 2.2.24
0ty - B ( )

Finally ,the calculation in our case with v, = 2rA/T with its projection on the 6 direction
gives the following theoretical results presented in Table

Theory Vertical Vertical Vertical
motion motion motion
A=1m,T=10s | A=5m,T=10s | A=10m,T=10s
Error 6t due to 66 3.9107%s 2.0107% s 39103 s
Error 6t due to 94107 %s 47103 s 294103 s
matched filter

CW theoretical results 3.9 10 %s 2.01073 s 39103 s
FM theoretical results 541074 s 271073 s 2541073 s

Table 2.7: Numerical results from model for the different Doppler (heave motion as sine
function with amplitude 1, 5, 10m) cases on beam 40°

Conclusion:  The comparison between the simulation results in Table[2.6|and the model
estimation in Table gives the same orders of magnitude, thus validating the model exposed
in regarding the bathymetric error caused by the Doppler effect. In the case of FM,
the error is twofold. First the signal envelope is shifted in time due to the matched filtering
mismatch. This is routinely corrected by a predicted linear time shift (from the time-frequency
FM ambiguity). In addition, there is an error due to an uncertainty in the beam steering angle.
This happens also on CW signals. This aspect of things was not known before this study and
should be taken into account to improve bathymetric measurements. Since it impacts more
at large beam angles, and its effect could have been vanished into other degradation causes,
such as additive noise impact. It has not been perceived as a limitation for CW and has been
neglected until now. Considering that the time shift due to pulse compression mismatch is
well corrected, Doppler effect does not affect more bathymetric signal from FM than the one
from CW.
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Roll simulation Another set of simulations has been conducted to simulate differential
Doppler effect from rotation motion such as roll (rotation motion follows the form A sin(27(t—
7)/T)). It is reminded that prediction has concluded that the roll does not affect the bathy-
metry results (no measurement bias).

(AT |
Simulation 0 (without Doppler) | 0° | 10s
Simulation 1 5° 1 10s

Table 2.8: Roll simulation description, differential doppler

Moreover, the simulated seafloor is the same for all simulations in order to compare the
results. Figure presents the results in amplitude of S,.S; around the steering angle 40°.
This figure shows no apparent difference between the case without Doppler and the case with
the roll motion effect, as predicted.
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Figure 2.2.8: Amplitude of 5,5} without and with Roll, subplot a) without Doppler (refer-
ence), subplot b) with Doppler (roll modeled as a sin function with amplitude 5°)

The phase ramp of the beam expected to be at 40° is shown in Figure 2.2.9], with the
linear regression processed in order to find its zero crossing and also evaluate the phase ramp
noise level.

From Figure , It can be seen that the Doppler effect due to roll (differential Doppler)
does not affect FM more than CW, and that Doppler does not affect the time detection.
The phase ramp is modified since the antenna is physically steered by roll, apart from the
theoretical time detection. The level of noise on FM and CW has the same order of magnitude
with or without roll effect.
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Figure 2.2.9: Phase ramp S,5; (beam angle 40°) without and with roll, subplot a) without
Doppler (reference), subplot b) with Doppler (roll modeled as a sin function with amplitude
5°%)

Table shows the estimated noise variance.

Without Doppler | With Roll

Estimated standard deviation in CW mode 0.14 rad 0.14 rad
Estimated standard deviation in FM mode 0.45 rad 0.44 rad

Table 2.9: Phase ramp noise level on simulations with or without roll

The differential Doppler introduced by roll does not impact the statistics of the phase
ramp (Table either considering CW or FM.

2.2.2 Bathymetric measurement statistics

It has been shown that the Doppler effect induces measurement biases. Here, the question
is how the Doppler can affect the measurement statistics. First, the Doppler mismatches the
matched filter so that the compressed pulse maximum decreases. This will be discussed in

the first part of this section [2.2.2.1

2.2.2.1 SNR loss due to the Doppler effect considering additive noise

Due to the matched filter on the Dopplerized signal the pulse compression is no more optimal
and there is a signal to noise loss [Vin, 2012b].

It is reminded the signal Dopplerised by the factor n filtered by the matched filter expresses
as (see Appendix [D):
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“+oo
w(t) = / s(n(u—71))s(u—t)du

—0Q0

~ 627rifc(1+%)(t—T)TA(t ;T)sinc [77 (

where A denotes the triangular function which maximum value is 1 at 0 and which is null

for t ¢ [—1/2,1/2].

The maximum of this function is when the cardinal sine argument becomes null at 7,, so

that:

T

fea + %(t - T)) TA(

T

t—1T1

)

B T
fca—i-—(Tm—T):OﬁTm:T—Efca:T——fc(k—l):T—Efc%d

T

Due to the triangular function the maximum is not 1 but is equal to A(%%‘i) =1- %%

The SNR loss in term is thus:

SN Ryj,ss = 201og [

Considering usual MBES parameters the loss is about -1 dB, which is negligible by con-

B

feva

1—4c2@

B c

sidering that the improvement from pulse compression in 10 log(BT') < 10.

Thus phase ramps from FM should statistically not be more sensitive to the Doppler effect

than the ones from CW.

2.2.2.2 Impact on phase ramp statistics considering intrinsic noise

Simulations have been conducted on a flat seafloor for 20 realisations considering a vertical
Doppler shift of 1 m/s. The pulse is a LFM (duration= 20 ms, sweep bandwidth==830 Hz).
The receiving array is a full array of 128 sensors. The interferometer spacing is 0.33 m (a
third of the whole array length). The result of the noise level estimation on the processed

phase ramp is presented table

(2.2.25)

(2.2.27)

Beam angle | 20° 30° 400 | 50 |
Estimated phase ramp noise (without Doppler) | 0.69 rad | 0.58 rad | 0.39 rad | 0.25 rad
Estimated phase ramp noise (with Doppler) 0.75 rad | 0.58 rad | 0.39 rad | 0.28 rad

Table 2.10: Doppler effect impact on phase ramp statistics for FM (7' = 20 ms, B = 830 Hz)

(considering only intrinsic noise)

From Table [2.10] it can be seen that the Doppler effect does not impact significantly the

phase ramp in term of statistics.

In addition, as seen in the results from simulation in previous paragraph, the noise level
for FM signal is high compared to the one observed for CW. Indeed, even without the Doppler
effect interferometric phase ramps from FM signals were observed three-time-higher for CW
see Tables and [2.2] Thus, the Doppler effect is not a satisfying explanation of the noise

level observed when using FM signals.
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2.2.3 Discussion on post-processing compensation of the Doppler Effect

In MBES systems, Doppler-caused measurement biases are actually corrected as a post-
processing detection-time compensation [Yuf, 2011]. The system processes first the detection
and corrects the Doppler effect from the matched filter by introducing the predicted delay
considering the array speed measurement. The instantaneous speeds of the array phase cen-
ters is given by the MRU aboard the carrier vehicule, the data of which is converted into
the array speed. The measurement rate from the MRU is high typically every 1 ms, hence
accurately following the array motion whose period is about 10 s (typical period of roll, pitch,
heave...).

The interest of this process is to reduce the processing load of pre-compensating the
Doppler effect: by compressing or distending the received signal before the matched filtering.
Indeed, LFM signals are pretty well tolerant to Doppler effect (few energy loss (relatively low
signal to noise degradation regarding additive noise)) and behave nicely introducing linear
predictable bias. Moreover, it have been shown that the Doppler effect does not impact much
the statistics of the detections but only introduces a bias. Correcting this bias after detection
rather than before is more computer-resources efficient to correct this bias after detection
than before, since the final statistics should not be improved by the second way.

However, post-processing time compensation can cause errors, notably when the MRU
data does not behave properly. An example is presented here. Data was recorded from the
EMT710 on R/V Falkor [Bea, 2012] on a 400-m-deep seafloor in DEEP and VERY DEEP
modes. The attitude data used for the Doppler post-correction were undersampled. Thus
the correction was applied but with inrelevant speed values, causing additional noise on ba-
thymetry. Figure 2.2.10] shows the bathymetric measurement results in this condition: the
seafloor measurement presents a kind of "wobble” structure in FM mode (with no-compliant
Doppler correction). When changing to VERY DEEP mode (FM switched on), this 'wobble’
structure is also present on the centre sector

Figure 2.2.10: Bathymetric measurement with FM signal using Doppler effect compensation
in post-correction with under-sampled MRU data

Figure [2.2.11] depicts the statistics estimated on the data of the first plot in Figure [2:2:10]
It should be compared to Figure [[.6.2] It can be seen that the undersampled attitude data
introduces an additionnal noise on the bathymetric measurement. Indeed, instead of being
multiplied by two, the noise level when using FM (sector transition) is three/four times higher
than CW bathymetric noise level, this extra-noise being due to the under-sampling.
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Figure 2.2.11: Impact on bathymetry quality due to undersampled attitude data

Finally, the Doppler correction in post processing is convenient as regards to many aspects
(gain an computer operation complexity), however it must be applied with caution (assuming
the integrity of attitude motion data).

Even if the Doppler effect is correctly compensated, the bathymetric data quality is lower
when using modulated signal (confirmed on simulations, phase ramp noise level in the case of
no-Doppler). In the rest of this chapter, Doppler effect will be not considered or assumed to
have been well-corrected.

2.3 Baseline decorrelation or impact of pulse compression side-
lobes

The Doppler effect has not been found a good explanation of the bathymetry quality loss
when using modulated signals. It introduces a measurement bias which is normally taken
into account and compensated for post processing compensation. This error is considered
as being well estimated and thus corrected from the projection on the array localisation of
speeds measured by the attitude sensors. In addition, the presence of the Doppler effect
does not influence the measurement statistics. In these conditions, with the objective of only
correcting the bias, estimating the Doppler effect from the signal itself and compensating it on
pre-processing at the transmission or by adaptive matched filter has been judged being really
time-consumming and lacking of interest. However, it has been clearly visible on simulated
data that even without Doppler effect the phase ramp looks really noisier with modulated
signal compared to CW.

By considering that the propagation, backscattering and filtering are linear processes,
at the reception after matched filtering, the signal is equivalent to the one received if the
compressed pulse was transmitted. Since the compressed signal is a no-more modulated, the
only difference between CW and modulated signal are the envelope shape and namely the
presence of sidelobes. The idea is that the sidelobes cause a specific noise on the phase ramp.
This confirms the physical intuition that the wider the instantaneous footprint is, the more
decorrelated the interferometric signals are. Indeed, because of sidelobes the actual effective
pulse is longer than its pulse-compressed main lobe. This section aims at studying the impact
of sidelobes as intrinsic noise on the phase ramp statistics and thus on the final bathymetric
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measurement performance.

2.3.1 Signal shape design and sidelobes level

The signal shapes used for CW and FM are modulated by an amplitude envelope smoothing
the edges of the transmitted signals. Indeed the sonar hardware cannot stand signal sharp
edges, and the signal is naturally smoothed by the system. Since it is important to know
accurately the transmitted shape in order to apply matched filtering, it is better that the
tapering is already defined and controlled at transmission.

Amplitude(A]

I Slope | i_ Slope y -

0 49 ' {2
! (1s/2) Duration (T) (v/2)

Figure 2.3.1: Transmitted signal envelope with tapered ends

The whole duration is T' and the duration associated with the two tapered ends is 7. The
envelope computed takes the form:

Asin? @@) for — T/2 <t < —(T —1)/2
a(t)y=q¢ A for— (T —71)/2<t<(T-1)/2 (2.3.1)
Asin? (ﬂ'%) for(T'—7)/2 <t <T/2

The tapering coeflicient « as the ratio between the tapered end duration and the whole
transmitted signal duration.

a= % (2.3.2)
Finally the transmitted signal is for CW
s(t) = a(t).e¥m /et (2.3.3)
and for FM:
s(t) = a(t).eXm et +he) (2.3.4)

With B = B/(2T'). B is the total bandwidth swept by the signal over is whole duration .
This is different from the bandwidth occupied by the signal frequency spectrum. Indeed by
changing the tapering, the equivalent bandwidth is prone to change while the parameter B
is constant. Applying the stationary phase theorem (see Appendix , the Fourier transform
of the signal defined in is approximated by:

t, o _ s
S() ~ #e 2 (vt~ (t) o3 5 (2.3.5)
w'(t,)

with ¢, = (v — f.) and " (t,) = £



78 CHAPTER 2. BATHYMETRIC DEGRADATION USING MODULATED SIGNALS

Thus:

T T . o
S(w) m | GalG (v = f)e > (2:3.6)

Different parameters can be defined characterizing the FM transmitted signal [Bur, 1989].

2dt
Ty = 1{12‘;‘\5\2 T(1—a)+aiT =T(1 - 3a)
_ [ISPPd
Bef B r{lax|5’|l; B(l — %a)
| Boap | B(1 — 0.6360a) |

Table 2.11: FM parameters

Throughout this chapter, the performance of bathymetric measurement using equivalent
pulses (CW pulse in a 100% tapered envelope LFM pulses in a 10% tapered envelope) will
be compared. The FM pulse is modulated by an almost-square envelope in the objective to
maximize the transmitted energy, and thus the benefit of the pulse compression is maximal.
However since the envelope is rectangular, the pulse spectrum is rectangular (equation ,
Appendix , and thus the pulse compression has high sidelobes.

The sweep bandwidth of the signal is chosen to make the compressed signal comparable
to the CW signal. The -3 dB bandwidth of the CW Fourier transform being 500 Hz, the
commonly associated LFM signal is a 10% tapered LFM whose sweep bandwidth is 500 Hz.
But its compressed pulse presents a larger main lobe compare to the CW duration. To study
the impact of only the sidelobes another LFM signal is designed. Its sweep bandwidth has
been chosen in order to have the compressed pluse main lobe as close as possible to the CW
pulse (minimisation of the quadratic error between the two pulses on the CW duration). (F,
=73 kHz, B=830 Hz and T=20 ms. )
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Figure 2.3.2: Pulse-compressed-FM B=830Hz vs CW shape (close main lobe)

2.3.2 Sidelobe impact on interferometric signal coherence level

Up to this point, the transmitted signal has been characterized by its bandwidth occupa-
tion (defined at -3 dB). However, its frequency spectrum, more than its conventional occu-
pied bandwidth, is the key of the noise level observed on the interferometric phase ramps
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[Vin, 2012a]. Indeed, it has been shown in section that the coherence ratio is one
particular point of the Fourier transform of the squared signal envelope after normalisation
(when considering baseline decorrelation). Thus, it also can be seen as the normalized self-
convolution of the Fourier transform of the transmitted signal envelope.

For a FM signal, the transmitted signal shape to consider is the compressed signal (using
matched filter).

Considering a CW pulse in a rectangular envelope, its Fourier transform is a cardinal sine
whose auto-convolution is also a cardinal sine. Considering now a pulse-compressed chirp
(FM) originally in a rectangular envelope, its Fourier transform is more or less a rectangular
function, whose self convolution is a triangular function.

normalized amplituda
- [=] [=] [=]

-1 0.5 0 0.5 1
normalized frequency

Figure 2.3.3: Normalized Fourier transform auto-correlation giving coherence level (red=FM
signal, blue=CW signal)

The triangular function (for FM) and the cardinal sine (for CW) are normalized (maximum
equals 1 at f = 0) and have the same base width since the compressed FM and CW signals
have the same duration and bandwidth. The triangle is thus ’inside’ the cardinal sine (Figure
. Since the coherence ratio for FM and CW is a particular point of respectively the
cardinal sine and the triangle, the conclusion is that the coherence level is always lower for
FM than for CW:

HEM < pew (2.3.7)

Since the correlation level of S, and Sp is lower in using FM, the signal to noise (an
increasing function of the correlation level) is also lower, (using equation (2.1.37)).

dry < dcow (2.3.8)

The noise over phase ramps results to be higher (using equation 2.1.62), as well as the
final uncertainties on depth detection.

o{A¢pm} > o{Adcw} (2.3.9)

This conclusion comes when only considering baseline decorrelation alone.

Of course, to get a complete description of the phase ramp noise level (taking intrinsic and
additive noise into account) the combination signal to noise ratios from intrinsic and additive
noise as it was exposed in the section has to be used The result of this combination will
be presented in section [3.4]
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Regardless, the conclusion that the SNR is decreased because of the sidelobes (via intrinsic
noise, here baseline decorrelation) can explain why bathymetry results look noisier when using
FM signal. Indeed in a area where the additive noise is insignificant regarding the intrinsic
noise (moderate values of depth and swath width), the bathymetric noise is mainly due to
the baseline decorrelation. The transition between central and lateral sectors happen in this
configuration and this explains the gap observed in bathymetric quality at this junction.

2.3.3 Prediction of the phase ramp noise level

The noise level on the phase ramps is modelled here for the three comparable signals defined
in[2.3.1] Their respective characteristics (based on EM 710 characteristics) are:

e a 100% tapered CW pulse whose duration is 3 ms and occupied bandwidth (-3 dB ) is
500 Hz;

e a LFM in a 10% tapered envelope with a sweep bandwidth of 500 Hz;

e and a LFM in a 10% tapered envelope with a sweep bandwidth of 830 Hz.

2.3.3.1 Without Doppler

The coherence coefficient of the interferometric signals is first calculated for each beam angle
(depending on the seafloor configuration) as the special point of the Fourier transform of the
square envelope of the pulse compressed signals. Here and for the rest of the PhD dissertation,
the seafloor is 200-m-deep, and the interferometer spacing equals 0.33 m.

Figure shows the normalized Fourier transform of the square envelope of the pulse
compressed signals (FM) or the signal envelope (CW). The triangular shape in the case of
FM pulses comes from their rectangular frequency spectrum.
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Figure 2.3.4: Normalized Fourier transform auto-correlation giving coherence level (red=FM
signal B=830 Hz, blue=CW signal)
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It can be seen that the CW curve (blue) is higher than the FM curve (red) this for any
frequency. It means that whatever the interferometric configuration the coherence coefficient
will be better (considering only baseline decorrelation) than with FM pulses.

Equation (2.1.36)) makes it possible to calculate the coherence coefficient as a function
of beam angle. The using equation makes it possible to express the interferometric
phase difference noise level as a function of beam angle. phase ramp noise level is illustrated
in Figure [2.3.57 confirming that the noise over phase ramp is lower in CW.
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Figure 2.3.5: Phase ramp noise level Prediction: impact of pulse compressed sidelobes, blue:
CW pulse, red: FM 830Hz, green FM 500Hz.

In this configuration the noise level observed on the phase ramp is three times higher at
40° with FM pulse compared to CW. Indeed, the sounder switches from CW to FM modes
at this beam angle. The detection window length (which is the same for both FM or CW) is
used to expressed the relative bathymetric error. For a given beam angle, relative bathymetric
error is proportional to phase ramp noise. Thus, if phase ramp noise is observed twice higher,
relative bathymetry error will also be twice higher.

A more physical /intuitive approach can also explain why compressed pulse sidelobes affect
the phase ramp. For a given beam#, the phase difference between interferometric signals A¢
is linked to the average angular position of the instantaneous footprint 6 by:

Ap = 21 £, 2 (sin d — sin 6) (2.3.10)
C

At the theoretical detection instant, the footprint is expected to be located towards the
beam angle, and thus the expected value of A¢ is null. However, the presence of sidelobe in-
creases the instantaneous responding footprint width (and angular width) seen by the sounder.
The variance of § is thus more important (angular position of footprint seen by the sounder
influences by all the scatterers present in the footprint). Hence, using equation , the
interferometric noise difference is also noisier.
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2.3.3.2 The case with Doppler

In the case of the Doppler Effect, the coherence can be found using the ambiguity function
of the pulse. Indeed, the whole responding footprint contribution at a given instant can be
considered suffering from the same Doppler shift as a first approximation. If the footprint
is angularly narrow, all the scatterer can be assumed to be from almost the same angular
direction, so that the radial speeds (projection of the speeds on the scatterer direction) is the
same for all the scaterrers.

And the received signals S, and S; can be expressed as:

k, 1
S, = /Az Gy S <ke (t—72) — %k—e sin9w> dx

k, a1l .
Sb_/Aw Gz S </€e (t—Tw)—QckemnGx) dx

In the case of the Doppler effect, the pulse compression (matched filtering output) is given
by the ambiguity function. Since the Doppler shift is the same for all the instantaneous
contributing scatterers, it is equivalent to consider that the transmitted pulse shape is the
dopplerised compressed pulse.

(2.3.11)

If the Dopplerized compressed signal is considered as no more modulated, the developments
made in Chapter to predict the coherence level of the interferometric signal is still valid.
Thus, considering intrinsic noise (baseline decorrelation), the coherence coefficient is given
by a particular point of the normalized Fourier transform of the square of the Dopplerized
compressed envelope. Thus it can be expressed thanks to the ambiguity function A(n,t)
(function of time and Doppler shift defined in section [1.3.2)). If the received signal suffers
from a Doppler shift 7, the coherence ratio becomes (see Appendix :

o~ 1 A, n)*)(fey 5 Soan)
PR AG  Pl0)

(2.3.12)

2.3.4 Validation from simulations

A series of simulations has been run and compared to the predictions made in paragraph [2.3.3]
The simulation process follow the schema defined in For each simulation, the arrays
are considered as motionless. The number of scatterers has been chosen as 10 by resolution
cell. The additive noise is considered as null, since only baseline decorrelation effect is under
consideration. The simulations are conducted with each kind of signals defined in the previous
section.

e CW in a 100% tapered envelope whose whole duration equals 3ms;

e Two linear frequency modulated signals (FM) whose duration equals 20ms and envelope
is 10%-tapered.

— The first one with a sweep bandwidth of 500 Hz,

— The second one with a bandwidth 830 Hz, so that compressed main lobe fits the
CW pulse.
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The beamforming is processed in time. The sub array spacing is 0.33 m.

The noise level throughout the phase ramps is estimated by 3 methods:

1. Standard deviation at the closest sample of the detection instant of the phase of S,S;
for the different beam angle over 20 realizations (blue line in Figure [2.3.6]

2. Square root of the squared error between the phase ramp and linear regression for
each beam angles and realization see equation (2.1.71]) (results averaged over the 20
realizations) (green line in Figure [2.3.6))

3. Standard deviation of S,5; phase for a window around the detection instant and aver-
aging the results on this window. (black line in Figure [2.3.6)

The results are plotted in Figure[2.3.6] The first method of phase ramp noise level estimation
is a good estimator, unfortunately the number of realizations (20) is low and the resulting
estimations are really noisy. The second method is more robust (since it is averaged on the
20 realizations). Unfortunately, the number of samples taken for the central beams is low
and the processed linear regression and thus fluctuation measurement over the phase ramp
(square root of the quadratic error) is not relevant to the noise level on the interferometric
phase difference. The last estimator is close to the first one. But it is less noisy, it takes the
advantages of being averaged on the window. So, the estimation is less noisy than by taking
the standard deviation only at the detection sample.

Phase ramp noise level estimation shows good agreement compared to the prediction
Figure Another visualisation of the results is plotted in Figure and confirms that
the phase noise is higher for FM signals.

The agreement between the simulation estimation (considering the third estimator) and
the prediction has been measured by two indices. The first one g1 is the mean on the beam
angle of the relative error between the prediction p(f) and the estimation e(6).

> p(6) = <(6) (2.3.13)

1
=N, p(0)

beam

The second one gs is the mean quadratic error between the prediction and the estimation
(expressed in rad).

. \/ S 0l0) — e(0))? (23.14)
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simulation results for CW

25
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simulation results for FM 500Hz
25

phase ramp noie leveal (rad)

0.5

—B0 —-40 -20 4] 20 40 &0
beam angle (%}

simulation results for FM 830Hz
25

phase ramp noise level (rad)

beam angle ()

Figure 2.3.6: Phase ramp noise simulation results for the different pulse shape: CW (upper)
FM 500 Hz (middle) FM 830 Hz (lower), estimation (blue, green, red as defined on the
preceding page) prediction (red).

The indices of agreement between estimation and prediction are presented in Table 2.12]
The relative errors are, for the different pulses, lower than 10% (FM 500 Hz presents a small
bias between prediction and estimation, but the level of noise estimation is higher than for
the other pulses). The mean square error is about 0.10 rad which is good if compared to the
amplitude of values that the phase ramp noise level can take.
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index 1: g1

2%

9.1%

4.8%

index 2:go

0.08rad

0.13 rad

0.11 rad

Table 2.12: indexes of agreement between prediction and estimation

(a) model prediction
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(b) simulation (estimator #3)

Figure 2.3.7: Phase ramp noise estimation results compared to model prediction. CW (blue),
FM 500 Hz (green), FM 830 Hz (red)

2.3.5 On Survey data

A series of acquisitions has been recorded by Kongsberg Maritime (with courtesy of O. A.
Almskar and R. Eckhoff) with the EM 710 mounted on R/V Simrad echo in a 200-m-deep
seafloor and with special care on the transmitted signal shape (described in Table .
The weather conditions and sea state were calm, and the acquisition could have been done
with almost no platform motion (no Doppler influence). During the acquisition, the ship was
immobile in order to guaranty that the system always pings almost the same area. This aimed
at ensuring that the ping-to-ping statistics of the seafloor measurements was constant. The
series corresponds to different maximum levels of transmitted power in order to separate the
impacts of baseline decorrelation and additive noise.

file name \ signal type \ duration | sweep band \ tapering rate \ transmitted level

F09 CW 3ms 100% 0dB
F10 FM 20ms 830Hz 10% 0dB
Fi5 FM 20ms 500Hz 10% 0dB
F18 CW 3ms 100% 20dB
F19 FM 20ms 830Mz 10% 20dB
F25 FM 20ms 50017 10% 20dB

Table 2.13: Data series description
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The transmitted level column of Tabld2.13| denotes the signal power compared to the
maximum power available at transmission of the (SLpax = 224dB re 1pyPa@lm). The series
at 0 dB aims at studying the impact of baseline decorrelation since the received signal is
then powerful enough to be insensitive to additive noise. In the series at -20 dB the additive
noise impact is more visible. Thanks to this series it is possible to observe the impact of
the transmitted energy loss due to the envelope tapering (which reduces processing gain for
additive noise consideration).

As in paragraph [2.3.4] the noise level over the phase ramp can be estimated by three
methods :

1. Standard deviation at the closest sample of detection instant of the phase of 5,5} for
the different beam angle over 100 pings

2. From the re-processed phase ramp linear regression: square root of the squared error
between the phase ramp and linear regression for each beam angle and realization see

equation (2.1.71) (results averaged over 100 pings)

3. Standard deviation of §,5; phase for a window around the detection instant and aver-
aging the results on this window.

The results considering the third estimator are plotted in Figure [2.3.8]
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Figure 2.3.8: Noise level throughout the phase ramp as a function of the beam angle tangent
(proportional to across distance), CW (blue); FM 830 Hz (red); FM 500 Hz (green).

Figure [2.3.8 shows some interesting expected aspects. First of all, it displays that in case
of negligible additive noise (case of transmission at 0dB power) CW shows better performance
than any FM pulse. Indeed, in this case only baseline decorrelation affects the phase ramps.
The fact that the 500-Hz-bandwidth pulse compression duration is longer (larger main lobe
and high sidelobe) creates a decorrelation of the interferometric signals. The same effect is
caused by the presence of sidelobes for FM pulse whose sweep-band is 830Hz. That is why
phase ramps are noisier due to intrinsic noise (baseline decorrelation) when using FM. Tt is
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observable also on the second subplot of Figure 2:3:8 On the central beams, additive noise
is low compared to received backscattered signals. Phase ramps are though more impacted
by baseline decorrelation than by the additive noise. For outer beams, the additive noise
level increases relatively to the backscattered signal. Phase ramps are thus more impacted by
additive noise than by baseline decorrelation. This explains the behaviour at outer beams, in
case of low power signal where additive noise is the main limitation. CW phase ramps are
then noisier than FM phase ramps. The two FM pulses have the same envelope, and thus,
contain the same energy. The final SNR after matched filter considering only additive noise
is thus the same for the two FM pulses. It explains why the two FM pulses present the same
level of performance when the additive noise is the main cause of phase ramp noise.

2.3.5.1 Comparison between survey and prediction

The survey results (phase ramp noise level estimated with the third method defined on the
preceding page) is compared with the prediction made by using the theoretical development
of section 2.1 The model presented in this section already takes into account the baseline
decorrelation and in addition includes the impact of additive noise.
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Figure 2.3.9: Comparison of the phase ramp noise level estimated on survey (left) with model
prediction (right), transmitted level 0dB CW (blue), FM 500Hz (green), FM 830 Hz (red)

Figures [2:3.9 & [2.310] plot the results prediction made thanks to the equations presented
in paragraph [2.I] with results from the estimation on the recorded field data. It can be noticed
that globally their behaviours (prediction vs field data estimation) are really close.
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Figure 2.3.10: Comparison between the phase ramp noise level estimated on survey (left) and
model prediction (right), transmitted level -20dB. CW (blue), FM 500 Hz (green), FM 830
Hz (red)

However, the prediction does not fit exactly the estimation from data recorded during the
survey (Figures & . This is particularly visible for the results from CW pulse in
medium swath beams (beam angle tangent between 0.5 to 1.2). Indeed, the results on data
give noisier estimated phase ramps.

However, the part where the additive noise is dominant is well predicted, for outer beams
(beam angle tangent higher than 1.2). In this case whatever the pulse shape, prediction and
data estimation show good agreement. And it can be concluded that additive noise impact
have been well-predicted and introduced in prediction model.

Separation between prediction and estimation on survey happens in configurations where
baseline decorrelation is the main cause of phase ramp noise.This happens as the interfero-
metric signals S, and Sy suffer of another cause of decoherence. A probable explanation is

exposed in the following section (section [2.3.5.2)).

2.3.5.2 Two layered seafloor structure

By looking at the vertical beam, the profile seems to show the presence of an additional
backscattering layer around 3 m below the first seafloor backscattering layer. This is not
much unexpected since the seafloor where the data was collected is really soft. And it is very
not impossible that signals have penetrated a first layer of sediment to meet then a second
backscattering layer. In addition, the echos from the second layer are really powerful. The
backscattered signal from the second layer is even strong enough to perturb the detection on
the vertical beam (detection jumps from the first layer to the second).
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Figure 2.3.11: Beamformed signal amplitude in dB as a function of sample and beam numbers
with detection (black circle points): confusion on the vertical beam, confirmation of a second
layer presence

Figure presents an example where the second layer has perturbed the detection. It
represents the beamformed signal amplitude (dB) for a given ping of file #9 corresponding
to data recorded using CW signals. For this ping, the detection (represented as circle black
points) is attached the second layer echo for vertical beams. Bathymetry detection is thus
blurred by the second layer. In this case, the second echo is even stronger than the first layer
(upper layer) echo.

In the vertical beam (#128), the two layer echoes are clearly separated (Figure [2.3.12),
the delay measured between the response peaks indicates that the layers are separated by 3
m.
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Figure 2.3.12: Vertical beam amplitude averaged on 50 pings: presence of a second layer
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The analysis of vertical beam data shows that in the area surveyed, the sea bottom features
two main layers. The issue is the lower layer impact upon the interferometric signals coherence
(via baseline decorrelation). A model of this impact in term of interferometric signal coherence
loss has been developed and is presented in Appendix

The signal penetration inside the seabed has been concluded not to affect significantly
the interferometric signal coherence if the penetration depth is low compared to the seafloor
depth (typically when the ratio between them are less than 1072, penetration of some cm).
Indeed in this condition, the scatterers are still gathered in the same area, and the angular
aperture of the footprint seen by the sounder stays unchanged.

However, here, the presence of the underlying layer increases the noise on the phase
ramp. Indeed, since the second layer is deep enough to increase the angular aperture of the
instantaneous contributing scatterers seen by the sounder, and the standard deviation on the
observed angular footprint localisation is increased. The part of the received signals from the
second layer impacts as a noise on the coherence part of the signal from the main layer.

Figure presents the impact of the presence of the second layer on the phase ramp
noise level on a CW 100% tapered pulse (3 ms). The water depth is 200 m and the second
layer is 3 m below the interface.

— Cne layer
== Twuo layers no absorption
= = =Two layers with absorption
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Figure 2.3.13: Influence of second layer on phase difference noise level as a function of beam
angle tangent , noise with only one layer (blue), noise with the presence of a 3-m-below second
layer (magenta), noise with the presence of a 3-m-below second layer including absorption in
the first layer -5dB/m (red).

2.3.5.3 Comparison of real data and model prediction considering the two layers

Figure shows the comparison results between the phase-ramp noise level estimated on
the field data and the model prediction of a second layer burried 3 m below the interface.
The attenuation in the first layer is 5dB/m. The estimation of noise level has been done on
the series at -20dB following the three methods that were defined on page [86]

In Figure the agreement between the prediction considering the two layers and the
data estimation is clear. This shows that the hypothesis setting that the presence of a second
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layer damages the interferometric coherence can explain conveniently why the first prediction
(considering a single interface) and the noise level of the phase ramp estimated from the field
data did not agree.
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Figure 2.3.14: comparison prediction (red) and phase ramp noise level (blue) estimated on
-20dB data series using estimators defined on page [86{ for CW (left), FM 830 (Hz) middle),
FM 500 Hz (right)

The presence of the second layer in the survey area is a disadvantage since it council the
real improvement in term of coherence gain (noise reduction) obtained when reducing the
sidelobes effect. However, the field data, simulation and prediction agree, confirming that the
main cause of bathymetric degradation when using FM signal is the baseline decorrelation
created by the presence of sidelobes in the compressed pulse.

Finally, the bathymetric measurement is not only dependent on the pulse bandwidth oc-
cupation. The pulse shape in frequency is a critical point, considering intrinsic noise (baseline
decorrelation).

As a conclusion: if bathymetry using FM pulses looks noisier than when using CW
this happens in domain (beam angle, range) where the main cause of interferometric noise
is baseline decorrelation. Indeed, shape of FM signal envelope is quasi rectangular since the
purpose is transmitting as much energy as possible thus, in order to benefit a maximum of
the pulse compression (maximize signal to noise ratio regards to additive noise). However,
it was not anticipated that such signals present high sidelobes after pulse compression which
lengthens the observed footprint and decorrelate the interferometric signals even if the band-
width is equivalent. The impact of sidelobes is not negligible; in some bathymetric conditions
it may double or triple the observed bathymetric noise level.
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2.3.6 Impact on Amplitude detection (simulation tests only)

Detection on the amplitude of the seafloor echoes is processed on vertical beams, where
the phase detection is not exploitable. On vertical beams the time response is narrow and
the amplitude (or intensity) detection process is the best adapted. The detection is made
thanks to the calculation of the center of gravity of the signal envelope, which is more robust
than estimating the maximum of the envelope. The center of gravity of the beam response
envelope is assumed to give the delay associated to the seafloor point located along the beam
axis direction. This is practically the case when using amplitude detection. A bias can be
introduced when there is a change of reflectivity inside the beam (i.e. due the increase of
propagation). However, this happens only when the beam angle is increased, where in practice
the phase detection is preferred.

It has been shown that the longer the beam envelope, the noisier the amplitude detection.
([Cad, 2012, [Lur, 2010b], see Appendix[G] equation (G.3.4)). The amplitude detection is thus
done iteratively to reduce the window length. A first window is defined by a threshold. A first
detection is made by using the samples whose amplitude is higher the threshold (i.e higher
than 610dB compared to the maximum of the beam time response). The second and third
iterations reduce the window. A new window is defined centered on the previous detection and
whose width is proportional to the sample spread of the previous envelope (sample standard
deviation weighted by their amplitude).

The beam time response shape is not really impacted by FM signals. The first window
length depends on the threshold. If the threshold is higher than the level of the compressed
pulse sidelobes, the first window length is the same when using FM pulse or CW pulse.
Inside steep beams, the additive noise can be assumed negligible compared to the signal. In
addition, the detection window after the iterations can be assumed really short taking only
samples containing useful signals. With only one of those two assumptions, it has been shown
(Appendix that the standard deviation of the detection does not depend on noise level
but only on the detection window width.

detection window size M
relative bathyrmetric eror (§z 7 z)

beamn angle (%) beamn angle (%)
(a) Detection Window (b) Detection results as relative bathymetric error:
std(detection) /mean(detection)

Figure 2.3.15: Detection window width (left) and amplitude Detection quality (right) on 20
simulated realisations, for CW (blue), FM 830 Hz (red)
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The final detection window (average on 20 realisation) is the same when using FM and
CW, if the threshold (for first window detection) is chosen higher than the pulse compressed
sidelobes (see Figure[2.3.15a)). For a simulation (20 realisations), the relative bathymetric error
when using amplitude detection is estimated thanks as the ratio of the standard deviation
of the detection time and its mean value. The result as a function of beam angle is plotted
in Figure 2.3.I5D] As theoretically predicted, the quality is the same whatever the pulses,
since the detection window is the same. The detection window is proportional to the beam
envelope width which can be approximated (when the beam angle is high) by:

2H |tand| tan 0
7 25 X 2
¢ (cos®) (cos @)
Where ®is the beam angle aperture.
The time standard deviation of the amplitude detection (using amplitude detection) is
proportional to the square root of the detection window (see Appendix |G| equation (G.3.5))
and [Lur, 2010b}, Lad, 2012]).

(2.3.15)

std{t} o« VN (2.3.16)

Thus, the relative bathymetric error follows:

2H |[tanf)

Std{f} Std{tA} ¢ (cosf)? o fs
— & = v/ |[tan @ 2.3.17
mean{t} <t> > czge < Vtand) ( )

Figure [2.3.16| represents the equations (2.3.15)) & (2.3.17)), describing the behaviour of the
detection window width and the relative bathymetric error as a function of beam angle. The
comparison of Figures [2.3.15| and [2.3.16] shows the same behaviour.
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(a) Detection window size behaviour (equation (2.3.15)) (b) relative bathymetric error behaviour (equation
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Figure 2.3.16: Behaviour of detection window size and relative bathymetric error using amp-
litude detection

Finally, the bathymetric quality using amplitude detection little depends on the kind of
transmitted pulses, but rather on the size of the detection window. If the sidelobes of the
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pulse compression are lower than the threshold allowing to define the detection window, the
bathymetry quality using FM pulses with matched filtering is the same as when using CW.



Chapter 3

Improvement proposal

The second chapter concluded that the Doppler effect to which the modulated signals respond
differently (mismatch of the pulse compression) could not be the main cause of the degrad-
ation on bathymetric measurement when using modulated signal in MBES. The explanation
comes from the intrinsic noise upon the phase difference measurement of the interferometric
signals due to the presence of sidelobes in the FM compressed pulse. This effect of inter-
ferometric decorrelation caused the lengthening of the footprint (sidelobes) is called baseline
decorrelation, and has been found being a satisfying explanation.

3.1 Discussion on the different pulse parameters

To design new signals, the different parameters, which could be played with, are :
e duration 7.
e bandwidth B.

The duration T' denotes the whole duration of the pulse. Of course, the envelope of the signal
is important; it can change equivalent pulse duration. It also defines the amount of energy
transmitted in the medium. The envelope can be changed by smoothing the envelope thanks
to a tapering coefficient as defined in paragraph .

For FM signals, T can be theoretically increased as much as necessary since the resolution
does not depend on it. However, beyond the material limitation and the statistical duration
stability of the medium (which is not reached here), T is practically limited. Indeed, because
of several transmitting sectors, the signal is sequentially fully-transmitted for each sector. The
sounder is unable to receive when pulse transmission. If the pulse duration is long (multiplied
by the number of sectors), it creates huge blind areas on water-column data. Hence, this
could be reductive since nowadays more and more operators are interested in keeping the
water-column data from bathymetric MBES for other applications.

The parameter B is the whole sweep bandwidth, corresponding to the whole instantaneous
frequencies swept by the transmitted pulse as a function of time. The main limitation for this
parameter is the bandwidth available between two sector carrier frequencies. It is remind that
transmitting sectors give several advantages. They have been introduced to concentrate the
transmitted pulse in more narrow beam pattern and thus increase the transmitting level. It
gives also the advantage to filter frequencies for a given sector and thus reject interferences with

95
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the other sector contributions such as the specular (strong echo from the vertical). To avoid
cross-talks between the different sectors, and keep the advantages of sectors, the bandwidth
is limited to a few kHz such as 2kHz for the EM 710 from Kongsberg Maritimes.

The shape of the transmitted signal in frequency domain is really important, since it
defines the pulse compression. Indeed, if w(t) denotes the pulse compressed signal, it can be
written as:

w(t) = s * s(—u) = FT~! FT(s).FT(@)] = FT! [S(V)W} = FT! [yS(y)ﬂ (3.1.1)

The time compressed pulse is thus defined as the inverse Fourier transform of the square
Fourier transform envelope of the transmitted signal. For example, a linear frequency modu-
lation in a rectangular envelope presents a rectangular frequency-spectrum as first approxim-
ation (using stationary phase theorem Appendix . It explains why the pulse compression
shows many sidelobes (inverse Fourier transform of a rectangular function being a cardinal
sine function). The smoother the frequency-domain shape, the lower the pulse-compressed
sidelobes. In addition, the baseline decorrelation coherence coefficient is a particular point of
the normalized cross-correlation of the square Fourier transform envelope of the signal.

From the stationary phase theorem (described in Appendix , there is a relation linking
the modulation function, time and frequency shapes of the signal.

3.2 Tapering the transmitted envelope

It has been shown in the previous chapter that pulse compressed sidelobes is the main cause
of degradation when using FM signals. The aim of the whole chapter and in particular this
paragraph is to propose some issues to reduce the sidelobe impact (baseline decorrelation)
in order to improve the bathymetric measurement quality when using frequency modulated
signal. To reduce sidelobes, the Fourier transform of the pulse compressed signal has to be
smoother. The first idea is to work on the transmitted signal, by introducing a tapering on
the transmitted signal.

3.2.1 Theoretical improvement on sidelobes impact

In order to reduce the sidelobes and smooth the frequency occupation of FM signals, the
first idea is to smooth the transmitted envelope. The envelope shapes have been defined in
the paragraph [2.3.1] The problem of tapering the envelope, while keeping the same sweep
bandwidth, is the reduction in the occupied frequency bandwidth. Hence, the final compressed
pulse presents a larger main lobe. The sweep bandwidth is here increased as the transmitted
envelope tapering increases (Table .

| tapering coefficient | 10% | 50% [ 75% | 100% |
| sweep bandwidth | 830 Hz | 1120 Hz [ 1410 Hz | 1780 Hz |
‘ colour in Figures |3.2.1|,|3.2.2| and|3.2.3| ‘ red ‘ magenta ‘ black ‘ green ‘

Table 3.1: Chirp parameters
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The equivalent bandwidth is kept as constant for all the pulses, and compressed pulses
have the same main lobe. The sweep bandwidth of each FM shape has been designed in order
to minimize the quadratic difference between their main lobe.

Figure shows the different FM pulse transmitted envelopes (with the different taper-
ing rates) with their pulse compressed shape. The more tapered the transmitted envelope,
the lower the sidelobes of its pulse compression. In addition, Figure [3.2.1] confirms that the
different FM-pulse compressions have the same main lobe.
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Figure 3.2.1: Different tapering rates and sidelobe level decrease(red:10%, magenta:50%,
black:75%, green: 100%)

The interferometric coherence level expectation (considering only the baseline decorrela-
tion) can once again be calculated as a particular point of the Fourier transform of the square
of the pulse compressed envelope.
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Figure 3.2.2: Fourier transform of the pulse compressed envelope square (red:10%,
magenta:50%, black:75%, green: 100%)
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Figure shows this function (Fourier transform of the pulse compressed envelope
square).

It can be noticed (Figure that when tapering ratio is close to zero, the function
becomes close to a triangle (cross correlation of a rectangular function), while by increasing
the tapering ratio, the function is more round (cross correlation of a smoother function). The
triangle is always lower (inside) the smoother function. And by increasing the tapering the
function Fourier transform of the pulse compressed envelope square) becomes higher for any
considered frequency. It means that the coherence level of the interferometric signal is higher
(considering baseline decorrelation: intrinsic noise) whatever the interferometric configuration.
It means that theoretically in area where the measurement is limited by intrinsic noise the
use of tapered envelope should improve the bathymetric measurement quality (reduction of
intrinsic noise).

The translation of the coherence ratio into phase ramp noise level as a function of the
beam angle considering the same configuration used on the previous part.H = 200m, a =
0.3m, f. = 73kHz is plotted in Figure [3.2.3] In Figure [3.2.3] only the baseline decorrelation
effect is considered. The improvement in term of noise level observed on phase ramps when
using tapered envelope is clearly visible.

phasa ramp nota leval [ad)

-G0 -40 -20 1] 20 40 &0
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Figure 3.2.3: Prediction with different tapering rate: impact of sidelobes(red:10%,
magenta:50%, black:75%, green: 100%)

3.2.2 Validation on simulations

A series of simulations has been run to ensure that the prediction and validate the assumption
that tapering the chirp envelope reduces the phase noise level on the interferometric term
(arg SquS;). The schema of simulations is still used as defined in sections [2.2.1.3] and [2.3.4]
Here, the additive noise is once again not taken into account and the measurement will be
thus done by considering only the improvement on baseline decorrelation. The noise level
throughout the phase ramps is estimated by the same 3 methods as defined in section

1. Standard deviation at the closest sample of detection instant of the phase of 5,5; for
the different beam angles over 20 realizations (blue line in Figure [3.2.4) ;
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2. Square root of the squared error between the phase ramp and linear regression for each
beam angle and realization. The results are averaged over the 20 realizations (green line

in Figure )

3. Standard deviation of S,S; phase for a window around the detection instant and aver-
aging the results on this window (black line in Figure ).

The results are plotted in Figure [3.2.4 Same as previously, the first method gives a good
but noisy estimation. The second method is more robust but not compliant for low beam

angles. The third estimator is a kind of a trade-off between the two first ones given less noisy
estimation than the first method and reliable estimation for low beam angles.

simulation results for FM in a 10% fapered envelope simulation results for FM in a 50% tapered envelope

2.5
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phass noiza (rad)
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(a) FM 10%

simulation results for FM in a 75% fapered envelope simulation results for FIW in a 100% fapersd envelope
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Figure 3.2.4: Agreement between simulations (green, blue and black as defined on the facing
page) baseline decorrelation model predictions (red) for the different tapering coefficient: 10%

(upper left), 50% (upper right), 75% (lower left), 100% (lower right)
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Figure 3.2.5: noise level over phase ramp (red:10% tapering, magenta: 50%, black: 75%
tapering, green: 100% tapering)

The agreement between the prediction and the simulation is evaluated thanks to the two
indexes defined in the previous chapter in equations(2.3.13)) and (2.3.14). The first one is the
mean of the relative error between simulation (from the third estimator) and prediction. The
second one is the square root of the quadratic error mean. Table shows the agreement
measurement. The relative error is lower than 5% and the quadratic error is about 0.11rad.
The results measured on simulations is thus compliant to the model predictions.

tapering 10% 50% 75% 100%
Bandwidth | 830Hz 1120Hz | 1410 Hz | 1780 Hz

index 1: g1 4.8% 3.2% 3.9% 1.4%
index 2:go | 0.11 rad | 0.11 rad | 0.09 rad | 0.10 rad

Table 3.2: indexes of agreement between prediction and estimation

It means that tapering the transmitted envelope does reduce phase ramp noise level
(where baseline decorrelation is main cause of degradation) for FM pulses. Finally, this tech-
nic should improve the bathymetry measurement on phase detection in some configurations
(where baseline decorrelation was the limitation factor).

3.2.3 Test on survey data
3.2.3.1 Data description

Acquisitions have been made with 3 series of 7 signals : one CW signal comparable to 5 FM
signals with different tapering coeficients (the latters being designed, so that their compressed
main lobe is really close to the CW signal envelope), the last FM signal is the one usually used
in EMT710 (deep mode). This recording has been done in the same day as survey presented
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in in same condition and area with the same sounder (i.e. the R/V Simrad echo’s EM
710 ). The ship was immobile in order to ensure the seafloor statistics stability by pinging the
same area. The series correspond to different maximum transmitting power levels, to seperate
effect from baseline decorrelation and additive noise.

‘ file name ‘ signal type ‘ duration | sweep band ‘ tapering rate ‘ transmitted level

F09 CW 2ms 100% 0dB
F10 FM 20ms 830Hz 10% 0dB
F11 FM 20ms 920Hz 25% 0dB
F12 FM 20ms 1120Hz 50% 0dB
F13 FM 20ms 1410Hz 75% 0dB
Fl4 FM 20ms 1780Hz 100% 0dB
Fi5 M 20ms 500Hz 10% 0dB
F18 CW 2ms 100% -20dB
F19 FM 20ms 830Hz 10% 20dB
F20 FM 20ms 920Hz 25% 20dB
F21 FM 20ms 1120Hz 50% 20dB
F22 FM 20ms 1410Hz 75% 20dB
F23 FM 20ms 1410Hz 5% 20dB
F24 FM 20ms 1780Hz 100% -20dB
F25 FM 20ms 500Hz 10% -20dB
F20 M 22ms 920Hz 25% -20dB
F21 M 27ms 1120Hz 50% -20dB
F22 FM 35ms 1410Hz 5% 20dB
F23 FM 50ms 1780Hz 100% 20dB

Table 3.3: Data series description

First series is made at 0dB in order to finally reach the maximum SNR (concerning the
additive noise). Second series is made with low power transmission level in order to look on
the impact of the additive noise, especially the impact of the energy loss due to the envelope
tapering (visible on side beams). Last series keep a low power energy transmission level but
the duration of the FM transmitted pulse has been adapted to their tapering so that the
contained energy is maintained for all FM tapering rates.

To make things visible, it has been chosen, among the pulses described in Table to
only plot the results of the estimations from only 3 pulses :

e CW (whose performance aims at being compared to FM pulses)

e FM 10% and B=830Hz (presenting the highest sidelobe level, thus really sensitive to
baseline decorrelation)

e M 100% and B=1780Hz (showing improvement by tapering the transmitted envelope,
compressed pulse sidelobe quasi unexistant and model performance prediction, consid-
ering baseline decorrelation, reaching CW pulse)

Indeed, if on data, it is possible to observe some improvements by using FM tapered signals,
the noise level on data does not fit the model prediction, especially for CW and FM100%. And
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the improvement from baseline decorrelation reduction is not much visible. The explanation
is the same as for the previous chapter, exposed in section The survey has been
conducted on the same area presenting a two layered seafloor structure. The analysis of
the temporal response of the vertical beam for all the different pulse shapes of Table has
shown this presence of two backscattering layers on the survey area. Unfortunately the second
layer contributes to make the phase ramps look noisier, by decorrelating the interferometric
signals, and prevent us from correctly observing the real improvement from envelope tapering.

3.2.3.2 Noise level estimation on survey data

Figure shows the results of the estimation of the noise level throughout the phase ramps
using the estimator #3 defined on page

series at 0dB series at -20dB seres at —20dB with duration change
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Figure 3.2.6: Phase ramp noise level estimation on survey, effect of tapering the transmitting
envelope for CW (blue), FM 10% (red), FM 100% (green) with series: with high transmission
level (left), with low transmission level (center) with low transmission level but with the
increase of the 100% FM duration (right).

From Figure [3.2.6] even with the presence of the second layer, several interesting remarks
can be made.

The first case (Figure left plot) with high transmission power 0 dB is disappointing
in terms of observation of the improvement on phase ramp noise by using tapered envelope.
Indeed, almost no improvements are observable. The main explanation can be that when
using this mode the transducer response could not have been linear. It is not impossible
that the transmitted wave had suffered from a saturation cut-off in amplitude. This would
have less affected the non-tapered envelope since the cut-off would not have really change its
shape; whereas the tapered envelope becomes more rectangular. To support this assumption,
the analysis of the vertical beam for FM 100% has shown highest sidelobes than expected
before the specular response. However, in absence of more details about the exact distortion
affecting the signal when transmitting at 0 dB, we will not dwell on.

The second case ([3.2.6] center plot) when transmitting at -20 dB gives more interesting
results. It can be noticed that for inner beams, where baseline decorrelation is the main cause
of interferometric noise, the performance of the interferometric phase when tapering the FM
envelope reaches the one for CW. Conversely, for outer beams, where additive noise becomes
dominant compared to baseline decorrelation, since tapering the transmitted envelope has
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reduced the pulse energy, 100% tapered FM gives noisier phase ramp than 10% tapered FM.

Indeed, the processing gain on signal to noise for additive noise (see processing gain expression
in (2.1.21))) is lower when using tapered signal.
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Figure 3.2.7: Phase ramp noise level (comparison prediction model (upper) ,simulation
(middle), data (lower)) CW (blue), 10%-tapered FM (red), 100%-tapered FM (green).
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A solution to keep the same transmitted energy level is to increase the pulse duration. In
case of 100% tapering, the signal duration has to be changed from 20ms to 50ms to carry the
same amount of energy than a 10%-tapered signal. The results (Figure[3.2.6] right plot) shows
that with this consideration, in addition to the improvements due to baseline decorrelation
reduction for inner beams, the phase ramps becomes as reliable as the ones 10% tapered FM
for outer beams.

Thus, tapering the envelope while increasing the duration allows to gain in terms of
baseline decorrelation (sidelobe reduction) without damaging as regards to additive noise.
However, as said, the duration cannot be increased as much as desired, as far as applications
using water-columns are concerned. In addition, the transmission duration can become also
critical since it limits the ping rate (and thus survey duration or coverage density). Indeed,
the systems wait for the reception of the whole echo before to ping again and in addition to
propagation delay, signal duration (multiplied by the number of sectors) has to be considered.

Figure shows the results of the prediction, simulation and data estimation of the
second case configuration (-20dB of transmitted power maximum). In the simulation additive
noise have been taken into account. The behaviour of the prediction and the simulation is
the same. Central beams are more affected by baseline decorrelation so that FM10% behaves
worst than the others while outer beams suffer from additive noise, that is why FM10% is the
best in this case (because of better signal to noise processing gain).

Data estimations have the same behaviour as simulation estimations and model predic-
tions, however does not fit exactly especially where baseline is the main cause of degradation.

This is caused by the two layered seafloor structure; same reason as for the previous
chapter (see paragraph [2.3.5.2)). The impact of the second layer on the phase ramp can be
done thanks to the model developed in Appendix[G]

3.2.3.3 Confrontation noise level estimated on survey data with two layers model
prediction

The effect of the second layer is different considering the pulse shape. In the case of CW
pulse or FM in a 100% tapered envelope, the level of coherence of the interferometric signals
is better than for other FM pulses. The higher is the coherence level, the more important the
loss of coherence between interferometric signals in case of two layers. Indeed the coherence
loss has been shown as proportional to the initial coherence (see Appendix. Thus CW pulse
or FM in a 100% tapered envelope suffers more from the presence of the second layer than
the other FM pulses.

Figure[3.2.8|shows the confrontation between the prediction taking into account the second
layer and the data estimation. It can be seen that there is a slight divergence between the
expectation and data. The prediction is better when introducing the impact of the second
layer. However, prediction and simulation do not match exactly. This in domain where
baseline decorrelation is the main cause of bathymetric degradation.
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Figure 3.2.8: Confrontation prediction and data estimation (phase ramp noise level)

However the knowledge about the structure of this second layer is unknown. It is possible
that if the second layer is a rough surface the backscattered signal is more powerful than
modeled here. This could explain the difference between expectation from model and data
results. In absence of more information on the second layer structure, it is impossible to
develop more the model.

3.3 Filtering by other matched filtering

Actually, it would be interesting to keep the transmitted energy as maximum as possible.
The transmitting envelope is thus preferred being rectangular. The purpose is to keep the
advantage of maximizing transmitted energy in order to be the more efficient when additive
noise is the limitation of the bathymetric detection, and reduce the impact of the baseline
decorrelation due to the sidelobes level which is the main limitation factor. To reduce the
sidelobes level, another classic method is to taper the Fourier transform of the transmitted
signal by filtering [Bur, 1989 [Col, 1999, [Var, 2003|. There are two equivalent ways to process
it. The first one is temporal by filtering with a tapered signal to process at once the pulse
compression and the smoothing (this way will be preferred for the rest of the work). The
second consists in applying a weighting window on frequency domain, after pulse compression.
Several weighting window can be found in the literature such as Hamming, Hann, Taylor.

The problem is if this approach reduces the sidelobes, it also increases the width of the
main lobe. Indeed, the resulting bandwidth is reduced by the tapered matched filtering. Thus
the baseline decorrelation improvement due to the sidelobe reduction might be damaged by
the main lobe width increase. The object of the paragraph is to discuss this issue.
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3.3.1 Theoretical baseline improvement

Obviously, the matched filtering by a tapered unadapted filter reduces the processing gain
and would be less efficient in the case of additive noise. It is the main cause of additive noise
notably for the outer beams.

Input Output

Tapered matched filter
s+n P h*(s+n)
—>

7 h@®) =a®)s(-t)

Figure 3.3.1: tapered matched-filter filtering

The pulse compression is processed by using a tapered version of the matched filter h(t) =
a(t)s(—t) (s(t) being the transmitted pulse). The time envelope a(t) of this tapered matched
filter is defined as in with square cosine slopes for the tapered ends and a constant
part. All this filter envelope will be characterised by their tapering ratio « (see section .
From the stationary phase theorem, it can be seen that the Fourier transform of the filter
output is approximately real and centered on the carrier, the inverse Fourier transform is thus
no more modulated.

Finally, the processing gain will take the following expression. The signal to noise ratio at
the input of the filtering is still the same as in the equation (2.1.19)):

max |S 2
(S/N)in = NO/TL (3.3.1)

The signal to noise ratio at the output of the filter is:

| SO s(—uh(u)du

SN et = = 7w d

(3.3.2)

In case of matched filter (considering that a(t) is a rectangular function with the pulse
duration T'), the signal to noise after matched filtering is maximum and equals:

oo T/2
er s(u)[? du |? ’fT/Q _1
(S/N)out +oo T/2 = (333)
f Is( | du Nof T/2 Ny

In case of unadapted matched filter, the signal to noise at the output of the filter is:

| [fZawdu P (JaT+(1-a)T)® (1 1a)T
(5N Jout = No [*Zla(u)Pdu  No(RaT +(1—a)T)  No(1 - a) (334)

« being the tapering ratio as defined in (2.3.2)). Finally the loss in processing gain im-
provement due to the unadapted filter is (in dB):
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(1-30)?
PGy = 101logy, (25 (3.3.5)
1-— gOK

The theorem of the stationary phase (Appendix allows to give an approximation of the
signal and the unadapted filter in the frequency domain.

S) =II (%) \/%6_7”%(”—]%)261%
Hw) =a (15 Jhersto et

The time pulse compression with unadapted filter is the convolution product of the signal
with the unadapted filter. It is thus the inverse Fourier transform of the classical multiplication
between the Fourier transform of the signal and the filter.

(3.3.6)

T
7l
(3.3.7)
Since a(t) is a smoother envelope, the pulse compressed signal with unadapted filter will
present a smoother envelope in frequency domain. This leads to reduce the sidelobes in the
temporal domain. However, the tapering of the filtering induces a reduction of the equivalent
bandwidth of the compressed signal, so that the main lobe is increased by this process.
Figure [3.3.2] presents the filter output for different tapered filter. It shows the twofold
effect: improvement considering the level of the sidelobes, and damage considering the increase
of the main lobe width.

e -1 -1 V= fe
w(t) :/ s(t —u)h(u)du =FT[S(v)H(v)] =FT [S(v)H(v)] = FT™ " |a( 5 )
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Figure 3.3.2: Filter output envelope - pulse compression using tapered matched filtering with
tapering ratio 25% (red), 50% (magenta), 75% (green), 100% (light blue) compared with
standard matched filter (blue)

Thus, in a way, the baseline decorrelation can be improved by the sidelobe reduction but
also damaged by the main lobe width increase. Figure [3-3.3] shows the normalized Fourier
transform of the compressed-signal square envelope with the different filter. Let us remind that
taking this function in a particular point (which depends on the interferometer configuration)
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gives the coherence coefficient of the interferometric signals S, and S,. The coherence level
leads to the associated baseline decorrelation signal to noise ratio.
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Figure 3.3.3: Normalized Fourier transform of the square pulse compressed envelope

In Figure[3.3.3] it can be seen that there are two behaviour areas. The unadapted filtering
makes the signal frequency shape smoother and thus the pulse compressed sidelobes level
lower. The auto correlation of the filtered signal is more curved around zero compared to the
10%-tapered FM pulse compression whose Fourier transform auto correlation looks triangular
(since its FT is smoother). Let us remind that the coherence coefficient of the interferometric
signals is a particular point of this auto-correlation function (see paragraph ). Filtering
reduces the sidelobes and curves the auto correlation of the filtered signal Fourier transform.
It improves in this domain the coherence coefficient, when 2 f.3 becomes low enough (120 Hz if
considering 100% tapered filtering). However, as said, smoothing the frequency envelope also
leads to an equivalent bandwidth reduction, so that the main lobe of the pulse compressed
signal is increased. Because of the bandwidth reduction, the autocorrelation of the signal F'T
is narrower (since signal bandwidth is narrower) and the coherence ratio is lower, when 2f.(3
becomes higher.

The coherence coefficient can be given as a function of beam angles, by using the relation
giving 2f.8 = fc%%ﬁfﬁf with a=33cm H=200m and f.=73kHz. The results are plotted in
Figure with the different filterings (color code is the same as in Figures and
).

It means that for beams close to the vertical, the increase of the pulse-compressed main
lobe width is dominant on the side lobe reduction. Conversaly, by increasing beam angles, the
decrease of sidelobes (even if the main lobe width is increased) makes the footprint seen by
the sounder smaller and thus baseline decorrelation lower. In this condition, by using tapered
matched filtering, the bathymetry quality is improved. However, this is only valid for beams
which suffer mainly from the baseline decorrelation. Indeed, above a given beam angle, outer
beams are more affected by additive noise, and in this condition, tapered matched filtering
damages the resulting interferometric phase (since it reduces the processing gain).

By using the link between the coherence coefficient and the predictable phase noise level
from , a prediction in terms of phase noise level as a function of beam angle is made,
and is plotted in Figure [3.3.4].
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Figure presents also two behaviour domains, which correspond to the area define for
the Figure For the beam angles whose tangent is lower than 0.43 (beam angle=23°),
the noise level on the interferometric phase difference is higher by using the tapered matched
filtering. However the improvement is seen for beam angles higher than 23°, due to sidelobe
reduction.
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Figure 3.3.4: Noise level on the phase difference measurement

Hence, the improvement level reached by using this method (tapered matched filtering)
is low since using square cosine envelope drastically reduces the equivalent bandwidth and
thus significantly increases the main lobe width. In addition, when additive noise becomes
the main cause of degradation, it also increases the interferometric phase difference .

3.3.2 Simulation results
It has been searched (in Appendix the best tapered matched filter shape following a power
cosine shape. This optimal shape in frequency has been fund as a square root cosine.

H(v) = S0 cos(w”_TfC)W (3.3.9)

Using the stationary phase theorem (Appendix the temporal shape of the filter is
(modulation function being v = £t):

h(t) = cos<w%>1/%2”<fct-%t2> (3.3.9)

A series of simulation has been run to confirm the improvement by using the tapered
matched filter allowing compressed pulse sidelobe reduction and improvement on the baseline
decorrelation. The simulation scenario is still the same as in section 2.2.1.3
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simulation results for FM in a 10% tapered envelops
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Figure 3.3.5: Phase ramp noise level estimation on simulation using a tapered matched filter
(as squared root cosine). Estimations: at the detection sample (blue), with phase ramp
regression (green), on a window centered on detection (black), compared with model prediction
(red).

As in the two previous cases (Sections and , the estimation of the phase ramp
noise level has been done using 20 realisations using the three estimators defined on page [9§]
(at the detection instant in blue, from the phase ramp regression in green, on a window in
black). Since only the baseline improvement was under consideration, simulations did not
take into account the additive noise.

The third estimator represented in black in Figure defined in section on page
is the most robust and is compared to the prediction. The agreement between simulation
results and model predictions is made using the formulas and . Here, g1
(defining the average of the relative error ) equals 3.8% and g2 (square root of the quadratic
error mean) is equal to 0.11rad. It can be considered that the simulation results match the
model predictions.

Figure(3.3.6|is another visualisation. It makes it possible to compare the phase ramp noise
level (estimated on simulation by the third estimation and prediction) when using the standard
and the tapered matched filtering. It allows to see the similarity between the prediction and
the estimation on the simulated data, and define, for which beams (here beams higher than
20°), the second improvement proposal reduces the level of phase noise. It can be seen that
the improvement is really little.
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Figure 3.3.6: comparison of phase ramp noise level using tapered (green) and standard (red)
matched filtering as a function of beam angle from model prediction (left) and simulation
(right) .

3.3.3 Results on field data

The same day as the survey data (described in section on page in Table on page
were recorded, stave data associated to the beamformed data with the different pulse shapes
were also recorded for 20 pings. These stave data have been required with the purpose: to
be able to find improvements by using unadapted filtering. Indeed, as said, the change on
transmitted pulse shapes reduces the transmitted energy and the idea was to be able to work
only at reception to keep the maximum amount of transmitted energy.

Such stave data makes it possible to re-process the beamforming and the matched filtering.
It will allows then to adapt the matched filtering as function of what kind of noise it is desired
to limit. As example if the beam is in conditions where the main cause of phase ramp noise
is baseline decorrelation, the matched filter will be chosen as unadapted in order to reduce
sidelobes and their impact. If conversely the main noise cause comes from addtive noise, the
matched filter will be the standard matched filter which maximizes the output additive signal
to noise ratio.

On the stave data extracted from the file numbered 19 (see table , this corresponds to
the FM 10% tapering pulse, it has been tested the filtering by the matched filter inside the
squared root cosine envelope. Results in term of phase ramp noise level estimation (via the
third estimator: mean of the standard deviation on a window centered on the detection, here
the number of pings is 10) is plotted in Figure [3.3.7 Compared this figure with Figure [3.3.6]
, results on survey data are not far from simulation data results or model predictions. The
noise level is slightly higher in the re-processed data. When re-processing, some compensations
(such as motion corrections) are not taken into account, and this could introduce error in ping-
to-ping phase standard deviation which can explain the difference between re-processed data
and simulation results and model predictions. In Figure [3.3.7] it is possible to distinguish
an improvement when using the tapered matched filter (in beam angles from 20 to 60°). For
beam higher than 60°, it would be certainly possible to look on the impact additive noise
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considering the processing-gain loss (due to the tapered filter mismatch). However, to reduce
the processing time, the received signal has been chosen to be processed on a reduced number
of samples and the seafloor response for beams over 60° is missing.

Finally, the improvement by filtering with tapered matched filtering which was the ob-
jective of this part is not really visible on the field data. First of all, this improvement is
theoretically really thin (Figure m ), and once again the presence of the second layer in
survey area can explain why this slight improvement is vanished by its impact. The impact
of the second layer is not linear and phase ramp after tapered matched filtering are more
affected than the one using standard filtering. This can be enough to make this improvement
as little as observed in Figure on this page.

phass ramp noiza leveal [ad)

a5}

oL 1 . . L L
_80 _40 —20 [\} 20 40 80
beam angle ()

Figure 3.3.7: Phase ramp noise level estimated on reprocessed field data using standard (red)
, tapered (with squared-root-cosine) (green) matched filterings

The presence of the second layer in the seafloor structure prevent us to test and clearly
conclude on improvement (baseline decorrelation reduction) proposals, processing at recep-
tion.

3.4 Compromise between detect capability (limited by additive
noise) and accuracy (limited by baseline decorrelation)

Tapering the transmitting signal envelope causes a loss on transmitted energy. Filtering by a
unadapted matched filter is not an optimal operation. Hence, these two different approaches
leads, to a decrease on the processing gain at the matched filter output. If the intrinsic noise
is reduced by these methods (sidelobe reduction), the additive noise is relatively increased
(because of the transmitted energy decrease). Thus in area where additive noise becomes a
limitation on the bathymetric measurement the proposed techniques allowing to reduce the
baseline decorrelation will be even more affected. In a certain way, it has to be defined a
trade off between the capability of the detection which is limited by the additive noise and its
quality limited by the intrinsic noise. The limit configuration where additive noise becomes
dominant compared to baseline decorrelation (vice versa) has to be found in order to define in
which conditions the unadapeted matched filter has to be used. It would also help to define
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the transmitting sector where using modulated signal in tapered envelope rather than in a
full envelope.

Squared root cosine
matched filter

FM tapering 10% FM tapering 100%

Depth (m)
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) @ 40
Beam angle

o _ 0 ®» 4@ &
Beam angle

Figure 3.4.1: Phase ramp noise level as a function of depth and beam angle

Prediction of the phase ramp noise level has been done by using equation of model, using
the characteristics of the EMT710, as a function of depth and beam angle. Results is plotted
in Figure [3.4.1 The first graph represents the 10% tapered FM pulse. The second and
third graphs represent the model prediction of the phase ramp noise level by using the two
proposals of improvement proposed in sections[3.2] & [3.3] The first method consists in tapering
the transmitted envelope (transmission in a 100% tapered envelope). The second method
consists in applying a tapered matched filter (filter in a square root cosine envelope). At
500m depth, the sounder characteristics change; transmitted power level is increased, as well
as the FM pulse duration. This has been taken into account. That is why at 500m depth
the phase ramps look more robust to additive noise (in outer beams). The central beams
are affected by baseline decorrelation. It can be noticed that when using standard matched
filtering with 10% tapered FM pulse, phase noise is higher (lighter blue color) than for the
other cases. It can be noticed that the domain border in depth where additive noise seems
dominant (compared to baseline) is a linear function of beam angle.
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(a) Difference between 10% and 100% FM (b) Black: Improvement domain.

Figure 3.4.2: Comparison of phase ramp noise level predictions between FM10% with FM100%
with standard matched filtering as a function of depth and beam angle
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Figures [3.4.3] and [3.4.9] represent the comparison between the results, and their domain
of improvement by using one of the two proposed methods. The improvement brought by
the first method consisting in tapering compared to the usual FM pulse (in a 10% tapered
envelope) is presented in . Phase ramps using this method are improved in domain
configuration (in depth and angle) where baseline decorrelation was the main noise cause.
This was predictable since the interferometric coherence coefficient considering only baseline
decorrelation was predicted higher (whatever the interferometric configuration). However,
as expected where additive noise is dominant phase ramp are strongly damages (due to the
reduction of transmitted energy). The domain border (between additive noise and baseline
decorrelation) in depth is a linear function of beam angle. This linear function could be
numerically-estimated and makes it possible to optimise the transmitting sectors.
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(a) Difference- standard and tapered matched filtering (b) In black: Improvement domain

Figure 3.4.3: Comparison of the phase ramp noise level (FM10%) from model with standard
matched filtering and unadapted tapered filtering (square root cosine envelope) on a 10%-
tapered linear chirp as a function of depth and beam angle

The improvement by using a tapered matched filtering at reception on a rectangular trans-
mitted pulse is presented in Figure[3.4.2] It is observed that concerning baseline decorrelation
the phase ramp noise level is decreased in certain domain. Indeed, in some configurations, the
decrease of pulse compression sidelobe level is enough to reduce baseline decorrelation (de-
crease interferometric noise). In other configurations, the increase of the pulse-compression
main-lobe width prevails on side-lobe level reduction and baseline decorrelation is even worst.
Comparing with the first solution, filtering with unadapted matched filter is less efficient (con-
sidering baseline decorrelation reduction). However the damage considering additive noise is
lower than for the first solution. The linear border (separating additive noise and baseline de-
correlation predominance domain) defines the conditions when filtering by unadapted matched
filter should be preferred to standard matched filtering.
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3.5 Proposal of new frequency modulation

3.5.1 Frequency modulation function maximizing transmitted energy while
minimizing sidelobes

Here, the issue is to maximize the transmitted energy. Thus, the temporal transmitted pulse
envelope e(t) is considered as rectangular.

max/ e (t)dt (3.5.1)
R

In addition, the sidelobes after pulse compression have to be minimized. The signal after
pulse compression can be written as:

w(t) =s(t) * s*(—t) = /RS(T)S*(t —T7)dr
:/ S(v)S*(v)e*™W dy = / 1S (v) 2?1 dy (3.5.2)
R R

w(t) is the inverse Fourier transform of the square module of S(v). In order to the
compressed pulse w(t) presents low sidelobes, the frequency shape |S(v)|? has to be really
tapered.

in order to respect these two requirements,a non-linear frequency-modulation function
[Col, 2002], |[Coo, 1993| is searched. For this purpose, some results from the stationary phase
hypothesis presented in Appendix (A will be used, notably the relation

3.5.1.1 Rectangular temporal envelope and frequency-domain envelope close to
cosine function

The fundamental hypothesis are the following: the temporal envelope is rectangular and
frequency domain envelope takes the shape of cosines functions (which are tapered envelope
shapes) :

{ alt) = H(r) (3.5.3)

ISP = Ancos" (TGN
The results obtained by using the stationary phase developments (A.2.2) are exposed
below.

e case n—1
V_fc
B

In order to keep boundary conditions (which corresponds to the energy conservation of

_ T
Parseval theorem) A; = 75

L+ T/2 = Al%sm(w ) +1) (3.5.4)

t(v) = %sin <w” ;fc> (3.5.5)
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By inversion of the previous expression, the time frequency relation is found (v as a
function of ¢). Reminding that the time-frequency relation is the derivative of the
modulation w(t) function, the latter can be found by integrating the previous one:

B 2t
/ .
t = g c —_ R
Ww'(t) =v f+7rarcsm(T)
B 2t T 2t
= w(t) =fct + . (t arcsin(?) + 5 1- (T)2> (3.5.6)
e case n=2 A B I
_ A2 _ Lo vV—Jec
t+7/2= 5 <1/ fc+B/2—|—27Tsm (27r 5 )) (3.5.7)
In order to keep boundary conditions, it must be Ay = 2T/B
_ vV — fc ]- . vV — fc
to(v) =T ( B + 5 sin(2m 5 )) (3.5.8)

Reversing the time frequency relationship is not easy in this case, but approximative
polynomial relation can be done. Then, by an integration it is possible to obtain an
approximative frequency modulation function w(t) which fulfils the requirements.

3.5.1.2 Rectangular temporal envelope and Gaussian frequency envelope

As in the paragraph [3.5.1.1] the temporal envelope is chosen as rectangular. The frequency
domain envelope has to approximate a Gaussian (tapered envelope shape):

a(t) = (L)
{ ‘S(V)‘Q = Ae_o‘(l’_fc)QH(V_ch) (359)
By using stationary phase development (A.2.2)) it leads to
T v
t + —_ = / Ae_()é(u—fc)2du (3510)
2 _§+fc
2

Considering that aB is high (which is actually expected since the frequency domain shape
has to be a tapered function of frequency on bandwidth B. If the contrary case, the Gaussian
would have been approximated to a constant function over B and Gaussian tapering would
have been useless), the integral of the previous expression can be expressed thanks to the erf
function (Gauss error functionerf(z) = % IS e~V dy)

v—fe 2 ™
t—l—g :A/ e Ydy = g\/;(erf(ﬂ(v—fc))+l) (3.5.11)

—0o0

In order to keep boundary condition (respect Parseval theorem):

T:AVZ (3.5.12)

And the frequency-time relation is:
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- gerf (Af(u - fc)> (3.5.13)

The inversion of the time frequency relation gives the frequency v (equal to to the deriv-
ative of the modulation function w) as a function of the time t.

erf_1(2£) (3.5.14)

V:fc+ T

There is a polynomial development of the function erf~* (inverse of the Gauss error func-
tion).

Tt =« t Tt t 12773 ¢
= ot 2o Tl T 9lys 2-)" 5.1
v=Jetog [ 7127 1m0 a3 T)] (3:5.15)
By integration it leads to:
T [ 2m , % 4 1277
)= fot + — | = 3.5.16
wit) = Jet + 55 [T T3t Toorst T 252017 } (8:5.16)

3.5.2 Non linear frequency modulation

Thanks to the previous paragraphs [3.5.1.1] and [3.5.1.2] other types of frequency modulation
(non linear) has been defined allowing to taper the frequency domain signal envelope and thus
to reduce the sidelobes of the pulse compression pulse shape [Col, 2002, |Coo, 1993], [Var, 2003,
Col, 1999, Lev, 198§].

In this section, the last modulation function defined in the equation (3.5.16|), paragraph
with the usual linear frequency modulation in the rectangular envelope (tapered at
10%) and the other linear frequency modulation in a 100% tapered envelope. All these
modulations are designed so that their main lobe after pulse compression is the closest from
one to the other.

3.5.2.1 Pulse shapes

In this paragraph, two pulse shapes are considered in the same 10% tapered envelope. The first
one follows a linear frequency modulation with the sweep bandwidth B=830Hz and duration
T= 40ms. The second follows the modulation defined by:

B [t2 27 T2
t) = fut +0.85— |— ¢t
w( ) fc + 2,1_, T + 3T3 +

o 12773 4

907 252077 (3:5.17)

Figure[3.5.1]shows the time frequency relation (or criterion of the stationary phase) v(t) =
W'(t) for these 2 pulse shapes.
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Figure 3.5.1: Time-Frequency relation (Blue: linear modulation, Red: Modulation defined by

B5.17)).

These two pulse shapes are then compared to a chirp (linear frequency modulation) in a
100% tapered envelope with the parameters stated as T =20ms and B =1750Hz.

Figurd3.5.2a] shows the normalized frequency occupation of these three different pulses
and their resulting compressed envelope after matched filtering.
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Figure 3.5.2: Comparison of the three different pulses: 10% tapered linear chirp (blue), 10%-
tapered chirp using modulation defined by (3.5.17)) (red) , 100% tapered linear chirp (green)

The three pulses present similar bandwidth occupation. As expected, the linear modu-
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lation signal with the 10% tapered envelope presents an approximately-rectangular Fourier
transform, whereas the linear chirp in the 100% tapered envelope presents a really smoother
Fourier transform envelope (close to a square cosine). This was predictable thanks to the sta-
tionary phase development. The pulse using the non-linear frequency modulation (polynomial
close to the erf~! function) presents a tapered Fourier transform envelope, which appears as
trade-off between the Fourier transform shapes of the two first pulses.

From Figure [3.5.2b] it can be noticed that the main lobes of these three pulse shapes
after pulse compression are really close (same effective bandwidth). The linear modulation
in the 10% tapered envelope presents high sidelobes due to the quasi- rectangular aspect of
its Fourier transform. The linear modulation in the 100% tapered envelope presents almost
no sidelobe. However its maximum amplitude is strongly decreased (energy loss by tapering
the envelope). It means that the signal to noise ratio considering additive noise will be
approximately four-time lower by considering this pulse shape than when the use of signal in
a 10% tapered envelope. Indeed, considering that duration and transmitted power level are
the same, the transmitted energy is decreased by a factor 3/8. Here is the interest of using
non-linear frequency modulation function (polynomial approximated erf™!). Indeed such a
modulation function allows to strongly decrease sidelobes while the transmitted energy is kept
as maximum (the final SNR considering additive noise is unchanged).

3.5.2.2 Performance prediction for these pulse shapes

Let remind here that the performance level of the bathymetric measurement is directly pro-
portional to the correlation degree of the interferometric signal S, and Sp. This correlation
coefficient is the normalized Fourier transform of the squared compressed envelope at a par-
ticular point which depends on the central frequency and the configuration parameters of the
interferometer (water depth, interferometric spacing, beam angle...).
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Figure 3.5.3: Normalized Fourier transform of the squared compressed envelope for the differ-
ent pulses: 10% tapered linear chirp (blue), 10% tapered non-linear chirp whose modulation

is defined by (3.5.17) (red), 100% tapered linear chirp (green) .
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Figure plots the normalized Fourier transform of the squared envelope of the three
considered pulse compressed signals. The coherence coefficient using the non linear chirp gets
closer to the one with the use of 100% tapered linear chirp. It is also better for a lot of
interferometer configuration than the one when using the commonly-used linear chirp in the
same 10%-tapered envelope.

From the coherence ratio defined as a particular point of the squared pulse-compressed
envelope Fourier transform, it is possible to define the noise level over the phase difference
of the interferometric signals.The interferometric configuration used for the prediction of the
phase noise level is the same as all the cases defined previously: f. =73 kHz, H =200 m,
a =0.33 m. The results for the different pulses are plotted in Figure[3.5.4]
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Figure 3.5.4: Phase ramp noise level prediction as function of beam angle for the different
pulses: 10% tapered linear chirp (blue), 10% tapered non-linear chirp whose modulation is
defined by (3.5.17) (red), 100% tapered linear chirp (green) (considering baseline decorrelation
only)

Not surprisingly, the phase ramp noise level is predicted lower when using the non-linear
chirp compared to linear chirp for a 10% tapered envelope, thanks to the sidelobes reduction
(Figure . The improvement level is really close to the improvement observed when
using fully tapered transmitted pulse. In addition, considering the domain where additive
noise is the main cause of bathymetry degradation, the non-linear chirps should have better
performances than fully-tapered linear ones.

3.5.2.3 The Doppler effect on the non linear frequency modulation (considering
baseline decorrelation)

The non-linear frequency modulation has the advantage to reduce the sidelobes level of the
compressed pulse. Hence, it limits the sidelobe impact on the final bathymetric measurement
(considering baseline decorrelation). However, it has the drawback to be more sensitive to
the Doppler effect notably considering its performance in sidelobes reduction.
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Ambiguity function In order to look at the impact of the Doppler effect, on the different
pulse shape, let us use the ambiguity function defined as follows:

AT, k) = /+Oos(nt)s*(7' — t)dt (3.5.18)

— 00

The Doppler shift 7 is defined as n = (1 + 72) where vy is the constant radial speed.
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Figure 3.5.5: Ambiguity function of the three pulses: 10% tapered linear chirp (upper), 10%
tapered non-linear chirp whose modulation is defined by (3.5.17) (middle), 100% tapered
linear chirp (lower)

Figure [3.5.5] presents the ambiguity function of the different pulse shapes defined in the
previous section :

1. linear chirp with 10% of tapering

2. linear chirp with 100% of tapering (same pulse compressed main lobe than the first
chirp)
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3. non-linear modulated pulse with 10% of tapering (presenting less sidelobes than the
10% tapered chirp and carrying the same amount of energy)

The results are presented as a function of 7 and vy. The ambiguity function is normalized so
that it presents a maximum in (0,0) equal to 1.

It can be noticed that the maxima of the ambiguity function for eachr follow the time-
frequency relation of the modulation.

U f? —fe=w'(7) — fe (3.5.19)

This relation gives the bathymetric measurement bias due to the time shift from the
Doppler-shifted signal filtered by the matched filter.

As expected, the ambiguity time-frequency relation is linear when considering chirp (linear
frequency modulated signal as its name indicates so).

B T

The linear modulation of the 100%-tapered pulse uses a longer sweep bandwidth. This
was increased to conserve the same equivalent main lobe after pulse compression than 10%-
tapered-FM pulse-compression. The time shift for this modulation is thus less important.

It can be noticed that the cross section of the ambiguity function of the polynomial
modulation at v = 0, corresponding to no Doppler effect, effectively presents really low
sidelobes. However, on the other cross sections (at v # 0) the sidelobes become very higher.
In addition, the main lobe looses as much energy as the sidelobes get back.

coherence coefficient using ambiguity function Previously, considering only the in-
trinsic noise (baseline decorrelation), it was stated that the coherence ratio of the two inter-
ferometric signals S, and Sy is a particular point of the normalized Fourier transform of the
square of the compressed envelope. The Dopplerized compressed signals are considered as
non-modulated signals. And by generalizing the previous statement, the coherence ratio is
defined as a particular point of the normalized Fourier transform of the squared envelope of
the matched filter output (corresponding to the different cross-sections in the v-axis of the
ambiguity function). Thus, by using the ambiguity function, the coherence ratio in case of
the Doppler effect defined thanks to the radial speed v (between target and transmitter and
receiver), the coherence ratio is a function of v and expressed in the particular point f, (see

paragraph [2.3.3.2| and Appendix

foc;o |A(T,1+ %)\QB_QWifPTdT
foooo |A(T,14 2)|2dr

Cfp,v) = (3.5.21)

The representation of (3.5.21)) for the three signal as a function of v and f, is plotted in
the Figure [3.5.6] .
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Figure 3.5.6: Coherence coefficient for the three pulse shapes: 10% tapered linear chirp
(upper), 10% tapered non-linear chirp whose modulation is defined by (3.5.17) (middle),
100% tapered linear chirp (lower)

The aim is to have the coherence ratio the higher as possible since the signal to noise
ratio derived from the baseline is an increasing function of the coherence ratio. From Figure
3.5.6] it can be shown that the Fourier transform of the square pulse compressed envelope
is really large in the case of non linear modulation in the case of no motion v = 0. Indeed
the pulse compression presents really low sidelobes and the behaviour of C(fg,0) is close to
the behaviour of the 100% tapered pulse compressed C(fy,0). However, when v is not null,
the pulse compression for the non linear modulation presents high sidelobes. This impacts
the coherence ratio which decreases for a given fy (vertical cross-sections of the graph). On
such sections, for non linear chirp, the coherence coefficient drops when the radial speed is
not null. Conversely, for linear modulation modulation, it can been seen that the coherence
level of interferometric signal is not really affected (vertical cross section for a given frequency
is almost a constant function). Indeed sidelobe level remains closely the same even when
considering dopplerised pulse compressed shapes. This prediction comes to reinforce the
conclusion made in part as Doppler effect does not affect the phase ramp statistics, for
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linear frequency modulated signals.

Figure presents the comparison of the coherence coefficient (Fourier transform of
the square pulse compressed shape) of the different considered modulated signals. Consider-
ing baseline decorrelation, the coherence ratio is always better when using tapered signal in
transmission compared to 10%-tapered chirp. This is the case, when the Doppler effect. For
non-linear modulation, the improvement compared to linear modulation is not robust to the
Doppler effect.
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Figure 3.5.7: comparison of coherence coefficients for the two improvement proposals: non-
linear chirp (left), tapered linear chirp (right) compared to linear chirp

3.5.3 Validation on simulation

A series of simulations using the signal defined in has been run with the same con-
ditions as the previous simulations (see sections and . 20 realisations of a random
array of elementary scatterers has been generated. Received signals are processed as summa-
tion of the contribution on the motion less array. The additive noise is not taken into account.
Beamforming is processed in time and the pulse compression is applied by standard matched
filtering.

The noise level on the interferometric phase difference is estimated with the same three
estimators (as defined on page :

1. Standard deviation at the detection sample (represented in blue in Figure |3.5.8)

2. Mean of estimations from phase ramp regression (equation (2.1.79)) (represented in
green in Figure |3.5.8§))

3. Mean of standard deviation over a window centered on the detection sample (represented
in black in Figure 3.5.8)

The noise levels estimated from the simulations is compared to the model prediction (red) in
Figure|3.5.8] and shows a good agreement.
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Figure 3.5.8: Phase ramp noise level on simulations (blue, green, black) and comparison with
model prediction (red)

The agreement between the simulation data estimation and the model prediction is meas-
ured with ¢g; and g9, the same indices defined by and and used in sections
[2.3.4] and [3.2.2] g1 is the mean of the relative error between the prediction and the third
estimator and is equal here to 5,7%. gois the square root of the quadratic error mean and
equals 0.09 rad. Once again, the simulation results are compliant with the model predictions.
Figure gives another representation to compared simulation results with model predic-
tion. It confirms that non linear frequency modulation reduces baseline decorrelation (thanks
to sidelobe level reduction).
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Figure 3.5.9: Comparison of the bathymetric performance in terms of phase ramp noise level
using non linear modulation (green) wvs linear modulation (red)

In addition, its transmitted envelope is rectangular thus the pulse can carry a maximum
of energy. This kind of pulses are thus also efficient regards to additive noise.

However, as seen in paragraph [3.5.2.3] the pulse compression signal envelope is really
sensitive to Doppler effect presenting high sidelobes in this case. Thus to use such pulses (non
linear frequency modulated signal) the strategy of the Doppler effect compensation should



126 CHAPTER 3. IMPROVEMENT PROPOSAL

probably be changed. In this case, it would be certainly interesting to predict the Doppler
effect before the matched filtering to filter with a dopplerized adapted matched filter.

3.6 Conclusion on the proposed solution of improvement

It has been shown that bathymetry using modulated signal suffers more from baseline de-
correlation than CW signals. All the improvement solutions aims thus at reducing it. Three
solutions has been proposed to improve bathymetric measurement.

e Transmitting in a tapered envelope (method 1);
e filtering by a tapered matched filter (method 2);

e using non linear frequency modulation (method 3);

method 1 ‘ method 2 method 3
Baseline it depends (main lobe
decorrela- width increases as
tion function of sidelobe
reduction level decreases)
damaged because of
Additive transmitted energy could be by

choosing between
standard and tapered
matched filter

noise reduction but could be
reduction by increasing
pulse duration

remains the

Possible
need to
predict
Doppler
effect
before
matched
filtering

Yes

Table 3.4: Comparison of improvement proposal

Table sums up the advantages and drawbacks of each improvement proposal.

The first method consisting in tapering the transmitted envelope is really efficient con-
cerning the reduction of the pulse compression sidelobes effect. The main drawback is that by
tapering the envelope, the transmitted energy is reduced. Thus, the use of this pulse (trans-
mitted in a tapered envelope) makes the bathymetric results more sensitive to additive noise.
However, the use of this kind of pulses are still better to CW-pulse one considering additive
noise robustness. In addition, this can be limited by increasing the FM pulse duration. If
pulse duration is not a critical parameter, the first solution is thus really convenient.

The second proposal works on filtering the reception. This is convenient when the modu-
lated signal duration is limited. The main interest of the second solution is that conversely to
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the first method the transmitted energy is maximum for a given limited pulse duration. The
idea is to filter with unadapted matched filter (in a tapered envelope) in the conditions where
the main bathymetric degradation cause is baseline decorrelation while keeping the standard
matched filtering in the case of additive noise predominance (additive signal to noise ratio
maximum for a given pulse duration). However, the main drawback of this technique is that
the equivalent signal bandwidth is reduced by the tapered filter. And whereas the pulse
compression sidelobe decreases, the main lobe width increases. This was not the case with
the first solution since working at transmission allows to keep the pulse compressed main
lobe width as constant, by increasing the transmitted sweep bandwidth while tapering the
envelope. Thus the improvement observed when working at reception considering baseline
decorrelation is always lower than when working at transmission.

Third method is good regarding the bathymetric-quality optimisation for additive and in-
trinsic noise. The transmitted envelope being rectangular the transmitted energy for a limited
pulse duration is maximum relatively to it. Hence, with the matched filtering, the bathymet-
ric quality is optimal for a given pulse duration, in the configuration where additive noise
is dominant. In addition since pulse compression presents lower sidelobe, the bathymetric
result is improved when baseline decorrelation was the noise main cause. And this kind of
modulated signal is compliant with both additive and intrinsic noise reduction. However it
advantage is lost because of its sensitiveness to Doppler effect. This raises the question about
reviewing the Doppler effect compensation. However beside possible problems with platform
motion, this kind of signal has not been implemented and tested yet (It may have some other
problem caused by propagation distortion, backscattering) .






Conclusion

The latest generation of MBES makes use of modulated signals in order to increase the
achievable swath while keeping a high resolution. Indeed modulated signals allow to increase
the transmitted energy in ocean medium via pulse-duration increasing. Associated with pulse
compression (matched filtering), the process is equivalent to have used more-powerful, shorter
non-modulated signal. The resulting signal to noise considering the ambient noise is thus
improved.

In practice, modulated signal use admittedly increases the sounder angular swath which
is buried by the additive noise (in case of CW). However, bathymetric measurement quality
from MBES using modulated signal (FM) (for middle swath) is observed noisier compared
to the use of continuous wave (CW). It is contrary to expectation since FM signal use has
precisely been introduced to improve the MBES bathymetry measurement.

This was the problematic of the PhD work: to understand why the use of FM signal causes
bathymetric measurement damage and propose improvement solutions.

Concerning the different causes of bathymetric measurement damage, two possible causes
were explored. The first one was the Doppler effect which was assumed to play differently on
interferometric signal depending on CW or FM use. Indeed, considering Dopplerized signals,
the matched filtering used to process the pulse compression in case of FM use mismatches
with the received signal. A meticulous study of the Doppler effect on interferometric signal
has been conducted, based on model (allowing prediction) and support by simulation, con-
sidering both CW and FM signal. If the Doppler effect is a well-known phenomenon, no
study (before this PhD work) has been done to predict its effect on bathymetric signal. This
study has concluded that Doppler effect also impacts CW signal causing a bias on seafloor
angle localisation (unknown effect). This effect is really low and more felt on the side beams
(where bathymetry measurement suffers from other degradation causes). It has thus not been
considered until now. The effect on bathymetric FM signal is double; they are affected by
bias in beam angle steering the same as CW, but also by a time bias introduced by the
mismatched pulse compression. The latter is corrected as post processing. It has been dis-
cussed the advantages and disadvantages of such processing. However, assuming that time
bias is well corrected, bathymetric FM signal is not more affected by the Doppler effect than
CW. Indeed Doppler effect has been shown to not change the observed noise level. However,
on simulations proposed to support the Doppler study, noise level on interferometric phase
difference with FM signal appears really higher than with CW.

The second cause of degradation, which has been studied, comes from intrinsic noise
causes. The only difference between FM pulse compressed signal and CW pulse is the presence
of sidelobes. These side lobes bring a piece of backscattering signals which behaves as a noise
on (or interferes with) the main interferometric signals (from pulse compression main lobe).
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This phenomenon is baseline decorrelation. It has been shown that baseline decorrelation
(from pulse-compressed sidelobe) can explain the bathymetric degradation when using FM
signal, inducing the interferometric signal noise in some configuration twice higher than when
using equivalent CW pulse. The baseline decorrelation study has been conducted on three
supports: model, simulation and field data. If model and simulation agree, field data slightly
diverges. This has been explained by the possible presence of an additional backscattering
seabed layer on data area recording. However, the three approaches have concluded that the
bathymetric degradation when using FM signals comes from pulse compression side lobes (via
baseline decorrelation).

Improvement proposals have been done in order to reduce the impact of sidelobes (from
the pulse compression) in order to improve bathymetric measurement when using modulated
signal. Three different proposals have been done. The first one consists in working at the
transmission with a smoother envelope. The study of such a proposal has been done based
on model, simulation, field data (unfortunately once again affected by a second layer). This
method allows to strongly improve the bathymetric measurement statistics in configuration
where bageline was the main cause of noise. However, tapering the transmitted envelope
strongly decrease the transmitted energy and in configuration where ambient noise was pre-
dominant, the tapered modulated signals are less efficient. The transmission by sectors can
be used to overcome it. The second method was working at reception with not changing the
transmitted pulse shape. The study of the second proposal has been done on model, simu-
lation and field data (however this last one was not convincing probably due to the second
layer presence). The main interest is to keep the maximum of transmitted energy and thus
be the more efficient concerning ambient noise robustness. This solution can be also conveni-
ent because it only needs to change the processing part of the sounder. The problem with
this method is by reducing the side lobe of the pulse compression the main lobe width is
also increased. Thus, baseline decorrelation gains on the sidelobe level reduction but looses
on mainlobe width increase. Finally the second method will always be less efficient than
the first one considering baseline decorrelation reduction. However by considering that the
filtering can be adapted depending to the beam, it is possible to use an optimum filtering
(considering the goal: baseline or additive noise reduction) for any beam and improve ba-
thymetric measurement for all the swath. The third method is at transmission by using non
linear frequency modulation shape. The main interest of this method is to be able to keep
the transmitting pulse shape, which allows to maximize the transmitted energy. The signal
to noise ratio considering ambient noise is thus maintained, and this kind of pulse will give
the best performance in configuration where additive noise is predominant. In addition the
non linearity of the modulation allows to decrease the pulse-compression sidelobe level, which
will allow to reduce baseline decorrelation as well. This kind of pulse is really promising.
However, the implementation of such signal needs a change in sounder systems. And this has
not been tested in real situations (only model and simulation for the PhD work). It maybe
suffers, in real conditions, from other degradation causes (lost of stability in the medium, or at
transducer generation). In addition, these signals would lose their interest in term of baseline
reduction in presence of Doppler effect. To keep its interest, it can be imagined that the
Doppler effect could be taken into account before pulse compression (creating a Dopplerized
matched filtering). At this stage of the argumentation, many developments and tests remain
to be done and nothing could surely be concluded concerning this last improvement proposal.



Appendix A

Stationary phase theorem

A.1 Applied to Fourier transform calculation

Let us consider the modulated signal defined as follows :

s(t) = a(t)e?™«®) (A.1.1)

where w(t) represents the frequency modulation function. If the frequency modulation is a
type of linear then w(t) is w(t) = fot + B/2Tt2. u(t) is the signal envelope shape. The Fourier
transform of such a signal is by definition:

+oo
S(v) = / a(t)e” 2miWt=wt) gt (A.1.2)
—0o

The theory of the stationary phase [Coo, 1993| [Cur, 1991] is actually an approximated the
calculation of an integral which can be written as the integral defined in

This method of the stationary phase consists in identifying that the exponential term
inside the integral is an oscillating term. When oscillation are fast the integral becomes null
(since the integration duration is long). Thus the main contribution in this integral occurs
when the oscillation rate is low or minimum, in other words when the derivation of the phase
term becomes null.

_ 277%(% _w®) =0 e v=w() (A13)

Considering that w'(t) # cst (which mean that the signal is actually modulated in fre-
quency), for each frequency vy of the frequency domain the criteria expressed in gives
the spectral contribution mainly comes from one or several given instant(s)t; associated with
v by the criterion relation v, = w'(t;)). The instant(s) which mostly contribute(s) at the
frequency vy is/are the instantst; so that the tangent to the curve defined by the modulation
function w(t) is parallel to the straight of equation vxt. In addition, it can be noticed that the
criterion relation expressed in is also named time frequency relation. This relation is
often a bijection from the time domain ¢ to the frequency domain v so that for the frequency
given v only one instant ¢; is associated. At the opposite if the time frequency relation
associated with the modulation is not bijective, for the frequency vy, as it was said, it can
be associated several tj 1, ...t n. The following calculation is made by considering that
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the relation is bijective, in the other case the development is still valid by summing on the
different associated ;.

Considering the Fourier transform for a particularyg , only instants close to ty
(verifying the criterion (A.1.3))) can contribute (considering that by going far enough to tj
the oscillating term becomes high and its impact in the rest of the integral tends to be null).

tr+e )
S(n) = /t a(t)e~2mit—e(0) gy (A1.4)
L—€

It is possible to process to a limit development of the phase term vit — w(t) nearby the

instant ¢, (A.1.5)

w// (tk)

5 (= tr)? (A.15)

vt — w(t) = vty — w(ty) + (v — ' (L)) (¢ — i) —
=0

Considering € low, the phase term could be closely-enough approximated by the three
first order terms of the development. In addition, the second term of the development is null
(according to the stationary phase criterion).

Let us here consider the hypothesis stating that w”(t;) # 0. This hypothesis is always
valid in the case of the time frequency relation is a bijection which is usually the case.

Finally the expression can be simplified ( by considering that the variation rate of
u(t) is low and this function could be approximately considered as constant equals to wu(ty)
on the considered interval)

. tr+e .w”(tk) )
S(v) = alty,)e” 2 Wrte=w(te)) / 2™z (=) gy (A.1.6)

tr—e

Considering the variable change /2w (t;)(t — t;) =y

20" €
S(I/k) = a(tk)e—Qﬂj(vktk_w(tk))Q/m

The final integral term can be seen as the Fresnel integral if the superior born is high
enough. And it thus conducts to:

.7Ty2
eI dt (A.1.7)

S(v) = _0l) —omj(onti—a(t) 7% (A.1.8)
wl/(tk)

By generalisation on all the v, , and in the case of the frequency time relation (v = W'(t))
is forming a bijection so that to each frequency a single instant can be associated and wvice
versa, in other words, so that the inverse function is well defined and t, = [w/]71(v), it is
possible to expressed the Fourier transform of the modulated signal as follows:

S) = — M) omjtuts () o5 (A.L9)

w”(ty)
There is a direct relation between the spectral shape of the signal and the temporal signal
envelope and the modulation function.

IS(v)]* = (A.1.10)




A.2. APPLIED TO DEFINE FREQUENCY MODULATION FUNCTION 133

This equation makes it possible to get a quick approximation of the spectrum
shape knowing the temporal signal characteristics: modulation type and envelope shape. But,
it is also possible to define the modulation function stating the spectral and temporal envelope
shapes as required criteria.

Example: Fourier transform of a linear frequency modulated signal (Chirp)

Let us take the example of a chirp (linear modulation) in a rectangular envelope to illustrate
the results exposed in the previous part. Such a signal is mathematically expressed by the
equation system (A.1.11)

{“(t) = ) (A.1.11)

w(t) = fot+ D:t?

wherellI(t) denotes the rectangular function which equals 1 on the interval [—3 : 1] and 0
otherwise. By using the stationary phase criterion defined in in this case it becomes
v =w'(t) = f.+ 2t . (time frequency relation is linear). The reverse of this relation gives
t, =T/B(v — f.). Finally, using the results on from the associated development of

the stationary phase method.
v—fo. |T
=1 — Al1.12
S0l =155 3 (A112)

The equation found in ({A.1.12)) is the expected approximation. Indeed, the Fourier trans-
form of a chirp is commonly approximated by a rectangular function with bandwidth equal
to B (if the product B.T is high).

A.2 Applied to define frequency modulation function

Indeed, since w”(t) = %, the substitution in (A.1.10)leads to a differential equation linking
the spectral and temporal shapes.

|S(v)|?dv = a(t)?dt (A.2.1)

And the link between v and ¢ (time frequency relation of a modulated signal) can be found
out by solving the integral equation(A.2.2)

/_V S(f)|2df:/_ u(t)2dr (A.2.2)

Thanks to the relation by stating the spectral and temporal envelope shapes as
required criteria, it is possible to define the modulation function w(t) allowing to approach
these criteria. Indeed, solving gives the relation v as a function of ¢ (as a bijective
form of the time frequency relation) and by integrating the results given that v(t) = w'(t) an
associated modulation function w(t) is found.






Appendix B

Interferometric phase difference
statistics calculation

Consider that the interferometric signals S, and Sy are random variables modelled as Gaussian-
distributed. This hypothesis could be justified by the backscattering formation of the received
signal. Indeed by considering that the number of scatterers is statistically high in a resolution
cell, the central limit theorem confirms this Gaussian statistic model [Hel, 2003, [Hel, 1998,
Che, 2004]. n addition the additive noise is considered as Gaussian as well. And thus, the
summation of the contribution of the backscatterers (which constituted a Gaussian variable
thanks to the central limit theorem) plus a Gaussian additive noise, has a random Gaussian
behaviour which is modelled by:

(B.0.1)

Sa =g +1Ys = raeapa
Sy =xp+iy = Tbei%

Where z; and y; are zeros mean Gaussian variables and thus r; presents a Rayleigh dis-
tribution with parameter o2 (equal for the two sensors since the two signals statistics have
same amplitude ) and ; is uniformly distributed between —m and 7. It is reminded that we
search the statistic (density, mean, standard deviation) of the random variable A¢ defined
as A¢p = arg(Sq.S;) = @a — @p. Its probability density repartition is calculated from the
probability density of the interferometric signals S, and S [Puj, 2007].

B.1 Probability density

The vector S = [S, Sp|has the following probability density (2-component complex Gaussian
density):

1
S)=——exp (—SK~'S* B.1.1
F(5) = 3y o= ) (B.L1)
Where K is the covariance matrix of the random vector S and|.|denotes the determinant,
the star operator * is the conjugate transpose operator. The real and imaginary parts of an
interferometric signal (x;and y;) are uncorrelated. Then the expected value (.) and variance
of the interferometric signal are:
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(SaSa) = (SpSy) = o?

Let us introduce the correlation coefficient n which will help to simplify the covariance
matrix writing (K).

{<Sa> = (S) =0 (B.12)

n= (a5%) = pet? (B.1.3)

(SaS5) (Su55)

In equation (B.1.3)), the coherence coefficient p as it has previously been defined in ([2.1.44]),
is used.
Thanks to the correlation coefficient the covariance matrix can be written as:

_ *\ (SaS;> <Sa5*> _ 1
K =(S5* = [ (515°) <SbS§> ] = o2 [n* J (B.1.4)
Its inverse is:
1 _

Thus by replacing in(B.1.1)) the density function of S is:

1 1
2o (1—p2) 0 (‘am —12)
Where R is the real part.

By expressing the vector S in rotational coordinates as in (B.0.1) (as a function of
Tas Ty Paand p) (Transformation Jacobian determinant being r,7p) it leads to:

f(Sa, Sp) = (SaSs + SpS, — 2R {n*SaS{,‘}> (B.1.6)

TaTh 1
f(Ta;, 6, Pa, ) = m €xp <_02(1—M2) (7“2 +7j = 2rarpp cos(pa — o — 1/’)))

(B.1.7)
Here let us introduce another transformation :

[0 4 co[x] — 00 + oo = [0+ 00X [0 + o]
<Z> . <r> _ <%§Wf;z exp 2> (B.1.8)
o) 7 \n) T\ L vea e e g

whose Jacobian is 02?(1 — u?)/4

9
Fvnusn) = 5zt exp (=3 (exp(o) + zexp(—0) — 2omcosln — 1~ 0) )
(B'1.9)
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by integrating on v and z on their respective domain the joint probability density ofyp,
andyypis found as:

twice the second kind modified Bessel function

(L—p?) [F o
f(pa; p) = ez, zexp (2Y) exp — (z cosh(v)) dv dz
4,2 +o00
= 7(14 /; )/ zexp (2Y) Ko(z)dz (B.1.10)
d 0
(- 1 Y T
e e (1—v2) (2 + asmY)

Where

Y = pcos(pqs — b — ) = pcos(Agp — 1) (B.1.11)
Finally, the probability density of the phase difference between S, and Spis

27
f(Ag) = ; f(Ad, @)dyp
(B.1.12)
(1= (%) 1 Y T .
=T 1oy (1 y2)2 (5 + asmY)

It can be noticed from this expression than when the coherence p between the two inter-
ferometric signals drops to 0, the density repartition of the phase difference between these
two signals tends to an uniform function on the interval -7 tor. This seems evident if the two
signals S, and S do not have any coherent part, that the phase difference between can take
any value between -7 and 7 with equi-chance. If the coherence reaches one the repartition
function looks like to a Dirac function in ).

By considering that ¢ is null, the probability density depends only on the coherence
coefficient p. The lower the coherence ratio u, the more spread the probability density (until
reach the equi-probable repartition when p = 0). The variance (noise level on the phase
difference estimator) is thus a decreasing function of the coherence ratio.

B.2 Phase difference Expected value

By definition the expected value of (A¢)is:

ad) = [ A¢ f(Ag) dAG (B2.1)

—T

Following [Tou, 1995] let us introduce the function F'(A¢) as:

1

usin Ag
\/1 — (pcos Ap)?

asin(u cos A¢) + [asin(p cos Ag)]?

5,
RN
(B.2.2)

T} asin (cos Ag)

= A+ 5
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It can be shown that the derivative of this function F is close to the probability density
of Ag (f(Ag))

1 9F(A¢)

o7 NG = f(A¢ + ¥) (B.2.3)
Proof. with Y2 = pcos(Ag) :
A _ 2 Yg(usinAd))2
OF(A9) =1+ BViTh Y [z + asin (u cos Aqﬁ)] — (ju5in A(b)Q
i) 1-Y2 2 1 — (pcos A¢)2
B Y (1 —Y$) — Ya (usin AP 7 . (sin Ag)?
=1+ (1 - }/22)3/2 b =+ asng} v V2
1 —(pcos Ap)? — (usinAg)® Yo (1—YF) — Ya (usin AP 7 .
= 172 + (1 - Y22)3/2 b + asng}
= (1 — ,u2) 5 + Ya [E + asian} =2nf(A¢p+ 1)
1—}/2 (1—Y22)3/2 2
(B.2.4)
O

Then by firstly a variable change and secondly a parts integration, the expected value of
Agis :

T
B0)= [ (86-40) (80 + vy dag

L OF(Ag)
_¢+27T/_W_wA¢ Sa 10 (B.2.5)

=9

v+ oo [P, - [ Fag)das

—m—1

By definition the expected value of (Ag)is:

ad) = [ A¢ f(AG) dAG (B.2.6)

—T

Then by firstly a variable change and secondly a parts integration, the expected value of
AgFile

=9
@0)= [ (80 +v) f(a0-+v) do

B 1 (™Y  OF(Ag)
_¢+27r/_,,_¢ D¢ =g 100 (B.2.7)

_ oyt % (mw(m)} L / —

=19
F(A9) quS)



B.2. PHASE DIFFERENCE EXPECTED VALUE 139

F is the function defined in(B.2.2)) and thus the first term of the above equation (B is

[AGF(AG)] 7Y, = ( + (7 +¢) F(=m =)
psin

V1= (ucos)’

+ (m+ ) ( T—1+ psing [——asin(,ucomb)}
2
(MCOS@D)

— —asin (ucosv)| — 4wy
[ )

=1+

[— — asin (u cos w)}

(B.2.8)

psin
,ucosw

The second part of the equation (B.2.7) is:

T—1 P
/_W_w F(A¢) dA¢ = / Ag — 5 aA(Jsasim(u cos Ag) dA¢

1
UETIY
[Aqb]iﬂ 75 [asm(,ucosAqS)] v w

+ ; [asin(p cos Ag)?] ™ ww

[asin(u cos Agp))* dA¢
(B.2.9)

= =21

Finally, the expected value of the phase of S5} is:

-
o) = v+ o (180r@a) ™, = [ Pae)ans)

prsin [g — asin (p cos ¢)} — 2+

1 — (pcosh)”
psina [E — asin (p cos w)]
1 — (pcosep)?

2
= psiny [acos (p cos )]

1— (pcost))?

As expected when the coherence between the two interferometric signals drops to 0, the
mean value of the phase difference tends to 0 whatever the value ofy. This is predictable
since in this case, it tends to be the expected value of a uniform random variable whose value
is between —mwand 7 . If the coherence value tends to 1, the expected value of the phase
difference tends to ¢ and the estimator is unbiased. Here it is found back that if ¢ equals
zeros (case at the theoretical detection instant) the expected value is null and the estimator
is unbiased.

=+

(B.2.10)
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If 4 is not null and the coherence level of interferometric signal is low, the estimator
of 1 given by the phase difference of the interferometric signals is bias. (i.e (argS,S;) #
arg (S,5;)) This can be explained by the fact that the expected value operator (.) processed
before the operator arg{.} operates as a smooting operation. If the operator arg{.} is process
before when the coherence level of interferometric signal is low, the phase of S;Syis really
noisy and have a non null probability to jump over 7 or below —. If in addition v is not null
for example positive, the phase has more chances to jump over 7. Since the operator arg{.}
is defined modulo 27 the observed phase is pulled down. And thus its expected value of the
estimator is biased.

B.3 Phase difference Variance

By definition the variance is expressed as:

var {Ag} = (A¢?) — (Ag)* (B.3.1)

The second term has been calculated in the previous part, the first term can be calculated
using similar development.

(A¢?) = [ AP f(AP) dAH

-
— [ (@0t 0P f(86+ v dag

—m—
v OF(A¢) I i OF(Ao)
— 2 _ 2
R B0 dA"”zw/_ﬁ_d,M Sag 10

1 /ﬂ—w OF (Ag)

(B.3.2)

AP? ———" AN\

— a2 _ i

The second term has been calculated in the previous part, the first term can be calculated
using similar development.

The last term of this equation is calculated by part:

Y aF(A¢) T—1 ¥
2 _ 2 _
/Mp A¢ IV dAg = [A¢*F(A¢)] ™7, 2/ww A¢ F(Ag) dAg (B.3.3)

where the first term is:
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[AG*F(AG)] TV, = +4)? F(—m — ¢)
psin .
T—1+ [— — asin (u cos 1/})}
(u cos 1h)”
(B.3.4)
—(m+19) ( usmw asin(ucosw)})
2
V1 (neos p)?
= —4my psmy T _ asin (cos 1#)} + 273 — 6mep?
— (pcosp) 2
and the second term:
T—1 T—1
/ APF(Ap) dAp = »? — —Agf)aA asin(p cos Ag)
it - 1¢ ¢ (B.3.5)
- : 2
2A¢8A¢asm(u cos Ap)“dA¢
The three term of this equation equal:
First one:
=1
/ Ap2dAg = 27 3 + 2p>m (B.3.6)
—m—
Second one:
T—1 o
/_W_¢ A¢8A¢asin(u cos A¢)dA¢p = [Agpasin(p cos Ag)] i;ifd}
Y B.3.
- / asin(p cos Ag)dAd (B.3.7)
—r—p
= —27asin(p cos 1) + 1212
Third one:
/ﬂw A 0 asin(p cos Ag)2dA¢ = [Acbasm( cos Ag) ]
T s a i
T
[ win(peosadase (Bas)
—m—

= 27 [asin(p cos )]

By summing the three terms

+00 m

_WZ
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Ty
/ APF(Ag) dAp = 27;3 — 49?7 4 w2asin(u cos 1))
I (B.3.9)

T qui
: 2 Z
— T [aSIH(/L Ccos w)] + 5 £ ZT
1=
The equation (B.3.3)) can be simplified to :

T—1 : 2
! / Ag2OEBD) yng = gy BV [g — asin (Mcosw)} + % +

iy 089 e
1 +oo ,LLQZ’
— masin(p cos ) + asin(p cos ) — 3 Z T
i=1
(B.3.10)
Finally the expected value <A¢2> is
1 [ OF (A
(A¢%) = ¥ + 20 ((A¢) =) + 5 / Ag? 82 Lang
T J—m—p ¢
N too o (B.3.11)
T . . 1 e
=3~ masin(p cos 1) 4 asin(u cos ) — 3 z; 3
And the variance of the interferometric phase difference is:
var {Ag} = (A¢®) — (Ag)*
2 1 &= (%
=3 masin(p cos 1) + asin(u cos ) — 5 z_; =3
2 52 2
1 sin” T . . 2
——————— | — — masin (ucos ) + [asin (i cos
L | T — msin s ) + s (s cos )
1— p2 M2 _ . ] 72 w1 too 2
= ———— | — — masin (u cosy) + |asin (K cos + = -—= —
1—p? 72 . ' w2 1R
= ————— | — — masin (u cosy) + |asin (K cos +—= = —
B 1—M2 M2 ' ' 5] 1+001_Iu22‘
= W T masin (p cos ) + [asin (p cos )] | + 2 2 2
(B.3.12)
then the variance is [Puj, 2007, [Sin, 2002, [Oli, 1996]:
1—p? <7r2 : : 2> 11— p
var {A¢p} = ——— | — — 7asin (ucos ) + [asin (i cos + = -
oy =— v G (jrcos ) + [asin (u cos )] 2; -
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The variance is maximal when the coherence is null and equals 72 /3 (uniformly distributed
random variable between —m and 7) and minimum equaling 0 when interferometric signals
are fully coherent u = 1. the variance of the phase difference A¢ is a decreasing function of
the coherence level of the interferometric signals






Appendix C

Phase ramp Linear regression

Let us consider a noisy linear function. whose noise expected value is null and variance is o.
The mathematical expression of this function is as follows:
Ap(t) = at + B+ n(t) (C.0.1)

The linear regression consists in estimating aand § by minimizing the quadratic error
between the regression and the real phase ramp so that:

=

N
o~ T . 2 . 2
[a,b] = rg}l)rl ' e = Ile,lbnz (Ap(t;) — at; — b) (C.0.2)
i=1 =1
Here the linear regression is made on N samples.
Finally the estimator takes the values:

L@o-Sonl) _ Tl mon)d)
Tt N SAMOEOE (C.0.3)
=Ap—at=pF+(a—a)t+n

) Q)

Where Agand %vare~ respectively the mean on the detection windows of the phase difference
value and the time. A¢ = % Zf\il A¢(t;) and £ = % Zf\il t;. From Gauss-Markov theorem,

the estimators @and b is the best linear unbiased estimators of o andfS. Indeed the expected
value of this estimators are:

SN {(ni—n) (ti—t) _

@ ST Ee T (C.0.4)
(b) =B+ {(a—a)T+ (@) =5
Their variances are:
<(6— oe)2> _ S Y (i) g =) (D D) _ o B (=D =[S (6D
) [ZzN:ﬂti_?)z]Q [Zﬁvzl(ti—;)z]z
IDNCEIE (C.0.5)
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Tndeed((a — @)f) = — 2= 1(2 (t<_t§3( ) _ g

The estimated phase ramp Agb( ) =at +b is an unbiased estimation of the phase ramp.
Indeed its expected value equals the expected phase ramp <&\¢(t)> =(a)t+ </b\> =at + 8.

The variance of the phase ramp estimator &b(t) is:

<(@<t>_<5¢<t>>)2>:<(<a_a>t+z_@)2> (@-ay)e <( )>+2t<<a_a>(z_g)>
:<(a—a)2>t2+<<6— )2>+2t[ (@=a))i+ (o —a)m)]

Zij\il(ti _t)2 i Ez 1( )

N N G S
- [ZiNz1(tz‘—t~)2t +N]
(C.0.6)

The variance of the phase estimation is minimum at the center of the regression window.
That is why it is important to center the detection window on the expected detection instant.
So that the phase ramp estimation has the less variability at this instant. The projection of
the phase ramp variability on the time axis gives the variability of the time detection.

\/

Finally the variance of the time detection is:

(@0 - (30))) o)

(=)= 2 2 2N

If the detection windows is centered in the expected value of the time detection the stand-
ard deviation of the time detection estimator is (same as in [Lur, 2010b]):

td {A
std {7y = U2 (C.05)
aV' N
An unbiased estimator of the noise level over the phase ramp is given by:
R - 2
7= N -2 ;62 N —2 ; (A¢(tz) at; b) (C.0.9)

Indeed
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(Ad@y—m,—®2>

D

N
i=
N
i=

=

D

1

<((a—a)ti - (8-9) +ni)2>
(@-ar)i+{(5-5)) + ()

+2((a - a) (ﬁ—E)>ti+2<(a—a)ni)ti+2<ni (ﬁ-@)>]

2 2
o 2 g 2,0 2
i —t°+ —+o
[zmi—ww Y -2 N
o2 ~ o? ~ o?
-2 ——{t; — 2 —(t; — 1) —2—
St -2 zfilm—t)z“ A

_Uzlww_zw_ll_(]v_z)az

SN (i — D)2
(C.0.10)






Appendix D

Matched Filter Calculation

The aim of this part is to calculate the pulse compression signal when considering Linear
frequency modulated signal (Chirp) whose temporal expression is defined as:

s(t) = e2miUett3rt®)  for — T/2 <t < T/2, otherwise=0 (D.0.1)

Here the chirp is considered in a rectangular envelope whose duration is T'
The result after matched filtering in case of no Doppler effect is:

+oo
w(t) = / s(u)s(u —t)du (D.0.2)
The result after matched filtering in case of Doppler effect is:
+oo -
w(t) = / s(ku)s(u — t)du (D.0.3)

D.1 Matched filter calculation without Doppler

To perform the calculation, we here separate different cases depending on the value of ¢ : since

the domains (for which the functions inside the integral are not null) are centered respectably

on 0 and ¢ and with the duration T'. The calculation [Hei, 2004] is developed below.
If-T/2 <T/2+1t<T/2,in other words —T < ¢t < 0 then the pulse compression result is:

ET/2 T2t 0 672 1/2 »
T/2+t
w(t) —/ s(u)s(u —t)du (D.1.1)
T2

The development leads to:

149



150 APPENDIX D. MATCHED FILTER CALCULATION

T/2+t
wi)= [ P it ) om0 -0
~T/2
T/2+t
_ ezm(fct,f%ﬁ)/ o2mi( 2 2ut) g,
—-T/2
Boou(T/2+t) _ eﬂm’%zt(T/Q)]

271
_ 2o ) (€T (D.1.2)

B

2mi Bt(T+t —omi B t(T+t
_ eZﬂifCt[e 2r (T — ¢ 2miar )]

B
277‘71&
27mifot : B
= e“™eY(t + T)sinc ZWﬁt(T +1)

Second case, if -T/2 < t—T/2 < T/2, in other words 0 < t < T then the pulse compression
result is:

-T/2 0 +T/2T/2 ¢ £+T/2

T/2
w(t) = /t s(u)s(u —t)du (D.1.3)

The development leads to:

T/2
wit) = / 72 (et o) g 2mi( el 04 B 02) gy
t—T/2
T/2
_ 627ri(fct—ZBTt2)/ o2mi( g3 2ut) g,
t—T/2
[€2m’%2t(T/2) _ e—2m’%2t(T/2—t)]

— e2mi(fet—3rt?) (D.1.4)

B

2mi Bt(T—t —omi 2 t(T—t
_ 2mifet [e=T"2T =0 ¢ o7 )]

B
= 2™l (T — t)sinc 27T£t(T —t)
2T

Finally, considering (D.1.2]) and(D.1.4)) it leads that the results of the pulse compression

is:
, t B t
— o2mifet :
w(t) =e TA(T)smc <27r 5 tA(T)> (D.1.5)

where A(t) denotes the triangle function whose maximum value is 1 at 0 and values are
nullift<—-1lort>1
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D.2 Matched filter calculation with Doppler

This part aim to have a approximated expression of the matched filter in case of Doppler
effect w(t) = fj;o s(nu)s(u — t)du . From this calculation,and with simple variable changes
it will makes it possible to get the expression of the received signal at the sources A and B of
the interferometer.

+oo
w(t) = / s(nu)s(u —t)du
jiooo (D.2.1)
— / 627ri<fcnu+%n2u2)e—27ri(fc(u—t)+%(u—t)2) 1T(U _ t)lT(ku)du

The expression after of matched filtering becomes:

+o00
w(t) = / e2mi(Fe(ita)ut 57 (1a)?u?) o= 2mi(fe(u=t1+ 21 (=) 1 1. (o — #) 17 (hu)du

—00
oo (D.2.2)
_ eQm'(fctf%tz) / e?ﬂ'i(fcaqu%Zut) e2wi(%(2a+a2)u2) 1T(U _ t)lT(k:u)du
—00
By neglecting the term e2mi(3p Qata®)u?) - ppig approximation is possible by considering

that f. > B and BT (n — 1) < 1. Actually neglecting this term comes down to consider that
the Doppler effect is shifting the chirp only on its central frequency (the band remains equal to
B instead to be affected and becomes nB) and on its duration which become T'/n. Similarly,
we separate the case in function of the value of ¢ since the functions inside the integral have
their domains centered on 0 and t with the durations T'/n and T

If -T/2/n <T/2+4+t < T/2/n, in other words =T + oT/2 < t < —aT'/2 then the pulse
compression result is:

tT/2 Tj2t 0 t+7/2 T/2

T/2+t
w(p) = a4 [ P il B,

L (1-a)
627ri(fca+%t)(%+t) _ 6—27ri(fca+%t)%(l—a)
27i (fca + %t)
: B
_ milfet— 5t?) i (oot Be) (—ar/2) SR [T (fer + 78) (T + 1 —aT/2)] (53
m (feo + £t)
_ 627rifc(1+%)t6—2m%BtSin [7 (fea + 71) (T +1t) — aBt/4]
™ (fea + 2t)

~ 2T DT | hsine [w (fca + Tt> (T + t)]

— 2mi(fet—g7:t)
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The maximum in amplitude is reached for ( fear + %t) = 0 we find back the expression of the
time shift 6t = —af.T/B = —%ch/B and the loss of energy m =1 — af./B.

If -T/2/k <t—T/2 < T/2/k, in other words aT/2 < t < T — oT'/2 then the pulse
compression result is:

£T/2 T2t 0 72 12

F(1-a)
wit) = e2milfet=#t?) / 2 gmilrat 20ug,

t—T/2
o2mi(feat Zt) T (1—a) _ 2mi(feat £t)(t-T/2)

27i (fca + %t)
_ 2mi(fet— g5 t?) 2mi% (feat-Bt) (t—aT)/2) sin [ (fea + £t) (T — t — aT/2)] (D.2.4)
™ (fea + 2t)
_ €2mfc(1+%)t€—2m%3tsm [ (fea+ 71) (T —t) — aBt/4]
™ (fea + 2t)

r 2T DT hsine [w (fcoz + ];t> (T - t)]

— 2mi(fet—g7:t)

At the first estimation we can say that the result of the matched filter is:

+o0o - ) o
w(t) == / s(ku)s(u — t)du ~ e2mfc(1+§)tTA(%)sinc |:7T <fca + ?t) TA(

t

T)] (D.2.5)

—0o0

As we said previously from this formula it is possible to find back the time shift and the
loss of energy expression we had pointed out during the training period. Indeed the maximum
of the signal envelop is reached when ( fea + %t) = 0 conducting to the expression of the time
shift 0t = —af.T/B = =%t f.T/B and the loss of energy m =1 — af./B.



Appendix E

Coherence coefficient calculation 1n
the case of Doppler

In the case of Doppler effect, the received signals S, and S are expressed as the summation
of scatterers contribution on the instantaneous responding footprint. Let us assume that
the Doppler shift is the same for all this scatterers. It means that the projection of radial
speed are the same on all the angular direction defined by the scatterers. This is a good
approximation if the angular aperture of the instantaneous footprint is narrow compared to
the angular position of the footprint center. And the S, and Sy are :

k, 1
S, = /AI Gz S <ke (t — 1) — %k—e sin9x> dx

i ) (E.0.1)
a
Sy = <t — ——sinf, | d
b /Azaxs(k?e( Tx)+2ckesm w) x
Let us estimate the coherence ration in the case of Dopplerized CW signals :
SaSp
= [(Sa50)] (E.0.2)

V/ (SaSa) (Sb5b)

The received signal are time shifted to process the time beamforming and the expected
value of the interferometric term is:

_ k, 1 k, L. .
(8.5p) = (a®) /Az s <ke (t—7z) — %k: (sinfy — kysin 0)) s <ke (t — 1) — %k: (sinfy — kysin @)
(E.0.3)
The same linearisation as in paragraph is made:
2 r T —
Ty = To + —sinfy(z — x¢) = 719 +Tk—x 0
c ke Az (E.0.4)

T —

. . Z
sin 0, = sin 6y + cos® 6,

By taking ¢ = 79 (which is equivalent to study the coherence level of interferometric
signals at the detection instant), in addition by considering that(sin 6y — k, sin€) = 0 (which
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correspond to the detection on the beam axis (but with the steering error due to steering

angle bias caused by the Doppler effect) :

550 =@) [+ (15 ) (PO (e )Joe

Ay k 1 1
— (g2) 2z le _ 3= -
= (a®) ka/s((l Bkr>t>s<<l+5kr>t>dt
Futhermore the calculation 0f<Sa§a>and <Sb§b>glves

(S4Sa) = <a2>/ (T(x;::o) :T(l - /3]3)> 5 (T(x;xxo)llz (1 - 5;))@: (E.0.6)

~@) (1) [1Par

And:
— Ay ke 1
(SpSp) = (a?) e <1 +ﬁk> / |s|” dt (E.0.7)
Thus
(5:50) (3350 = (a2) 25 [ 1P (£.03)
And finally the coherenec ratio can be expressed as
[s((1=B2~)¢t)s((1+8L1)¢t)dt
(-5 ((+52)1) .

- [ 5P di
Where the factor [ is still the same as defiened in [2.1.31}
In the case of a CW signal (or pulse compressed signal s(
. Indeed, the distortion of the whole

function can be simplified (time delay being still null)
envelope can be neglected since § < 1. Finally, the dilation or the compression of the signal

is approximated by a frequency shift (common radar-community approximation)

sle2met) the ambiguit
guity

a cos? 6 Uy

FT(|s*)(fe3
FT(|s[?](0)

[ IsPeTt Rt FT(|s)(20B/k)
[ ls[dt T([s[2](0)

In the case of FM signals, the interferometric signal are

dzx
(E.0.11)

~ [ g0+ 3) (172 52 (7 s 0a—sin6) ) ‘A(t — Ty 1)
dx

~ [ a, rife(1+% )( +i(ﬁsmefsme>> ‘A(t T ],Zr)
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The calculation is made by following alays the same process. Hence, Firstly, the linearisa-
tion is applied. Let ¢t = 79 (which is equivalent to study the coherence level of interferometric
signals at the detection instant), and (sin y — k, sin #) = 0 (which correspond to the detection
on the beam axis (but with the steering error due to steering angle bias caused by the Doppler

effect) . Secondly, with the variable change ¢t = Alz(l + a/2)(x — x0), the expected value of
the interferometric term is:

— JANS 1 —omif.(2L
(8.5 = () gy [ ¢ TR

The coherence coefficient can be considered as:

dt (E.0.12)

e ECEY A )Pt FTAW ) 1248/ k)
[ 1A, n)? dt ~ FI[|At))(0)

FT( A 0) ) (fey S (1 4+ 1))

N FT[|A(t,)[*)(0)

O FT( A P)(fed )

T FT[A®-)P0)

p(n) =

(E.0.13)







Appendix F

Coherence coefficient calculation with
seabed penetration

Here, it is considered that a part of the signal penetrates inside the seafloor. So, the backs-
catterers are not only spread on the sea bottom line across-track sounding but also along the
depth axis.

F.1 Continuous layer

As previously, infinitesimal backscatterers situated in z and h are considered to send back a
delayed signal copy (delayed by 7, 5) of the received signal weighted by a random coefficient
az.p- The resulting signal is the double summation in z-axis and h-axis of the backscatterer
contributions.

hm +oo a
Sa:/ / Ay S (t—Txh——(sinﬁxh—sin9)> dxzdh
0 o ’ 2c ’
(F.1.1)

hom +o0 a
Sy = /0 / (g 5 (t = e+ 5 (S0 0z p — sin 9)) dzdh
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seafloor

Xp
o -

X

Figure F.1.1: Receiving configuration with seabed penetration

The cross expected value <Sa§b>is:

(5050 = [[[f (nnaarar)s (t = 7o~ 5 (sin0, — sin®))

s (t — 230 (8in Bgr  — sin 0) ) dwdz’ dhdh/

= /<a%> / s (t — Tuh — % (sinf, p — sin 9)) s (t — Ty + % (sinf, j — sin 0))d:1cdh
(F.1.2)
Fach backscattering random coefficients are commonly assumed to be statistically inde-
pendent from one another. Thus (azpa,p) is null if 2 is different from 2’ or h different from
1. The backscattering power (ag nagp) can be a function of h. Let us consider that the point
contributions at a given instant can be gathered to form a footprint centered in the direction
6y. The propagation delay associated with the footprint center (situated along direction 6y)
is 9. Considering that the footprint dimension is relatively small compared to the depth H
and lateral distance x, simplification using first-order Taylor series can be done. Here in first
approximation, the velocity is the same in the seabed medium than in the water medium,
assuming no refraction at the interface.

2
Teh = T0 + - [sin Oy (x — x0) + cos Oph] + o(z — xg) + o (h)

r—x
=1+T 0

2
+ Ecost%h—l—o(x —x9) +o(h) (F.1.3)

. . T —Zo
sinf, , = sinfy +

cos> By — %cos2 Oy sin By + o(x — zg) + o (h)

By taking ¢t = 79 and 6y = 6 which corresponds to study the coherence level of the
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interferometric signals at the theoretical detection sample and in the beam direction, the
coherence ratio becomes:

(SaSb) = /<az>/s ((1 —pB)t— <icos€+ 2caH cos29sina> h)

5 (F.1.4)
a
1 —(Zcosh — =L cos? s
s (( + )t (c cos 6 51 O 951119) h)dtdh
Where the factor (3 is still (see (2.1.31)) defined as:
_a Az 4. 1lacos?f
P= 5w T i vand (F.L5)

Here lets assumed that the transmitted signal can be written as s(t) = |s|e*™/<'and (S,5,)
can be thus approximated (assuming that the delay and distortion do not affect much the
signal envelope) and thanks to Fubbini integral separability.

(SaSy) = /0

By a similar development it can be shown that:

hm

(af) errticihenstomgy [ |sfe2rifi2in g (F.16)

hm
(S.52) = (5,5) = /0 (a2) dh / s 2dt (F.1.7)

Finally the coherence coefficient writes as the ratio:

) ‘<Sa§b>‘ ) ‘fohm <a%> e?ﬂ‘if.:%hCOSQQSinedh. f |S|2€—27rifc(26t)dt

/<Sa57a> <Sb§b> f<a}%> dh. [ |s|?dt

fohm <a}21> 627Tif¢£h cos2 0sin Gdh
[ (ai) dh

degradation factor p

(F.1.8)

-Ho

The coherence coefficient, when considering penetration is the product of the interface
coherence coefficient by a degradation factor caused by penetration.
Considering that <a,%>is constant, independent on h:

m 1 m ’
p= sinc(ﬂ'fcg% cos®fsinf) ~ 1 — 3 <7TfCZ};_{ cos® O sin 9> (F.1.9)

Assuming that <a%>is an exponential decreasing function of A , <a%> = e h

. 1
D= ’ — . a 2 : ‘ =
L 2mifegtg cos0sin0l /1 4 (o f, o cos? Gsin6)’ (F.1.10)
1 2
I VT,
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It can be noticed that if the penetration is low ( magnitude of a few cm) compared to
depth (which is about hundreds meters) the coherence loss p is really close to 1 and the seabed
penetration does not really influence the coherence thus the noise level on phase ramp, and at
last the bathymetric measurement. This is due to the fact that even if the signal penetrates
the seabed the responding backscatterers at a given time are locally gathered inside the beam
direction. Penetration comes to impact the noise level when the ratio between the penetration
depth and the seafloor surface depth is about 1072.

F.2 Two separated layers

In this part the seafloor is considered as being constituted of two layers. The model is based
on two lines of backscatterers. The upper interface is at the depth H while the lower is at
H + h . The interferometric signals are the sum of their contributions. Let us considered
that the two layers are independent. In addition the second one has an attenuation coefficient
compared to the first one calleda.

Sa = a1t aSa,Q

(F.2.1)
Sy = Sp1 + aSp2

To simplify the attenuation of the second layer compared to the first one is considered as
the same for the two interferometric signals.
The expected values ofS,S; , S5, and SpS; are:

(SaSs) = (Sa1551) + & (Sa2542)
(SaSy) = (Sa1851) + a? (84255 5) (F.2.2)
(SpS5) = (Sp1Sh1) + & (G257 2)

The coherence ratio is thus:

T Y (Sa1551) + 0% (52575 )

(S455) (545;) \/ ((SurSsy) + 02 (80535)) ((SaSiy) +02 (8,25,))
(F.2.3)
At first approximation we can consider that <Sa’15’;,1> = <Sa,25272> = <Sb,1sg,1> =

<Sb72552>. It means that considering a given layer, the contributing energy received by
sensors A and B is the same. In addition excepting the attenuation the two layer backs-
cattered the same amount of energy.

Under this approximation, the coherence ratio becomes the modulus of weighted mean of
each layer correlation ratio n;(n; as defined in 2.1.53)).

m + 042772

Tra? with

(SusSi) (F.2.4)

i) (i)
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Let us derive the two layer-correlation ratios 7;. The started point is to evaluate the
received signals by A and B.

Sai = /ax,z-s (t — Tgi— 2% (sinf,; — sin 9)) dx
/ (F.2.5)

Y <t — Ty + 2& (sinf, ; — sin 0)) dx
c

«—
\\
2
Sa .
H
Layer 1
h$
Layer 2

Figure F.2.1: Receiving configuration with two layers

Considering that the random backscattering coefficients are statistically independent from
one to the other ((agiay ) = (ag) (aw i) = 0 if i i or @ # 2/clse <a2 > = (a?)) , the

T,
hypothesis of independence between the two layer signals is found back.

<Sa7,~SZ’Z»> = <a2> / s (t — Tpi — % (sinf,; — sin 9)) 5 (t — Toi + % (sinf,; — sin 9)) dx
<Saﬂ-527i> = <a2> / s (t — Tpi— % (sinfy; — sin 9)) 5 (t — Tpi— % (sinfy; — sin 9)) dx
<5b,i5f,k7¢> = <a2> / s (t — Tpi + 2ﬁc (sinf,; — sin 9)) 5 (t — Tei + 210 (sinf,; — sin 9)) dz

(F.2.6)

The linearisation of 7, ; and sin @, ; around 79 and sin @ where 6 is the beam angle and 7
is associated with the delay corresponding to the two-way propagation from the array to the
seafloor surface point at the direction 6.
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2
Tyl = To + —sinf(z — xo)
C
2
Tz2 =70+ — (& — o) siné + hcos )
¢ (F.2.7)

. . x
sinf, 1 =sinf + ——— cos® 0

— h
on cos® 0 — T cos® 0sin 0

And the different expected values are evaluated at the theoretical instant of detection
=T 0

. . x
sinf, o2 = sin 6 +

e Layer 1

2 1 a 2 1 a
* _ 2 o “ o e 3 o “ o - 3
(Sa,1551) = (a >/3 <(g; x0) ( sin 0 + T 9))3 ((:c xo) <c sin @ 5 I °%8 0)) dx ve

s(t(1+8))s(t(1—p))dt

a2
> 2sin 6
(F.2.8)
Similarly it is shown that

(8a,1551) = (a?) m/s(t) s (t) dt

C

(Sp1551) = (a 2>2sm€(ﬁ)/s(t)s(t) dt

No surprisingly, because it is the same expression that if the seafloor is constituted by
only one layer, we find that:

(F.2.9)

. [s(t(1 —|—@3 (t(1—p5))dt (F.2.10)

[ s(t)s(t)dt

e Layer 2
By the same development using the variable change since that the signal can be written as
s(t — 0t) = e~ 2imfedts(¢).
2 2
<Sa725;2> <a >/ < x — Tp) (c sin 6 + —C% cos 9> + Ehcos@ + %%0082 Qsin0>
2 . la o 2 ah o, .
s <(x — x0) <c sinf — 20 7 &8 9> + Ehcosﬁ ~ 5.7 °°8 951n9> dz
= (@) e et [ ) s (e o)

2sin 6
(F.2.11)
Similarly it is shown that
(Suai) = (@) gy [ SO o
(S12532) = (@) ggrr—; | 0=
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Finally the correlation coefficient for layer 2 is:

Ny = 6—2i7rf—;% COSQOSinefg(t (1 + 6)) S (t (1 - ﬁ)) dt — B—QiW%%aCOSQOSinenl (F213)

[s(t)s(t)dt

Finally the whole coherence ratio becomes:

i7rf—ccai cos? @sin 6

1+ a2

. fe h 2, .
B 771_{_0[2672 1_}_0[2672“1*75(1?603 6 sin 6

F.2.14
14 a? H ( )

The coherence ratio is degraded by the second layers as a multiplicative term which only
depends from the geometrical configuration of the interferometer and layers localisation. In
addition, a can depend on the beam angle as the propagation path inside the upper layer
is angle dependent (being longer as beam angle function). The penetration distance can be
approximated to:

2h
d= F.2.15
cosd ( )
and thus :
—a—2h(1— (F.2.16)
a=a cos6’° o

Where « is expressed in dB and the parameter o (in dB/m) represents the linear absorption
introduced by the propagation inside the first layer medium.
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Figure F.2.2: Influence of two layers on phase difference noise level

Figure presents the impact of the presence of two layers separated by 3 m the upper
one being 200m-deep. Blue line present the level of noise in case of CW signal in a square
cosine envelope whose duration is 3ms, when considering only the upper layer contribution
(as baseline decorrelation). The magenta presents the results by considering the impact
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of the second layer. The second layer presents an attenuation constant equal to a?=1/8
(non dependent of the beam angle, it means that the absorption by the first layer is not
considered). At the vertical the signals from the two layer are timely separated. When the
two backscattering signals merge, the backscattered signal from the second layer becomes like a
noise on the interferometric phase from the first layer signals. In red, it has been introduced the
impact of the attenuation from the propagation in the first layer (as o= %1072}1(17@)9/10
wherep = 5dB/m). By increasing the beam angle the propagation path in the layer 1 is
increased and the impact of the second layer is attenuated.



Appendix G

Final bathymetric noise using
Amplitude detection

In case of amplitude detection, the detected time is given by the barycenter of the beamformed
signal amplitude, and by definition [Lad, 2012]:

ZfV:/EN/z tia(t;)
ZZN:/EN/Q a(ti)

Where a(t;) denotes the sampled received signal amplitude of a beam for the whole receiv-
ing array. N + 1 is the number of samples used on the detection window and the window is
centered. The amplitude a(t;)is a random variable. The common hypothesis is that the envel-
ope of the temporal signal for a given beam is constitutes by a determinist shape which is the
projection of the beam on the seafloor multiplied by an intrinsic noise (baseline decorrelation)
plus an additive noise.

t= (G.0.1)

alts) = A(t)X (1) + B(t;) (G.0.2)

A(t;) is the multiplicative noise following as a Rayleigh law; B(¢;) is the additive noise. The
multiplicative noise is justified since the received signal at a given instant is the summation
of several micro-reflector (from micro relief) present in the cell resolution (scatterer model).
By the central limit theorem the received signal tends to be Gaussian.

S(t) = z(t) + jy(t) = A(t)e?*® (G.0.3)

Where z(t) y(t) Gaussian variables inducing that A follows Rayleigh distribution and ¢
is uniformly distributed. Here the same hypothesis is used for the received signal by the
whole array than for the sub arrays (see paragraph . In addition the received signal is
modulated by the projection of the beam on the seafloor X (¢).

And considering only the multiplicative noise:

a(t) = |S(t)| = A()X (1) (G.0.4)

The multiplicative and the additive noise are independent. It seems to be correct hy-
pothesis since physically they do not come from the same phenomenon (multiplicative from
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the backscattering formation and additive from ambient noise)). The beam temporal signal
envelope is the independent summation of both contribution as expressed in

G.1 Modeling

The shape of the beam X (¢) can be approximated as square envelope of length Nx + 1 (using
modeling from [Lad, 2012, Ewa, 2011]). N +1 is the number of sample used for the detection
window.

Amplitude

Ny+1

X©

N7 Time/
Sample
Figure G.1.1: Beam shape approximation

The useful signal is present on the samples from —N, /2 and N, /2 where X () is approx-
imated to 1. The received signal in this domain is thus the square envelope affected by the
multiplicative noise. Outside this domain the signal is only composed by the additive noise
(no signal envelope contribution X (¢) thus no multiplicative noise). If Nx higher than the
chosen N let Nx equals N.

The signal in useful envelope is the summation of two Gaussian complex variable thus is
a complex Gaussian variable whose amplitude thus follows a Rayleigh law. By combination
of the two complex Gaussian variable, it is found that the random variable |a(¢;)| has a
Rayleigh distribution whose mean m verifies the equation m? = | X |*m% + m% and variance
0% = |X > 0% + 0% in the useful envelope (for sample from —Nx /2 to Nx /2) and m = myand
o = op for the other samples.

G.2 Expected value of the detection estimator

The estimator is not linear. However at first approximation the denominator can be replace
by its expected value ZZEN/Q (la(t;)]) =m(Nx + 1) + mp(N — N,).
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N Ny/2 Ny /2 N/2
SN2 ptidla)l) St m (SNt SR )

SV att)l) m(Nx + 1) + mp(N — Nx)

(f) ~

(G.2.1)

The sample time are t; =ty + iT/N. By considering that the beam shape is square:

(1) ~ to (G.2.2)

The estimator expected value gives the barycenter of the no-noisy beam envelope. It can
be noticed in the importance to have the whole window centered on the detection time
(barycenter of the expected useful signal envelope. Indeed the additive noise which is present
whatever the place of the useful signal and this can bias the time detection. However the
presence of additive noise can often be neglected since on the vertical beam the backscattered
signal is powerful enough. Without considering additive noise, the detected instant expected
value is unbiased and equal the barycenter of the expected beam envelope on the detection
window.

G.3 Variance of the detection estimator

Here the objective is to estimate the variance of the time detection using the amplitude
envelope of the beam. Let us considered the estimation minus its expected value.

P (i) va—/ENm tia(t;) . vaz/?N/Q (ti — to) a(ts) Z?L/EN/Q (ti — to) (a(t;) — (a(t;)))
U — ity = _
va—/ENﬂ (t:) Zi\i/zj\m (t:) Zf\i/zzvm (ti)

(G.3.1)
The variance of the estimator is the expected value of the previous equation, giving:
N/2
02 o (15 = 10)° var {a(t:)}
(=Y, talt))]
i=0 A (G.3.2)
Nx /2 N/2
s =) IX PR+ 0 (i~ t0) o,
[m(Nx + 1) +mp(N — Nx)]
Let us considered that .~ “Nj2 (ti —t9)* = 2ZN/2 2 = —%(N +2)(N+1) =
f2LN(N +2)(N +1). The variance of the detectlon time is:

S

var {'E} I~

N/2

 [2Nx(Nx +2)(Nx +1)|X?0% + N(N +2)(N + 1)0%
var {t} == 5

12
[1x12 2 2
[ | X" m% +m5(Nx + 1) +mp(N — Ny) (G.3.3)

_ fENx(Nx +2)(Nx +1)(0® —0f) + N(N +2)(N +1)o%
12 [m(Nx + 1) + mg(N — Nx)]?

It can be shown that this function is an increasing function of multiplicative noise level
(c4) and the additive noise level(op). By supposing that the additive noise is neglecting on
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the detection window (mp and op = 0), we found back the expression from [Lad, 2012] (with
Ters = Nx.fs)

o T%: 6% (Ny 42 TZ; 4 Ny +2
Var{t}g effo—iA (X+) — eff(f_l (X+)

—— G.3.4
12 m3 Nx(Nx +1) 12 'm 'Nx(Nx +1) (G-3.4)

By considering that on the whole detection window samples the useful signal is present,
the expression can be simplified into:

var{f}%f—‘?N(N+2) ‘X|20’24+U% :f—gw(éfl) (G.3.5)
12 (N+1) ‘X|2m3‘+m23} 12 (N+1) 'm

It can be seen that if the additive noise is negligible, which is the case at the vertical beam
(strong backscattering echo specular) the detection time standard is not depending on the
level of multiplicative noise on the beam envelope . The standard deviation is linked
to the number of samples in the detection window and the shape of the beam.



Appendix H

Optimisation tapering shape or
filtering shape

The aim of this chapter is to find the best shape to filter the signal in order to reduce baseline
decorrelation. Filtered by a tapered matched filtering remains to tapered the frequency do-
main wave form allowing to reduce sidelobe. The idea is actually to find the frequency domain
shape with a cosine form allowing to maximize the normalized cross correlation of this shape
around zero. Indeed the coherence coeflicient of the interferometric signal is given by a cross
correlation of frequency-domain shape of the filtered transmitted pulse.

Let us consider, the initial pulse is a linear frequency modulated signal in a quasi rect-
angular transmitted temporal envelope s(t). Its frequency domain envelope S(v) can thus
be approximated by a rectangular function. The matched filter (h(t) or H(v)) allows to
remove the modulation. And after filtering, the frequency domain function (S(v).H(v)) is
real centered on the carrier frequency. The filter is supposed adapted to the transmitted
pulse allowing to annul the imaginary part of the transmitted pulse Fourier transform (thus
H(v) = a(v)S*(v)). The shape of the filter a(v) is assumed to follow the shape of a cosine
function:

o v : B B
a() =47 (rg) i -3 <v<3 (H.0.1)
0 otherwise

where o takes its values from 0 to 4+o00. « equalling 0 correspond to the rectangular
envelope.

Here we aim to improve the coherence ration considering baseline decorralation, expressed
as a particular point of the normalized Fourier transform of the square of the filtered-pulse
envelope:

_ FTsul)(fa) _ [ Su@)Sh(v = fa)dv _ [a(v)a(v — fa)dv (H.0.2)

FT[|s4[%] (0) J Su(v)2dv T a(v)2dv

Where f, = c%% Ct‘fjg(? as shown in (2.1.36)). a(v) is a continuous derivative function thus
if f, is low (which is the case since we search to limit baseline decorrelation for medium and
wide swath thus when f, relatively low), the developpement using Taylors series is possible:

169



170 APPENDIX H. OPTIMISATION TAPERING SHAPE OR FILTERING SHAPE

~14 Z {fa} Ja( )Qdyd’/ (H.0.3)

Every odd derivates of a(v) gives the integrale [ a(y)a(i)(v)dyequal to 0.
The even derivate of the function a(v) are polynomial expression of cosine:

v)= nzobm sin(%)% COS(%)“_Q" (H.0.4)
thus:
(22) — - . : LV 2n LV 2a—2n
/a(u)a (v)dv nzzobw/sm(B) cos( B) dv (H.0.5)

The integration by part gives:

B v% TV
d _ bzn o (T \2n—1 TP \2a—2n+1
/ 2 v Z [ Ga— 1) i) sl p)

1
+(2a—2n—|—1)

_ b |— 2B 7 | fal 20—2n+1
= Z in | "1 (55
(2a—2n+1)" 2B

1
+(204—271—#—1)

/Sin(g)2n2 COS(%)Q(JonJerV
(H.0.6)

/sin( 5 )Qn 2 COS(%)2&—2n+2dV

TIf o > 1/2 and f, is low, all the{f,}* [ a(v)a®) (v)dv = o(f?) for i>1.
And for f a low the coherence coefﬁc1ent can be approximated by;

“ v)dv
{f2} J o f (>2dy (H.0.7)

Using the expression of the second derivative of a(v):

adPw) = <%)2 ala—1) sin(%)2 COS(Z) 2 (%)2 acos(%)a (H.0.8)

And the realation obtained by integration by part:

/sin(ﬁg)2 COS(%)QO‘_QCZV = o(fa) + 2a1— 1 /COS( B )2 dy (H.0.9)

The integrative part of in the expression of the coherence level is:

/a(u)a@)(y)dy _ (%)2 {0‘2(2::;) - a] /cos( e (H.0.10)

The term p (coherence level) given at first approximation by if « is between 1/2 and +o0:
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N 1/m N2 [ala—1) B 1L/m ,\2
pel+s () [za_l‘o‘} =145 (54a) 9@ (HO.11)
Let us find the maximum of g(«):
roon _2a2(a -1)
g (a) = 7(20[ T2 (H.0.12)

The maximum happens when o = 1.

When the parameter « is higer than 1/2 for f, low the coherence level can be approximated
by the second order polynom . It can be noticed that the function g(«) is a negative
fonction (which is logical since the coherence coefficient has to be lower than 1). In this
condition, the optimal degree is 1 for the filter shape.

If a lower than 1/2 the behaviour of the coherence ratio change with introducing power of
fa lower than 2. If a = 0 the coherence ratio is a triangle function of f,. By changing a from
1/2 to 0 the polynomial shape is not anymore a second order of f,, but a shape introducing
degree of |f,| between 1 and 2. Actually the dominant power of the coherence ratio as a
function of f, is in this case 1 + 2a. With « going from from 1/2 to 0 the coherence goes
from a second order polynome shape towards the triangular shape (triangle being inside rhe
polynome shape for low f,). Thus for f, low the better power a between 0 and 1/2 is 1/2.

The numerical approach shows that between 1/2 and 1, 1/2 is better, since it keep arround
0 a behaviour around 0 of a second order polynome whil when f, increases it takes the
characteristic of the triangle function.






Annexe 1

Résumé en Francais : Impact des
signaux modulés sur la précision de
mesures bathymétriques issues de
sondeurs multifaisceaux

Cette partie d'une dizaine de pages a pour but de résumer succinctement en francais 1’en-
semble de ce manuscrit de thése conformément aux accords de dérogation conclus avec ’école
doctorale Matisse.

Buts et problématiques de cette thése

La nouvelle génération de sondeurs multifaisceaux utilise des signaux modulés combinés avec
un filtrage adapté, ce qui permet d’atteindre des portées plus importantes (grace a 'amé-
lioration du rapport signal sur bruit) tout en gardant une bonne résolution (compression
d’impulsion). Cependant, il a été observé qu’en pratique ces sondeurs utilisant la modula-
tion de fréquence (FM) n’atteignent pas les niveaux de performance attendus. L’objectif de
la thése consiste & comprendre pourquoi les signaux FM utilisés en bathymétrie sont plus
dégradés que les signaux a bande-étroite (CW) afin d’ensuite proposer des solutions. Une
premiére hypothése sur la cause de cette dégradation est I'impact de 'effet Doppler. En effet,
les antennes fixées sous la coque du bateau sont soumises aux mouvements du bateau, ce qui
induit un effet Doppler sur le signal recu qui n’est alors plus « adapté » au filtre adapté. Le
travail de thése s’attache donc & modéliser et interpréter 'impact du Doppler sur les signaux
FM en comparaison avec les signaux CW. D’autre part, il se concentre également sur la re-
cherche d’autres causes des pertes de qualité liées a 'utilisation de signaux FM. Finalement,
nous proposerons des solutions d’amélioration soit par post-traitement, soit en utilisant des
signaux modulés mieux adaptés.

Le manuscrit est donc divisé en trois grandes parties. La premiére est un état de ’art
permettant au lecteur de se familiariser avec les bases du travail de thése telles que les principes
de fonctionnement des systémes multifaisceaux et le traitement du signal associé : mesure
bathymeétrique, compression d’impulsion, modulation, etc. La seconde partie rentre dans le
vif du sujet et présente 'analyse des causes de dégradations observées lors de 1'utilisation de
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signaux modulés. La troisiéme donne des pistes d’amélioration réalisables qui ont été testées
en simulation et sur le terrain.

I.1 Partie 1 : Etat de Part

Les différentes notions exposées dans cette partie ont pour but d’éclairer le lecteur en pré-
sentant les notions clés afin de mieux appréhender la problématique du travail de thése :
comprendre pourquoi les signaux modulés ne permettent pas d’atteindre les améliorations de
qualité de mesure attendues; trouver différentes causes et proposer des solutions d’améliora-
tion. Nous expliquerons succinctement les principes de fonctionnement des sondeurs multifai-
seaux bathymeétriques et l'intérét d’utiliser les signaux modulés (compression d’impulsion)

I.1.1 Principe de fonctionnement du sondeur multifaisceaux bathymétrique

Ficurke 1.1.1 — Principe du sondeur multifaisceaux

Le systéme sondeur multifaisceaux est fixé sur une plateforme en surface. Il est divisé en
une partie émission et une partie réception. Le faisceau d’émission de 'antenne d’émission
est trés étroit selon la direction y (longitudinale au porteur) et trés étroit selon z (direction
transversale). La partie réception est constituée d’un éventail de faisceaux chacun déterminé
par l'angle 6 présentant un diagramme inverse a I’émission (étroit selon x, large selon y). Le
signal regu est le signal rétro-diffusé par la section du fond marin par I'intersection des deux
diagrammes.

La bathymétrie consiste & estimer le couple 6 et R. A chaque impulsion émise, une ligne
de points sonde (selon x) est donc décrite. La direction y est décrite au fur et & mesure des im-
pulsions lors de ’avancée du porteur. L’angle 6 est supposé connu par la formation de voies ou
faisceaux. En effet, pour former ’ensemble des faisceaux de réception, I’antenne de réception
est dépointée en introduisant le retard associé au dépointage d’angle 6. La formation de voie
est dite « en phase » lorsque le retard de dépointage est introduit grace a la multiplication
par le terme de phase associé. La formation de voie est « temporelle » lorsque l'on retient
I’échantillon temporel le plus proche du retard & appliquer auquel on ajoute le terme de phase
résiduel. L’estimation du parameétre R est faite grace & 'estimation du retard associé a la
propagation.
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Il y a deux maniéres d’estimer ce retard :

e Pour les faisceaux proches de la verticale, la détection se fait a partir de ’enveloppe
temporelle du signal recu & 'aide du barycentre.

e Pour les faisceaux extérieurs, la détection est faite par interféromeétrie.

Dans ce dernier cas, 'antenne de réception est divisée en deux sous antennes (la distance
séparant les deux centres des sous antennes par rapport 4 la longueur totale de ’antenne définit
la baseline). La différence de phase des deux signaux issues de ces sous antennes est mesurée
(pour chacun des faisceaux). Sur les parties cohérentes des signaux interférométriques, elle
forme des rampes de phase en fonction du temps. L’estimation du retard se fait par détection
du passage & zéro de ces rampes de phase.

I[.1.2 Filtrage adapté et compression d’impulsion

L’utilisation de signaux modulés en fréquence (FM) permet d’accroitre 1’énergie émise dans
le milieu (via la durée d’émission) et ainsi gagner en rapport signal & bruit en réception
par rapport au bruit ambiant, tout en gardant une bonne résolution. En effet la modulation
permet de dissocier la durée de I'impulsion et son occupation spectrale. La résolution est liée
a la durée de 'impulsion. Gréace a la compression d’impulsion, en appliquant le filtrage adapté
(filtrage par le conjugué de linverse temporel du signal), 'impulsion est équivalente a un
signal plus court et plus puissant.

I[.1.3 Observation de la dégradation sur données réelles

La dégradation de la qualité de mesures bathymétriques a été observée sur les données issues
de plusieurs systémes. Ici, nous ne présenterons qu’'une série de données issues du EM710 du
R/V Falkor (avec le consentement de J. Beaudoin, UNH).

FiGURE 1.1.2 — Mesures bathymétriques EM710

La partie de droite de la figure [[.1.2) présente la mesure bathymeétrique lors de 'utilisation
de signaux non modulés (CW), celle de gauche présente le résultat de mesure lorsque le mode
modulé (FM) a été activé sur les secteurs extérieurs. La portée du systéme a été améliorée
puisque cette action a permis d’accroitre la fauché. Cependant, la mesure bathymétrique est
plus bruitée pour les faisceaux utilisant des signaux modulés.
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1.2 Partie 2 : Etudes des causes de dégradation

I.2.1 L’effet Doppler
1.2.1.1 Modélisation

L’antenne fixée sur le porteur est soumise au mouvement du porteur (roulis, tangage, lacet,
pilonnement etc..). Le signal requ est donc influencé par leffet Doppler et n’est donc plus
adapté par rapport au filtrage adapté (la compression d’impulsion ne se produit pas correcte-
ment). La question ici est : 'effet Doppler influence-t-il plus la mesure issue lors de 'utilisation
des signaux modulés plutot que les signaux non modulés? Une étude méthodique de 'effet
Doppler sur la mesure bathymétrique par interférence (détection sur la rampe de phase) dont
les résultats ont été confirmés sur donnée simulée, a été menée. Les sous antennes de réception
sont modélisées par deux récepteurs ponctuels et on s’intéresse a la contribution d’un réflec-
teur situé a la direction . Cette modélisation a montré que 'effet Doppler affectait le signal
recu de deux maniéres créant une erreur sur l’estimation de la fréquence mais aussi de la diffé-
rence de marche. Dans le cas ou la formation de voies est formée en temps, seulement ’erreur
de différence de marche va affecter la mesure bathymétrique. Cela résulte en une erreur sur
I'estimation de ’angle de pointage de voie qui se trouve biaisé ceci de la méme maniére lors
de l'utilisation de la FM ou du CW.

Formation de Formation de
voies en “phase” voies
“temporelle”
CW —*< tan = tanf
FM orore tan 0 L tan 6
C (&

TABLE 1.1 — erreur d’estimation de ’angle de pointage

Le tableau récapitule les erreurs d’estimation de 1’angle de pointage (valable pour les
signaux FM et CW), ot € est I’angle de pointage théorique. Cette erreur dans l’estimation de
I’angle de pointage entraine une erreur sur l'instant de détection.

De plus si on utilise la FM, un biais sur 'instant de détection est introduit parce que le
signal recu n’est plus adapté au filtrage adapté (ce qui crée un décalage temporel du lobe
principal de I’enveloppe du signal compressé) Cependant ce biais est déja pris en compte par
les sonars bathymétriques multifaisceaux et est corrigé. Dans ces conditions, Veffet Doppler
n’affecte pas plus les mesures bathymeétriques issues a partir des signaux FM que celles issues
du CW.

1.2.1.2 Simulation

Les résultats du modéle sont confrontés & une série de simulations permettant leur validation.

Chaque observation est simulée dans le plan vertical-transversal. Le fond marin est consti-
tué par une ligne de micro réflecteurs (en moyenne une dizaine de micros réflecteurs contribue
pour un instant donné). A chaque instant, la distance micro réflecteurs et éléments de 1’an-
tenne (constituée de 128 éléments) de réception est calculée. Cette distance est variable, ce
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qui introduit 'effet Doppler. Les mouvements pris en compte peuvent étre paramétriques (si-
nusoidal, parameétre amplitude A et période T') ou issus d’un fichier d’enregistrement d’une
centrale d’attitude. A chaque instant, la contribution des micro réflecteurs est calculée. La
formation de voies est faite “en temps”. Pour U'interférométrie, la “baseline” choisie est de 1/3.
Ici, on présente les résultats (tableau pour un mouvement paramétrique vertical sur la
voie & 40° pour deux signaux équivalents : un signal non modulé (CW) de 2ms et un signal
modulé en fréquence (FM) d’une durée 20ms et avec une bande de 500Hz.

Sans mouvement | A=1m,T=10s | A=bm,T=10s | A=10m,T=10s
Simulation
Bruit sur rampe de 0,138 rad 0,143 rad 0,146 rad 0,299 rad
phase CW
Bruit sur rampe de 0,452 rad 0,392 rad 0,245 rad 0,551 rad
phase FM
Erreur instant de 0s 4,0107% s 201073 s 391073 s
detection CW
Erreur instant de 0s 30107 s 22,7103 s 2541073 s
detection FM

Prédiction

Erreur instant de 0s 3,9 10~ %s 2,010 s 3,010 s
detection CW

Erreur instant de 0s 541075 271073 s 541073 s

detection FM

TABLE 1.2 — Erreur sur I'instant de detection et niveau de bruit sur rampe de phase, cas n°l:
sans Doppler (référence) cas n°2, 3 et 4: mouvement vertical sinusoidal d’ amplitude A= 1,
5, 10 m

Les résultats des simulations concordent avec les prédictions du modéle théorique. L’effet
Doppler introduit un biais de mesure dans le cas des signaux FM et CW. Le biais introduit par
la compression d’impulsion (non adapté) est corrigé aprés détection en utilisant les données
de vitesse de la centrale d’attitude. Il reste donc le biais di & l’erreur de pointage. Cette erreur
était inconnue précédemment probablement noyée dans d’autres causes de dégradation (erreur
importante pour des angles de voie importants). De ce point de vue, les signaux FM ou CW
ne sont pas influencés différemment. La statistique des rampes de phase lors de 'utilisation
des signaux FM est bien plus bruitée que celle provenant des signaux CW (les résultats des
simulations tableau et ceci également sans effet Doppler. Une autre question s’est posée :
la statistique des rampes de phase (donc la statistique sur instant de détection ou niveau
de bruit) est-elle plus impactée par U'effet Doppler dans le cas des signaux FM que pour les
signaux CW ? Une série de simulations a démontré que l'impact de l'effet Doppler sur la
statistique des rampes de phase est négligeable par rapport aux différences observées entre les
deux types de signaux.
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1.2.1.3 Conclusion

L’effet Doppler ne permet pas d’expliquer la perte de performance. Aprés correction du biais
dd & la compression d’impulsion, la détection n’est pas plus impacté lors de 'utilisation de
signaux FM que CW. La perte en amplitude causée par le filtrage adapté appliqué sur un
signal ayant subi 'effet Doppler ne réduit pas de fagon significative le rapport signal sur bruit.
Qui plus est, nous avons montré que 'effet Doppler n’influencait pas sur la statistique de la
détection (les statistiques des rampes de phase restent inchangées). Cependant, il a bien été
noté que les rampes de phase sont plus bruitées lors de 'utilisation de signaux FM.

I.2.2 Recherche d’autres causes de dégradation : impact des lobes secon-
daires

Finalement, notre étude a démontré que l'effet Doppler n’était pas une cause suffisante d’ex-
plication des dégradations observées sur la qualité des mesures bathymétriques lorsque 1'on
utilise la FM.

Les résultats des simulations pour confirmer les impacts théoriques de 'effet Doppler ont
montré que le bruit de phase du signal interférométrique était plus important sur les signaux
FM aprés compression d’impulsion que sur les signaux CW, ceci méme dans le cas d’immobilité
des antennes de réception et d’émission. Ce bruit est intrinséque a la mesures puisque cette
observation a été faite sur des signaux simulés sans bruit additif.

Ici nous listons I’ensemble des causes possibles de bruit impactant sur la qualité des rampes
de phase :

e Bruit ambiant ou bruit additif (qui n’est certainement pas prépondérant pour les données
FM puisque le rapport signal a bruit est amélioré d’un facteur B.T de ce point de vue)

e Multi-trajet (non pris en compte/ puisqu'’il s’agit de sondeurs moyen-grand fond)

e Décorrélation spatiale ou glissement d’empreinte (qui consiste a dire que les deux sous
antenne ne voit pas tout a fait la méme empreinte (mais chacun une empreinte légére-
ment décalée) ce phénomeéne est négligeable pour les sondeurs multifaisceaux puisque la
mesure bathymétrique est faite dans ’axe de la voie.

e Décorrélation angulaire ou baseline decorrelation (certainement le phénoméne prépon-
dérant lors de l'utilisation des signaux FM)

La décorrélation angulaire est souvent décrite en considérant que 'empreinte de fond marin
contribuant & un instant donné comme une source propre de diffusion. Les centres de phase des
2 sous-antennes sont percus du point de vue de cette empreinte selon des directions angulaires
différentes. La durée d’impulsion du signal FM-compressé apparait plus longue que CW du a
la présence de lobes secondaires temporels, donc 'empreinte sur le fond & un instant donné
est plus large en considérant ce signal équivalent FM (signal compressé) qu’en CW. Plus
I’empreinte est étendue, plus le diagramme de rayonnement de 'empreinte est fluctuant. Le
résultat est une perte de cohérence des deux signaux recus par les sous-antennes.

Une analyse théorique a été réalisée permettant de prédire le niveau de bruit sur la dif-
férence de phase interférométrique (rampes de phase) en fonction de la configuration de 1'in-
terféromeétre (profondeur de 'eau H, ’angle du faisceau 6y, de la distance entre les deux sous



[.2. PARTIE 2 : ETUDES DES CAUSES DE DEGRADATION 179

antennes a...) et la forme des impulsions s (dans le cas de la FM, il s’agit de la forme du signal
compressé).

La cohérence des signaux interféromeétriques considérant la décorrélation angulaire (bruit
intrinséque au signal utilisé) est donné par , ou TF est la transformée de fourrier.

o [(SaSy) T[] (feh )
T Sssy sy TERPIO) e

Ce coeflicient peut étre transformé en rapport signal & bruit intrinséque :
dip = —— (1.2.2)

Le rapport signal & bruit incluant bruit intrinséque et bruit additif est donné par I’équation
(I.2.3)), le rapport signal a bruit venant du bruit additif étant prédit a partir de I'équation
sonar.

1 1 1 1
=—+ + (1.2.3)

diot  din  dadd  dindadd

L’impact sur la statistique de la rampe (écart type) de phase est donné par :

2
1 +d(1- 00574 nd)

o(A¢) = (1.2.4)

d+1

1.2.2.1 Impact théorique des lobes secondaires

Ici on considérera deux signaux comparables :
e CW 3 ms dans une enveloppe en cosinus carré (signal non modulé utilisé par 'EM710).

e F'M 20 ms, bande 830Hz. Ce signal compressé présente un lobe principal trés proche du
signal précédent, la différence entre ce signal compressé et le signal CW précédent est
la présence des lobes temporels secondaires.

La figure présente le résultat en terme de prédiction par rapport au bruit intrinséque.
La premiére sous figure présente le niveau de cohérence des signaux interférométriques, rappe-
lons que celui ci est donné par la transformée de Fourrier normalisée du carrée de I’enveloppe
du signal en un point particulier dépendant des paramétres géométriques. Le niveau de co-
hérence est plus faible quelque soit la configuration interférométrique lors de 'utilisation de
signaux FM. Les lobes secondaires temporels du signal compressé entraine une décorrélation
des signaux. Le niveau de bruit des rampe de phase (donc de l'instant de détection) est donc
plus important (deuxiéme sous figure). La configuration choisie ici est H = 200m, a = 0.33m,
fe = 73000Hz.
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Ficure 1.2.1 — Prédiction du niveau de cohérence des signaux interférométriques et de bruit
sur rampes de phase, rouge: signal FM, bleu: signal CW

1.2.2.2 Simulations

La prédiction est comparée & une série de simulations prenant en compte ’antenne compléte
de réception pour validation. Ici, on compare (fig les deux signaux précédents (rouge et
bleu) avec un troisiéme signal (vert) : FM 20 ms, bande 500Hz, signal habituellement utilisé
par PEM710. La statistique (ou niveau de bruit) des rampes de phase est estimée sur une
fenétre autour de l'instant théorique de détection sur 20 réalisations.
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Ficure 1.2.2 — Comparaison estimation du bruit sur rampe de phase avec prédiction du
modéle théorique CW (bleu), FM 500 Hz (vert), FM 830 Hz (rouge)

1.2.2.3 Données réelles

Une série de données réelles a été enregistrée en juin 2012 par Kongsberg Maritime a 1’aide
de PEM710 du M/K Simrad-Echo. Le fond marin est plat situé a 200m de profondeur. Le
systéme explore une trés petite zone pour préserver la statistique de ’observation.
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Ficurkg 1.2.3 — Niveau de bruit sur rampes de phase en fonction de la tangente de ’angle de
voie (proportionel a la distance), CW (bleu); FM 830 Hz (rouge); FM 500 Hz (vert).

Les conditions interférométriques sont les mémes que pour les simulations et prédictions
du modeéle. Chacun des trois signaux précédents a été utilisé pour deux série de mesures
(données apreés formation de voies et données capteurs disponibles); la premiére utilisant
le niveau maximal d’émission (0dB); la seconde avec un niveau d’émission beaucoup moins
important -20dB du niveau maximal (fig . Dans la premiére série de mesure & 0 dB,
les signaux sont trés peu impactés par le bruit ambiant ; le bruit présent sur les rampes de
phase vient principalement du bruit intrinséque. Dans la seconde série de mesures, le bruit
ambiant impacte les sondes principalement pour les angles de voies importants ; la compression
d’impulsion donne de ’avantage aux signaux FM.

1.3 Partie 3 : Proposition d’amélioration

[.3.1 Apodisation de I’enveloppe du signal émis

Il est possible d’améliorer la qualité bathymétrie, en réduisant les niveaux des lobes secondaires
aprés compression d’impulsion. Le lissage de ’enveloppe du signal FM émis permet de réduire
ces lobes secondaires apres compression d’impulsion.

Cette amélioration sur la mesure bathymétrique a été confirmée par des simulations et
testée in situ (se reporter au manuscrit principal).

Cette méthode améliore la mesure bathymétrique lorsque le bruit intrinséque est la princi-
pale cause de bruit. Cependant dans le cas ou la cause de bruit principale est le bruit ambiant,
on perd un certaine avantage de la compression d’impulsion. FEn effet, I’apodisation de I’en-
veloppe du signal réduit I’énergie du signal transmis donc le rapport signal & bruit (du point
de vue du bruit additif). Cette faiblesse peut étre compensée en ré-augmentant la durée du
signal. Cependant la durée du signal ne peut étre indéfiniment allongée (matériel, explora-
tion colonne d’eau). Une nouvelle piste est donc de garder le maximum d’énergie transmis en
gardant une enveloppe carrée est de travailler en réception par filtrage.
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Figure 1.3.1: Prédiction du niveau de bruit sur rampes de phase dépendant de la forme des
impulsions. réduction des lobes secondaires en utilisant des envelopes apodisés (rouge:10%,
magenta:50%, noir:75%, vert: 100%)

I.3.2 Filtrage par un filtre adapté apodisé

Une autre piste pour réduire les lobes secondaires de la compression d’impulsion consiste &
utiliser un filtrage adapté dans une fenétre de pondération (apodisation). Cependant, cette
méthode réduit la bande du signal. Le lobe principal du signal compressé se trouve alors élargi.
Les avantages de cette méthode dépendent donc de la configuration. La réduction de la bande
(et donc élargissement du lobe principal du signal compressé) était compensé dans le cas
précédent car travaillant en émission la bande balayé avait été élargi afin de préservé la bande
équivalente du signal. Cette méthode est donc moins intéressante considérant la réduction du
bruit intrinséque que la précédente. Cependant elle permet de mieux conserver I'intérét de la
compression d’impulsion, puisqu’il est possible de choisir le type de filtrage : filtrage adapté
classique ou apodisé suivant si le bruit intrinséque ou bruit additif est prédominant.

Cette méthode a été testée en simulation et sur les données réelles a partir des signaux
capteurs (de I'antenne) qui ont été traités (se reporter au manuscrit principal).

I.3.3 Utilisation de modulation de fréquence non linéaire

Afin de conserver une enveloppe d’émission rectangulaire (maximum d’énergie émise) et ré-
duire les lobes secondaires de la compression d’impulsion, il est possible de changer la forme de
modulation de fréquence. Une forme non linéaire de modulation (fig permet de changer
la forme de 'occupation spectrale du signal. La compression d’impulsion présente des lobes
secondaire d’amplitude plus faible (fig [[.3.3)).
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Figure 1.3.2: relation temps-fréquence de la modulation (Bleu: modulation linéaire de
fréquence, Rouge: Modulation non linéaire de fréquence)

Le niveau de bruit sur rampes de phase (considérant le bruit intrinséque seul) est donc
prédit moins important. De plus comme ’enveloppe est rectangulaire le lobe principal conserve
le maximum d’énergie (contrairement a la méthode qui consiste & pondérer I'enveloppe du
chirp), donc on garde 'intérét complet de compression d’impulsion vis & vis au bruit ambiant.
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Fi1GURE 1.3.3 — Compression d’impulsion et prédiction bruit sur rampe de phase: Chirp linéaire
dans enveloppe rectangulaire (bleu), Chirp non-linear dans enveloppe rectangulaire (rouge),
Chirp linéaire dans envelopppe en cos2 (vert) (considérant bruit intrinséque)

Néanmoins cette méthode présente une faiblesse en cas d’effet Doppler : la diminution des
lobes secondaires de la compression d’impulsion n’est effective que lorsque le signal est bien
adapté au filtrage adapté. Il faudrait donc envisager de prédire ’effet Doppler avant filtrage
adapté afin de procéder & la compression d’impulsion & I'aide d’un filtre adapté ’dopplerisé’.

Conclusion

La nouvelle génération de sondeurs multifaisceaux utilise des signaux modulé en fréquence
afin d’atteindre des porté plus importante tout en gardant une bonne résolution. Il est ainsi



ANNEXE I. RESUME EN FRANCAIS : IMPACT DES SIGNAUX MODULES SUR LA
PRECISION DE MESURES BATHYMETRIQUES ISSUES DE SONDEURS
184 MULTIFAISCEAUX

possible d’émettre plus d’énergie en augmentant la durée d’émission. Grace & la compression
d’impulsion, le procédé est équivalent & émettre une impulsion plus puissante d’une durée
plus courte.

En pratique, la portée des systéme a bien été accru, cependant la mesure issue de ces
systéme apparait plus bruité. Cette observation apparait contradictoire puisque la compression
d’impulsion permet théoriquement d’augmenter le rapport signal a bruit.

Deux causes de dégradation possible ont été étudiées ici. La premiére piste était l'effet
Doppler. En effet la compression d’impulsion ne s’effectuant pas correctement en cas d’effet
Doppler. Les signaux FM pourraient étre plus impactés que les signaux classique lors des
mouvement des antennes d’émission et réception soumis au roulis, tangage, pilonnement etc.
L’étude a conclu que 'effet Doppler entrainait des biais de mesures. Un premier biais présent
dans le cas de signaux FM et CW est créé par un dépointage de la voie di a 1’ effet Doppler.
Le second présent dans les cas de signaux FM uniquement est di & la compression d’impul-
sion. Considérant que ce biais est corrigé aprés traitement a partir des données de vitesse
enregistrées par la centrale d’attitude, ’effet Doppler n’impacte pas plus les signaux FM que
CW.

La deuxiéme piste d’étude est centrée sur la recherche de cause de bruit intrinséque. Il a
été montré que la contribution des lobes secondaires de la compression d’impulsion entraine
une décorrélation des signaux interférométriques, bruitant les rampes de phase, ce qui impacte
la statistique de la détection.

Il a donc été exploré trois pistes d’ameélioration permettant de réduire les lobes secondaires.
Une méthode classique pour réduire les lobes secondaire consiste a pondérer I'enveloppe du
signal. La premiére proposition est d’appliquer cette méthode en émission. La bande équiva-
lente du signal est préservée de tel sorte que les lobes secondaires sont diminués sans élargir
le lobe principal. Cette apodisation a été testé en simulation et in situ. Elle permet de réduire
le bruit intrinséque au signal, cependant en utilisant une enveloppe d’émission pondérée on
réduit I’énergie de 'impulsion. La compression d’'impulsion (utile vis & vis du bruit ambiant)
n’est donc pas utilisée de maniére optimale. Pour pallier ce probléme dépendant du niveau de
gain souhaité pour la compression d’impulsion, on peut augmenter la durée de I'impulsion. La
seconde proposition est de garder I’émission dans une enveloppe rectangulaire et de travailler
en réception en utilisant le filtrage adapté dans une fenétre pondérée. Elle a été également
testée en simulation et in situ. Cette méthode permet d’adapter le filtrage en fonction du
type de bruit prépondérant. Cependant elle est moins efficace que la premiére car si le ni-
veau des lobes secondaires est abaissé, le lobe principal est élargi ce qui crée un décorrélation
additionnelle des signaux interférométriques selon certaines configurations. Afin de garder
une compression d’impulsion optimale tout en réduisant les lobes secondaires, on propose
comme troisiéme méthode d’utiliser d’autres formes de modulation de fréquence. Cette mé-
thode semble prometteuse (testée en simulation) car elle présente dans tous les cas de figure
des mesures théoriquement moins bruitées (gain en compression d’'impulsion, gain vis & vis des
lobes secondaires atténués). Cependant, elle n’a pas été testée in situ (nécessitant une adap-
tation mineure du systéme d’émission). D’autre part, elle nécessite certainement d’adapter le
traitement en réception (en prenant en compte I'effet Doppler pour le filtrage adapté).
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