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Abstract

Most of the modern wireless communication systems as WiMAX, DVB-NGH, WiFi,

HSPA+, LTE and 4G have adopted the use of multiple antennas at the transmitter

and the receiver, called multiple-input multiple-output (MIMO). Space time coding for

MIMO systems is a promising technology to increase the data rate and enhance the

reliability of wireless communications. The diversity-multiplexing tradeoff (DMT) char-

acterizes the interplay between date rate and reliability achieved by any transmission

over MIMO channels.

Space-time block codes (STBCs) are commonly designed according to the rank-

determinant criteria suitable at high signal to noise ratios (SNRs). In contrast, wireless

communication standards employ MIMO technology with capacity-approaching forward-

error correcting (FEC) codes like turbo codes and low-density parity-check (LDPC)

codes, ensuring low error rates even at low SNRs.

In this thesis, we investigate the design of STBCs for MIMO systems with capacity-

approaching FEC codes. Conventional STBC design criteria are asymptotic while

capacity-approaching FEC codes achieve their desired performance at a specific SNR

depending on the coding rate. We start by optimizing a low complexity maximum-

likelihood (ML)-detection STBC according to the trace criterion, accurate at low SNRs.

The resulting STBC outperforms the original STBC in the context of a WiMAX sys-

tem especially with low coding rates. Afterwards, we propose a non-asymptotic STBC

design criterion based on the bitwise mutual information (BMI) maximization between

transmitted and soft estimated bits at a specific target SNR. We optimize several conven-

tional STBCs according to the BMI criterion. Their design parameters are shown to be

SNR-dependent leading to the proposal of adaptive STBCs. Among them, our proposed

adaptive trace-orthonormal based STBC shows identical or better performance than

standard WiMAX profiles for all coding rates. In addition to performance, the complex-

ity is an important issue for practical communication systems. Therefore, we assess the

complexity of the WiMAX receiver. Moreover, the proposed adaptive trace-orthonormal

STBC is proven to be ML-detected with a low complexity at low SNRs. The proposal

of adaptive STBCs is important for system design as they can always provide the best

performance with the lowest complexity compared to conventional non-adaptive STBCs.

The first part of our study assumes that transmit and receive antennas are perfectly

uncorrelated. This assumption depends on the communication environment and is not

always valid e.g., in indoor case or for mobile phones. Thereby, to complete our study,

we investigate the effect of spatial correlation between antennas on the performance of



coded MIMO systems. The correlation effect differs depending on the employed MIMO

codes. We show that the BMI criterion can always be used to classify and select the

suitable MIMO code depending on the communication environment.

Afterwards, we examine MIMO systems using more than dual transmit antennas.

In order to limit the system complexity increase, we consider that an antenna selection

(AS) is performed where the transmission is only done via best antennas. In the MIMO

literature, the AS for MIMO systems has been studied only for the case of uncoded

systems where it has been proved that it provides large diversity and SNR gains. In this

thesis, the benefits of AS technology for coded MIMO systems are addressed. We start

by designing adaptive STBCs for MIMO systems employing the AS then we show that,

although no additional diversity gain is observed in this context, a substantial SNR gain

of more than 3 dB is obtained with respect to a conventional WiMAX system.

Conventional STBCs are designed according to the rank-determinant criteria in a

way achieving the asymptotic DMT frontier. Recently, the finite-SNR DMT has been

proposed as a novel framework to characterize the DMT at finite SNRs. Our last con-

tribution consists of the derivation of the exact finite-SNR DMT for MIMO channels

with dual antennas at the transmitter (2 × Nr) and/or the receiver (Nt × 2). Both

uncorrelated and correlated Rayleigh fading channels are considered. It is shown that at

realistic SNRs, achievable diversity gains are significantly lower than asymptotic values.

This finite-SNR could provide new insights on the design of STBCs at operational SNRs.



Résumé

Les systèmes de communication modernes sans fil tels que WiMAX, DVB-NGH,

WiFi, HSPA+, LTE et 4G ont adopté l’utilisation de plusieurs antennes en émission et

réception. Dans ces systèmes dits Multiple Input Mutliple Output (MIMO), le codage

espace-temps est une technologie prometteuse permettant d’augmenter le débit et la

fiabilité des communications sans fil. Le compromis diversité-gain de multiplexage ou

Diversity-Multiplexing Tradeoff (DMT) caractérise l’interaction entre le débit et la fia-

bilité d’une transmission sur les canaux MIMO.

Les codes espace-temps en blocs ou Space Time Block Codes (STBCs) sont souvent

conçus selon les critères du rang et du déterminant, appropriés pour les rapports signal

sur bruit (RSB) élevés. En revanche, les standards définissent l’utilisation du codage

MIMO en association avec un codage correcteur d’erreur puissant ou Forward Error

Correction (FEC) comme un turbo code ou un code Low-Density Parity-Check (LDPC)

garantissant de faibles taux d’erreurs même pour des faibles valeurs de RSB.

Dans cette thèse, nous étudions la construction des STBCs pour les systèmes MIMO

utilisant un FEC puissant. Les critères de construction classiques des STBCs sont

asymptotiques alors que les codes FEC sont constuits pour fonctionner à un RSB

spécifique habituellement dans la gamme des bas RSB. Nous avons par conséquent com-

mencé par optimiser un STBC de faible complexité de détection selon le critère de la

trace, approprié aux bas RSBs. Le code obtenu surpasse le code original dans le con-

texte du système WiMAX, en particulier pour les faibles rendements de codage FEC.

Puis nous proposons un critère de construction non-asymptotique des STBCs, basé sur

la maximisation de l’information mutuelle entre les bits émis et reçus, dite Bitwise Mu-

tual Information (BMI). Selon le critère de la BMI, nous optimisons plusieurs STBCs.

Nous proposons des STBCs adaptatifs grâce à l’optimisation de leurs paramètres selon

le RSB. Parmi eux, nous construisons un code adaptatif basé sur la structure du STBC

trace-orthonormal. Le code proposé donne des performances identiques ou meilleures

que les codes du standard WiMAX pour tous les rendements de codage FEC. En plus

de la performance, la complexité est un enjeu important pour les systèmes pratiques.

Par conséquent, nous nous intéressons également à la complexité du récepteur WiMAX.

Nous montrons notamment que la détection du code trace-orthonormal adaptatif obtenu

est moins complexe pour les faibles RSBs. La construction de codes adaptatifs constitue

un enjeu important pour les systèmes pratiques car ils offrent de meilleures performances

pour une complexité de détection moindre.



La première partie de l’étude considère que les antennes en émission et en réception

sont parfaitement décorrélées. Cette hypothèse dépend de l’environnement et n’est

pas toujours valable, par exemple en indoor ou pour les téléphones mobiles. Ainsi,

pour compléter l’étude, nous étudions l’effet de la corrélation entre les antennes sur

les systèmes MIMO codés. L’effet de la corrélation varie selon le code MIMO utilisé.

Le critère de la BMI peut toujours servir pour classifier et sélectionner le code MIMO

approprié en fonction de l’environnement de communication.

Ensuite, nous nous intéressons aux systèmes MIMO utilisant plus de deux antennes

à l’émission. Afin de limiter l’augmentation de complexité du système, nous considérons

qu’une sélection d’antenne ou Antenna Selection (AS) est effectuée afin de n’utiliser

que les meilleures antennes. Dans la littérature MIMO, l’AS n’est étudiée que pour les

systèmes MIMO sans codage FEC où il est montré qu’elle donne des gains à la fois en

diversité et en RSB par rapport à un système 2 × 2 classique. Dans cette thèse, nous

étudions les avantages de l’AS pour les systèmes MIMO codés. Nous construisons des

codes adaptatifs puis nous montrons que, bien qu’aucun gain de diversité ne soit observé

dans ce contexte, un gain en RSB dépassant 3 dB est obtenu par rapport au système

WiMAX 2× 2 classique sans AS.

Les STBCs classiques sont construits de manière à atteindre la frontière du DMT

asymptotique. Récemment, un DMT dépendant du RSB ou finite-SNR DMT a été

proposé visant à caractériser le DMT selon le RSB. Notre dernière contribution consiste

à dériver le finite-SNR DMT exact pour les systèmes MIMO ayant deux antennes en

émission et/ou en réception. Les canaux Rayleigh non corrélés et corrélés sont con-

sidérés. Pour les RSB opérationnels, nous montrons que les gains de diversité atteints

sont largement inférieurs aux valeurs asymptotiques. Ce finite-SNR DMT peut s’avérer

être un nouvel outil de grande utilité pour construire des STBCs efficaces pour différentes

valeurs de RSBs opérationnels.
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Résumé de la thèse

Chapitre 1 : Introduction aux systèmes MIMO codés

Les communications sans fil ont connu une évolution considérable et sont devenues

essentielles dans notre vie quotidienne. En 2012, le nombre d’abonnés mobiles dans

le monde a dépassé les six milliards [ITU12]. Avec cette croissance des appareils et

applications sans fil, le défi pour la communauté scientifique reste toujours de concevoir

des systèmes de communication qui assurent une transmission fiable avec des débits

élevés, ainsi qu’une grande efficacité spectrale et énergétique.

Une solution incontournable pour augmenter le débit sans allouer de bande passante

supplémentaire est de passer vers un système utilisant plusieurs antennes en émission

et en réception dit système Multiple Input Mutliple Output (MIMO). Ce système offre

une efficacité spectrale supérieure (gain de multiplexage) et de meilleures performances

(gain de diversité spatiale) par rapport à un système émettant sur une seule antenne

en émission et en réception appelé système Single Input Single Output (SISO) [TSC98,

ZT03]. Ainsi, les standards des systèmes de communication modernes tels que WiMAX,

DVB-NGH, WiFi, HSPA+, LTE et 4G, définissent l’utilisation de système MIMO codé,

incluant généralement un code à fort pourvoir de correction [OC07, Nua07, BCC+07,

DG07, SOZ11].

Pour bénéficier de ces gains de multiplexage et de diversité, un codage spécifique

connu sous le nom du codage spatio-temporel ou Space-Time Coding (STC) est réalisé

à l’émission [TSC98]. Parmi les codes utilisés pour les systèmes MIMO, on trouve les

codes spatio-temporels en bloc dits Space-Time Block Codes (STBC) où une combinaison

linéaire de plusieurs symboles - dans le domaine des valeurs complexes - est envoyée

via les antennes d’émission sur une durée définie généralement courte. En revanche,

l’utilisation du codage STC augmente la complexité du système surtout à la réception.

Les systèmes pratiques favorisent les codes à faible complexité pour avoir des récepteurs

à faible latence.

Les codes espace-temps en bloc sont généralement conçus selon les critères du rang et

du déterminant, appropriés pour les rapports signal sur bruit (RSB) élevés [TSC98]. En

revanche, les codes correcteurs d’erreurs puissants garantissent des faibles taux d’erreurs

x
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Figure 1: TEB des profiles MIMO du système WiMAX: MA avec une modulation
MAQ-16 et MB, MC avec une modulation MAQ-4; Canal de Rayleigh MIMO quasi-

statique.

même pour des faibles valeurs de RSB.

La question qui se pose est donc la suivante : est-ce que les codes espace-temps

optimisés selon les critères du rang et du déterminant sont adaptés aux systèmes MIMO

codés ?

Considérons par exemple le système WiMAX [Nua07]. Ce système utilise les codes

MIMO du standard IEEE 802.16e-2005 [IEE06]. Deux profils sont obligatoires pour la

voie descendante. Le premier est le code d’Alamouti [Ala98] appelé matrice A (MA). Il

est à diversité pleine mais à rendement unitaire. Le deuxième profil est le multiplexage

spatial [WFGV98] appelé matrice B (MB), qui a un rendement plein. Afin de bénéficier

des gains de diversité et de multiplexage, un autre profil, variante du code d’or [BRV05],

appelé matrice C (MC), est inclus dans le standard IEEE 802.16-e. Pour les RSBs élevés,

le code d’or est connu comme étant le meilleur STBC pour les systèmes MIMO ayant

deux antennes en émission et deux antennes en réception noté 2×2.

La figure 1 présente le taux d’erreur binaire (TEB) des profils MIMO du système

WiMAX en fonction du RSB transmis un canal de Rayleigh quasi-statique. Afin de

transmettre à la même efficacité spectrale, une modulation MAQ-16 est utilisée pour

la matrice A et une MAQ-4 est utilisée pour les matrice B et matrice C. Les résultats

obtenus montrent que la pente des courbes de TEB est plus élevée pour la matrice A

et la matrice C par rapport à la matrice B. Par conséquent, ces systèmes surpassent le

code matrice B à des RSB élevés. Sur la base du TEB et sans codage de canal, le code
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Figure 2: TEB du système WiMAX codé; Code FEC: le turbocode 8-états double
binaire avec des rendements (Rc = 1/2, 2/3, 3/4, 5/6) après 8 iterations du turbo décodage;
Profils MIMO : MA avec une modulation MAQ-16 et MB, MC avec une modulation

MAQ-4; Canal de Rayleigh MIMO quasi-statique.

matrice C devrait don être choisie.

En revanche, la figure 2 présente le TEB du système WiMAX MIMO complet c.à.d.

en considérant les différants profils MIMO associés au code FEC, le turbocode 8-états

double binaire, pour plusieurs rendements de codage Rc. Ces résultats montrent que les

codes espace-temps conventionels ne sont pas adaptés aux systèmes MIMO codés. En

effet, le choix du code MIMO varie selon le rendement de codage FEC Rc. En particulier,

le code matrice C altère les performances des terminaux ayant un faible rendement de

codage. Pour cela, nous traitons dans cette thèse de l’analyse et de la conception de

codes espace-temps en bloc pour des transmissions MIMO codées.



Chapitre 2: Amélioration des STBCs normalisés pour les

systèmes MIMO codés: Vers des STBCs adaptatifs

Dans ce chapitre, nous étudions la construction des STBCs pour les systèmes MIMO

utilisant un FEC puissant. Les critères de construction classiques des STBCs sont

asymptotiques alors que les codes FEC sont conçus pour fonctionner à un RSB spécifique

habituellement dans la gamme des bas RSBs. Nous avons par conséquent commencé

par optimiser un STBC de faible complexité de détection appelé matrice D (MD) [SS07,

SSB+08] selon le critère de la trace [TC01, CYV01], approprié aux bas RSBs. Le code

obtenu surpasse le code original dans le contexte du système WiMAX, en particulier

pour les faibles rendements de codage FEC [EALD11].

Le critère de la trace reste aysmptotique car il cible une gamme de RSB. Cependant,

les systèmes de communications fonctionnent pour un RSB spécifique. Pour cela, nous

proposons un nouveau critère de construction non-asymptotique des STBCs, basé sur la

maximisation de l’information mutuelle entre les bits émis et reçus, dite Bitwise Mutual

Information (BMI). Selon le critère de la BMI, nous optimisons plusieurs STBCs. Cela

conduit à la proposition de STBCs adaptatifs grâce à l’optimisation de leurs paramètres

selon le RSB.

Le premier code adaptatif proposé est le code matrice D adaptatif [ELAD12b].

Après une évaluation de la complexité du récepteur WiMAX, plus particulièrement du

détecteur MIMO et du décodeur FEC, nous montrons que le code matrice D adaptatif

peut être un bon compromis offrant une bonne performance et une complexité tolérable

pour les systèmes MIMO codés.

Ensuite, nous construisons un code adaptatif [ELAD12a] basé sur la structure du

STBC trace-orthonormal [ZLW07]. Ce code permet de passer de manière continue du

multiplexage spatial, adapté pour les faibles RSB et donc pour les rendements de codage

faibles, au code d’or, optimal à fort RSB. La figure 3 montre que le code adaptatif proposé

donne des performances identiques ou meilleures que les codes du standard WiMAX pour

tous les rendements de codage FEC.

En plus de la performance, la complexité est un enjeu important pour les systèmes

pratiques. Nous montrons que la détection du code trace-orthonormal adaptatif obtenu

est moins complexe pour les faibles RSBs.

La construction de codes adaptatifs est importante pour les systèmes pratiques car

ils offrent de meilleures performances, et ce sans augmenter la complexité du système.
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Figure 3: TEB des profils du système WiMAX codé et du code trace-orthonormal
adaptatif; Code FEC: le turbocode 8-états double binaire avec des rendements (Rc =
1/2, 2/3, 5/6) après 8 iterations du turbo décodage; Profils MIMO : MA avec une mod-
ulation MAQ-16 et MB, MC avec une modulation MAQ-4; Canal de Rayleigh MIMO

quasi-statique.

Chapitre 3: Effet de la corrélation spatiale et la sélection

d’antenne sur les systèmes MIMO codés

L’étude faite dans le Chapitre 2 considère que les antennes en émission et en réception

sont parfaitement décorrélées. Cette hypothèse dépend de l’environnement et n’est pas

toujours valable, par exemple en indoor ou pour les téléphones mobiles. Ainsi, pour

compléter l’étude, nous étudions, dans la première partie du Chapitre 3, l’effet de

la corrélation entre les antennes sur les systèmes MIMO codés. Nous montrons que

les faibles corrélations sont équivalentes à une perte en RSB alors que les corrélations

élevées conduisent à une dégradation considérable de performance. De plus, l’effet de la

corrélation varie selon le code MIMO utilisé. Le critère de la BMI peut toujours servir

pour classifier et sélectionner le code MIMO approprié en fonction de l’environnement

de communication.

Ensuite dans la deuxième partie du Chapitre 3, nous nous intéressons aux systèmes

MIMO utilisant plus de deux antennes à l’émission. Afin de limiter l’augmentation de

complexité du système, nous considérons qu’une sélection d’antenne ou Antenna Selec-

tion (AS) est effectuée afin de n’utiliser que les meilleures antennes. Dans la littérature

MIMO, l’AS n’est étudiée que pour les systèmes MIMO sans codage FEC où il est montré

qu’elle donne des gains à la fois en diversité et en RSB par rapport à un système 2× 2

classique. Pour cela, nous étudions les avantages de l’AS pour les sytèmes MIMO codés



Système MIMO Rc = 1/2 Rc = 5/6

(2/3)×2 3 3.4

(2/4)×2 5.1 5.4

(2/5)×2 6.35 6.8

Table 1: Gains de la technologie de sélection d’antenne en dB par rapport au système
WiMAX 2× 2 classique, pour un TEB cible à 10−5.

utilisant 2 parmi Nt antennes d’émission et 2 antennes de réception noté (2/Nt) × 2.

Pour ces systèmes, nous construisons des codes adaptatifs. Bien qu’aucun gain de diver-

sité ne soit observé dans ce contexte, nous montrons qu’un gain important en RSB est

obtenu par rapport au système WiMAX 2×2 classique sans AS. Le tableau 1 récapitule

ces gains pour un TEB cible égal à 10−5.



Chapitre 4: Compromis diversité-gain de multiplexage sur

les canaux de Rayleigh MIMO

Le compromis diversité-gain de multiplexage ouDiversity-Multiplexing Tradeoff (DMT)

[ZT03] définit la borne supérieure sur les gains de diversité et de multiplexage atteinte

par un STC sur un canal MIMO. En d’autres termes, il caractérise l’interaction entre

le débit et la fiabilité d’une transmission sur les canaux MIMO. Les STBCs classiques

sont construits de manière à atteindre la frontière du DMT asymptotique. En effet,

un déterminant non nul est une condition suffisante pour atteindre la frontière de ce

compromis [EKP+06, ORBV06].

Les travaux présentés dans les chapitres précédents montrent qu’une étude dépendante

du RSB est plus convenable pour les systèmes pratiques. Récemment, un DMT dépendant

du RSB ou finite-SNR DMT a été proposé visant à caractériser le DMT selon le RSB

[Nar06]. Dans le Chapitre 4, nous dérivons l’expression exacte de la probabilité de

coupure et du finite-SNR DMT pour les systèmes MIMO ayant deux antennes en

émission et/ou en réception. Les canaux de Rayleigh non corrélés [EHL+13] et corrélés

sont considérés.

Nous montrons, pour le système 2 × 2, que nos résultats en termes de probabilité

de coupure et de finite-SNR DMT sont identiques à ceux obtenus par des simulations

Monte Carlo pour les canaux non corrélés et corrélés. Puis, nous prouvons que la

diversité maximale atteinte à un RSB fini et obtenue lorsque le gain de multiplexage r

tend vers 0, est la même pour les canaux non corrélés et corrélés, indépendamment de

la valeur de corrélation spatiale. Ensuite, nous considérons le finite-SNR DMT pour

les canaux corrélés où nous montrons que le gain de diversité est légèrement dégradé

à faibles et moyennes corrélations spatiales alors qu’il est fortement dégradé pour les

corrélations élevées. De plus, nous montrons que l’écart entre les courbes de DMT pour

les faibles et fortes corrélations augmente avec l’augmentation du nombre d’antennes.

En outre, nous étudions la différence entre les systèmes Nt×2 et 2×Nr. Nous montrons

que les antennes de réception offrent un gain en diversité supérieur à celui offert par

les antennes d’émission surtout pour les faibles et moyens RSB. Dans tous les cas, le

finite-SNR DMT converge vers le DMT asymptotique lorsque le RSB tend vers l’infini.

D’une manière générale, nous montrons que, pour les RSB opérationnels, les gains

de diversité atteints sont largement inférieurs aux valeurs asymptotiques. Ce finite-SNR

DMT peut s’avérer être un nouvel outil de grande utilité pour construire des STBCs

efficaces pour différentes valeurs de RSBs opérationnels.



Conclusions et perspectives

Après avoir rappelé et illustré que les STBCs optimisés selon les critères du rang et

du déterminant ne sont pas nécessairement optimaux pour les systèmes MIMO codés,

nous avons proposé un nouveau critère de construction des STBCs basé sur l’information

mutuelle au niveau binaire. Selon ce critère, nous avons construit des codes adaptatifs

qui offrent toujours les meilleures performances pour tous les rendements de codage,

et ce sans augmenter la complexité du système. Nous avons adressé les canaux non

correlés et corrélés. Puis, nous avons évalué le gain offert par la technologie de sélection

d’antenne pour les systèmes MIMO codés. Enfin, nous avons dérivé l’expression exacte

de la probabilité de coupure et du finite-SNR DMT pour les canaux de Rayleigh non-

correlés et corrélés ayant deux antennes en émission et/ou en réception.

Présentons maintenant les perspectives principales de ce travail. La première con-

siste à étendre la construction des codes adaptatifs à des systèmes ayant un nombre

d’antennes plus élevé. En effet, les normes des systèmes de communications modernes

définissent l’utilisation d’un nombre d’antennes élevé allant jusqu’à 4×4 pour le WiMAX

et 8 × 8 pour le LTE-A. La deuxième piste de travail concerne l’extension à d’autres

canaux comme le canal de Rice, à des détecteurs MIMO moins complexe comme le

décodeur sphère, MMSE, ZF. La troisième perspective consiste à dériver le finite-SNR

DMT pour les codes adaptatifs. L’obtention d’une formulation exacte permetterait d’en

déduire une méthode analytique d’optimisation des codes. Enfin, ce travail peut être

appliqué au contexte d’un système coopératif, vu comme un système MIMO virtuel.

Un système utilisant un codage spatio-temporel distribué associé à un codage de canal

classique/distribué est à adresser.
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Introduction

The theory of electromagnetic waves has been proposed by Maxwell in 1861. Their

existence has been demonstrated by Hertz in 1887. In 1895, Marconi established the first

radio link in his attic laboratory, allowing him to ring a bell two rooms away purely by

striking a telegraph key that created electromagnetic waves. Several years later, Shannon

has founded in his pioneering work A Mathematical Theory of Communication [Sha48]

the basics of information theory where he defined the capacity of digital communication

systems. Since then, wireless communication systems have witnessed a tremendous

evolution and have become vital in our everyday life. For instance, the number of

worldwide mobile subscribers surpasses 6 billion by the end of 2011 [ITU12]. With

this growth of wireless devices and applications, the challenge for the wireless research

community has always been to design communication systems which continue to achieve

reliable transmission, high data rates, high spectral and power efficiency and are able

to mitigate the fading and interference effects. A way to overcome this challenge is by

exploiting diversity in time, in frequency or space.

Forward error correcting (FEC) codes, exploiting time and frequency diversities,

are usually introduced in communication chains to increase the link reliability and the

spectral efficiency. The most relevant FEC codes are those which closely approach the

channel capacity known by capacity-approaching FEC codes. In 1993, Berrou et al.

proposed the turbo code known as the first implementable capacity-approaching FEC

code [BGT93]. Afterwards, MacKay et al. rediscovered in 1996 the capacity-approaching

low-density parity-check (LDPC) code [MN96] previously proposed by Gallager in 1962

[Gal62]. Turbo codes and LDPC codes are competing where one of them is usually

adopted in recently standardized telecommunication systems e.g., WiMAX, WiFi, DVB,

HSPA+, LTE and 4G.

In order to fulfill the large traffic increase without expanding the bandwidth, the

use of multiple antennas at the transmitter and the receiver sides called multiple-input

multiple-output (MIMO) has been introduced. MIMO technology increases the channel

capacity and consequently the achievable data rates and the spectral efficiency. The first

analysis of a MIMO cellular scenario composed by a base station with multiple antennas

and single-antenna mobile terminals, transmitting in the same frequency band, is due to

2



[Win87]. In 1994, Paulraj and Kailath presented one of the first examples of practical

application of MIMO for broadcast TV [PK94]. In 1996, Foschini introduced the concept

of layered space-time scheme referred as Bell laboratories layered space-time (BLAST)

[Fos96]. In 1998, a new version of BLAST scheme called vertical-BLAST (V-BLAST)

was proposed in [WFGV98]. The V-BLAST scheme, also known as spatial multiplex-

ing (SM), shows that it is possible, under some channel conditions, to transmit up to

min(Nt, Nr) independent data streams (where Nt and Nr are the number of transmit

and receive antennas, respectively) thereby immensely increasing the spectral efficiency.

The SM scheme is a full-rate (FR) code i.e., can achieve the MIMO channel capacity

derived by Teletar in 1995 later published in 1999 [Tel99].

Also, MIMO is a well-known technology to exploit the diversity in time and space.

A maximal diversity of NtNr equal to the number of available independent paths can

be achieved. Space-time coding for MIMO systems improves the coverage, enhances

the quality of service (QoS) and offers lower bit error rates (BER) [DG07]. In 1998,

Alamouti introduced the first space-time code (STC) achieving the maximal diversity

or full-diversity (FD) STC for 2 × Nr MIMO systems [Ala98]. Afterwards, Tarokh et

al. extended the work of Alamouti by proposing orthogonal STCs for a higher number

of transmit antennas [TJC99]. Orthogonal STCs achieves the maximal diversity but

they are not always FR. Therefore, Hassibi and Hochwald introduced in 2002 the linear

dispersion (LD) STCs aiming at maximizing the symbol-wise mutual information and

achieving the channel capacity [HH02]. In 2003, Zheng and Tse proved that diversity

gain and multiplexing gain can be achieved simultaneously with a fundamental tradeoff

between them called the diversity-multiplexing tradeoff (DMT) [ZT03]. FR-FD LD-

STCs are conventionally designed according to the well-known rank-determinant criteria

proposed by Tarokh et al. in [TSC98]. A nonzero minimum determinant is a sufficient

condition to reach the frontier of the asymptotic DMT [EKP+06, ORBV06]. For this

purpose, several FR-FD space-time block codes (STBCs) have been proposed in [YW03,

DV05, BRV05, ORBV06, ESK07, ZLW07, SS07]. In order to benefit from diversity and

multiplexing gains, MIMO technology has also been adopted in recently standardized

telecommunication systems e.g., WiMAX, WiFi, DVB, HSPA+, LTE and 4G [SOZ11].

Wireless telecommunication standards define the use of capacity-approaching FEC

coding and MIMO coding. MIMO codes are conventionally designed according the

asymptotic rank-determinant criteria efficient at high signal to noise ratios (SNRs). In

contrast, capacity-approaching FEC codes ensure low error rates even at low SNRs.

Recently, several papers have stated that an analysis based only on the performance of

MIMO systems without FEC codes could be misleading, and reveals to be insufficient

to predict the performance of coded MIMO systems i.e., when a powerful FEC code is

concatenated with a MIMO code [MRLRB07, KSB09, LJ10, MKV+12, MRLB12]. In



this thesis, we focus on the design of STBCs for practical communication systems. The

improvement of the end-to-end BER is targeted.

In addition to performance, the complexity is an important issue for standard com-

munication systems. Therefore, unlike [GBB08], the use of iterative MIMO detection is

usually avoided. Furthermore, the use of low complexity detection MIMO codes is fa-

vored. The receiver is implemented in the user terminal whose size and price should be,

when focusing on the downlink, kept reasonable. A performance loss can be tolerated

in favor of reducing the MIMO detection complexity. Several MIMO codes have been

designed for this purpose [HTW03, SS07, SSB+08, PGGA08, Ism11]. In this thesis,

we also focus on the assessment of the receiver complexity and the design of STBCs

enjoying a low complexity maximum likelihood (ML) detection.

In general, our work aim to analyze and design STBCs for coded MIMO transmis-

sions, with a constraint of low complexity detection. The rest of this thesis is organized

as follows:

Contributions and Outline

In Chapter 1, we review the basic concepts and motivations of the work of this

thesis. First, we present the coded MIMO system model under consideration. Then we

review the basic information theoretic tools as mutual information, channel capacity and

outage probability. Afterwards, we present the diversity techniques and the diversity-

multiplexing tradeoff. Furthermore, we review conventional MIMO codes and their

design criteria. We complete the chapter by describing capacity-approaching FEC codes

used in this thesis. Finally, we assess the performance of a coded WiMAX system which

motivates our work.

In Chapter 2, we start by the presentation a low ML-detection complexity STBC

called Matrix D [SS07, SSB+08]. The first contribution in this chapter consists of the

adaptation of this code for coded MIMO systems. We start by the proposal of a soft de-

tector for the Matrix D STBC with the same complexity order as the original one. Then

we optimize this code according to the trace criterion efficient at low SNRs. We show

that the proposed code overcomes the original one in the context of a coded WiMAX

system. Furthermore, we assess the computational complexity of MIMO ML-detection

and FEC decoding in a WiMAX receiver. Afterwards, we propose a non-asymptotic

STBC design criterion based on the bitwise mutual information (BMI) optimization be-

tween transmitted and soft detected bits at a specific target SNR. After its validation,

we optimize several conventional STBCs according to the proposed BMI criterion. Their

design parameters are shown to be SNR-dependent leading to the proposal of adaptive

STBCs. Designed adaptive Matrix D STBC overcomes the original one for all cod-

ing rates. Furthermore, based on the trace-orthonormal STBC structure described in
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[ZLW07], we propose an adaptive trace-orthonormal STBC. Finally, we prove the supe-

riority of the proposed adaptive trace-orthonormal STBC with respect to conventional

WiMAX profiles in terms of performance and detection complexity.

Chapter 3 comprises two separate parts. In the first part, we study the effect of

spatial correlation between antennas. Actually, in Chapter 2 we considered the case

of an uncorrelated MIMO Rayleigh fading channel. This assumption is valid when

the spacing between antennas is greater than the half-wavelength which is not always

feasible due to physical constraints e.g., mobile phones and small tablets. Based on a

BMI study, we assess the effect of spatial correlation on the performance of coded MIMO

systems. We show that low correlations are equivalent to a simple SNR loss while high

correlations can lead to substantial performance degradation. The correlation effect

differs depending on the used MIMO codes where some MIMO codes are shown to

be more resistant against spatial correlation than others. The BMI criterion serves as

a useful tool to classify, design and select the suitable MIMO code depending on the

communication environment.

In the second part of Chapter 3, we consider the case of MIMO systems using more

than dual transmit antennas. In order to limit the system complexity increase, we con-

sider an antenna selection (AS) where only suitable antennas are used. In the MIMO

literature, the AS is only studied for the case of MIMO systems without FEC codes

where it has been shown to provide diversity and SNR gains. In this part, the benefits

of AS technology for coded MIMO systems are addressed. We start by designing adap-

tive STBCs. Then we show that, although no additional diversity gain is observed in

this context, a substantial SNR gain of more than 3 dB is obtained with respect to a

conventional turbo coded WiMAX system without AS.

Conventional STBCs are designed to reach the frontier of the asymptotic DMT.

Our previous work proved that it is more accurate to design STBCs using an SNR-

dependent criterion such as the proposed BMI criterion. Recently, the finite-SNR DMT

has been proposed as a novel framework to characterize the tradeoff between diversity

and multiplexing gains at fnite-SNRs. In Chapter 4, we derive the exact finite-SNR

DMT for MIMO channels with dual antennas at the transmitter (2×Nr) and/or at the

receiver (Nt × 2). We consider the case of both uncorrelated and correlated Rayleigh

fading channels. Afterwards, we show that achievable diversity gains at realistic SNRs

are significantly lower than asymptotic values. This finite-SNR characterizes MIMO

systems at operational SNRs and could provide new insights on the design of SNR-

dependent STBCs.

Finally, the contents of this thesis are summarized and perspective works are pro-

vided. Parts of our contributions have been published in [EALD11, ELAD12b, ELAD12a,

EHL+13, ELAD13] and the rest is under preparation.



Chapter 1

Introduction to Coded MIMO

Systems

Until the last decade, low rate voice communication was the main service provided

by wireless networks. Nowadays, the data/IP traffic demand is growing and gaining

importance. The user-perceived data rates are still under the quality of service (QoS)

requirements, and far from rates offered by other technologies like digital subscriber line

(DSL) over fixed telephony lines. Actually, wireless signals suffer from degradations due

to multipath fading and user mobility which leads to a QoS decrease. Spatial, temporal

and frequency diversity techniques are used to combat these degradations. In order

to increase the link reliability and the channel spectral efficiency, capacity-approaching

error correcting encoding like turbo codes and low-density parity-check (LDPC) codes,

incorporated in multiple-input multiple-output (MIMO) systems have been adopted in

most of the recently developed wireless communication systems e.g., long term evolution

(LTE), LTE-Advanced, Worldwide Interoperability for Microwave Access (WiMAX),

WiFi, Digital Video Broadcasting-Next Generation Handheld (DVB-NGH) and 4G.

Space-time block codes (STBCs) for MIMO systems are conventionally designed ac-

cording to the well-known rank-determinant design criteria suitable at high signal to

noise ratios (SNRs). Besides, practical communication systems introduce capacity-

approaching forward error correcting (FEC) codes in the transmission chain. Such FEC

codes ensure low error rates even at low SNRs. Therefore, a simple aggregation of con-

ventional STBCs and capacity-approaching FEC codes is not necessarily judicious. This

thesis deals with developing appropriate methods aiming at suitably designing STBCs

for coded MIMO systems.

This chapter gives an overview of the basic concepts and motivations of the work of

this thesis. In Section 1.1, we present the coded MIMO system model under considera-

tion. Basic information theoretic tools are reviewed in Section 1.2. Thereafter, diversity

6
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Figure 1.1: Structure of the system at the transmitter and the receiver.

techniques used to combat the channel fading, and diversity-multiplexing tradeoff defin-

ing the upper bound achievable by any transmission over a MIMO system, are given in

Section 1.3. In Section 1.4, we present conventional STBCs for MIMO systems and their

design criteria. Furthermore, in Section 1.5, we describe the capacity-approaching FEC

codes precisely those used in the sequel of the thesis: the 8-state double binary turbo

code and the Flexicode. In Section 1.6, we consider the WiMAX system as an example

of coded MIMO system. Presented performance for the turbo coded WiMAX system

motivates the work in the course of this thesis.

1.1 Coded MIMO System Model

In this section, we present the MIMO system model considered throughout this thesis.

The fundamental purpose of a communication system is the reconstruction at one point

or destination, either exactly or approximately a message transmitted at another point

or source. The message or the information word is transmitted over a physical medium

or channel. Figure 1.1 illustrates a simplified diagram of a digital MIMO communication

system with Nt transmit antennas and Nr receive antennas. It essentially consists of

two parts: a transmitter which operates on the message to produce a signal suitable

for transmission over the channel, and a receiver which performs the inverse operation

of that done by the transmitter, i.e., reconstructs the message from the signal. More

precisely, we have:

Transmitter side the source transmits an information word b of length k,

b = (b1, b2, . . . , bk) .
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Packet b is encoded by a channel decoder. The channel encoder generates and adds

redundancy to the information to make it robust against errors and channel impairments.

The channel code rate is defined by Rc = k/n which corresponds to the ratio of the

number of information bits k to the number of total coded bits n. In order to protect

the transmitted information from burst errors, the resulting codeword is interleaved with

a random interleaver Π following a bit-interleaved coded modulation (BICM) scheme

[CTB98]. The interleaved codeword of length n is denoted by c,

c = (c1, c2, . . . , cn) .

The elements of b and c belong to the binary Galois field GF (2), i.e., bi, ci ∈ {0, 1}. The
binary sequence c is mapped onto a Gray encodedM -QAM constellation whose complex

symbols are denoted by Si, where M = 2m is the modulation order and m denotes the

number of bits per symbol. MIMO encoding is used to increase the rate and improve the

reliability of the transmitted data, by space-time encoding these QAM symbols. The

mapper feeds a block of Nt × T QAM symbols to the MIMO encoder. Afterwards,

encoder output denoted by the matrix X[Nt×T ] is transmitted via Nt antennas over the

channel during T channel use periods.

Receiver side The destination receives on the Nr antennas during T channel use

periods a corrupted version Y[Nr×T ] of the MIMO code X. The MIMO detector and the

decoder try to recover the information packet b from the received signals. The MIMO

detector estimates the transmitted M -QAM symbols and feeds an estimated version

ĉ of the codeword c. Deinterleaved version of ĉ is provided to the channel decoder

which generates an estimate b̂ of the original packet b. An error occurs when the i-th

estimated bit b̂i is different from the original bit bi. The bit error rate (BER) is defined

as the number of errors divided by the total number of transmitted bits.

During its propagation, the transmitted signal is distorted by several phenomena.

The main channel impairments corrupting the transmitted signal are noise, path loss

propagation, shadowing and fading. The path loss is defined as the signal power at-

tenuation resulting from propagation over long distances. It mainly depends on the

propagation environment (free space, urban, rural, etc.) and the distance between the

transmitter and the receiver. Furthermore, the obscuration of the signal by large ob-

structions such as hills or buildings is known as shadowing or slow fading. The received

power change caused by shadowing is often modeled using a log-normal distribution

with a standard deviation depending on the environment. In fact, path loss and shad-

owing are average quantities while the instantaneous received signal power is a much

more rapidly varying random quantity [DG07]. This variation is due to the noise and

the multipath fading effects. The instantaneous signal-to-noise ratio is defined as the
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ratio of the received power to the noise power. In the following, with the understanding

that the path loss and shadowing determine the average operational SNR, we will be

concerned with the small-scale variations. Thereafter, we briefly describe the statis-

tical model of noise and multipath fading before modeling the MIMO channel under

consideration.

1.1.1 Noise Model

For a wireless telecommunication system, the noise is generally modeled as a random

variable added to the received signals. The main sources of noise are thermal noise

generated by the thermal agitation of electrons in electronic components and amplifiers

at the receiver and the transmitter, channel interference from other communication

systems, climatic conditions and even cosmic radiation. By invoking the central limit

theorem, this noise is statistically modeled as a white complex Gaussian random variable

with probability density function (pdf) ∼ CN(0, σ2). CN(µ, σ2) denotes the complex

Gaussian pdf with mean µ and variance σ2. The total noise power spectral density is

N0 = σ2. The noise model is known as additive white Gaussian noise (AWGN).

1.1.2 Fading Model

In wireless telecommunications, multipath propagation is a common phenomenon

that occurs when the signal reaches the receiving antenna by more than one path. Causes

of multipath include signal diffractions, refractions and reflections by the presence of ob-

stacles (hills, buildings, etc.) as well as transmitter or receiver mobility. These multiple

paths may combine destructively which induces fading. Fading is modeled differently

according to the received signals at the destination. When there is no predominant path

between the transmitter and the receiver, fading is modeled with a Rayleigh distribu-

tion referred to as Rayleigh fading. The fluctuation of the signal amplitude is therefore

Rayleigh distributed. Besides, when there is a predominant path, often a line of sight

(LoS) path, between the transmitter and the receiver, fading is modeled with a Ricean

distribution [Pät02].

Small-scale fading is simultaneously characterized by the time-spreading of the signal

or signal dispersion and the time-variance of the channel. The coherence bandwidth is

defined as the frequency separation beyond which two signals experience different fading

characteristics. The signal dispersion induces inter-symbol interference. The signal

dispersion manifestations lead to flat fading or frequency-selective fading degradations

[Skl01]. From a frequency domain point of view,

❼ Flat fading occurs when the coherence bandwidth of the channel is larger than the

signal bandwidth. Therefore, all frequency components of the signal experience

the same magnitude fading.
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❼ Fequency-selective fading occurs when the coherence bandwidth of the channel is

smaller than the signal bandwidth. Different frequency components of the signal

therefore experience decorrelated or correlated fading.

Furthermore, the channel coherence time is defined as the time interval during which

the channel response is invariant. The time-variance of the channel is related to the

mobility of the transmitter, the receiver and the obstacles between them. One can

distinguish three types of fading channel:

❼ Fast fading channel where the channel changes independently every channel use

period.

❼ Quasi-static fading channel where the channel remains constant during the trans-

mission of one codeword of length T and changes independently across codewords.

❼ Block fading channel where the channel remains constant during the transmission

of a given number of sub-blocks of the codeword. The quasi-static channel is a

special case of this type of channel.

In this thesis, we will consider only quasi-static flat Rayleigh fading channels. In

fact, many systems such as WiFi, WiMAX, DVB or LTE uses the orthogonal frequency

division multiplexing (OFDM) technique which transforms frequency-selective channels

into parallel narrowband flat fading channels [vNP00].

1.1.3 MIMO Channel Model

We consider a MIMO system with Nt transmit antennas, Nr receive antennas oper-

ating over a narrowband quasi-static flat Rayleigh fading channel. A coherent MIMO

system is considered where a perfect channel state information (CSI) knowledge is as-

sumed only at the receiver, but not at the transmitter.

The channel input-output relation is completely defined by

Y = HX+N (1.1)

where the H[Nr×Nt] represents the MIMO channel. A complex white Gaussian noise

N[Nr×T ] with independent and identically distributed (i.i.d.) entries and pdf ∼ CN(0, σ2)

is added to the received signals.

In general, a spatial correlation exists between antennas. The MIMO spatially corre-

lated Rayleigh channel is considered following the well-known Kronecker model validated

for both indoor and outdoor environment [KSP+02, YBO+04]. According to this model,
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the correlation between transmit antennas and receive antennas are assumed indepen-

dent and separable. The channel matrix can be factorized as

H = R
1/2
Rx HwR

1/2
Tx

H
, (1.2)

where Hw represents the uncorrelated Rayleigh fading channel and its entries hij are as-

sumed to be i.i.d. circularly symmetric Gaussian random variables with pdf ∼ CN(0, 1).

hij corresponds to the channel coefficient between receive antenna i and transmit an-

tenna j. RRx and RTx are the Nr×Nr and Nt×Nt correlation matrices at the receiver

and the transmitter respectively. Note thatR
1/2
Rx andR

1/2
Tx can be computed by Cholesky

factorization.

In Chapter 2 and Chapter 3 Section 3.2, we assume an ideal uncorrelated MIMO

system i.e., H = Hw. This assumption is valid when the spacing between antennas is

greater than the half-wavelength λ/2 [WSG94, BEFN04]. However, in practical systems,

a correlation between transmit and/or receive antennas can exist and may lead to a

substantial degradation in the system performance. The effect of the correlation on the

system is discussed in Chapter 3.

1.2 MIMO Channel Capacity

This section introduces the basic definitions of information theory first introduced

by Shannon in [Sha48]. We start by the definition of the entropy and the mutual infor-

mation. Then, we provide the notions of capacity and outage which define the limits of

any reliable transmission over the channel.

1.2.1 Entropy and Mutual Information

We first introduce the concept of entropy, which is a measure of uncertainty associated

with a random variable. Let X be a discrete random variable belonging to an alphabet

X with a probability mass function p(x) = Pr (X = x) , x ∈ X . The entropy H(X) of a

discrete random variable X is defined by

H(X) = −
∑

x∈X
p(x) log2 p(x) (1.3)

The entropy quantifies the expected value of information associated with a realization

of the random variable and is typically measured in bits1.

1In the equation (1.3) we use log2 then the entropy is measured in bits. If we use the natural logarithm
loge then the entropy is measured in nats.
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Similarly, the joint entropy H(X,Y ) of a pair of discrete random variables (X,Y )

with joint distribution p(x, y), where y takes values in an alphabet Y, is defined as

H(X,Y ) = −
∑

x∈X

∑

y∈Y
p(x, y) log2 p(x, y) (1.4)

We also define the conditional entropy of Y given the knowledge of X as

H(Y |X) = −
∑

x∈X

∑

y∈Y
p(y, x) log2 p(y|x) (1.5)

The relation between the joint entropy and the conditional entropy is exhibited by

the following chain rule

H(X,Y ) = H(X) +H(Y |X)

= H(Y ) +H(X|Y )
(1.6)

For a continuous random variable X with a probability density function p(x), the

entropy is replaced by the differential entropy which is defined as

H(X) = −
∫

x∈X
p(x) log2 p(x)dx (1.7)

where X is the support set of the random variable X.

Now, let us define the mutual information which is a measure of the amount of infor-

mation that one random variable contains about another random variable. The mutual

information I(X,Y ) is defined as the relative entropy between the joint distribution and

the product distribution p(x)p(y), i.e.,

I(X;Y ) = −
∑

x∈X

∑

y∈Y
p(x, y) log2

p(x, y)

p(x)p(y)
(1.8)

From the definitions of entropy and mutual information, one can easily show

I(X;Y ) = H(X)−H(X|Y )

= H(Y )−H(Y |X)
(1.9)

In the continuous domain, the mutual information is given by

I(X;Y ) = −
∫

x∈X

∫

y∈Y
p(x, y) log2

p(x, y)

p(x)p(y)
dxdy (1.10)

1.2.2 Channel Capacity and Outage Probability

The notion of channel capacity is established in the pioneering work of Shannon

[Sha48]. The channel capacity defines the maximum amount of information that one
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can reliably transmit over the channel. It is measured as the maximum of the mutual

information between the input and output of the channel, with respect to the input

distribution.

C = max
p(x)

I(X;Y ) (1.11)

The capacity of a coherent MIMO system where the CSI is known only at the re-

ceiver is achieved by an input distributed as a zero-mean circularly symmetric complex

Gaussian random variable [Tel99, FG98]. The capacity of the random MIMO channel

is given by

C = EH [I(X;Y )]

C = EH

[

log2 det
(

INr +
ρ
Nt

HHH
)]

= EH

[

log2 det
(

INt +
ρ
Nt

HHH
)]

(1.12)

where ρ is the average signal-to-noise ratio per receive antenna, the superscript H stands

for conjugate transpose. The expectation is evaluated over the statistics of the matrixH.

The capacity can be computed by either analytical expression [Tel99, RV05] or Monte

Carlo simulations.

The capacity of a MIMO system with uncorrelated Rayleigh fading channel achieves

almost r = min(Nt, Nr) bps/Hz for every 3 dB increase in SNR while it achieves only

one additional bps/Hz for every 3 dB increase for a single-input single-output (SISO)

system [Tel99, FG98]. However, the correlation between antennas alter this capacity

and may result to a substantial degradation of the MIMO capacity especially for high

correlations [Loy01, RV05].

The outage probability is an important measure for the performance evaluation of

communication systems over quasi-static fading channels. It is defined as the probability

that a given realization of the channel cannot support a required data rate R. It can

then be written as

Pout = Pr [I < R]

= Pr
[

log2 det
(

INr +
ρ
Nt

HHH
)

< R
] (1.13)

In this case, we say that the channel is in outage. The computation of outage probabil-

ities can be evaluated either by analytical expressions or by Monte Carlo simulations.

However, exact analytical form of outage probabilities for any Nt × Nr are not easily

tractable. Upper-bounds or Monte Carlo simulations are often used to compute these

outage probabilities [Nar05, Nar06, OC07, RHGA10].
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1.3 Diversity Techniques

Diversity techniques refer to methods of improving the reliability of a message by

effectively transmitting different replicas of the same information over different indepen-

dent branches, and thereby combating channel fading. Each replica experiences different

channel conditions (fading, interference, etc.), in the hope that at least one of these repli-

cas will be correctly received. The receiver wisely combines these replicas and try to

recover the transmitted information. The diversity order d is defined as the number

of independent received replicas. At high SNRs, the average error probability decays

inversely with the d-th power of the SNR i.e., SNR−d [ZT03]. Thus, it is important to

maximize this diversity order while maintaining, if possible, the same transmission rate.

Several diversity methods can be distinguished:

Time diversity The same message is transmitted several times in different time in-

tervals. The separation of these time intervals has to be sufficiently large, i.e., greater

than the coherence time of the channel, so that the fading channel coefficients change,

and different channel gains are observed.

Frequency diversity Different replicas of the message are transmitted over different

frequency bands. To ensure that the channel coefficients seen are different, the separation

of these frequency bands has to be greater than the coherence bandwidth of the channel.

When using simple repetition coding, the price to pay for time diversity and frequency

diversity methods is an increased bandwidth occupation or a reduced data rate. Another

method to combat the effects of fading without wasting available resources is space

diversity, also known as antenna diversity.

Space diversity The signal is transmitted via several transmit antennas and received

via different receive antennas. These antennas should be placed at least half a wavelength

of the carrier frequency apart to ensure that the signal undergoes different independent

channel fades [WSG94]. The maximal achievable diversity order of a MIMO system,

assuming the path gains between individual pairs are independent and identically dis-

tributed Rayleigh faded, is d = NtNr.

One way to exploit the diversity with the order d is to use repetition coding with a rate

1/d. Coding techniques can be considered as more sophisticated forms to exploit the

diversity. This coding can be done at several levels in the transmission chain. When

considering space diversity, one can distinguish two major coding categories:
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❼ Channel coding which consists of the addition of redundancy bits to the trans-

mitted message, in order to detect and/or correct erroneous bits at the reception.

Therefore, a higher reliability is achieved by exploiting the time diversity.

❼ Space-time coding for MIMO systems. It consists of the transmission on multiple

antennas of a redundant and/or correlated version of the mapped symbols during

several channel use periods, and thereby can exploit only space diversity or both

space and time diversities.

Space-time coding for MIMO systems not only increases the diversity order, but

also increases the spectral efficiency or the multiplexing gain of the channel. Indeed,

it is possible to achieve simultaneously both diversity and multiplexing gains with a

fundamental tradeoff known as diversity-multiplexing tradeoff (DMT) [ZT03].

1.3.1 Diversity-Multiplexing Tradeoff for MIMO systems

A MIMO system can provide two types of gains: diversity gain and multiplexing

gain. In [ZT03], Zheng and Tse have proposed the DMT framework to characterize the

interplay between reliability and rate at infinite SNR (SNR → ∞). They have proved

that both gains can be simultaneously obtained, but there is a fundamental tradeoff

between them: a higher multiplexing gain comes at the price of sacrificing diversity.

The DMT curve defines the upper-bound achievable by any space-time coding scheme

over a Nt ×Nr MIMO channel.

Let us consider a space-time code X[Nt×T ] transmitting at rate R(ρ) bits per channel

use with a packet error probability Pe(ρ). The asymptotic multiplexing gain rasymptotic

is defined as the ratio of the achievable rate to the logarithm of ρ where ρ → ∞.

Asymptotically, an increase of 3 dB in ρ allows a data rate increase of rasymptotic bits.

rasymptotic = lim
ρ→∞

R(ρ)

log ρ
. (1.14)

The multiplexing gain is always less than or equal to min(Nt, Nr). Indeed, in the high

SNR regime, the MIMO channel can be viewed as min(Nt, Nr) parallel spatial channels

since min(Nt, Nr) is the total number of degrees of freedom available for communication

[Fos96].

The asymptotic diversity gain dasymptotic is defined as the negative (asymptotic) slope

of the packet error probability curve as a function of ρ in the log-log scale.

dasymptotic = − lim
ρ→∞

logPe(ρ)

log ρ
. (1.15)

Authors in [ZT03] have proven that the average packet error rate probability is lower-

bounded by the outage probability at rate R = r log(ρ) i.e., Pe(ρ) ≥ Pout(R), and then
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Figure 1.2: The optimal diversity-multiplexing tradeoff of a MIMO system.

the diversity gain can defined based on the outage probability by

dasymptotic = − lim
ρ→∞

logPout(ρ)

log ρ
. (1.16)

For a coherent MIMO system with i.i.d. flat Rayleigh fading channel, the asymptotic

optimal DMT is given by the piece-wise linear function connecting the points (k, d∗(k))

where d∗(k) is given by [ZT03]

d∗ (k) = (Nt − k) (Nr − k) ; k = 1, · · · ,min (Nt, Nr) . (1.17)

Authors in [ZT03] assume that the coherence time of the channel and T are greater

than or equal to Nt + Nr − 1. Later, [EKP+06] has noted that T ≥ Nt is a sufficient

condition. The DMT for a Nt × Nr uncorrelated flat Rayleigh fading MIMO channel

is depicted in Figure 1.2. Furthermore, [CCL06] has proved that the spatial correlation

does not affect the asymptotic DMT.

1.4 Space-Time Coding for MIMO Systems

At the transmitter, MIMO coding techniques are employed for data rate increase

and/or better reliability. Spatial multiplexing schemes [WFGV98] aim at increasing the

channel spectral efficiency while space-time codes are designed to exploit the channel

diversity. The main idea of space-time coding is to introduce redundancy or correlation

between transmitted symbols on spatial and temporal dimensions. A space-time code is
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characterized by its rate, diversity gain and coding gain. The rate of a space-time code

is equal to the average number of transmitted symbols per a channel use period. The

diversity order is equal to the number of independent received replicas of transmitted

symbols and the coding gain is the gain provided by coded system with respect to a

non-coded one. A space-time code is said to be full-rate (FR) when the rate is equal to

the total number of degrees of freedom available for communication i.e., min(Nt,Nr).

Besides, it is said to be full-diversity (FD) when it exploits all the available MIMO

channel diversity NtNr.

One can distinguish two main types of space-time codes: space-time trellis codes

(STTCs) and space-time block codes (STBCs). Space-time trellis coding consists of the

coding on a trellis of transmitted symbols over multiple antennas and multiple channel

uses. STTCs can provide both coding gain and diversity gain [TSC98]. The coding

optimization is done for each targeted spectral efficiency value. The detection is done

using the Viterbi algorithm by minimizing a cumulative likelihood metric then selecting

the most likely path in the trellis. Due to their lack of flexibility and high maximum

likelihood (ML)-detection complexity, they are excluded from practical communication

system standards [SOZ11]. Therefore, they are beyond the scope of this thesis. On

the other hand, STBCs enjoy relatively lower ML-detection complexity and are often

incorporated in communication system standards. In the sequel, we introduce space-time

block codes and their conventional design criteria. Then we focus on some well-known

STBCs considered throughout this thesis. More details on coding for MIMO systems

can be found in [DG07, SOZ11].

1.4.1 Space-Time Block Codes

Space-time block codes are usually represented by a Nt × T matrix where each row

represents a transmit antenna and each column represents a channel use period. They

were first introduced by Alamouti in [Ala98]. The scheme proposed by Alamouti is a

low ML-detection STBC achieving full transmit diversity for 2× 1 MISO systems with

rate 1, equal to the rate of a SISO system. Thanks to its orthogonality property, the

Alamouti code can be ML-detected by a simple linear processing on the set of received

signals. Tarokh et al. in [TJC99] generalize the work of Alamouti and introduce orthog-

onal space-time block codes (OSTBCs). OSTBCs achieve full-diversity but, in order

to maintain the orthogonality property, are not full-rate. To mitigate this problem,

Hassibi et al. introduce in [HH02] linear dispersion STBCs (LD-STBCs) where they

remove the orthogonality constraint. LD-STBCs are designed to maximize the symbol-

wise mutual information. However, LD-STBCs in [HH02] do not guarantee the FR-FD

properties, requisite to achieve lower error probabilities at high SNRs. The well-known

rank-determinant criteria formulated in [TSC98] aim to design such space-time codes.
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1.4.2 Conventional Rank-Determinant Design Criteria

The rank-determinant criteria are conventionally used while designing FR-FD STBCs

for quasi-static flat Rayleigh fading MIMO channels. They aim to minimize the pairwise

error probability (PEP) Pr(X, X̂), defined as the probability that the detector estimates

an erroneous codeword X̂ instead of the transmitted codeword X, between all possible

transmitted codewords. The PEP is upper-bounded by [TSC98]

Pr(X, X̂) ≤
(

r
∏

i=1

λi

)−Nr

(ρ/4)−rNr , (1.18)

where r is the rank of matrix ∆ = (X− X̂)H(X− X̂) and λi; i = 1, ..., r are the nonzero

eigenvalues of matrix ∆.

The upper-bound on the PEP is tight at high SNRs. Based on this upper-bound,

space-time codes design criteria are deduced.

Rank Criterion In order to achieve the maximum diversity, the rank r of matrix

∆ must be maximized for all possible transmitted codeword pairs (X, X̂). The code

diversity gain is defined as d = rNr. When r = Nt, the space-time code benefits from

the total degrees of freedom of the channel and a diversity order of NtNr is achieved.

Determinant Criterion The minimum determinant of matrix ∆, defined as

δ = min
X 6=X̂

r
∏

i=1

λi (1.19)

must be maximized.

However, the dominant parameter in STBC design is the diversity gain d which

defines the slope of BER curves. Therefore, it is important to ensure the FD property

of the STBC and then maximize its coding gain δ1/Nt .

1.4.3 Conventional MIMO Codes

In this section, we introduce some well-known MIMO codes and we focus on the

codes considered in the thesis, especially 2 × 2 WiMAX MIMO profiles specified in

the IEEE 802.16e-2005 standard [IEE06]. Although we have restricted our study to

the 2×2 MIMO schemes, the application of our work to any Nt × T MIMO scheme is

straightforward.

Alamouti scheme (Matrix A) The Alamouti code is introduced as the first STBC

exploiting the full transmit diversity for 2×Nr MIMO systems with a diversity d equal
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to 2Nr. A group of two data symbols (S1, S2) belonging to the complex constellation are

transmitted by Nt = 2 antennas, during T = 2 channel use periods, as follows [Ala98]

XAlamouti =





S1 −S∗
2

S2 S∗
1



 (1.20)

where S∗ stands for the complex conjugate of S.

The Alamouti code was proved to be the only FR-FD STBC for 2× 1 MISO systems

when symbols belong to a complex constellation [TJC99]. For Nr ≥ 2, it always offers

full-diversity but not full-rate e.g., it is only half-rate for a 2×2 MIMO system, because it

only transmits two symbols during two channel use periods over two antennas. According

to the IEEE 802.16e-2005 standard, the Alamouti code is a mandatory profile for the

2×2 mobile WiMAX system in the downlink and is referred to as Matrix A (MA) STBC.

The orthogonality of the Alamouti code makes its optimal ML-detection linear with

a complexity in O (M). Orthogonal space-time block codes are extended in [TJC99] for

a higher number of transmit antennas. In order to maintain the STBC orthogonality,

OSTBCs sacrifice part of the data rate bearable by the MIMO system. Even though

the orthogonality constraint is important from a complexity point of view, it imposes a

wastage in one of the major benefits of MIMO techniques, the data rate increase.

Spatial multiplexing (Matrix B) The spatial multiplexing scheme, also known

as vertical Bell laboratories layered space-time (V-BLAST) scheme, has been the first

transmission technique employed in MIMO systems for the purpose of data rate increase

[WFGV98]. It simply consists of transmitting simultaneously Nt symbols over the Nt

antennas during one channel use period. According to the IEEE 802.16e-2005 standard,

the spatial multiplexing (SM) is a mandatory profile for the 2×2 mobile WiMAX system

in the downlink and referred to as Matrix B (MB). A group of two data symbols (S1, S2)

are transmitted over Nt = 2 antennas as follows

XSM =





S1

S2



 (1.21)

The spatial multiplexing scheme offers full-rate but does not benefit from any trans-

mit diversity gain.

Zheng and Tse have shown in [ZT03] that both multiplexing gain and diversity gain can

be simultaneously obtained with a fundamental tradeoff between them. Therefore, FR-

FD STBCs are designed according to the rank-determinant criteria in a way achieving

the optimal DMT frontier. FR-FD STBCs considered in the course of this thesis are

briefly described in the following.



Chapter 1. Introduction to Coded MIMO Systems 20

Golden code (Matrix C) Perfect space-time block codes (PSTBCs) [ORBV06, BRV05]

form an interesting family of full-rate full-diversity space-time block codes achieving the

DMT frontier. Moreover, PSTBCs belong also to the family of linear-dispersion codes

defined by Hassibi et al. [HH02] i.e., they maximize the symbolwise mutual informa-

tion between transmitted and received signals. Their structures are designed based on

cyclic division algebras known as a powerful tool in designing STBCs. For a 2 × 2

MIMO system, the resulting PSTBC is well-known as the Golden code (GC) [BRV05].

At high SNRs, the GC is known to be the best 2×2 FR-FD STBC with non-vanishing

determinants. The non-vanishing determinant (NVD) property guarantees a minimum

determinant i.e., a minimum MIMO coding gain independent of the modulation order

M . This NVD property is a sufficient condition to design a STBC achieving the optimal

DMT frontier [OBV07]. According to the GC structure, a group of four data symbols

(S1, S2, S3, S4) is transmitted as follows

XGC =
1√
5





α (S1 + S2θ) α (S3 + S4θ)

jᾱ
(

S3 + S4θ̄
)

ᾱ
(

S1 + S2θ̄
)



 (1.22)

where θ = 1+
√
5

2 , θ̄ = 1−
√
5

2 , α = 1 + j − jθ and ᾱ = 1 + j − jθ̄.

For higher number of antennas, PSTBCs can be found in [ORBV06, OBV07, ESK07].

In order to benefit from both diversity and multiplexing gains, a variant version of

the Golden code referred to as Matrix C (MC) is included in the IEEE 802.16e-2005

specification as an optional transmission MIMO profile.

Trace-orthonormal In [ZLW07], another approach has been considered to design

FR-FD LD-STBC for coherent MIMO systems. Zhang et al. construct their STBC

structure from both information-theoretic and detection error viewpoints leading to the

trace-orthonormal (TO) STBC. For a 2×2 MIMO system, a group of four data symbols

(S1, S2, S3, S4) is transmitted as follows [ZLW07]

XTO =
1√
2





X11 X12

X21 X22



 (1.23)

where

X11 = (S1 + S2) cos θ + (S∗
2 − S∗

1) sin θ (1.24a)

X12 = e
jπ
4 ((S3 + S4) sin θ + (S∗

4 − S∗
3) cos θ) (1.24b)

X21 = e
jπ
4 ((S3 + S4) cos θ + (S∗

3 − S∗
4) sin θ) (1.24c)

X22 = (S1 + S2) sin θ + (S∗
1 − S∗

2) cos θ (1.24d)

and θ is the code design parameter.
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The trace-orthonormal STBC has a flexible structure where its design parameter θ is

to be optimized according to the selected criterion. In [ZLW07], the rank-determinant

criteria have been selected and an exhaustive search on θ has been performed in order

to maximize the minimum determinant of the TO structure. This search leads to θ =
1
2 arcsin

1√
5
≈ 13.28◦ and the same coding gain as the Golden code gain is achieved.

Therefore, in the context of a 2 × 2 MIMO system, the TO STBC guarantees the best

performance at high SNRs.

Sezginer and Sari (Matrix D) Previously presented FR-FD STBCs benefit from

both multiplexing and diversity gains of MIMO channels. However, their detection

complexity can be tremendous especially for high order modulations.

For the 2×2 MIMO system, the complexity of the GC detector grows with the fourth

power of the constellation order i.e., O
(

M4
)

. Motivated by the proposal of a FR-FD

STBC with reduced complexity, Sezginer and Sari have proposed in [SS07, SSB+08] the

Matrix D (MD) STBC. The Matrix D code has been proposed as an alternative FR-FD

STBC for the IEEE 802.16 standard with a substantial lower ML-detection complexity

with respect to the MC code and a similar performance [SSB+08]. According to the MD

structure, a group of four data symbols (S1, S2, S3, S4) is transmitted as follows

XMD =





aS1 + bS3 −cS∗
2 − dS∗

4

aS2 + bS4 cS∗
1 + dS∗

3



 (1.25)

where a = c = 1/
√
2; b = 1/

√
2 exp(jϕ); d = b exp(− jπ

2 ) and ϕ = arg (b) is the code

design parameter.

According to the rank-determinant criteria, an exhaustive search is performed in

[SS07] in order to maximize the code minimum determinant. This search leads to

ϕ = arg
([

(1−
√
7 + j(1 +

√
7)
]

/(4
√
2)
)

≈ 114.29◦. Unfortunately, its lower minimum

determinant i.e., coding gain leads to a slight loss in performance with respect to the

GC.

Other 2 × 2 MIMO codes In this section, we provide a brief summary of the

well-known full-rate 2 × 2 MIMO codes [ZLW07, BRV05, DV05, SR08, YW03, SS07,

PGGA08, HTW03]. These codes are defined under the rank-determinant criteria. STBCs

in [SR08, SS07, PGGA08, HTW03] are designed to reduce the ML-detection complex-

ity, while STBCs in [ZLW07, BRV05, DV05, SR08] have the highest MIMO coding gain.

Table 1.1 summarizes their characteristics. The minimum determinant is computed for

symbols chosen from a regular M -QAM constellation [SR08].
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MIMO Code Minimum determinant

X for M -QAM modulations

Golden code (GC) [BRV05]

3.2000
Srinath-Rajan (SR) [SR08]

Dayal-Varanasi (DV) [DV05]

Trace-orthonormal (TO) [ZLW07]

HTW-PGA [HTW03, PGGA08] 2.2857

Sezginer-Sari (MD) [SS07] 2.0000

Yao-Wornell (YW) [YW03] 0.8000

Spatial multiplexing (SM) [WFGV98] 0.0000

Table 1.1: Comparison between the minimum determinant of some well-known full-
rate 2×2 MIMO codes.

1.4.3.1 ML-Detection of STBCs

At the receiver side, a MIMO detector is implemented to estimate the value of the

transmitted symbols before space-time coding. Several detection techniques can be

employed. The detection technique is selected based on two criteria: the performance

must be as close as possible to the optimal one and the complexity should be tolerable.

In order to obtain a fair comparison of MIMO codes performance, the optimalmaximum-

likelihood detector is employed while simulating all the presented MIMO codes. Besides

by tolerating a small penalty performance, the complexity can be reduced using the list

sphere decoder based on [HtB03]. This complexity can be further reduced with a higher

performance penalty using a linear filter detector based on minimum mean square error

(MMSE) criterion [FF73] or even a zero forcing (ZF) criterion [Pri72].

Full-rate full-diversity STBC The optimum receiver i.e., the ML detector, evalu-

ates the squared Euclidean distance D(S1, S2, S3, S4) between the received noisy signal

Y and the noiseless transmitted codeword S corresponding to all possible quadruplets of

transmitted symbols (S1, S2, S3, S4) and selects the one which minimizes this distance,

expressed by

D(S1, S2, S3, S4) = ‖Y −HS‖2F (1.26)

where ‖.‖F is the Frobenius norm.

For FR-FD STBCs, the ML detector therefore makes an exhaustive search over all

possible M4 quadruplets and its complexity grows in O
(

M4
)

. In general, for a FR-

FD STBC transmitting Nt × T symbols per block, the complexity grows in O
(

MNtT
)

.

However, some FR-FD STBCs have been designed in a way permitting a ML-detection

with low complexity e.g., the Matrix D STBC [SS07]. The low ML-detection complexity

of the MD code is described in Section 2.1.1.
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Alamouti scheme For the Alamouti scheme, the ML-detection complexity grows

linearly with the modulation order i.e., O (M). Indeed, the received signals during the

first and the second channel use periods can be written as

r11 = h11S1 + h12S2 + n11 (1.27a)

r12 = −h11S∗
2 + h12S

∗
1 + n12 (1.27b)

for the first antenna, and

r21 = h21S1 + h22S2 + n21 (1.28a)

r22 = −h21S∗
2 + h22S

∗
1 + n22 (1.28b)

for the second receive antenna. Based on a exhaustive search over all possible constel-

lation points, the optimal ML detector estimates the transmitted symbols S1 and S2

using

Ŝ1 = h∗11r11 + h12r
∗
12 + h∗21r21 + h22r

∗
22

=
(

|h11|2 + |h12|2 + |h21|2 + |h22|2
)

S1 + η1

(1.29)

Ŝ2 = h∗12r11 − h11r
∗
12 + h∗22r21 − h22r

∗
22

=
(

|h11|2 + |h12|2 + |h21|2 + |h22|2
)

S2 + η2

(1.30)

with η1 = h∗11n11 + h12n
∗
12 + h∗21n21 + h22n

∗
22,

and η2 = h∗12n11 − h11n
∗
12 + h∗22n21 − h21n

∗
22.

These equations obviously show that the receiver exploits a diversity of order 4 which

is the maximum diversity for a 2× 2 MIMO system.

Spatial multiplexing The spatial multiplexing scheme uses only one period to trans-

mit Nt symbols. On the first receive antenna, the received signal can be written as

r1 = h11S1 + h12S2 + n1 (1.31)

Similarly, on the second receive antenna

r2 = h21S1 + h22S2 + n2 (1.32)

The ML detector selects the couple (S1, S2) minimizing the distance D(S1, S2) ex-

pressed by

D(S1, S2) = ‖Y −HS‖2F = ‖r1 − h11S1 − h12S2‖2 + ‖r2 − h21S1 − h22S2‖2. (1.33)
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The complexity of such a detector grows in O
(

M2
)

.

1.5 Background on Capacity-Approaching Channel Cod-

ing

In order to achieve reliable transmissions, channel coding is incorporated in digital

communication systems. The basic principle of channel coding is to introduce redun-

dancy bits to the transmitted data. The receiver uses these additional bits to, if possible,

detect and/or correct erroneous bits in the received data, leading therefore to a more

reliable transmission. However, the use of channel coding causes a reduction in the data

rate or an expansion in the bandwidth. The multiplexing gain introduced by MIMO

technologies can compensate this reduction.

For communication systems, the most relevant channel codes are capacity-approaching

codes which closely approach the channel capacity defined by Shannon [Sha48] as the

theoretical maximum limit at which reliable communication is still possible given a

specific noise level. Among them, turbo codes [BGT93] and low-density parity-check

codes [Gal62] are competing for adoption in recently standardized telecommunication

systems.

In this section, we describe some well-known capacity-approaching channel codes

considered throughout the thesis. We start by briefly describing convolutional codes,

and then we present the 8-state double binary turbo code adopted in the WiMAX and

DVB-return channel via satellite (DVB-RCS) standards [DB05, IEE06, Nua07, DVB09].

Thereafter, we describe a new turbo-like code known as FlexiCode [CTD+05]. Note that

the work presented in this thesis is also applicable to LDPC codes and any channel code.

1.5.1 Convolutional Codes

Convolutional codes [Eli55] form a family of codes simple to implement based on

linear feedback shift registers. They are widely used in various applications in order

to increase the transmission reliability. A convolutional encoder receives at its input,

at each instant i, a vector di of p bits and generates at its output a vector of q bits

(q > p). This code is called p-binary code with rate p/q which corresponds to the

ratio of the number of information bits p to the number of total coded bits q. The

code is called systematic when the input di being encoded is included in the output

sequence. Moreover, it is recursive if the current memory bits are fed back to compute

the new memory bits. Figure 1.3 depicts the structure of a p = 1 recursive systematic

convolutional (RSC) encoder with memory ν = 3 and then 2ν = 8 possible states,

so-called 8-state binary RSC code. D represents the memory element, responsible of
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Figure 1.3: Structure of an 8-state binary encoder.

forwarding the bits with a delay of one time unit. The generator polynomials in octal

form of this code are (15, 13)8.

RSC code are characterized by a fixed code rate. When higher coding rates are

required, puncturing i.e., not transmitting certain coded bits, is applied [CCG79]. The

code rate is then defined as the ratio of the number of information bits to the number

of surviving coded bits.

Several algorithms are proposed to decode a convolutional code. We will focus on

soft-input soft-output decoders. The most common algorithms are the soft-output Viterbi

algorithm (SOVA) [HH89] and the BCJR algorithm [BCJR74]. The BCJR algorithm

is also known as the maximum a posteriori (MAP) algorithm, as it maximizes the

a posteriori probability. The log-MAP algorithm [RVH95] is a version of the MAP

algorithm in the logarithmic domain. In order to decrease the log-MAP algorithm

complexity, a less complex suboptimal variant of this algorithm called MAX-log-MAP,

is proposed [RVH95] where the logarithmic operation is replaced by a maximization

function (log(exp(a) + exp(b)) ≈ max(a, b)). In this thesis, we use the MAP decoder for

simulation results.

1.5.2 The WiMAX 8-State Double Binary Turbo Code

Turbo codes introduced by Berrou et al. consist of the parallel concatenation of two

convolutional codes C1 and C2 with an interleaver Π between them [BGT93]. Figure

1.4 shows the structure of a turbo encoder. The designation, turbo code, is due to the

iterative decoding at the receiver side. Non-binary turbo codes i.e., the parallel con-

catenation of p-binary RSC leads to better global performance with respect to classical

turbo codes (p = 1) [BJDK01, DB05]. The advantages of this construction are: better

convergence of the iterative process, larger minimum distances (i.e., larger asymptotic

gains), less puncturing for a given rate, higher throughput, and reduced latency. More-

over, non-binary decoding is more robust towards the flaws of the decoding algorithm.
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Figure 1.4: Structure of a turbo encoder.
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Figure 1.5: Structure of an 8-state double binary RSC encoder.

A very slight difference is observed between the decoding performance when using the

MAP or the MAX-log-MAP algorithms.

A RSC code with p = 2 is called double binary RSC. Figure 1.5 depicts the structure of

the 8-state double binary RSC encoder with generator polynomials (15, 13)8. Due to its

good performance and reasonable decoding complexity, the 8-state double binary turbo

code based on this component encoder has been adopted in the WiMAX [IEE06], DVB-

RCS [DVB09] and DVB-Return Channel Terrestrial (DVB-RCT) [DVB02] standards.

1.5.3 Log-Likelihood Ratios

A natural reliability value for the exchange of soft information in iterative decoding

process is the log-likelihood ratio (LLR). Let b be a variable in a Galois field (GF) with

the elements ∈ {0, 1}. Then, the a priori LLR of b is defined as [Hag04]

La(b) = log
P (b = 0)

P (b = 1)
(1.34)
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La(b) represents the a priori knowledge about the binary random variable b. For a

transmission channel with transition probability P (Y|b), the a posteriori LLR value of

b, conditioned on the received signal Y, is

L(b|Y) = log
P (b = 0|Y)

P (b = 1|Y)
(1.35)

The sign of L(b|Y) provides the hard decision on b, and the magnitude |L(b|Y)| tells
the reliability of this decision.

Applying the Bayes’ rule yields,

P (b = 0|Y) =
P (Y|b = 0)

P (Y)
P (b = 0) (1.36)

where P (b = 0) is the a priori probability that b = 0 was transmitted. From equations

(1.35) and (1.36), we obtain

L(b|Y) = log
P (b = 0)

P (b = 1)
+ log

P (Y|b = 0)

P (Y|b = 1)
= La(b) + Lch(Y|b) (1.37)

For a Rayleigh fading MIMO channel with channel matrix H, the channel LLR

Lch(Y|b) is given by

Lch(Y|b) = log
P (Y|b = 0)

P (Y|b = 1)
= log

∑

S∈χi
0
P (Y|S)

∑

S∈χi
1
P (Y|S) (1.38)

where χi0 (resp. χi1) is the set of transmitted matrices S having the bit b equal to 0

(resp. 1) and P (Y|S) is expressed as

P (Y|S) ∝ exp

(

−‖Y−HS‖2F
σ2

)

= exp

(−D(S1, S2, S3, S4)

σ2

)

(1.39)

1.5.4 Iterative (Turbo) Decoding

The iterative or turbo decoding principle of a parallel concatenated convolutional

code is shown in Figure 1.6. C−1
1 is the soft-input soft-output decoder corresponding to

encoder C1 and C−1
2 is the decoder corresponding to C2.

Turbo decoding involves an exchange of information between two components de-

coders C−1
1 and C−1

2 . This exchange is enabled by linking the a priori LLR of one

component decoder (La1(b) or La2(b̃)) to the extrinsic LLR provided by the other com-

ponent decoder (Le1(b) or Le2(b̃)). Each decoder computes the extrinsic information

related to the information word (b), using its associated systematic and parity symbols

(c) coming from the transmission channel (Lch(c)), and the a priori LLR. The decoding
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Figure 1.6: Iterative decoding of a parallel concatenated convolutional code.

process is usually executed in a sequential manner, and starts arbitrarily with either

decoder, C−1
1 for example. C−1

1 computes the a posteriori LLRs L(b) and the extrinsic

information Le1(b). At the first iteration, no a priori information La1(b) is available.

Next, C−1
2 is processed. C−1

2 is fed by the channel observation from the detector Lch(c)

and the a priori information La2(b̃) from C−1
1 . La2(b̃) is the interleaved version of Le1(b)

and Le1(b) = L(b)− La1(b). After C−1
1 processing is completed, C−1

2 starts processing.

In turn, C−1
2 computes the a posteriori probability L(b̃) and forwards extrinsic informa-

tion Le2(b̃) = L(b̃)− La2(b̃) to C−1
1 . In the next iteration, this extrinsic information is

deinterleaved and serves as a priori information for C−1
1 .

The turbo decoding process is repeated until a fixed maximum number of iterations

Nmax is reached or an early stopping criterion is fulfilled.

1.5.5 EXtrinsic Information Transfer Charts

The turbo decoding algorithm does not generally converge to a maximum likelihood

solution, although it gives good error correction performance in practice. One way to

study the convergence behavior of FEC codes is to use EXIT charts, introduced by

ten Brink in [tB01]. EXIT chart is a useful technique to describe the flow of extrin-

sic information between two (or more) constituent decoders. In an EXIT chart, the

mutual information at the output of a component decoder is plotted as a function of

the information at its input. If two decoders are exchanging messages, the behavior of

the iterative process can be plotted in a two-dimensional chart. This chart permits the

prediction of the SNR value corresponding to the convergence of the iterative process.
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The mutual information between the transmitted bit b ∈ {0, 1} and the channel LLR

Lch is computed by [Hag04]

I(Lch, b) = 1− E[log2(1 + exp(−Lch))] (1.40)

where E is the mean function. By invoking the ergodicity theorem, the statistical mean

can be evaluated by the time average and the mutual information can be then assessed

by taking a large number N of samples. Therefore, I(Lch, b) can be computed by

I(Lch, b) = 1− 1

N

N
∑

n=1

log2(1 + exp(−bn.Lch)) (1.41)

with bn = (−1)b

For a component decoder, the information transfer function is measured as

I(Le, b) = T (I(La, b)) (1.42)

where I(La, b) is the mutual information between b and the a priori LLR La and I(Le, b)

is the mutual information between b and the extrinsic LLR Le. I(La, b) and I(Le, b) can

be computed according to equation (1.41) where the a priori LLRs are modeled as

independent Gaussian random variables [tB01]. Therefore, the transfer function of each

component decoder C−1
1 and C−1

2 can be computed and then plotted in a two-dimensional

chart. For decoder C−1
1 , the a priori information I1(A) of the first decoder is plotted on

the horizontal axis and its corresponding output extrinsic information I1(E) is plotted

on the vertical axis. For decoder C−1
2 , the a priori information I2(A), which is equal to

I1(E), is plotted on the vertical axis and its output extrinsic I2(E), which becomes the

a priori information I1(A) in the next iteration, is plotted on the horizontal axis. The

decoding path is illustrated by stepping the two curves. For a successful decoding, there

must be an open tunnel between the curves. The convergence threshold is defined as

the minimum Eb/N0 for which the tunnel begins to open and a clear decoding path is

observed between the two curves.

Figure 1.7 plots the EXIT chart of the 8-state double binary turbo code with rate

Rc = 1/2 combined with a 4-QAM modulation in a Rayleigh fading channel. At Eb/N0 =

2.6 dB, an open tunnel is observed between the two curves, permitting the point (1, 1)

to be reached. Therefore, Eb/N0 = 2.6 dB corresponds to the convergence threshold for

this turbo code.
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Figure 1.7: EXIT chart at Eb/N0 = 2.6 dB of the 8-state double binary turbo code
with rate Rc = 1/2; 4-QAM modulation; flat Rayleigh fading channel.
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Figure 1.8: Structure of the Flexicode encoder.

1.5.6 FlexiCodes

FlexiCodes belong to the family of systematic serially concatenated codes, a new

turbo-like introduced in [CTD+05]. Flexicodes intend to combine the advantages of

both turbo and LDPC codes [CTD+05, DHP06]. They provide good performance over

a wide range of operational scenarios and are simple to implement. Even for high code

rates (> 0.9) and moderate block size (< 4, 096), they can achieve a BER below 10−10.

The structure of the FlexiCode encoder is depicted in Figure 1.8. The information

word b is first encoded by an outer code with rate 1/Q. The bits at the output of the

outer encoder are then interleaved and grouped into groups of J bits. Each group is

passed to a single parity check (SPC) code which forms the sum modulo-2 of its J input

bits. The bits at the SPC output are then encoded by an inner code with rate 1/L to

generate parity word p. FlexiCodes are systematic codes. Therefore the information
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Figure 1.9: BER for 2×2 WiMAXMIMO profiles: MA with 16-QAMmodulation and
MB, MC with 4-QAM modulation; quasi-static flat Rayleigh fading MIMO channel.

word b is concatenated with the parity word p to form the codeword ć provided to the

BICM interleaver. Thus, the rate of the overall code is:

Rc =
J

J +QL
(1.43)

In the simulations of this thesis, we use the RSC (5; 7)8 code with rate 1/2 as outer

code and a rate-1 convolutional encoder i.e., an accumulator as inner encoder, leading

to Rc = J/(J + 2). The rate of the FlexiCode and therefore its performance can be

controlled by varying parameter J .

1.6 An Example of Coded MIMO System: WiMAX

After having provided a background on MIMO codes and capacity-approaching FEC

codes, we consider the 2 × 2 WiMAX system as an example of coded MIMO systems.

We first provide the performance in terms of bit error rate for the uncoded system con-

ventionally presented while classifying MIMO codes. Afterwards, we use the expression

“uncoded”, with the understanding that a MIMO coding is used, to refer to the case of

a MIMO system without any FEC code. Then, in order to assess the performance of

the practical system, we provide the BER for the coded case.
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Figure 1.10: BER of turbo coded 2× 2 WiMAX system; 8-state double binary turbo
code (Rc = 1/2, 2/3, 3/4, 5/6) with 8 turbo decoding iterations; MIMO profiles: Alamouti
code (MA) with 16-QAM and spatial multiplexing (MB), Golden code (MC) with 4-

QAM; quasi-static flat Rayleigh fading MIMO channel.

1.6.1 Bit Error Rate of Uncoded Transmission

Figure 1.9 depicts the BER cruves of the WiMAX 2×2 profiles over a quasi-static flat

Rayleigh fading MIMO channel as a function of Ebu/N0, where Ebu denotes the energy

per bit for uncoded MIMO system per receive antenna, andN0 is the noise power spectral

density. As they are referred to in the IEEE 802.16e-2005 standard [IEE06], MA denotes

the Alamouti scheme, MB denotes the spatial multiplexing scheme and MC denotes the

Golden code. A fair comparison between different profiles should be performed at the

same spectral efficiency. Therefore, we use a 16-QAM modulation for the MA scheme

and a 4-QAM modulation for the FR profiles.

Obtained results show that the slope of the BER curves are much higher for MA and

MC with respect to MB scheme. Hence, these schemes substantially outperform MB at

high SNRs. Based on the BER for uncoded transmission or uncoded BER (UBER), one

can obviously select the MC transmission scheme due to its performance superiority.

1.6.2 Bit Error Rate of Coded Transmission

In order to evaluate the performance for the coded WiMAX system, BER curves

have been plotted after 8 turbo decoding iterations for an information frame size equal

to 4, 800, as a function of Eb/N0 where Eb is the energy per information bit. A random

BICM interleaver is used and the gains are evaluated at a target BER equal to 10−5.
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Figure 1.10 shows the BER curves with a 4-QAM modulation for the FR profiles.

For Rc = 1/2, MB code offers the best performance with a gain of 0.1 dB compared to

MC code. From Rc = 2/3 to Rc = 5/6, the MC code surpasses all the presented codes

with a gain increasing with the rate, from 0.05 dB at Rc = 2/3 to 0.25 dB at Rc = 5/6.

The MA scheme always shows the worst performance.

Simulation results show that uncoded BER performance obtained in Section 1.6.1

is insufficient to predict the BER performance of the coded system. A selection of

the transmission scheme for practical communication systems based only on UBER can

be misleading. Indeed, UBER favors the selection of the MC (Golden code) scheme.

However, the use of the MC would:

1. alter the performance of terminals for low coding rate profiles.

2. increase the MIMO detection complexity compared to MA and MB schemes.

Similar conclusions are obtained in [MRLRB07] in the context of the WiFi system

based on the IEEE 802.11n standard, in [KSB09] in the context of the WiMAX system

and in [MKV+12] in the context of the DVB-T2 standard.

Capacity-approaching FEC codes concatenated with MIMO techniques are used in

most of the recently developed telecommunication systems e.g., WiMAX, WiFi, LTE,

LTE-Advanced and DVB. For these systems, a judicious method providing suitable

transmission schemes, in terms of performance and complexity, must be addressed. This

statement of fact motivates our work through this thesis.

1.7 Chapter Summary

In this chapter, we provided an introduction to coded MIMO systems. First, we de-

scribed the considered MIMO system, the wireless channel environment and the system

model. Thereafter, we presented a background knowledge about information theory,

MIMO coding techniques and capacity-approaching channel coding. As an example of

coded MIMO system, we considered the WiMAX system context. Uncoded performance

are conventionally used to select the employed MIMO technique for coded MIMO sys-

tem. However, obtained coded performance show that such a selection criterion is not

suitable and may lead to a high complexity scheme with worse performance. In the

sequel, an innovative method to select, and if possible design, an appropriate MIMO

technique for coded MIMO systems is discussed.



Chapter 2

Improving Standardized STBCs

for Coded MIMO Systems:

Towards Adaptive STBCs

STBCs are conventionally designed according to the rank-determinant criteria suit-

able at high SNRs. Moreover, they are usually classified based on uncoded BER perfor-

mance at high SNRs. The STBC offering the best uncoded BER performance is usually

selected for practical communication systems. Recently, several papers have noted that

such a selection is misleading and reveals to be insufficient to predict the performance

of coded MIMO systems [MRLRB07, KSB09, LJ10, MKV+12, MRLB12]. Indeed, in

Chapter 1, we have shown that the range of low to moderate SNRs should be targeted

for the design of STBCs when a capacity-approaching FEC is used in the communica-

tion chain. In this chapter, we investigate the improvement of standardized STBCs for

coded MIMO systems. Practical communication systems promote the usage of a low

complexity receiver. Indeed, the receiver is implemented in the user terminal whose size

and price should be kept reasonable.

Section 2.1 starts with the presentation of a low ML-detection complexity STBC

called Matrix D [SS07, SSB+08]. Then we incorporate this structure into coded MIMO

systems. In order to fully benefit from the power of capacity-approaching FEC codes,

the FEC decoder requires soft decisions on transmitted bits on its input. Since the

original detector for MD STBC provides hard decisions on received bits, we propose

a soft detector for the MD STBC with the same complexity order as the original one.

The low complexity detector is shown to be efficient even when the link between one or

more antennas is lost or erased. Afterwards, in Section 2.2, we optimize the MD STBC

according to the trace criterion [TC01, CYV01], instead of the determinant criterion.

The trace criterion is efficient in the low SNRs region and therefore more appropriate for

coded MIMO systems. Based on the MD STBC structure, we propose a new full-rate

34
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full-diversity STBC with low ML-detection complexity and we show that it overcomes

the original one in the context of WiMAX. In Section 2.3, we assess the computational

complexity of MIMO detection and FEC decoding in a WiMAX receiver with different

MIMO profiles.

Afterwards, we investigate the design of STBC codes for a large range of SNR. In

Section 2.4, we propose a SNR-dependent STBC design criterion based on the bitwise

mutual information (BMI) optimization between transmitted and soft detected bits at

a specific target SNR. In Section 2.5, after the criterion validation, we optimize several

standardized STBCs according to the BMI criterion. Their design parameters are SNR-

dependent which leads to the proposal of adaptive STBCs. Adaptive Matrix D STBC

overcomes or matches the original one for a wide range of SNRs. Furthermore, based on

the trace-orthonormal STBC structure described in [ZLW07], we propose an adaptive

trace-orthonormal STBC. The simulation results presented in Section 2.6 in the context

of a WiMAX system and in Section 2.7 with a FlexiCode FEC code show that the

adaptive trace-orthonormal STBC overcomes or matches conventional STBCs for all

coding rates.

2.1 Matrix D Space-Time Block Code

In [SS07, SSB+08], the decoder complexity issue is included in the design criteria

leading to the proposal of the MD STBC. In this section, we present the original hard

detector for the MD STBC. Afterwards, we propose a soft detector for the Matrix D

STBC with the same complexity order as the hard detector.

2.1.1 Original Low Complexity Detector

The original low complexity detector for the MD STBC proposed by Sezginer and

Sari in [SS07] aims at providing the ML-detection on transmitted symbols with a re-

duced complexity. By transmitting a group of four data symbols (x1, x2, x3, x4) encoded

according to the MD structure, the two signals received at the first and second channel

use periods on the first receive antenna, are

r1 = h11 (ax1+bx3)+h12 (ax2+bx4)+n1, (2.1a)

r2 = h11 (−cx∗2−dx∗4)+h12 (cx∗1+bx∗3)+n2, (2.1b)

Similar expressions hold for the second receive antenna:

r3 = h21 (ax1+bx3)+h22 (ax2+bx4)+n3, (2.2a)

r4 = h21 (−cx∗2−dx∗4)+h22 (cx∗1+bx∗3)+n4, (2.2b)
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where ni, i = 1, ...4, are additive noise terms.

A classical ML-detector makes an exhaustive search over all possibleM4 quadruplets

(see section 1.4.3.1), whereas the MD STBC is designed in a special way permitting a

low complexity implementation of the ML-detector [SS07]. From the received signals

(r1, r2, r3, r4), we compute for each pair (S3, S4)

w1 = r1−b (h11S3+h12S4) , (2.3a)

w2 = r2 − d (h12S
∗
3−h11S∗

4) , (2.3b)

w3 = r3−b (h21S3+h22S4) , (2.3c)

w4 = r4−d (h22S∗
3−h21S∗

4) . (2.3d)

Next, from (w1, w2, w3, w4), we compute signals h∗11w1, h12w
∗
2, h

∗
21w3, h22w

∗
4. Then

from these signals, we compute y1 given by

y1 = (h∗11w1 + h∗21w3) /a+ (h12w
∗
2 + h22w

∗
4) /c

∗. (2.4)

When (S3, S4) = (x3, x4)

y1 = αx1 + η1, (2.5)

where α =
(

|h11|2 + |h12|2 + |h21|2 + |h22|2
)

and η1 =
(h∗11n1+h∗21n3)

a +
(h12n∗

2+h22n
∗
4)

c∗ .

Since y1 has no term involving symbol x2, the ML-estimation of x1 conditionally to

(S3, S4) is obtained.

Similarly, after the computation of intermediate signals h∗12w1, h11w
∗
2, h

∗
22w3, h21w

∗
4,

we have

y2 = (h∗12w1 + h∗22w3) /a− (h11w
∗
2 + h21w

∗
4) /c

∗. (2.6)

When (S3, S4) = (x3, x4)

y2 = αx2 + η2, (2.7)

where η2 = (h∗12n1 + h∗22n3) /a− (h11n
∗
2 + h21n

∗
4) /c

∗.

By sending signals y1 and y2 to a threshold detector, we get the ML-estimate of

x1 and x2 conditionally to S3 and S4, which we denote by (SML
1 , SML

2 , S3, S4). α in-

volves all the available channel coefficients and its expression shows that the estimates

of transmitted symbols benefit from the 4-th order of spatial diversity. Instead of com-

puting metric D(S1, S2, S3, S4) for all (S1, S2, S3, S4), we only need to compute it for

(SML
1 , SML

2 , S3, S4), with (S3, S4) spanning the constellation. In this way, the number

of computed distances decreases from M4 to M2 and then the ML-detector complexity

order is decreased from O
(

M4
)

to O
(

M2
)

[SS07]. More precisely, the ML-estimate of

x1 and x2, based on signals y1 and y2, is done independently for each pair (S3, S4) and

the ML-detection complexity order is therefore O
(

M3
)

. This complexity can be further
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reduced to O
(

M2
√
M
)

for square QAM modulations i.e., 4-QAM, 16-QAM, 64-QAM,

etc., by detecting separately real and imaginary parts for some symbols [SR08].

2.1.2 Soft Detection for MD STBC

2.1.2.1 Original Detector Impairments

The low complexity detector presented in Section 2.1.1 provides, by its construction,

the same hard decisions on transmitted symbols x1, x2, x3 and x4 as the classical ML-

detector. In order to fully benefit from the power of capacity-approaching FEC codes, the

FEC decoder requires soft decisions on transmitted bits. The probability ĉi = P (ci = 1)

that the coded bit of index i is equal to 1 is computed as (see Section 1.5)

ĉi =

∑

S∈χi
1
P (Y|S)

∑

S∈χi
1
P (Y|S) +

∑

S∈χi
0
P (Y|S) , (2.8)

where χi0 (resp. χi1) is the set of transmitted matrices S having bit ci equal to 0 (resp.

1) and P (Y|S) is the likelihood function expressed as

P (Y|S) ∝ exp

(

−‖Y−HS‖2F
σ2

)

= exp

(−D(S1, S2, S3, S4)

σ2

)

(2.9)

In order to compute the soft estimate ĉi of each bit carried by x3 and x4, a first

solution involves using available distances D(SML
1 , SML

2 , S3, S4). Simulations verify that

soft estimates for x3 and x4 bits are very close to the ones obtained with classical soft

ML-detection of complexity O
(

M4
)

, since (S3, S4) spans all the constellation. On the

other hand, due to the low complexity detection, we have only the distances y1 − αS1

and y2 − αS2 to compute the estimates of the bits carried by x1 and x2. This leads to

less reliable soft estimates for these bits and to a performance loss when the MD STBC

is concatenated with a capacity-approaching FEC code.

2.1.2.2 Proposed Soft Detector for MD STBC

Fortunately, the MD structure allows the low complexity ML-detector to work sym-

metrically i.e., detect S3 (or S4) conditionally to S1 and S2. Thus, to perform the soft

detection on x1 and x2 bits, we propose to reuse the same approach used for the bits of

symbols x3 and x4. Then, the ML-detection complexity remains at the same order as

the original detector since the exhaustive search is done only on two symbols.
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The low complexity detection can be done independently for the bits of (x1, x2) and

(x3, x4). Indeed, taking Si and Sj spanning the transmitted constellation, the ML-

estimation of x1 and x2 conditionally to (S3, S4) is computed by

w1 = r1−b (h11Si+h12Sj) , (2.10a)

w2 = r2 − d
(

h12S
∗
i −h11S∗

j

)

, (2.10b)

w3 = r3−b (h21Si+h22Sj) , (2.10c)

w4 = r4−d
(

h22S
∗
i −h21S∗

j

)

. (2.10d)

After the computation of these intermediate signals, we obtain the soft detection for bits

of x3 and x4 as in Section 2.1.2.

Furthermore, the detection of x3 and x4 conditionally to (S1, S2) is done by

w̃1 = r1−a (h11Si+h12Sj) , (2.11a)

w̃2 = r1 − c
(

h12S
∗
i −h11S∗

j

)

, (2.11b)

w̃3 = r3−a (h21Si+h22Sj) , (2.11c)

w̃4 = r4−c
(

h22S
∗
i −h21S∗

j

)

. (2.11d)

Similarly, from signals w̃1, w̃2, w̃3, w̃4, we compute the intermediate signals h∗11w̃1,

h12w̃
∗
2, h

∗
21w̃3, h22w̃

∗
4. From these signals, we compute y3

y3 = (h∗11w̃1 + h∗21w̃3) /b+ (h12w̃
∗
2 + h22w̃

∗
4) /d

∗. (2.12)

When (Si, Sj) = (x1, x2)

y3 = αx3 + η3, (2.13)

where η3 = (h∗11n1 + h∗21n3) /b+ (h12n
∗
2 + h22n

∗
4) /d

∗.

Next, after the computation of the intermediate signals h∗12w̃1, h11w̃
∗
2, h

∗
22w̃3, h21w̃

∗
4,

we evaluate

y4 = (h∗12w̃1 + h∗22w̃3) /b− (h11w̃
∗
2 + h21w̃

∗
4) /d

∗. (2.14)

When (Si, Sj) = (x1, x2)

y4 = αx4 + η4, (2.15)

where η4 = (h∗12n1 + h∗22n3) /b− (h11n
∗
2 + h21n

∗
4) /d

∗.

Now, we have all the required distances to compute the soft estimate ĉi for the bits of

x1 and x2. Thus, the low complexity soft detection is done for all transmitted bits. The

complexity of the proposed detector is still on the same order as the original detector

since the pair (Si, Sj) takes the constellation spanning role for (S1, S2) and (S3, S4)

simultaneously. Only the number of computed intermediate signals is doubled. After
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Figure 2.1: BER for the concatenation of the WiMAX 8-state double binary turbo
code (Rc = 1/2, k = 4, 800) and the MD STBC detected with: original, proposed and
full complexity soft detectors; 4-QAM modulation; quasi-static flat Rayleigh fading

MIMO channel.

the proposal of the soft detector for the MD STBC, we found that a hint on the used

method was given in [SSB09]. However, [SSB09] has not considered a coded MIMO

transmission using the MD STBC.

2.1.2.3 Comparison Between Detectors

Figure 2.1 plots the BER as a function of Eb/N0 of the WiMAX 8-state double

binary turbo code at rate Rc = 1/2, concatenated with the MD STBC and soft detected

with the original, the proposed and the full complexity ML-detectors. The number of

turbo decoding iterations is equal to 8. The transmission is done over a quasi-static flat

Rayleigh fading MIMO channel. An information frame size of 4, 800 bits and a 4-QAM

modulation are considered. At a BER equal to 10−5, a gain of 1.9 dB is obtained using

the proposed detector with respect to the original one while a small loss of 0.1 dB is

observed with respect to the full complexity detector. Due to its good performance

and low complexity, the proposed detector is used in our work while simulating the MD

STBC.

2.1.3 Robustness of the Detector with respect to Erasure Events

In some cases, the link between one transmit and one receive antenna might be erased.

Without loss of generality, we assume that we lose the link between the first transmit

and the first receive antenna i.e., h11 = 0. By proceeding in the same manner as in
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Section 2.1.1, we obtain

y1 = αErx1 + ηEr1 , (2.16a)

y2 = αErx2 + ηEr2 , (2.16b)

where αEr =
(

|h12|2 + |h21|2 + |h22|2
)

, ηEr1 = (h∗21n3) /a+(h12n
∗
2 + h22n

∗
4) /c

∗ and ηEr2 =

(h∗12n1 + h∗22n3) /a− (h21n
∗
4) /c

∗.

The expression αEr obviously shows that the estimates of symbols x1 and x2 benefits

from all the remaining spatial diversity.

Similarly, the low complexity ML-detection remains valid when more than one trans-

mit or receive antennas are erased. Transmitted symbols always benefit from all the

remaining spatial diversity.

For deep erasure events, FR-FD STBCs are more advantageous than spatial mul-

tiplexing schemes as the same information is transmitted several times over different

paths and it could be recovered thanks to surviving paths. In contrast, the transmitted

information following the spatial multiplexing scheme is totally lost during an erasure

event. However, in a coded system, a part of this information can be recovered thanks

to the correction power of employed capacity-approaching FEC codes especially at low

coding rates.

2.2 Matrix D STBC for Coded MIMO Communication

Systems

The MD STBC has been optimized according to the rank-determinant criteria [SS07]

efficient at high SNRs. In the sequel, we investigate the optimization of the MD STBC

in the range of low SNRs, more appropriate for coded MIMO systems.

2.2.1 Trace Criterion

As a substitute for the determinant criterion, authors in [TC01, CYV01] proposed

the trace criterion to design space-time codes in the range of low SNRs. This criterion

is based on the minimization of the upper bound for the PEP at low SNRs.

Trace Criterion The minimum trace of the matrix ∆ = (X− X̂)H(X− X̂) is defined

as

ξ = min
X 6=X̂

r
∑

i=1

λi (2.17)

where λi; i = 1, ..., r are the nonzero eigenvalues of matrix∆. The minimum trace ξ must

be maximized for all possible transmitted codeword pairs (X, X̂). It is to noted that
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Figure 2.2: Minimum trace and minimum determinant of the MD STBC as a function
of its design parameter ϕ ; 4-QAM modulation.

the minimum trace represents the minimum Euclidean distance between two space-time

codewords.

2.2.2 MD STBC Optimization according to the Trace Criterion

In this section, the optimization of the MD STBC is done according to the trace

design criterion instead of the classical determinant criterion. As in [SS07], an exhaustive

search is done on the design parameter ϕ and the one maximizing the minimum trace

is selected.

Figure 2.2 plots the minimum trace and the minimum determinant of the MD code

as a function of ϕ for a 4-QAM modulation. It shows that the angle which maximizes

the minimum trace is equal to ϕTrace = 135◦. The same angle is obtained for higher

modulation order i.e., 16-QAM, 64-QAM, etc. On the other hand, Figure 2.2 shows

that ϕDeterminant = arg (b) = arg
([

(1−
√
7) + j(1 +

√
7)
]

/(4
√
2)
)

≈ 114.29◦ provides

the highest minimum determinant [SS07]. Two different ϕ are obtained according to the

trace criterion and the determinant criterion.

Unfortunately, the minimum determinant at ϕTrace = 135◦ is equal to 0 for many

pairs (X, X̂). Hence the matrix ∆ = (X − X̂)H(X − X̂) is no longer full-rank i.e.,

r < Nt and the MD STBC loses its full-diversity property as d = rNr < NtNr.

The full-diversity property guarantees a good behavior at high SNRs. In order to

maintain the full-diversity property for the MD STBC, the minimum determinant should

be different from 0. A tradeoff angle ϕ such that ϕDeterminant ≤ ϕ ≤ ϕTrace can be
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Figure 2.3: BER for the uncoded (UC) system (only MIMO system); MIMO profiles:
Spatial multiplexing (MB), Golden code (MC), original MD [SS07], MD(ϕ = 135◦) and
MD(ϕ = 125◦); 4-QAM modulation; quasi-static flat Rayleigh fading MIMO channel.

selected. Such a tradeoff aims to design a FR-FD STBC with low complexity detection,

that performs well for a wide range of SNRs. As an example, we take the tradeoff angle

ϕ = 125◦.

2.2.3 Performance Evaluation

In this section, we assess both uncoded and coded BER for the proposed MD codes

and compare them with WiMAX MIMO profiles. We recall that the detection of MD

codes is done using the proposed low complexity detector (see Section 2.1.2.2).

2.2.3.1 BER Curves of the Uncoded MIMO System

In order to validate the behavior of the proposed MD codes for high Ebu/N0, un-

coded MIMO system is simulated. BER curves are plotted in Figure 2.3 for the spatial

multiplexing (MB) code, the Golden code (MC), the original MD [SS07], the proposed

MD(ϕ = 135◦) and MD(ϕ = 125◦) MIMO codes with 4-QAM modulation. It shows

that the MD(ϕ = 135◦) STBC loses its full-diversity property as the slope of its UBER

curve is equal to the one of the MB code. Besides, the tradeoff MD(ϕ = 125◦) maintains

the full-diversity property as its UBER curve slope is equal to the one of the original
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Figure 2.4: BER of turbo coded system; 8-state double binary turbo code (Rc = 1/2,
5/6) with 8 turbo decoding iterations; MIMO profiles: Alamouti code (MA) with 16-
QAM modulation and spatial multiplexing (MB), Golden code (MC), original MD
[SS07], MD(ϕ = 135◦) and MD(ϕ = 125◦) with 4-QAM modulation; quasi-static flat

Rayleigh fading MIMO channel.

MD STBC. However, since it is designed to be suitable for the range of low SNRs, a loss

in MIMO coding gain is obtained with respect to original MD.

2.2.3.2 BER Curves of the Coded MIMO System

Figure 2.4 plots the BER as a function of Eb/N0 for the coded WiMAXMIMO profiles

i.e., the Alamouti code (MA), the spatial multiplexing (MB), the Golden code (MC)

and the low detection complexity MD-based codes: original MD [SS07], MD(ϕ = 135◦)

and MD(ϕ = 125◦) STBCs concatenated with the 8-state double binary turbo code at

coding rates Rc = 1/2 and Rc = 5/6. The frame size k is equal to 4, 800 bits. The

considered MIMO channel is a quasi-static flat Rayleigh fading channel (T = 2) with

Nt = 2 transmit antennas and Nr = 2 receive antennas. A BER value equal to 10−5 is

targeted.

At coding rate Rc = 1/2, a gain of 0.2 dB is obtained with the MD STBC optimized

for low SNR i.e., MD(ϕ = 135◦) with respect to original MD. A slight loss is obtained

with the tradeoff code MD(ϕ = 125◦). Proposed MD codes outperform the original

MD code and closes the gap to the MC code from 0.35 dB to 0.15 dB. The spatial

multiplexing scheme surpasses the proposed MD codes with a gain of 0.3 dB.

At higher coding rate Rc = 5/6, a gain of 0.1 dB is obtained with proposed MD codes

with respect to original MD. Indeed, when the coding rate increases, the turbo code
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achieves its iterative convergence at higher SNRs where the original MD is optimized.

The tradeoff code MD(ϕ = 125◦) is slightly better than the MD(ϕ = 135◦) optimized

according to the trace criterion. The proposed MD codes outperforms the spatial mul-

tiplexing scheme with a gain of 0.25 dB while a loss of 0.2 dB is obtained with respect

to the MC code.

Despite this slight loss of the tradeoff MD(ϕ = 125◦) with respect to MD(ϕ = 135◦)

at low coding rates, the FR-FD version of the MD code or MD(ϕ = 125◦) is favored for

coded MIMO systems:

1. with capacity-approaching FEC codes operating at high coding rates,

2. without power control like broadcast systems.

Indeed, the MD(ϕ = 125◦) works well regardless the radio conditions undergone by the

terminals as it has a good performance for both low and high SNR. On the contrary,

the use of the MD(ϕ = 135◦) can alter the performance of terminals that are in good

radio conditions.

The proposed soft detector and the optimization of the MD STBC according to the

trace criterion have been published in [EALD11].

2.2.3.3 Erasure Effects on the BER of the Coded MIMO System

Throughout the communication, the link between one or more transmit/receive an-

tennas might be lost. This phenomenon is modeled by the erasure of the channel co-

efficient between concerned antennas, hij = 0. MIMO codes spreading the transmitted

information on more than one antenna and one channel use period are known to be

more resistant against erasure events with respect to the spatial multiplexing scheme.

For a coded MIMO system, a capacity-approaching FEC code tries to recover the trans-

mitted information word based on detected bits where erased bits are considered as

equiprobable such that ĉi = Pr(ci = 1) = 0.5.

Figure 2.5 plots the BER as a function of Eb/N0 for the coded WiMAX MIMO

profiles and the low complexity MD-based codes at a coding rate Rc = 5/6 with an

erasure probability equal to 0.2 i.e., a channel coefficient is erased (hij = 0) 20% of the

transmission time. The comparison with Figure 2.4 shows the effect of erasures on the

transmission. At a target BER = 10−5, a loss of 1.6 dB is observed for the MC code, 1.8

dB for the MD-based codes, 0.8 dB for the MA code and a loss of 2.6 dB is obtained for

the MB code. Indeed, the Alamouti code (MA) is more resistant against erasure events

as transmitted symbols are sent twice on both antennas. On the contrary, transmitted

symbols are lost during erasure events when the spatial multiplexing (MB) scheme is

used. Nevertheless, the proposed MD(ϕ = 125◦) code remains better than the original

MD and MD(ϕ = 135◦) STBCs.
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Figure 2.5: BER of turbo coded system; 8-state double binary turbo code (Rc = 5/6)
with 8 turbo decoding iterations; MIMO profiles: Alamouti code (MA) with 16-QAM
modulation and spatial multiplexing (MB), Golden code (MC), original MD [SS07],
MD(ϕ = 135◦) and MD(ϕ = 125◦) with 4-QAM modulation; quasi-static flat Rayleigh

fading erased MIMO channel with erasure probability = 0.2.

2.3 On the Complexity of the WiMAX Receiver

After the assessment of the performance for coded WiMAXMIMO profiles, a compar-

ison of the receiver complexity between the WiMAX MIMO profiles shall be done. This

comparison is assessed by evaluating the ML-detector and the FEC decoder complexities

in terms of floating point (FP) additions and multiplications.

2.3.1 ML-Detection Complexity Assessment

The ML-detection complexity of STBCs is conventionally assessed by: the order of

the number of computed distances required to detect a transmitted STBC [SR08]. FEC

decoding needs the probability on coded bits ĉ at its input. Then, a deeper complexity

study should take into account the number of required multiplications and additions

per computed P (ci = 1). Table 2.1 provides the ML-detection complexity required for

soft-decoding one bit (of the coded frame) at the output of the MIMO detector, in

terms of number of FP additions and multiplications. The proposed soft detector in

Section 2.1.2.2 is considered in the complexity assessment of the MD STBC. For square

QAM, this complexity can be further reduced, as in [SR08], for all the presented codes

by decoding independently real and imaginary parts of the complex symbols.
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MIMO profiles FP additions FP multiplications

MA / Alamouti 16M+M log2(M)+11
log2(M)

24M+log2(M)+8
log2(M)

MB / SM 38M2+4NtM log2(M)
2Nt log2(M)

40M2+2Nt log2(M)
2Nt log2(M)

MD [EALD11] 4M3+190M2+4NtM log2(M)+11
2Nt log2(M)

M3+250M2+2Nt log2(M)+8
2Nt log2(M)

MC / GC 36M4+8NtM log2(M)+2
2Nt log2(M)

40M4+8Nt log2(M)+3
2Nt log2(M)

Table 2.1: ML-detection complexity per coded bit of 2×2 WiMAX MIMO profiles in
terms of floating point additions and multiplications.

2.3.2 Turbo Decoding Complexity Assessment

As done in [KDK10, Kba11] for the binary turbo code, the Max-Log-MAP based

turbo decoding requires Nsymb floating point additions for the processing of a turbo

code information symbol per iteration, given by

Nsymb = 3× 2ν+p + 5× 2p + 2t+2 − 9 (2.18)

where ν denotes the code memory, p is the number of information bits per turbo code

information symbol and t is the number of coded bits provided by the encoder at each

trellis stage. We obtain Nsymb = 171 for the 8-state double binary turbo code (ν = 3,

p = 2, t = 4).

The number of turbo decoding iterations is usually fixed to a constant value equal to

Nmax. In contrast, in order to accurately assess the receiver complexity, we assume that

the turbo decoder stops performing iterations when the frame is correctly decoded or

the maximal number of iterations Nmax is reached. The correct decoding of the frame

can be detected based on a simple cyclic redundancy check (CRC) code added to the

frame [Wic95, SSCL01].

Therefore, the number of FP additions per information bit is assessed by

N.Nsymb

p
(2.19)

where N is the average number of turbo decoding iterations required to correctly decode

a received frame. N is computed by

N =

∑W
w=1 nw
W

(2.20)

where W is the number of simulated frames, nw ≤ Nmax is the number of iterations

per frame w required for correct decoding and Nmax is the maximum number of turbo

decoding iterations.
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Figure 2.6: Average number of turbo decoding iterations per frame N for Rc = 5/6;
MIMO profiles: Alamouti code (MA) with 16-QAM modulation and spatial multiplex-
ing (MB), Golden code (MC), original MD [SS07] and MD(ϕ = 125◦) with 4-QAM

modulation; Nmax = 8 decoding iterations.

The overall complexity per information bit is computed by adding the ML-detection

detection complexity per coded bit, divided by the code rate Rc, to the FEC decoding

complexity per information bit.

2.3.3 WiMAX Receiver Complexity Assessment

Figure 2.6 plots N as a function of Eb/N0 at Rc = 5/6 for presented MIMO profiles

with a maximum number of turbo decoding iterationsNmax equal to 8. For each frame w,

the turbo decoder performs nw decoding iterations where nw ≤ Nmax. Indeed, the turbo

decoder stops performing iterations when the frame is correctly decoded or the number

of decoding iterations reaches Nmax. Figure 2.6 shows that the difference between the

MC code and the proposed MD-based code is less than one iteration, i.e., less than 85.5

additional additions per information bit whereas the original MD code needs one more

iteration with respect to the MC code. The MB code needs around two more iterations,

or 171 additional additions per information bit, with respect to the MC code.

Furthermore, Table 2.2 provides the ML-detection complexity per coded bit for 4-

QAM and 16-QAM modulations. For a code rate Rc, the complexity per information

bit is equal to the one per coded bit divided by Rc. Table 2.2 shows that the MC code
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suffers from a high complexity, the MD-based codes have a moderate complexity while

the MB and MA codes have a low complexity.

MIMO profiles 4-QAM 16-QAM

FP add. FP mul. FP add. FP mul.

MA / Alamouti 41 53 82 99

MB / SM 84 81 640 641

MD [EALD11] 421 510 4,096 4,257

MC / GC 1,168 1,284 147,520 163,844

Table 2.2: ML-detection complexity per coded bit of 2×2 WiMAX MIMO profiles in
terms of floating point additions and multiplications for 4-QAM and 16-QAM modula-

tions.

Taking into consideration a number of quantization bits qb per floating point number,

one multiplication can be converted to qb − 1 additions. Therefore, the ML-detection

introduces the major part of the receiver complexity especially for high order modula-

tions. And, the gain in terms of number of iterations obtained using the MC code does

not compensate for the complexity of the ML-detection.

Practical communication systems promote the use of low complexity receivers. Thus,

the proposed MD-based STBC could be a good choice trading off performance and

detection complexity.

2.4 Bitwise Mutual Information Criterion

In the previous sections, we have found that conventional STBCs are not efficient

for practical coded MIMO systems. Indeed, these STBCs are designed according to

asymptotic rank-determinant criteria suitable in the range of high SNRs. As a substitute

of the determinant criterion, we have used the trace criterion to optimize the matrix D

STBC [EALD11]. However, the trace criterion is also restricted in the range of low SNRs.

According to the used coding rate Rc, capacity-approaching FEC codes achieve desired

performance at a specific SNR usually in the range of low to moderate SNRs. Based

on the maximization of the bitwise mutual information (BMI) between transmitted and

soft detected bits, we propose in the following a non-asymptotic SNR-dependent STBC

design criterion aiming at choosing the appropriate design parameter value for STBCs

at a specific target SNR.

2.4.1 Why Bitwise Mutual Information?

Uncoded BER performance is commonly used to classify and select the appropriate

MIMO encoding for practical communication systems. However, we have shown in

Section 1.6 that such a selection is misleading e.g., the spatial multiplexing code is
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Figure 2.7: Normalized number of occurrences for the detected soft bit ĉi = Pr(ci = 1)
at Ebu/N0 = 0 dB; MIMO profiles : spatial multiplexing (MB) and Golden code (MC);

4-QAM modulation.

better than the FR-FD Golden code for low coding rates. In order to understand the

behavior of these MIMO codes in coded systems, we plot in Figure 2.7 the histogram or

the normalized number of occurrences of detected soft bit ĉi for both codes at Ebu/N0 = 0

dB, when the transmitted bit ci = 1 and symbols belong to a 4-QAMmodulation. At low

SNRs, it shows that the SM detector produces more strengthened decisions on some bits

and weakened ones for others with respect to the GC detector. Indeed, the GC encoder

spreads four symbols on two antennas during two channel use periods. Due to this

spreading, the GC will relatively average the decisions on transmitted bits. Therefore,

it is wiser to use a metric containing information on soft detection for the classification,

selection and design of MIMO codes for coded systems.

2.4.2 Criterion Definition

For any STBC the average bitwise mutual information between transmitted bits c

and soft detected bits ĉ, BMI(ĉ; c); is computed as in [Hag04], by

BMI(ĉ; c) = 1− E[log2(1 + exp(−L))] (2.21a)

≈ 1− 1

N

N
∑

n=1

log2(1 + exp(−un.Ln)) (2.21b)
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with







Ln = ln 1−ĉn
ĉn

un = (−1)cn

where E is the mean function and L denotes the LLR. N is assumed to be large enough

to accurately estimate the BMI. The BMI value is assessed at the output of the soft

ML-detector by Monte Carlo simulations by passing a N -bit sequence into the mapper,

the STBC encoder, the MIMO channel and the soft ML-detector.

At Ebu/N0 = 0 dB, the average BMI for the SM code, BMISM = 0.544, is higher than

the one for the GC, BMIGC = 0.537. For low coding rates, the SM scheme then provides

better performance than the GC when combined with several capacity-approaching FEC

codes like turbo codes, LDPC codes, etc. as depicted in Figure 1.10 and also reported in

[MRLRB07, KSB09, MKV+12]. The average BMI between transmitted bits c and soft

detected bits ĉ at the output of the MIMO detector is more appropriate to predict the

performance of MIMO codes in the context of coded systems. Indeed, the higher the BMI

at the FEC decoder input, the better the FEC decoding. Therefore, we propose to use

the BMI to formulate a new STBC design criterion aiming at choosing the appropriate

design parameter value at a specific target SNR for flexible STBCs i.e., having a design

parameter that can be optimized by exhaustive search.

Since the application of the BMI criterion to any Nt × T STBC is straightforward,

we restrict our study in the following to 2× 2 MIMO codes.

2.4.3 Criterion Validation

In order to validate the BMI criterion from a MIMO coding gain point of view, we

have plotted in Figure 2.8 the BMI of the STBCs presented in Table 1.1 as a function

of high Ebu/N0 values for a 4-QAM modulation. Srinath-Rajan (SR) [SR08], Dayal-

Varanasi (DV) [DV05], Trace-orthonormal (TO) [ZLW07] and GC STBCs show identi-

cal performance. Afterwards, the hierarchy from higher to lower BMI is: HTW-PGA

[HTW03, PGGA08], Sezginer-Sari (MD) [SS07], Yao-Wornell (YW) [YW03] and spatial

multiplexing (SM) [WFGV98]. Figure 2.8 shows that the hierarchy of the presented

MIMO codes in terms of BMI is identical to their classification in Table 1.1 which val-

idates the BMI criterion. At high Ebu/N0, the BMI and the rank-determinant criteria

are equivalent.

2.5 Proposal of Adaptive Space-Time Block Codes

In the sequel, we present the optimization of some flexible STBCs according to the

proposed BMI criterion. The obtained design parameter is SNR-dependent which leads

to the proposal of adaptive STBCs optimized for a wide range of SNRs.
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Figure 2.8: BMI of some well-known 2×2 MIMO codes at high Ebu/N0; 4-QAM
modulation.

2.5.1 Adaptive Matrix D STBC

The MD STBC, presented in [SS07], has ϕ = arg (b) as a design parameter. In [SS07],

an exhaustive search is performed in order to maximize the minimum determinant. This

search leads to ϕDeterminant = arg
([

(1−
√
7 + j(1 +

√
7)
]

/(4
√
2)
)

≈ 114.29◦. Original

MD guarantees a good performance at high SNRs, but not necessarily at low and mod-

erate SNRs regarding the used optimization criteria. In the range of low SNRs, the

angle ϕTrace = 135◦ has already been proposed in Section 2.2.1 and [EALD11] for the

MD STBC according to the trace criterion [TC01, CYV01].

In Figure 2.9 and Figure 2.10, the MD STBC minimum determinant and the BMI are

plotted as a function of the design parameter ϕ, for a 4-QAM modulation, at Ebu/N0 =

12 dB and Ebu/N0 = 0 dB respectively. At high Ebu/N0 (see Figure 2.9), the obtained

ϕ under the BMI criterion is equal to 114.29◦ as the original one in [SS07]. While at

low Ebu/N0, Figure 2.10 shows that the angle which maximizes the BMI is equal to

ϕ = 135◦ different from the original one and equal to the one obtained according to

the trace criterion. The optimization of the MD STBC according to the BMI criterion

proves that:

❼ The value of ϕ is a function of Ebu/N0.

❼ The appropriate ϕ at any Ebu/N0 can be obtained according the BMI criterion.
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Figure 2.9: BMI at Ebu/N0 = 12 dB and minimum determinant of MD STBC as a
function of its design parameter ϕ; 4-QAM modulation.
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Figure 2.10: BMI at Ebu/N0 = 0 dB and minimum determinant of MD STBC as a
function of its design parameter ϕ; 4-QAM modulation.
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As we have already done in Figure 2.9 and Figure 2.10 at Ebu/N0 = 12 dB and

Ebu/N0 = 0 dB respectively, we have computed for each Ebu/N0 with a step of 0.25 dB,

the appropriate ϕ which maximizes its BMI denoted by ϕM -QAM
opt . A polynomial inter-

polation is performed to obtain an analytical approximation of ϕM -QAM
opt as a function

of Ebu/N0.

For 4-QAM modulation, in the range 5.5 dB < Ebu/N0 < 11 dB, the analytical

approximation of ϕ versus Ebu/N0, according to the BMI criterion, is given by (see

Appendix A)

ϕ4-QAM
opt =



































ϕTrace = 135◦; For Ebu/N0 ≤ 5.5 dB

−0.46
(

Ebu
N0

)3
+ 11.92

(

Ebu
N0

)2
− 102.64

(

Ebu
N0

)

+414; For 5.5 < Ebu/N0 < 11 dB

ϕDeterminant = 114.29◦; For Ebu/N0 ≥ 11 dB

(2.22)

Similarly, for 16-QAM modulation, the design parameter ϕ16-QAM
opt is computed by

ϕ16-QAM
opt =



































ϕTrace = 135◦; For Ebu/N0 ≤ 11 dB

−0.0973
(

Ebu
N0

)3
+ 3.92

(

Ebu
N0

)2
− 54.05

(

Ebu
N0

)

+379.58; For 10 < Ebu/N0 < 17 dB

ϕDeterminant = 114.29◦; For Ebu/N0 ≥ 17 dB

(2.23)

For higher order modulations, the same method can be applied and a suitable

ϕM -QAM
opt can be chosen. Furthermore, a tradeoff value like the one proposed in Sec-

tion 2.2.2 is not required anymore.

Figure 2.11 plots the BER of turbo coded WiMAX profiles, original MD and adap-

tive MD codes with 4-QAM modulation for FR profiles. The adaptive MD parameter

ϕ4-QAM
opt is computed by: 1) passing from global system to uncoded MIMO system using

Ebu/N0 = Eb/N0 + 10 log10(Rc), 2) obtained Ebu/N0 is then introduced in equation

(2.22) to compute the suitable ϕ4-QAM
opt . For Rc = 1/2, the MB offers the best perfor-

mance. From Rc = 2/3 to Rc = 5/6, the MC surpasses all the presented codes. The

MA always shows the worst performance. The proposed adaptive MD always overcomes

the original MD with a gain between 0.1 and 0.2 dB while a loss less than 0.2 dB is

observed with respect to the MC. Despite the fact that the adaptive MD STBC does not

provide the best BER performance with respect to the MB code for low coding rates and

the MC code for high coding rates, the proposed adaptive MD STBC could be a good

choice for practical coded communication systems trading off performance and detection

complexity. Our work on the adaptive MD STBC in the context of a WiMAX system

has been published in [ELAD12b].
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Figure 2.11: BER of turbo coded system; 8-state double binary turbo code (Rc = 1/2,
2/3, 5/6) with 8 turbo decoding iterations and information frame size k = 4, 800 bits;
MIMO profiles: Alamouti code (MA) with 16-QAM modulation and spatial multi-
plexing (MB), Golden code (MC), Matrix D (MD) and adaptive MD with 4-QAM

modulation; quasi-static flat Rayleigh fading MIMO channel.

2.5.2 Adaptive Trace-Orthonormal STBC

In the previous section, we have proposed the adaptive MD code as a STBC for 2×2

coded MIMO systems trading off performance and ML-detection complexity. In this

section, we look for a 2× 2 adaptive STBC able to offer the best BER performance for

all SNRs.

2.5.2.1 Presentation of Adaptive Trace-Orthonormal STBC

Among the codes presented in Table 1.1, the trace-orthonormal STBC has a flexi-

ble structure designed from both information-theoretic and detection error viewpoints

[ZLW07]. By varying its design parameter θ, the performance of the TO STBC varies

significantly. Therefore we propose to take advantage of this feature in order to design

an adaptive TO-based STBC.

In [ZLW07], an exhaustive search is performed in order to maximize the TO minimum

determinant. This search leads to θ = 1
2 arcsin

1√
5
≈ 13.28◦ and a coding gain equal to

the one of the Golden code. Therefore, original TO guarantees the best performance at

high SNRs, but not necessarily at low to moderate SNRs.

In Figure 2.12 and Figure 2.13, the minimum determinant and the BMI are plotted

as a function of the design parameter θ, for a 4-QAM modulation, at Ebu/N0 = −3

dB and Ebu/N0 = 12 dB respectively. At low Ebu/N0, Figure 2.12 shows that the
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Figure 2.12: BMI at Ebu/N0 = −3 dB and minimum determinant of TO STBC as a
function of its design parameter θ; 4-QAM modulation.
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Figure 2.13: BMI at Ebu/N0 = 12 dB and minimum determinant of TO STBC as a
function of its design parameter θ; 4-QAM modulation.
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angle maximizing the BMI is equal to θ = 45◦, different from the original one obtained

according to the determinant criterion. For high Ebu/N0 (see Figure 2.13), the obtained

θ according to the BMI criterion is equal to 13.28◦ as the original one obtained in

[ZLW07]. As already done in Figure 2.12 and Figure 2.13 for Ebu/N0 = −3 dB and

Ebu/N0 = 12 dB respectively, we have computed the appropriate θ which maximizes the

BMI for each Ebu/N0 with a step of 0.25 dB. We denote the obtained θ by θM -QAM
opt .

For 4-QAM modulation, in the range of −0.5 dB < Ebu/N0 < 4.25 dB, a θ4-QAM
opt

is obtained for each Ebu/N0. Thanks to a polynomial interpolation, an analytical ap-

proximation of θ4-QAM
opt as a function of Ebu/N0 is derived (see Appendix B). Therefore,

the design parameter of the proposed adaptive TO STBC which maximizes its BMI is

computed, for all SNRs, by

θ4-QAM
opt =



































45◦; For Ebu/N0 ≤ −0.5 dB

−0.65
(

Ebu
N0

)3
+ 4.79

(

Ebu
N0

)2
− 13.8

(

Ebu
N0

)

+36.47; For −0.5 < Ebu/N0 < 4.25 dB

13.28◦; For Ebu/N0 ≥ 4.25 dB

(2.24)

Similarly, for 16-QAM modulation, the design parameter θ16-QAM
opt is computed by

θ16-QAM
opt =



































45◦; For Ebu/N0 ≤ 9 dB

0.424
(

Ebu
N0

)2
− 14.936

(

Ebu
N0

)

+139; For 9 < Ebu/N0 < 13.5 dB

13.28◦; For Ebu/N0 ≥ 13.5 dB

(2.25)

For higher order modulations, the same method can be applied and a suitable θM -QAM
opt

can be chosen. However, the ML-detection complexity of the TO STBC is O
(

M4
)

.

Then the design of adaptive TO STBC for M ≥ 64 becomes very complex as the BMI

is computed based on Monte Carlo simulations (see Section 2.4). An analytical method

to get the appropriate θM -QAM
opt as a function of Ebu/N0 is still an open problem.

We notice that based on the Dayal-Varanasi (DV) [DV05] structure, an adaptive DV

STBC code can also be proposed. The adaptive DV provides the same performance as

the adaptive TO STBC.

2.5.2.2 Analysis of the Transmitted Constellations

According to the BMI criterion, the optimized parameter θM -QAM
opt for the adaptive

TO STBC is = 45◦ in the range of low Ebu/N0 and 1
2 arcsin

1√
5
≈ 13.28◦ in the range of

high Ebu/N0. In the context of coded MIMO systems, our simulation results in Section

1.6 have shown that the spatial multiplexing scheme provides the best performance at
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low SNRs while the Golden code provides the best performance at high SNRs. In the

following, we examine the transmitted constellation for both θM -QAM
opt values, 45◦ and

13.28◦.

Low SNR Region

For θ = π/4 = 45◦, we have cos θ = sin θ = 1√
2
. By substituting cos θ and sin θ for their

values in the equations 1.24, one can show that

X11 = (S1 + S2) cos θ + (S∗
2 − S∗

1) sin θ

= (S1 + S2)
1√
2
+ (S∗

2 − S∗
1)

1√
2

= (ℜ (S1) + jℑ (S1) + ℜ (S2) + jℑ (S2))
1√
2

+ (ℜ (S2)− jℑ (S2)−ℜ (S1) + jℑ (S1))
1√
2

=
√
2 (ℜ (S2) + jℑ (S1))

(2.26)

and the transmitted signal on the first antenna during the first channel use period 1√
2
X11

is
1√
2
X11 = ℜ (S2) + jℑ (S1) (2.27)

Similarly, after the derivation of X12, X21 and X22, the structure of the TO STBC

becomes

XTO
θ=45◦ =





ℜ (S2) + jℑ (S1) e
jπ
4 [ℜ (S4) + jℑ (S3)]

e
jπ
4 [ℜ (S3) + jℑ (S4)] ℜ (S1) + jℑ (S2)



 (2.28)

If we consider

S′
1 = ℜ (S2) + jℑ (S1)

S′
2 = ℜ (S3) + jℑ (S4)

S′
3 = ℜ (S4) + jℑ (S3)

S′
4 = ℜ (S1) + jℑ (S2)

(2.29)

where S′
1, S

′
2, S

′
3 and S′

4 belong to the M -QAM constellation.

The TO STBC for θ = 45◦ reduces to

XTO
θ=45◦ =





S′
1 e

jπ
4 S′

3

e
jπ
4 S′

2 S′
4



 (2.30)

Therefore, transmitted signals 1√
2
X11 and 1√

2
X22 are equivalent to the SM scheme and

signals 1√
2
X12 and 1√

2
X21 are equivalent to a π/4-rotated SM scheme. The adaptive TO

STBC is equivalent to the SM scheme in the low SNR range.
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High SNR Region

For θ = 1
2 arcsin

1√
5
≈ 13.28◦, we have cos θ =

√

1
2 + 1√

5
and sin θ =

√

1
2 − 1√

5
. By

substituting cos θ and sin θ for their values in equations 1.24, we obtain

X11 = (S1 + S2) cos θ + (S∗
2 − S∗

1) sin θ

= (ℜ (S1) + jℑ (S1) + ℜ (S2) + jℑ (S2))
√

1
2 + 1√

5

+ (ℜ (S2)− jℑ (S2)−ℜ (S1) + jℑ (S1))
√

1
2 − 1√

5

(2.31)

The transmitted signal on the first antenna during the first channel use period 1√
2
X11

is equivalent to a Golden code constellation rotated with an angle ϑ = π
4 − 1

2 arcsin
1√
5
.

Indeed, the rotation of this signal by −ϑ, yields

1√
2
X11e

−jϑ = 1√
2
[(S1 + S2) cos θ + (S∗

2 − S∗
1) sin θ] e

−jϑ

=









(ℜ (S2) + jℑ (S1))

√

1
2

(

1 + 1√
5

)

+(ℜ (S1) + jℑ (S2))

√

1
2

(

1− 1√
5

)









× [cos(−ϑ) + j sin(−ϑ)]

= 1√
5







(ℜ (S2) + jℑ (S1))
(

1+
√
5

2 − j
)

+(ℜ (S1) + jℑ (S2))
(

1 + j 1−
√
5

2

)







= 1√
5

[

S′
1

(

1+
√
5

2 − j
)

+ S′
2

(

1 + j 1−
√
5

2

)]

(2.32)

which is equivalent to the expression of the transmitted constellation with the GC

[OV08].

Similarly, one can prove that 1√
2
X12e

j 1
2
arcsin 1√

5 and 1√
2
X21e

j 1
2
arcsin 1√

5 , 1√
2
X22e

−jϑ

belong to the GC constellation (see Appendix C). The adaptive TO STBC is equivalent

to the GC in the high SNR range.

2.5.2.3 Complexity Reduction of ML-Detection

Practical communication systems promote the use of low complexity detection STBCs.

In the range of low Ebu/N0, we have proved in Section 2.5.2.2 that the transmitted

constellation for the adaptive TO STBC is equivalent to the spatial multiplexing one.

Furthermore, (S′
1, S

′
2, S

′
3, S

′
4) belong to the M -QAM constellation. (S′

1, S
′
2) can be de-

tected with a SM detector of complexity O
(

M2
)

since their detection is independent

of (S′
3, S

′
4). Similarly, (S′

3, S
′
4) detection is independent of (S′

1, S
′
2). Then, the original
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symbols can be easily reconstructed by

S1 = ℜ (S′
4) + jℑ (S′

1)

S2 = ℜ (S′
1) + jℑ (S′

4)

S3 = ℜ (S′
2) + jℑ (S′

3)

S4 = ℜ (S′
3) + jℑ (S′

2)

(2.33)

Besides, the ML-detection complexity of the GC and the original TO codes is always

O
(

M4
)

for all SNRs.

2.6 Performance Evaluation of the Proposed Adaptive TO

STBC for a WiMAX System

In this section, we provide the performance evaluation in terms of BER for the

proposed adaptive TO STBC in the context of a WiMAX system. Closed-loop and

open-loop systems are considered.

In the closed-loop case, the transmitter has a prior knowledge on some parameters

depending on the channel state at the receiver like Eb/N0. Depending on this Eb/N0,

the modulation order M and the coding rate Rc are selected. This technique is well-

known in the communication standards e.g., WiMAX and HSDPA, by link adaptation

or adaptive modulation and coding (AMC). The use of AMC techniques guarantees the

user QoS as the suitable transmission scheme is selected depending on the channel state.

On the contrary, in the open-loop case as broadcast systems, the transmitter does

not have any prior knowledge on the receiver channel state and the modulation and

coding scheme (MCS) is selected regardless the receiver condition. Open-loop systems

offer a best effort QoS.

2.6.1 Adaptive TO STBC Parameter Computation for Coded Systems

In the previous sections, we have proposed the adaptive TO STBC. Its appropriate

θM -QAM
opt values depend on the coding rate Rc, the modulation order M and Eb/N0. For

coded systems, θM -QAM
opt values are computed as follows

1. Passing from global system to uncoded MIMO by

Ebu/N0 = Eb/N0 + 10 log10(Rc) (2.34)

2. The obtained Ebu/N0 is introduced in equations (2.24) and (2.25) to compute the

value of θ to be used for the proposed adaptive TO STBC.
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Figure 2.14: BMI of full-rate WiMAX MIMO profiles and adaptive TO code as a
function of Ebu/N0; 4-QAM modulation.

For closed-loop systems, the value of Eb/N0 is known at the transmitter. The com-

putation of θM -QAM
opt values is straightforward using the above method.

On the contrary, for open-loop systems, the Eb/N0 value is unknown at the trans-

mitter. Such systems usually target a BER lower than a fixed value. Fortunately, the

Eb/N0 for which the FEC code achieves the targeted BER is known at each rate Rc.

Therefore, the θM -QAM
opt can be also computed using the above based on this Eb/N0.

An example of the use of the adaptive TO STBC is provided in Section 2.6.3 for a

closed-loop system and in Section 2.6.4 for an open-loop system.

2.6.2 BMI Study of the Adaptive TO STBC

Figure 2.14 illustrates the BMI of the MB, the MC (and hence the original TO)

and the adaptive TO MIMO codes as a function of Ebu/N0 for a 4-QAM modulation.

It shows that the adaptive TO code offers the highest BMI of all considered codes.

Therefore, the adaptive TO code shall overcome the considered codes for coded MIMO

systems. We notice that it also offers the highest BMI with respect to conventional 2×2

MIMO codes presented in Table 1.1.

2.6.3 Closed-Loop System

In this section, we first analyze the BER curves as a function of Eb/N0 after 8

turbo decoding iterations for the turbo coded MIMO system with 4-QAM and 16-QAM
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Figure 2.15: BER of turbo coded system; 8-state double binary turbo code (Rc = 1/2,
2/3, 5/6) with 8 turbo decoding iterations and information frame size k = 4, 800 bits;
MIMO profiles: Alamouti code (MA) with 16-QAM modulation and spatial multiplex-
ing (MB), Golden code (MC) & original TO, Matrix D (MD) and adaptive TO with

4-QAM modulation; quasi-static flat Rayleigh fading MIMO channel.

modulations for full-rate WiMAX profiles. Then we investigate the case of higher order

modulations.

2.6.3.1 4-QAM Modulation

For 4-QAM modulation, Figure 2.15 confirms the results obtained in Section 2.6.2

using the BMI study. Indeed, the adaptive TO code always provides the best BER

performance for all coding rates with respect to WiMAX profiles. We evaluate the gains

of the adaptive TO code at a target BER = 10−5. For Rc = 1/2, the MB code matches

the adaptive TO code, a gain of almost 0.15 dB is obtained with respect to the MC

code (and hence to the original TO code) and 0.5 dB with respect to the MA and MD

STBCs. For Rc = 2/3, the adaptive TO code surpasses all the presented codes, with a

gain of 0.05 dB with respect to the MC code, 0.1 dB with respect to the MB code, 0.4

dB with respect to MD code and 0.6 dB with respect to the MA code. For Rc = 5/6,

the MC code matches the adaptive TO code, while a gain of 0.45 dB is observed with

respect to the MD code, 0.5 dB compared to the MB code and 0.75 dB compared to the

MA code.
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Figure 2.16: BER of turbo coded system; 8-state double binary turbo code (Rc = 1/2,
5/6) with 8 turbo decoding iterations and information frame size k = 10, 800 bits; MIMO
profiles: Alamouti code (MA) with 256-QAM and spatial multiplexing (MB), Golden
code (MC) & original TO, Matrix D (MD) and adaptive TO with 16-QAM; quasi-static

flat Rayleigh fading MIMO channel.

2.6.3.2 16-QAM Modulation

Figure 2.16 plots the BER of the WiMAX MIMO profiles with 16-QAM modulation

for full-rate profiles. In order to transmit at the same spectral efficiency, a 256-QAM

modulation is used with the MA STBC. For low coding rate Rc = 1/2, the MB code

matches the adaptive TO code, a gain of almost 0.5 dB is obtained with respect to the

MC code, 1 dB with respect to the MD code and 2.4 dB with respect to the MA code.

At high coding rate Rc = 5/6, the adaptive TO code surpasses all the presented codes,

with a gain of 0.05 dB with respect to the MB code, 0.1 dB with respect to the MC

code, 0.5 dB with respect to the MD code and 3.6 dB with respect to the MA code.

BER simulation results confirm that the adaptive TO based on the proposed angle

θM -QAM
opt outperforms all STBC profiles of the WiMAX system.

2.6.3.3 Higher Order Modulations

Figure 2.17 plots the uncoded BER curves as a function of Ebu/N0 for the MB, MC

and MD MIMO codes with 4-QAM, 16-QAM and 64-QAM modulations. It shows that

the Ebu/N0, for which BER curves for the MB and the MC codes cross, is increasing
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Figure 2.17: Uncoded BER for 2 × 2 MIMO profiles: Spatial multiplexing (MB),
Golden code (MC) and Matrix D (MD); quasi-static flat Rayleigh fading channel.

with the increase of the modulation order M e.g., near to Ebu/N0 = 11 dB with 16-

QAM modulation and around Ebu/N0 = 20 dB with 64-QAM modulation. Capacity-

approaching FEC codes achieve low error rates even at low to moderate SNR region.

For higher order modulations, the MB code (and hence the adaptive TO code) is then

more effective than the MC and MD codes.

2.6.3.4 Conclusion

For any modulation order M , an adaptive TO STBC can be designed according to

the BMI criterion. This is particularly of interest when an adaptive modulation and

coding (AMC) is used as the appropriate angles are chosen for each rate Rc, modulation

orderM and Eb/N0. Moreover, the use of a non-adaptive MIMO code i.e., MA, MB, MC

or MD codes introduces a performance loss for some modulation and coding schemes.

Indeed, the use of the well-known Golden code (MC code) [BRV05] will not only alter

the performance of terminals at low coding rates but also increase their MIMO detection

complexity.

Our work on the adaptive TO STBC in the context of a WiMAX system has been

published in [ELAD12a].

2.6.4 Broadcast Transmission: Open-Loop System

A broadcast system does not employ a feedback channel from the receiver to the

transmitter and the Eb/N0 is then unknown at the transmitter. For open-loop systems,



Chapter 2. Improving standardized STBCs for coded MIMO systems 64

the proposed adaptive STBCs are still useful. Indeed, the Eb/N0 for which the FEC code

achieves the targeted BER is known at each rate. For instance, for the 8-state double

binary turbo code with 8 turbo decoding iterations at Rc = 1/2 and a target BER equal

to 10−5, Eb/N0 = 3.6 dB (see Figure 2.15). The corresponding Ebu/N0 is then computed

by equation (2.34). Obtained Ebu/N0 is introduced in the design parameter equations

of adaptive STBCs to compute their appropriate values e.g.,

θ4-QAM
opt (3.6 + 10 log10 (1/2)) = 30◦ (2.35)

For each rate, the target Eb/N0 is known. Ebu/N0 and then θ4-QAM
opt can be computed

thanks to the proposed method in Section 2.6.1. Afterwards, a lookup table (LUT)

containing the appropriate θ to be used with each coding rate Rc is available at the

transmitter. Table 2.3 provides θ4-QAM
opt as a function of the coding rate Rc for the

WiMAX 8-state double binary turbo code when the turbo decoder performs 8 turbo

decoding iterations.

Rc θ4-QAM
opt

1/2 30◦

2/3 20◦

5/6 13.28◦

Table 2.3: LUT providing θ4-QAM
opt as a function of the coding rate Rc for the 8-state

double binary turbo code with 8 turbo decoding iterations at a target BER = 10−5;
4-QAM modulation.

Capacity-approaching FEC codes rapidly achieve their iterative convergence and the

BMI has to be as high as possible in the SNR range of convergence. Actually, the

BMI does not much vary with small variations of Eb/N0. Therefore, an open-loop

transmission based on the TO STBC structure with the appropriate θ fixed for each

rate Rc (LUT-based solution), provides about the same performance as the one with

adaptive TO STBC where θ is computed adaptively with Eb/N0. This result is confirmed

by simulations and the same BER curves as in Section 2.6.3 are obtained.

The main difference between closed-loop and open-loop systems is that, for open-

loop systems, a LUT containing the appropriate design parameter for each rate Rc is

to be computed, for each used FEC code. On the contrary, the adaptive STBCs can be

directly used regardless of the FEC code, for closed-loop systems.

Discussion on the Importance of LUT Computation In general, the design of a

LUT associated with the used FEC code is also important for closed-loop coded MIMO

systems. Indeed, the estimated Eb/N0 available at the transmitter might be erroneous

due to an estimation error, noise and/or delay on the feedback channel, etc. When the

feedback Eb/N0 suggests a θ far from the LUT one’s, the θ suggested by the LUT can be
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Figure 2.18: BER of coded MIMO system; FlexiCode (Rc = 1/2, 2/3, 3/4) with 10
turbo decoding iterations and an information frame size k = 5, 399 bits; MIMO profiles:
spatial multiplexing (MB), Golden code (MC) & original TO, and adaptive TO with

4-QAM modulation; quasi-static flat Rayleigh fading MIMO channel.

used, making the transmission resistant against Eb/N0 estimation errors and preventing

a non-efficient transmission.

2.7 Performance Evaluation with FlexiCode

We have shown in Section 2.6 the importance of adaptive STBCs structure where

the proposed adaptive TO STBC shows a superiority with respect to well-known MIMO

codes in the context of a WiMAX system. In order to prove the superiority of the adap-

tive TO STBC with any capacity-approaching FEC code, we have plotted in Figure 2.18

the BER for the concatenation of the FlexiCode with different coding rates (Rc = 1/2,

2/3, 3/4) and several MIMO profiles: the spatial multiplexing (MB), Golden code (MC)

and the adaptive TO with 4-QAM modulation. Figure 2.18 shows that the adaptive TO

STBC always provide the best performance with all coding rates Rc.

2.8 Chapter Summary

In this chapter, we have investigated the improvement of standardized STBCs for

coded MIMO systems. We started by the presentation of the low complexity detector

for the Matrix D STBC. FEC decoder requires soft decisions on transmitted bits while

original MIMO detector only provides hard ones. Therefore, we proposed a soft detector
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for the Matrix D STBC with the same complexity order. Afterwards, we optimized the

Matrix D STBC in the region of low SNRs according to the trace criterion. Based on

this optimization, we proposed a low ML-detection complexity FR-FD Matrix D-based

STBC for coded MIMO systems and showed that it overcomes the original one in the

context of WiMAX system. An assessment of the WiMAX receiver complexity and a

comparison between different MIMO profiles were done.

Capacity-approaching FEC codes, usually present in the communication chain, achieve

desired performance on a specific target SNR, in the low to moderate SNR range. Be-

sides, conventional STBC design criteria target high SNRs and therefore are not nec-

essarily efficient to design STBC for coded MIMO systems. To solve this problem, we

proposed a new STBC design criterion based on the BMI maximization between trans-

mitted and detected bits at a specific SNR. After the validation of the BMI criterion,

we optimized several flexible STBCs according to the proposed criterion. We discovered

that their design parameters are SNR-dependent, leading to the construction of adap-

tive STBCs. Adaptive matrix D STBC can be a good choice trading off performance

and ML-detection complexity. Furthermore, we proposed the adaptive TO STBC which

overcomes or matches the BMI offered by conventional STBCs. We gave a method to

select the suitable design parameter for adaptive STBCs in the context of closed-loop

and open-loop coded MIMO systems. The superiority of the adaptive TO STBC has

been proved by BER simulations for 4-QAM and 16-QAM modulations. Thereafter, we

discussed the case of higher order modulations as 64-QAM modulation.

The proposal of adaptive STBCs is important for practical coded MIMO systems es-

pecially those with adaptive modulation and coding e.g., WiMAX, DVB, WiFi, HSPA+,

as the appropriate design parameter is used with each coding rate, modulation order and

Eb/N0. On the contrary, the use of a non-adaptive STBC like the well-known Golden

code [BRV05], increases the MIMO detection complexity and alters the performance

of terminals for low coding rate profiles. In addition, the use of the spatial multiplex-

ing scheme [WFGV98] alters the performance of terminals for high coding rate profiles.

The adaptive TO STBC always provides the best performance without any complexity

increase with respect to conventional STBCs.





Chapter 3

Effect of Spatial Correlation and

Antenna Selection on Coded

MIMO Systems

In Chapter 2, we have examined the improvement of standardized STBCs for coded

MIMO systems. We have proven that STBC design parameters are SNR-dependent.

Therefore, we have proposed the BMI criterion and designed adaptive STBCs more

suitable for coded MIMO systems.

In this chapter, we consider two independent issues encountered while designing coded

MIMO systems. The chapter is split into two separate parts.

Until now, we have considered an uncorrelated Rayleigh MIMO channel. In the first

part of this chapter, we examine the effect of the correlation between transmit and/or

receive antennas on coded MIMO system performance and STBC design. The effect

of spatial correlation on the MIMO channel capacity has been widely studied in the

literature [Loy01, GSsS+03, RV05]. However, the effect of the spatial correlation on the

performance and design of STBCs for coded MIMO systems is still to be addressed. Mo-

tivated by taking further steps towards practical systems, we extend our work presented

in Chapter 2 to the case of correlated channels. In Section 3.1.1, the spatial correlated

channel model is provided. Then, in Section 3.1.2, we investigate the effect of spatial

correlation on the transmitter side, receiver side and both transmitter receiver based on

a BMI study. Adaptive STBCs for spatially correlated channels are designed in Sec-

tion 3.1.3. Recently, a new MIMO code called enhanced spatial multiplexing (eSM) has

been proposed in [MKV+12] for full spatial correlation channels i.e., when antennas are

fully correlated. The eSM scheme is adopted for rate-2 transmission in the DVB-NGH

standard. To serve as reference, the eSM scheme is presented in Section 3.1.4. Finally,

BER curves are provided.

68
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In the second part, we examine coded MIMO systems using more than dual transmit an-

tennas. In order to limit the system complexity increase, we consider that an antenna se-

lection (AS) is performed where the transmission is only done via selected best antennas.

The AS technology is widely studied in the literature [WW99, NGP00, GP01, MW04].

However, previous works do not consider the existence of capacity-approaching FEC

in the communication chain. Our work aims to assess the AS gains for coded MIMO

systems. In Section 3.2.1, the system model, the AS algorithm and BER curves for the

system without a FEC code are provided. In Section 3.2.3, adaptive STBCs are designed

for MIMO systems employing the AS technology. Their BER curves are also provided

in Section 3.2.4.
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3.1 Effect of Spatial Correlation on Coded MIMO Systems

Until now, we have considered that antennas at transmitter and receiver sides were

perfectly uncorrelated. This assumption is not always valid and largely depends on the

communication environment e.g., in indoor case. Furthermore, to ensure uncorrelated

antennas, the spacing between them have to be greater than the half-wavelength λ/2

[WSG94, BEFN04]. In practice it is not always possible to space antennas far away

from each others due to physical constraints. A high spatial correlation coefficient can

be measured for small devices like mobile phones [BP12]. In the sequel, we examine

the effect of spatial correlation on the system presented in Chapter 2. Also, we design

adaptive STBCs for the coded system with spatial correlation between antennas.

3.1.1 Modeling Spatially Correlated Channels

Like in Chapter 2 we consider a coded MIMO system using an 8-state double binary

turbo code concatenated with 2×2 MIMO codes. However, the channel is now assumed

to be a spatially correlated quasi-static flat Rayleigh fading channel where transmit

and/or receive antennas are correlated.

The MIMO spatially correlated Rayleigh channel is modeled by the matrix H which

can be factorized as

H = R
1/2
Rx HwR

1/2
Tx

H
(3.1)

where RRx and RTx are the Nr×Nr and Nt×Nt correlation matrices at the receiver and

the transmitter respectively and R
1/2
Rx and R

1/2
Tx are computed by Cholesky factorization.

The correlation model is assumed to be exponential [Loy01]. The correlation matrix

is constructed by a single coefficient and the correlation between antennas decreases

exponentially with the distance between them. According to this model, the correlation

matrices at the transmitter and the receiver sides are given, for a 2× 2 MIMO system,

by

RTx =





1 ρt

ρ∗t 1



 (3.2)

RRx =





1 ρr

ρ∗r 1



 (3.3)

where ρt and ρr are the correlation coefficients of neighboring transmit and receive

antennas respectively ( 0 ≤ |ρt|, |ρr| ≤ 1).

3.1.2 BMI Study of the Effect of Spatial Correlation

In order to assess the effect of the correlation on coded MIMO systems, we have

computed the BMI of the presented MIMO profiles i.e., the Alamouti code, the spatial
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multiplexing code and the Golden code, as a function of Ebu/N0 for several correlation

coefficients ρt and ρr. A M -QAM modulation is considered for the FR profiles and M2-

QAM modulation for the Alamouti code in order to have the same spectral efficiency.

We have found that the effect of spatial correlation differs depending on the used MIMO

code and the correlation type. Also, we have designed adaptive MD and TO STBCs

for each correlation value. In the sequel, to be concise, we only give the conclusions of

our BMI study. BER simulations are provided in Section 3.1.5 and designed adaptive

STBCs for the simulated cases are explicitly provided in Section 3.1.3.

Depending on the correlation type, several conclusions are obtained:

3.1.2.1 Correlation between Transmit Antennas

❼ An adaptive MD STBC can be always designed for all ρt in a way overcoming or

matching the BMI of the original MD.

❼ At low to moderate correlations e.g., 0 < |ρt| < 0.6 for M = 4, an adaptive TO

STBC can be always designed in a way providing the highest BMI with respect to

conventional STBCs.

❼ The Alamouti code offers the highest BMI at high correlations e.g., 0.6 < |ρt| < 1

for M = 4.

❼ At very high correlations e.g., 0.8 < |ρt| < 1 for M = 4, the SM scheme has a

BMI far from the one of FD STBCs leading to a performance loss with respect to

other MIMO profiles. On the other hand, the trace-orthonormal with the value

of θ = 45◦ or XTO
θ=45◦ is better than the SM scheme especially with high FEC

coding rates Rc. In Section 2.5.2, we have proved that both codes have the same

ML-detection complexity order.

3.1.2.2 Correlation between Receive Antennas

❼ An adaptive MD STBC can be always designed for all ρr in a way overcoming or

matching the BMI of the original MD.

❼ At low to moderate correlations e.g., 0 < |ρr| < 0.6 for M = 4, an adaptive TO

STBC can be always designed in a way providing the highest BMI with respect to

conventional STBCs.

❼ The Alamouti code offers the highest BMI at high correlations e.g., 0.6 < |ρr| < 1

for M = 4.

❼ The XTO
θ=45◦ code is always equivalent to the SM scheme.
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3.1.2.3 Correlation between both Transmit and Receive Antennas

The same correlation value is assumed at the transmitter and the receiver i.e. ρt = ρr.

A typical example of this case is a communication between two devices with similar

physical environment and dimensions. For this case:

❼ An adaptive MD STBC can be always designed for all ρr, ρt in a way overcoming

or matching the BMI of the original MD.

❼ At low correlations e.g., 0 < ρt = ρr < 0.4 for M = 4, an adaptive TO STBC can

be always designed in a way providing the highest BMI with respect to conventional

STBCs.

❼ The Alamouti code offers the highest BMI at moderate to high correlations e.g.,

0.4 < |ρt| = |ρr| < 1 for M = 4.

❼ At very high correlations, the SM scheme has a BMI far from the one of FD STBCs

while the XTO
θ=45◦ preserves a BMI comparable to the one of FD profiles.

3.1.2.4 Discussion on the Obtained Results

The BMI study shows that the Alamouti code is more resistant against high correla-

tions than other MIMO codes. This superiority is obtained thanks to its orthogonality

property. As shown in Section 1.4.3.1, under the assumption of a perfect CSI knowledge

at the receiver, the ML-detector estimates the transmitted symbols S1 and S2 using

Ŝ1 = h∗11r11 + h12r
∗
12 + h∗21r21 + h22r

∗
22

=
(

|h11|2 + |h12|2 + |h21|2 + |h22|2
)

S1 + η1

(3.4)

Ŝ2 = h∗12r11 − h11r
∗
12 + h∗22r21 − h22r

∗
22

=
(

|h11|2 + |h12|2 + |h21|2 + |h22|2
)

S2 + η2

(3.5)

Here, hij are the coefficients of the matrix H = R
1/2
Rx HwR

1/2
Tx

H
. Therefore, the spatial

correlation does not affect the estimation of transmitted symbols and every symbol is

estimated independently of the others. The spatial correlation is equivalent to a SNR

loss for this case.

Furthermore, the presented FR-FD STBCs have the non-vanishing determinant prop-

erty [BRV05, SS07, ZLW07]. This property guarantees a separation between the STBC

layers transmitted on the Nt antennas during one channel use period. Therefore, the

constellation of transmitted symbols on theNt antennas does not overlap due to transmit

correlation and FR-FD STBCs work relatively well over correlated channels.

On the other hand, the SM scheme is shown to be weak against high spatial correla-

tion, especially at the transmitter side, leading to an important performance loss. This
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loss is caused by the fact that, according to the SM scheme, the same constellation is

transmitted on the Nt antennas during one channel use period, and transmitted sym-

bols overlap under fully spatial correlation between transmit antennas [MKV+12]. In

return, as proved in Section 2.5.2.2, constellations of transmitted symbols according to

the XTO
θ=45◦ code are mutually phase-shifted by π

4 , preventing this overlap. In [MKV+12],

the enhanced spatial multiplexing (eSM) has been introduced for fully correlated chan-

nels where a rotation matrix is used as a precoding matrix for the SM scheme. The eSM

is adopted as technical baseline for the DVB-NGH system.

In the sequel, we only consider the correlation on the transmitter side as its effect

varies depending on the used MIMO code. On the other hand, the correlation on the

receiver side can be seen as an SNR loss for all MIMO codes.

3.1.3 Adaptive TO STBC Design for Spatially Correlated Systems

Depending on the correlation value, adaptive STBCs can be designed according to

the BMI criterion. For every transmit correlation ρt, we designed an adaptive TO code.

The adaptive TO design parameter is denoted by θM -QAM
ρt . In order to confirm our

results obtained based on the BMI study in Section 3.1.2, we provide BER simulations

in Section 3.1.5 for a low correlation as ρt equal to 0.3 and a high correlation as ρt

equal to 0.7. In this Section, we explicitly provide the designed adaptive TO STBCs for

simulated cases.

For a low correlation ρt = 0.3, the adaptive TO parameter is computed by

θ4-QAM
ρt=0.3 =



































45◦; For Ebu/N0 ≤ 0.25 dB

−0.25
(

Ebu
N0

)3
+3.37

(

Ebu
N0

)2
−17.47

(

Ebu
N0

)

+48.14; For 0.25 < Ebu/N0 < 5 dB

13.28◦; For Ebu/N0 ≥ 5 dB

(3.6)

And for a high correlation ρt = 0.7, θ4-QAM
ρt=0.7 is given by

θ4-QAM
ρt=0.7 =



































45◦; For Ebu/N0 ≤ 1.25 dB

−0.39
(

Ebu
N0

)3
+5.91

(

Ebu
N0

)2
−30.8

(

Ebu
N0

)

+76.14; For 1.25 < Ebu/N0 < 5.5 dB

13.28◦; For Ebu/N0 ≥ 5.5 dB

(3.7)

3.1.4 Enhanced Spatial Multiplexing Scheme

In [MKV+12], authors have proposed the enhanced spatial multiplexing (eSM) MIMO

code. In this section, we present the eSM scheme then optimize its design parameter
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according to the BMI criterion. Authors in [MKV+12] target to combine merits of both

SM in terms of complexity and GC in terms of performance. High priority was put

on the performance under full channel correlation i.e., ρt = 1. A rotation matrix with

angle Θ serves as a precoding matrix for the SM scheme. In the DVB-NGH standard,

a phase hoping technique is adopted [PM10]. This technique periodically changes the

phase of symbols transmitted by one of two antennas within one FEC frame. Moreover,

a power imbalance between the two transmit antennas is supported. The power control

is possible before and after the eSM encoding. Different sizes of QAM constellation

can also be used to minimize the loss caused by the power imbalance. In [MKV+12],

optimization parameters were found by simulations.

The resulting structure adopted for rate-2 MIMO in the DVB-NGH standard is:

XeSM=





1 0

0 ejφ(q)









√
β 0

0
√
1− β









cosΘ sinΘ

sinΘ − cosΘ









√
α 0

0
√
1− α









S1

S2



 (3.8)

where φ(q) is the angle for phase hopping, Θ is the rotation angle for eSM precoding

matrix, α and β are the power imbalance factor before and after eSM precoding.

Different parameters are obtained depending on the size of the constellation and the

power imbalance between antennas. In [MKV+12], the eSM code is not defined when

both S1 and S2 belong to the 4-QAM modulation. In order to compare the eSM with

our proposed code we consider an equal power transmission across the two transmit

antennas i.e., α = β = 1
2 , no phase hopping i.e., φ(q) = 0 and a 16-QAM modulation

for both symbols S1 and S2. For this case, and whatever is the correlation coefficient,

Θ = arctan
(√

2+4√
2+2

)

[MKV+12], and the eSM code is equivalent to a rotated SM code

defined as

XeSM =





cosΘ sinΘ

sinΘ − cosΘ









S1

S2



 (3.9)

For low correlations, the BMI offered by the eSM scheme is identical to the one offered

by the conventional SM scheme. Indeed, under uncorrelated condition, similarly to the

case of XTO
θ=45◦ code, the rotation of the SM scheme does not provide any additional gain

with respect to the unrotated case.

The eSM is proposed for a broadcast transmission. Therefore, we propose to optimize

its design parameter, as already done in Section 2.6.4 for open-loop systems, for each

rate Rc according to the BMI criterion with symbols belong to a 16-QAM modulation.

At low correlations, the same BMI, equal to the one of the SM, is obtained for all Θ. At

ρt = 0.7, the obtained rotation angle is Θ = π/4 with Rc = 1/2 and Θ = arctan
(√

2+4√
2+2

)

with Rc = 2/3 and 5/6. At very high and full correlations, the BMI criterion provides the

same rotation angle as the one obtained in [MKV+12] i.e., Θ = arctan
(√

2+4√
2+2

)

with all



Chapter 3. Effect of Spatial Correlation and Antenna Selection 75

3 4 5 6 7 8 9

Eb/N0 (dB)

10-1

10-2

10-3

10-4

10-5

10-6

10-7

B
E

R

MA
MB
MC, TO
MD
Adaptive TO

Rc=1/2 Rc=5/6

Figure 3.1: BER of turbo coded system; 8-state double binary turbo code with 8
turbo decoding iterations and information frame size k = 4, 800 bits; MIMO profiles:
Alamouti code (MA) with 16-QAM modulation and spatial multiplexing (MB), Golden
code (MC) & original TO, Matrix D (MD) and adaptive TO with 4-QAM modulation;

quasi-static flat correlated Rayleigh fading MIMO channel with ρt = 0.3.

rates Rc = 1/2,= 2/3 and = 5/6. For coded MIMO transmissions, the optimization of Θ

according to the BMI criterion is more efficient than the criteria used in [MKV+12], as

the suitable Θ is always selected. This result is confirmed by BER simulations provided

in Section 3.1.6.

3.1.5 BER Performance of the Proposed Adaptive STBCs

In the sequel, we provide the BER of the presented and adaptive 2× 2 MIMO codes

at low and high transmit correlations e.g., ρt = 0.3 and ρt = 0.7. As a reference,

we consider the case of the system without correlation i.e., ρt = ρr = 0 depicted in

Figure 2.15. BER curves are evaluated after 8 turbo decoding iterations as a function of

Eb/N0 for a transmission over a quasi-static correlated Rayleigh fading MIMO channel.

A random BICM interleaver is used. The number of transmit antennas is Nt = 2 and

receive antennas is Nr = 2. A BER equal to 10−5 is targeted.

3.1.5.1 Low Transmit Correlation

Figure 3.1 depicts the BER for the case of low transmit correlation with ρt = 0.3.

For Rc = 1/2, the MB code matches the adaptive TO code, a gain of almost 0.1 dB is

obtained with respect to the MC code, 0.3 dB with respect to MA code and 0.4 with
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respect to the MD code. For Rc = 5/6, the MC code matches the adaptive TO code,

while a gain of 0.3 is observed compared to the MD code, 0.4 dB compared to the MB

code and 0.65 dB compared to MA code.

The comparison between BER curves for the uncorrelated case depicted in Figure 2.15

and low correlation case depicted in Figure 3.1, shows that the low correlation is equiv-

alent to a simple SNR loss, equal to 0.1 dB for Rc = 1/2 and 0.15 dB Rc = 5/6.

Figure 3.1 confirms the results obtained in Section 3.1.2 using the BMI study. For

low correlations, as for uncorrelated case, the adaptive TO STBC always provides the

best performance for all coding rates.

3.1.5.2 High Transmit Correlation

Figure 3.2 depicts the BER for the case of high transmit correlation with ρt = 0.7.

For Rc = 1/2, the MA code surpasses all the presented codes, with a gain of 0.4 dB with

respect to the MB and adaptive TO, 0.5 dB with respect to the MC and 0.8 dB with

respect to the MD. For Rc = 2/3, the MA code also surpasses all the presented codes,

with a gain of 0.25 dB with respect to the MC and adaptive TO, 0.4 dB with respect

to the MB and 0.5 dB with respect to the MD. For Rc = 5/6, the MC code matches the

adaptive TO code, while a gain of 0.1 dB is observed compared to the MA code, 0.3 dB

compared to the MD code, and 0.6 dB with respect to the MB code.

For high correlations, the obtained performance largely depends on the MIMO code

structure.

3.1.6 BER Performance of the Enhanced Spatial Multiplexing Scheme

In this section, we assess the performance of the eSM scheme, designed in [MKV+12]

for a full correlation channel. It is to be noted that the eSM scheme provides the same

performance as the conventional SM scheme at low correlations. Thus, we present the

eSM performance at high transmit correlation like ρt = 0.7 and full transmit correlation

i.e., ρt = 1.

The complexity is an important issue for practical communication systems. In addi-

tion to the eSM scheme, we consider the SM and the XTO
θ=45◦ schemes as they have the

same detection complexity order as the eSM scheme, equal to O
(

M2
)

. Also, we con-

sider the Alamouti code with symbols belonging to a M2-QAM constellation in order to

compare all codes at the same spectral efficiency. Therefore, the Alamouti code has the

same complexity order as the other profiles. In our simulations, a 16-QAM modulation

is adopted for FR profiles and a 256-QAM modulation is used for the Alamouti code.
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Figure 3.2: BER of turbo coded system; 8-state double binary turbo code with 8
turbo decoding iterations and information frame size k = 4, 800 bits; MIMO profiles:
Alamouti code (MA) with 16-QAM modulation and spatial multiplexing (MB), Golden
code (MC) & original TO, Matrix D (MD) and adaptive TO with 4-QAM modulation;

quasi-static flat correlated Rayleigh fading MIMO channel with ρt = 0.7.

3.1.6.1 High Transmit Correlation

Figure 3.3 depicts the BER performance of the considered codes for the case of

ρt = 0.7 with coding rates Rc = 1/2 and Rc = 5/6. It shows that the eSM structure is

more resistant against high correlations with respect to the other profiles. The XTO
θ=45◦ is

equivalent to the SM scheme. The Alamouti code has the worse performance among the

presented codes as its symbols belong to the 256-QAM modulation. The eSM optimized

according to the BMI criterion is shown to offer the best performance. At Rc = 1/2, a

gain of 0.2 dB is obtained with respect to the original eSM scheme, 1 dB with respect to

the SM scheme and XTO
θ=45◦ and 1.6 dB with respect to the Alamouti code. At Rc = 5/6,

both eSM schemes are equivalent while overcoming the SM and XTO
θ=45◦ codes by 0.2 dB

and the Alamouti code by 2.4 dB.

3.1.6.2 Full Transmit Correlation

Figure 3.4 depicts the BER performance for the full correlation case i.e., ρt = 1 with

a coding rate Rc = 1/2. It shows that the SM scheme has the worst performance. Also,

it shows that the Alamouti code offers the best performance even though its symbols

belong to the 256-QAM constellation. The Alamouti code overcomes the eSM code by

0.9 dB, the XTO
θ=45◦ code by 5.8 dB and the SM code by 9 dB.
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Figure 3.3: BER of turbo coded system; 8-state double binary turbo code with 8
turbo decoding iterations and information frame size k = 4, 800 bits; MIMO profiles:
Alamouti code with 256-QAM modulation and spatial multiplexing (SM), XTO

θ=45◦ (TO
45), enhanced spatial multiplexing (eSM) [MKV+12], proposed eSM with 16-QAM
modulation; quasi-static flat correlated Rayleigh fading MIMO channel with ρt = 0.7.
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Figure 3.4: BER of turbo coded system; 8-state double binary turbo code (Rc = 1/2)
with 8 turbo decoding iterations and information frame size k = 4, 800 bits; MIMO pro-
files: Alamouti code with 256-QAM modulation and spatial multiplexing (SM), XTO

θ=45◦

(TO 45), enhanced spatial multiplexing (eSM) [MKV+12] with 16-QAM modulation;
quasi-static flat correlated Rayleigh fading MIMO channel with ρt = 1.
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As stated in Section 3.1.2, the SM scheme is weak against full correlation due to the

overlapping of its symbol and the Alamouti code is resistant against correlations thanks

to its orthogonality property. Also, the eSM scheme preserves a good performance as

it is designed for a full correlation case. We recall that the BMI optimization of the

eSM for full correlation gives the same angle as the original eSM. The XTO
θ=45◦ code is

better than the SM code due to the rotation between the constellation of its transmitted

symbols.

3.1.7 Conclusions on the Effect of Spatial Correlation

In this part, we study the effect of spatial correlation on coded MIMO systems. We

showed that low correlations are equivalent to a SNR loss with respect to uncorrelated

case. The adaptive TO STBC always provides the best performance at low correlations.

On the other hand, at high correlations, the performance largely depends on the

correlation value and the MIMO code structure. The choice of the suitable MIMO

code is not obvious and requires further information on the communication environment

(correlation value, code rates Rc, modulation order M). Fortunately, the BMI can be

used as a tool to classify and select the suitable MIMO code.
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3.2 Antenna Selection for Coded MIMO Systems

In our previous works, we have examined the improvement of standardized STBCs

for coded MIMO systems with dual antennas at transmitter and receiver sides. Telecom-

munication standards define the use of more than dual antennas e.g., up to 4× 4 for the

WiMAX and 8 × 8 for the LTE-A [SOZ11]. In contrast, the use of MIMO techniques

lead to a complexity and cost increase with respect to SISO systems at both transmitter

and receiver sides. Transmitting on multiple antennas require multiple analog radio-

frequency (RF) chains which comprise expensive hardware blocks. The implementation

of a high number of RF chains is not always possible due to physical and economic

constraints e.g., small handsets. Furthermore, the detection complexity of transmitted

signals increases with the number of transmit antennas for a full-rate transmission (see

Section 1.4.3.1).

Antenna selection techniques have been proposed as a means to benefit from expected

MIMO gains with tolerable cost and complexity [WW99, NGP00, GP01, MW04]. Here,

transmission and reception is performed only through a subset of the available antennas,

thereby reducing the system complexity and the number of required RF chains. In our

work, we focus on AS at the transmitter side. Indeed, AS at the receiver side is not

recommended as it can lead to a considerable reduction in the system capacity. Transmit

AS is a good approach to benefit from MIMO system gains with low cost and complexity

[WLB09].

For a MIMO system employing the AS technology, it has been shown that FD STBCs

like the Alamouti code [Ala98] can benefit from the maximal channel diversity i.e.,

NtNr at high SNRs [GP01]. Our work focuses on the study of the effect of transmit AS

technique for practical coded MIMO communication systems e.g., the WiMAX system.

We start by presenting the transmit antenna selection technology and the employed

selection algorithm. Then we design efficient adaptive STBCs for coded MIMO system

with AS. Afterwards, we assess the gain provided by an AS on transmit antennas, with

respect to classical WiMAX coded system.

3.2.1 Transmit Antenna Selection

Again, we consider a coded MIMO system with Nt transmit antennas, Nr receive

antennas operating over a quasi-static uncorrelated flat Rayleigh fading channel. In

addition to the previous system, we assume that a low-rate error-free zero-delay feedback

channel feeds the set of best transmit antennas to the transmitter every T channel

use periods. This set is determined by a selection algorithm operating at the receiver

side. Afterwards, encoder output X is only transmitted via the selected best transmit

antennas. The unselected transmit antennas are deactivated.
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In the sequel, we denote by Ψ the set of best antennas. The cardinality ψ of the

set Ψ is chosen depending on the tolerable complexity. The system transmitting over ψ

selected transmit antennas of Nt is denoted by (ψ/Nt)×Nr.

3.2.1.1 Antenna Selection Algorithm

In this section, we present the used selection algorithm. The channel is defined by

the matrix

H =



















h11 h12 · · · h1Nt

h21 h22 · · · h2Nt

...
...

. . .
...

hNr1 hNr2 · · · hNrNt



















(3.10)

Depending on the channel conditions, many selection algorithms exist in the literature

[WW99, NGP00, GP01, GP02]. When a STBC is used, it is clear that the best AS

algorithm is done by choosing the ψ transmit antennas with highest norms [GP01,

GP02, WLB09]. Every T periods, the receiver selects ψ of Nt columns as

max
j∈{1,··· ,Nt}−Ψ,j≤ψ

Nr
∑

i=1

|hij |2 (3.11)

where Ψ is the set of already selected antennas. When j = ψ, the selected set Ψ is

fed to the transmitter. The selection algorithm requires a computation of the channel

coefficients norms |hij |2 and their summation. Its complexity is O (NtNr) which is small

compared to the detection complexity equal to O
(

MNtT
)

(see Section 1.4.3.1) especially

for high order modulations.

In order to assess the transmit AS gains and compare them with our previous work,

we only consider the selection of dual antennas of the Nt available ones (ψ = 2 ≤ Nt).

3.2.2 BER Curves of the Uncoded MIMO System with Transmit AS

In this section, we assess the gain obtained by transmit AS technology for MIMO

systems without any FEC codes. Authors in [GP02, WLB09] have shown that the FD

Alamouti code benefits from the full available channel diversity equal to NtNr. Thus,

we consider other FD STBCs like the GC [BRV05] and compare its performance with

the SM scheme [WFGV98].

Figure 3.5 depicts uncoded BER curves for SM scheme with dashed curves and GC

with solid curves as a function of Ebu/N0 with 4-QAM modulation. Dual transmit

antennas are selected out of Nt = 2, 3, 4 and 5. The channel is assumed to be quasi-

static uncorrelated flat Rayleigh fading.
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Figure 3.5: Uncoded BER of spatial multiplexing with dashed blue curves and Golden
code with solid pink curves; dual transmit AS among Nt = 2, 3, 4 and 5; 4-QAM

modulation; quasi-static uncorrelated flat Rayleigh fading MIMO channel.

Figure 3.5 shows that the FR-FD GC benefits from both diversity and SNR gains.

The slope of BER curves for the GC is steeper for higher number of available transmit

antennas. Indeed, the GC benefits from all the available channel diversity equal to NtNr.

On the other hand, the slope of BER curves for the SM scheme remains the same. This

result is expected as the SM scheme does not provide any transmit diversity. The SM

scheme only benefits from SNR gains. Obtained SNR gains increase with the increase

of the number of transmit antennas Nt for both MIMO codes.

At a target BER equal to 10−5, the GC overcomes the SM with a gain of 7.5 dB for

(2/5)×2 system. The gap between the GC and the SM increases with the SNR as the

slope of BER curves for the GC is steeper than the SM one. In the sequel, we study the

transmit AS gains in the context of a turbo-coded WiMAX system.

Note that [GBM09] considers transmit antenna and code selection (TACS) in the

context of MIMO WiMAX systems. TACS consists of a selection, depending on the

channel feedback, of best antennas and MIMO WiMAX code (MA, MB, MC) to be used

for transmission. A similarity between [GBM09] and our work exists, as we select also

the best antennas and the parameter of adaptive STBCs based on the channel feedback.

In contrast, an uncoded WiMAX system is considered in [GBM09] and symbols are

estimated based on a MMSE equalizer. Even if we consider their approach for coded

WiMAX system and use a ML-detector, our approach provides better performance.

Indeed, depending on the parameter value, the adaptive TO STBC can transmit based
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on MB or MC codes (see Section 2.5.2.2) and it overcomes both in some case which

makes our approach more suitable for coded MIMO systems.

3.2.3 Transmit AS for Coded MIMO systems: Adaptive STBCs design

Following the method proposed in Section 2.5, the design parameter of the presented

STBCs is optimized for each (2/Nt)×Nr system, leading to the construction of adaptive

MD and TO codes.

3.2.3.1 Adaptive Matrix D STBC

The parameter of adaptive MD STBC is denoted by ϕM -QAM
(2/Nt)×Nr

. For 4-QAM modu-

lation, the adaptive MD design parameter is computed for (2/3)×2 by

ϕ4-QAM
(2/3)×2=



































135◦; For Ebu/N0 ≤ 2 dB

−2.43
(

Ebu
N0

)3
+26.06

(

Ebu
N0

)2
−95.17

(

Ebu
N0

)

+240; For 2<Ebu/N0<4.75 dB

114.29◦; For Ebu/N0 ≥ 4.75 dB

(3.12)

And for (2/5)×2 by

ϕ4-QAM
(2/5)×2=



































135◦; For Ebu/N0 ≤ −1.5 dB

−7.27
(

Ebu
N0

)3
−10.29

(

Ebu
N0

)2
−10.38

(

Ebu
N0

)

+118.32; For −1.5<Ebu/N0<0.25 dB

114.29◦; For Ebu/N0 ≥ 0.25 dB

(3.13)

The same optimization can be done for each number of available transmit antennas and

the suitable parameter is selected. Based on the MD STBC structure, a low complexity

ML-detection adaptive STBC can be always designed for coded (2/Nt)×Nr MIMO

systems.

3.2.3.2 Adaptive Trace-Orthonormal STBC

Similarly, the suitable design parameter is selected for the adaptive TO STBC and

denoted by θM -QAM
(2/Nt)×Nr

. For 4-QAMmodulation, the adaptive TO STBC design parameter
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is computed for (2/3)×2 by

θ4-QAM
(2/3)×2 =



































45◦; For Ebu/N0 ≤ −3.25 dB

0.52
(

Ebu
N0

)3
+2.51

(

Ebu
N0

)2
−5.74

(

Ebu
N0

)

+17; For −3.25 < Ebu/N0 < 0.75 dB

13.28◦; For Ebu/N0 ≥ 0.75 dB

(3.14)

And θ4-QAM
(2/5)×2 is given by

θ4-QAM
(2/5)×2 =



































45◦; For Ebu/N0 ≤ −5.75 dB

0.23
(

Ebu
N0

)3
+4.85

(

Ebu
N0

)2
+18.26

(

Ebu
N0

)

+32.5; For −5.75 < Ebu/N0 < −2.5 dB

13.28◦; For Ebu/N0 ≥ −2.5 dB

(3.15)

Based on the TO structure, an adaptive STBC can be designed for every (2/Nt)×Nr

system. In the sequel, we only consider adaptive TO STBCs while assessing the benefits

of AS for coded MIMO systems as they always provide the best performance for any

(2/Nt)×Nr system.

3.2.4 BER Performance of the Coded MIMO System with Transmit

AS

The same simulation conditions as in Section 2.6.3.1 are considered. The information

frame size is equal to 4, 800 bits. A random BICM interleaver is used. The number

of receive antennas is Nr = 2 and the number of selected antennas is ψ = 2 out of

Nt = 2, 3, 5 transmit antennas. A 4-QAM modulation is used for the FR codes and a

16-QAM modulation for the Alamouti code.

Figure 3.6 and Figure 3.7 plot the BER curves for ψ = 2 selected transmit antennas

out of Nt = 3 and Nt = 5 available ones, respectively. The comparison between both

figures shows that the AS technique does not provide any additional diversity gain as

the same slope for BER curves, equal to the one for 2 × 2 system without AS (see

Figure 2.15), is obtained at the same coding rate Rc. Indeed, the capacity-approaching

FEC code achieves iterative convergence in the low SNR region where the effect of

additional spatial diversity is not paramount.

Moreover, both figures confirm that adaptive STBCs are more suitable for practical

communication systems since they offer the best performance for both code rates. We

evaluated the gain of AS between different Nt values based on the best transmission i.e.,

the adaptive TO STBC and at a target BER equal to 10−5. Compared to the classical

turbo coded 2×2 WiMAX system (see Figure 2.15), the gain of (2/3)×2 system is more
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Figure 3.6: BER of turbo coded (2/3)×2 system; 8-state double binary turbo code
(Rc = 1/2, 5/6) with 8 turbo decoding iterations and information frame size k = 4, 800
bits; MIMO profiles: Alamouti code (MA) with 16-QAM modulation and spatial mul-
tiplexing (MB), Golden code (MC) & original TO, Matrix D (MD) and adaptive TO

with 4-QAM modulation; quasi-static uncorrelated flat Rayleigh fading channel.

than 3 dB and the one of (2/5)×2 system is more than 6.35 dB. The AS gain is obtained

due to the SNR gain. Furthermore, this SNR gain increases with the total number of

transmit antennas. Table 3.1 summarizes transmit AS gains for a (2/Nt)×2 system

with respect to classical turbo coded WiMAX system, for several number of antenns

Nt = 3, 4, 5 and coding rates Rc = 1/2, 5/6.

The AS technique is a promising approach for coded MIMO systems as it offers a

substantial SNR gain with a low additional cost and complexity increase.

MIMO system Rc = 1/2 Rc = 5/6

(2/3)×2 3 3.4

(2/4)×2 5.1 5.4

(2/5)×2 6.35 6.8

Table 3.1: Transmit AS gains in dB with respect to a coded WiMAX MIMO system
at a target BER = 10−5.
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Figure 3.7: BER of turbo coded (2/5)×2 system;8-state double binary turbo code
(Rc = 1/2, 5/6) with 8 turbo decoding iterations and information frame size k = 4, 800
bits; MIMO profiles: Alamouti code (MA) with 16-QAM modulation and spatial mul-
tiplexing (MB), Golden code (MC) & original TO, Matrix D (MD) and adaptive TO

with 4-QAM modulation; quasi-static uncorrelated flat Rayleigh fading channel.

3.3 Chapter Summary

In this chapter, we investigated two independent topics encountered while designing

coded MIMO systems: the effect of spatial correlation between antennas and the AS

technique for MIMO systems with more than dual antennas.

In the first part, we studied the effect of spatial correlation on the performance of

coded MIMO systems. We showed that the effect of low correlations is similar to an SNR

loss with respect to uncorrelated systems. For this case, adaptive codes can be designed

in a way providing the best performance. In contrast, high correlations can lead to a sub-

stantial degradation on system performance even for adaptive codes. This degradation

differs depending on the used MIMO profile. The choice of the suitable MIMO profile

for correlated channels is strongly linked to the communication environment (correlation

value, coding rate, modulation order).

In the second part, we recalled the AS technology known as a technology providing

MIMO gains with low cost and complexity. The performance of AS for MIMO system

without powerful FEC codes is largely studied in the literature where FD STBCs can

achieve the maximum diversity at high SNRs. However, coded MIMO systems operate at

low to moderate SNRs. For each considered system, we have designed adaptive STBCs

in a way overcoming conventional STBCs. In the context of a turbo coded WiMAX
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system, we have shown that AS technology provides a significant SNR gain of more

than 3 dB by simply increasing the number of available transmit antennas Nt. This

gain increases with the increase of Nt. Thanks to transmit AS technology, a substantial

performance improvement can be obtained for coded MIMO systems with a low cost

and complexity increase.



Chapter 4

Finite-SNR Diversity-

Multiplexing Tradeoff for

Rayleigh MIMO Channels

The diversity-multiplexing tradeoff (DMT), formulated in [ZT03] by Zheng and Tse,

represents the upper bound on the diversity gain at a multiplexing gain r achievable by

any transmission over a Nt × Nr MIMO system. STBCs are conventionally designed

according to rank-determinant criteria. A nonzero lower bound on the coding gain

i.e., a nonzero minimum determinant is a sufficient condition to reach the frontier of

the asymptotic DMT [EKP+06, ORBV06]. In the previous chapters, we have shown

that conventional STBCs designed in a way achieving the diversity-multiplexing gain

tradeoff are not necessarily efficient for practical communication systems. Indeed, the

DMT framework [ZT03] and rank determinant criteria [TSC98] have been developed

under asymptotic conditions where the SNR tends to infinity.

Another framework has been proposed in [NEC05, Nar05, Nar06] to characterize

the tradeoff between diversity and multiplexing gains at finite SNRs. This finite-SNR

DMT could provide new insights to design MIMO systems optimized at operational

SNRs. In section 1.3.1, we have provided the definition of conventional asymptotic

multiplexing and diversity gains based on the outage probability. At high SNR ρ, the

average packet error rate probability Pe(ρ) is lower bounded by the outage probability

at rate R = r log(ρ) i.e., Pe(ρ) ≥ Pout(R) [ZT03]. At low to moderate SNR, by assuming

the use of capacity-approaching FEC codes such as turbo codes or LDPC codes in the

communication chain, the average packet error rate probability can be approximated by

the channel outage probability as well [NEC05, Nar05, Nar06]. Therefore, Narasimhan

has used the outage probability to define multiplexing and diversity gains at finite SNR.

Moreover, he has mentioned that exact form of the outage probability and therefore

the finite-SNR DMT for any Nt × Nr MIMO channels is not tractable. Estimates of

88
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the finite-SNR DMT are given in [Nar05, Nar06, RHGA10] for uncorrelated, correlated

Rayleigh and Rician fading Nt ×Nr MIMO channels where Nr ≥ Nt. For special cases,

the exact outage probability and the finite-SNR DMT can be derived. To the best of

our knowledge, the exact expression of the finite-SNR DMT is derived only for 2 × 2

MIMO systems in [EM07a] with uncorrelated Rayleigh fading channels and for both

multiple-input single-output (MISO) and single-input multiple-output (SIMO) systems

with uncorrelated [EM07b] and correlated [RHGA10] Rayleigh fading channels. Inspired

from the method in [EM07a], we derive in this chapter the exact finite-SNR DMT for

both uncorrelated and correlated Rayleigh fading MIMO channels with dual antennas

i.e., Nt × 2 and 2×Nr MIMO channels.

The remainder of this chapter is organized as follows. In Section 4.1, we provide a

background on finite-SNR DMT where we recall the definition of multiplexing and diver-

sity gains at finite SNR and present this framework for orthogonal space-time block codes

(OSTBCs). Afterwards, in Section 4.2, we derive the outage probability and the exact

finite-SNR DMT for any transmission over uncorrelated and correlated flat Rayleigh

fading channels with dual antennas. Numerical results are provided in Section 4.3.

4.1 Background on Finite-SNR DMT

Motivated by the characterization of the DMT at realistic SNRs, data rates and

packet error rates, non-asymptotic definitions of multiplexing and diversity gains have

been introduced in [NEC05, Nar05, Nar06]. The multiplexing gain r is defined as the

ratio of the system data rate R to the capacity of an AWGN channel at SNR ρ with

array gain G [Nar06]

r =
R

log (1 +Gρ)
(4.1)

The array gain is chosen such that G is equal to Nr. Its introduction is motivated

by considering the MIMO mutual information I at low SNR. In the limit of ρ → 0,

I ≈ log
(

1 + ρ
Nt

‖H‖2F
)

. Thus, for a fair comparison of diversity and outage performance

across different Nt and Nr at low to medium SNRs, the array gain G is chosen to such

that G = 1
Nt
E
[

‖H‖2F
]

= Nr [Nar05]. As many researchers investigating the finite-SNR

DMT, we follow these definitions in our work. We note that additional definitions of the

multiplexing gain at finite SNR have been considered in [LL10].

By assuming the use of capacity-approaching channel codes in the communication

chain, the probability of error is well approximated by the channel outage probability

[NEC05, Nar05, Nar06]. Therefore, the diversity gain d (r, ρ) of a system with a fixed

multiplexing gain r at SNR ρ is defined by the negative slope of the log-log curve of
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outage probability versus SNR, leading to

d (r, ρ) = −∂ logPout (r, ρ)

∂ log ρ
= − ρ

Pout (r, ρ)

∂Pout (r, ρ)

∂ρ
(4.2)

where Pout (r, ρ) is the outage probability as a function of the multiplexing gain r and

SNR ρ. As no CSI is available at the transmitter, an equal power across transmit

antennas is adopted and Pout (r, ρ) is then defined for a given target data rate R by

Pout (r, ρ) = Pr [I ≤ R] = Pr [I ≤ r log (1 +Gρ)] . (4.3)

This definition of diversity gain is important for system design as the diversity gain

at a particular operating SNR can be used to estimate the additional SNR required to

decrease the outage probability by a specified amount, for a given data rate represented

by the multiplexing gain.

Due to the fact that the exact form of the finite-SNR DMT for Nt × Nr MIMO

channels is not tractable, estimates of finite-SNR DMTs are derived in [Nar06, RHGA10]

for both flat Rayleigh fading and Rician fading for Nr ≥ Nt. Moreover, an estimate of

the finite-SNR DMT for the spatial multiplexing with horizontal encoding scheme in

uncorrelated flat Rayleigh fading channel is derived in [NEC05].

On the other hand, exact finite-SNR DMT has been derived for some cases e.g., for

2 × 2 uncorrelated flat Rayleigh fading MIMO channel in [EM07a] and for both MISO

and SIMO systems with uncorrelated [EM07b] and correlated [RHGA10] flat Rayleigh

fading. Moreover, exact finite-SNR DMT has been derived for OSTBCs in [NEC05] over

uncorrelated flat Rayleigh fading channel and in [Nar06] over correlated flat Rayleigh

fading and Rician fading channels. In the sequel, we focus on exact finite-SNR DMT.

We present the derivation of exact finite-SNR DMT for OSTBCs and then we derive

the exact finite-SNR DMT for systems with dual transmit and/or receive antennas. We

consider both uncorrelated and correlated flat Rayleigh fading MIMO channels.

4.1.1 Finite-SNR DMT for Orthogonal Space-time Block Codes

In order to derive the finite-SNR DMT, the outage probability has to be derived.

The mutual information for OSTBC with spatial code rate Rs is given by [NEC05]

IOSTBC = Rs log

(

1 +
ρ

Nt
‖H‖2F

)

, (4.4)

where Rs is the MIMO rate equal to the average number of transmitted symbols per

channel use period through the Nt transmit antennas e.g., Rs = 1 for the Alamouti code

[Ala98], and Rs = 1/2 or Rs = 3/4 for the complex OSTBC given in [TJC99].
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Therefore, the outage probability for OSTBC is computed as follows

POSTBC
out

(r, ρ) = Pr [IOSTBC ≤ r log(1 +Gρ)]

= Pr
[

‖H‖2F ≤ Nt
ρ

(

(1 +Gρ)r/Rs − 1
)

]

.
(4.5)

The distribution of ‖H‖2F depends on the channel type.

For uncorrelated flat Rayleigh fading channel, ‖H‖2F is gamma distributed with pa-

rameters (NtNr, 1) [NEC05]. Therefore, P
uncorr

out,OSTBC (r, ρ) is computed as follows

POSTBC
out,uncorr (r, ρ) = Pr

[

‖H‖2F ≤ Nt
ρ

(

(1 +Gρ)r/Rs − 1
)

]

.

=
γ
(

NtNr,
Nt
ρ ((1+Gρ)r/Rs−1)

)

(NtNr−1)! .

(4.6)

where γ(a, x) is the incomplete gamma function defined by
∫ x
0 t

a−1e−tdt.

Next, from (4.2), the exact finite-SNR DMT for OSTBC is [NEC05]

duncorr

OSTBC (r, ρ) =

(

Nt
ρ ((1+Gρ)r/Rs−1)

)NtNr−1

γ
(

NtNr,
Nt
ρ ((1+Gρ)r/Rs−1)

)

×e−
Nt
ρ

(

Nt
ρ
(1+Gρ)r/Rs−1

)

(

(1 +Gρ)r/Rs − 1− rGNt
Rs (1 +Gρ)r/Rs−1

)

.

(4.7)

Note that the array gain G was not included in [NEC05] while deriving the finite-

SNR DMT. We introduce the array gain G in these equations in order to follow its

introduction by the same author in [Nar05, Nar06] and compare them with our derived

exact finite-SNR for 2× 2 MIMO channel.

By considering a full-rank transmit covariance matrix RTx with ordered eigenvalues

µ1, µ2, · · · , µNt (µNt ≥ · · · ≥ µ2 ≥ µ1), the exact finite-SNR DMT for OSTBC over

correlated flat Rayleigh fading channel is given by [Nar06]

dcorr

OSTBC (r, ρ) =
(

Nt
ρ (1 +Gρ)r/Rs − 1− rGNt

Rs (1 +Gρ)r/Rs−1
)

×
F ′

(

Nt
ρ
(1+Gρ)r/Rs−1

)

F
(

Nt
ρ
(1+Gρ)r/Rs−1

) ,
(4.8)

where

F (x) =

Nt
∏

n=1

(

µ1
µn

)Nr ∞
∑

k=0

δ̃kγ (NrNt + k, x/µ1)

Γ (NtNr + k)
, (4.9)

Γ (n) is the gamma function defined by γ(n, x→ ∞) =
∫∞
0 tn−1e−tdt, and

δ̃0 = 1

δ̃k = Nr
k+1

∑k+1
i=1

[

∑Nt
j=1

(

1− µ1
µj

)i
]

δ̃k+1−i.
(4.10)
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Figure 4.1: Asymptotic and exact finite-SNR DMT curves for 2× 2 uncorrelated flat
Rayleigh MIMO channel with and without Alamouti code at various SNRs.

The asymptotic DMT for OSTBCs for both uncorrelated and correlated flat Rayleigh

fading channel is given by [ZT03, Nar06]

d∗OSTBC (r) = NtNr

(

1− r

Rs

)

; 0 ≤ r ≤ Rs. (4.11)

4.1.2 Finite-SNR DMT for 2× 2 MIMO Channels

In [EM07a], the authors have derived the exact finite-SNR DMT for the 2 × 2 un-

correlated flat Rayleigh fading MIMO channel. Figure 4.1 depicts the exact finite-SNR

DMT curves [EM07a] for uncorrelated flat Rayleigh fading channel for 2 × 2 MIMO

systems at SNR = 5 and 10 dB and the asymptotic DMT [ZT03]. It shows that the

achievable diversity gains at finite SNRs are significantly lower than asymptotic values

when the SNR tends to infinity. We note that the resulting DMT curves are identical

to the ones obtained in [Nar05] by Monte Carlo simulations, which validates that de-

rived finite-SNR DMT is exact. Besides the Monte Carlo estimates of the finite-SNR

DMT, a non exact expression of finite-SNR DMT is also given in [Nar05] based on the

lower bound on outage probability. Their numerical results showed that this non exact

expression overestimates the achievable DMT.

Furthermore, in order to discuss the achievability of exact finite-SNR DMT, we also

plotted the exact finite-SNR DMT for the Alamouti code derived in [NEC05]. Figure 4.1
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shows that the Alamouti code always benefits from all the available diversity of the

system (when the multiplexing gain r approaches to zero), not only at asymptotic SNRs,

but also at realistic SNRs.

4.2 Finite-SNR DMT for MIMO Channels with Dual An-

tennas

Motivated by the characterization of MIMO channels at finite SNRs and inspired by

the work in [EM07a], we derive in this section the exact finite-SNR DMT for MIMO

systems with dual uncorrelated and correlated antennas. We recall that the exact finite-

SNR DMT has been derived only for MISO, SIMO systems with uncorrelated [EM07b]

and correlated [RHGA10] Rayleigh fading channels and 2×2 MIMO systems with uncor-

related Rayleigh fading channels [EM07a]. Our work extends the literature on finite-SNR

DMT by the derivation of the exact finite-SNR DMT for MIMO systems with dual an-

tennas i.e., Nt × 2 and 2 × Nr systems for a transmission over an uncorrelated and

correlated flat Rayleigh fading channels.

We start by deriving the analytical expression of the pdf of mutual information

between received and transmitted signals; then we provide the outage probability for

both uncorrelated and correlated flat Rayleigh fading channels. Finally, we derive the

exact finite-SNR DMT for both cases.

4.2.1 Mutual Information for Nt × 2 and 2×Nr MIMO Systems

In this section, we derive an analytical expression for the pdf of mutual information

between received and transmitted signals for Nt × 2 and 2 × Nr MIMO systems. By

assuming that the transmitted codeword X is a zero-mean white complex Gaussian

random variable, the MIMO mutual information conditioned on the channel realization

H is given by [Tel99]

I = log det
(

INr +
ρ
Nt

HHH
)

= log det
(

INt +
ρ
Nt

HHH
) (4.12)

It is to be noted that in (4.12) we use loge then the mutual information is measured

in nats. If we use log2 then the mutual information is measured in bits. Passing from

loge to log2 in the expressions of outage probability and DMT is straightforward. The

same DMT curves are obtained for both cases.

Let us define m
∆
= min (Nt, Nr) and n

∆
= max (Nt, Nr). When m = 2, the mutual

information I is expressed by

I = log

(

1 + λ1
ρ

Nt

)

+ log

(

1 + λ2
ρ

Nt

)

. (4.13)
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where λ1 and λ2 are the two nonzero ordered eigenvalues (λ1 ≥ λ2) of HHH for Nt × 2

systems or HHH for 2×Nr systems.

Let us define new variables x and y as

x
∆
= log

(

1 + λ1
ρ

Nt

)

and y
∆
= log

(

1 + λ2
ρ

Nt

)

. (4.14)

From the definition in (4.14), the mutual information between received and trans-

mitted signals is

I = x+ y. (4.15)

The analytical expressions for the pdf of I, the outage probability and the finite-SNR

DMT depend on the channel type. In the sequel, we derive them for both uncorrelated

and correlated flat Rayleigh fading channels with dual antennas.

4.2.2 Finite-SNR DMT for Uncorrelated Flat Rayleigh Channels

4.2.2.1 Mutual Information pdf Derivation

For uncorrelated flat fading Rayleigh channels, the channel matrix H = Hw is com-

plex normally distributed. Therefore, matrices HHH and HHH are central complex

Wishart distributed [Jam64, RV05] (and references therein). For m = 2, the joint pdf

of their two nonzero ordered eigenvalues λ1 and λ2 (λ1 ≥ λ2 ) is given by [RV05]

funcorr(λ1, λ2) =
(λ1λ2)

n−2

Γ (n) Γ (n− 1)
(λ1 − λ2)

2 e−(λ1+λ2) (4.16)

Using rules in [PP02], the joint pdf of x and y can be derived from the one of λ1 and

λ2 by (see Appendix D)

funcorr(x, y) =
(

Nt
ρ

)2n
1

Γ(n)Γ(n−1)e
x+y (ex − ey)2

× (ex − 1)n−2 (ey − 1)n−2 e
−Nt

ρ
(ex+ey−2)

(4.17)

where x ≥ y ≥ 0.

From (4.15), the joint pdf of I and y is obtained by

funcorr(I, y, ρ) =
(

Nt
ρ

)2n
1

Γ(n)Γ(n−1)e
I
(

eI−y − ey
)2

× (ey − 1)n−2 (eI−y − 1
)n−2

e
−Nt

ρ (eI−y+ey−2)
(4.18)

where I/2 ≥ y ≥ 0.
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The pdf of I can be derived by integrating the function f(I, y, ρ) in (4.18) over y

from 0 to I/2 which leads to

funcorr(I, ρ) =
(

Nt
ρ

)2n
1

Γ(n)Γ(n−1)e
I

×
∫ I/2
0 guncorr(y, I, ρ)dy

(4.19)

where guncorr(y, I, ρ) is expressed by

guncorr(y, I, ρ) =
(

eI−y − ey
)2 (

eI−y − 1
)n−2

× (ey − 1)n−2 e
−Nt

ρ (eI−y+ey−2).
(4.20)

For each value of I and ρ, the expression
∫ I/2
0 gcorr(y, I, ρ)dy can be calculated by

numerical integration.

Numerical integration algorithm Many algorithms for numerical integration exist

in the literature. In our numerical results, we have used the composite Simpson’s rule

given by

∫ b

a
f(x)dx ≈ h

3



f(x0) + 2

k/2−1
∑

i=1

f(x2i) + 4

k/2
∑

i=1

f(x2i−1) + f(xk)



 , (4.21)

where xi = a+ ih for i = 0, 1, · · · , k− 1, k with h = (b− a)/k and k an even number; in

particular x0 = a and xk = b, and the formula (4.21) can be written as

∫ b

a
f(x)dx ≈ h

3
[f(x0) + 4f(x1) + 2f(x2) + · · ·+ 4f(xk−1) + f(xk)] . (4.22)

4.2.2.2 Outage Probability Derivation

In this section, we use the results in Section 4.2.2.1 to obtain the outage probability at

a multiplexing gain r and SNR ρ. From the expression of the pdf of I obtained in (4.19),

and thanks to numerical integration, the outage probability Pout (r, ρ) is computed for

each ρ and r by

P uncorr

out
(r, ρ) =

∫ R
0 f

uncorr(I, ρ)dI

=
(

Nt
ρ

)2n
1

Γ(n)Γ(n−1)

×
∫ r log(1+Gρ)
0 eI

(

∫ I/2
0 guncorr(y, I, ρ)dy

)

dI

(4.23)

The outage probability curves describe the performance over MIMO channels and

their slopes define the finite-SNR DMT.
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4.2.2.3 Analytical Expression of Finite-SNR DMT

The finite-SNR DMT is computed using (4.2). Using the well-known Leibniz integral

rule [PP02] in (4.23),
∂Puncorr

out (r,ρ)
∂ρ is given by (see Appendix D)

∂P uncorr

out
(r, ρ)

∂ρ
= Auncorr

1 (r, ρ) +Auncorr

2 (r, ρ) +Auncorr

3 (r, ρ) (4.24)

where

Auncorr

1 (r, ρ) = −2n (Nt)
2n 1

ρ2n+1
1

Γ(n)Γ(n−1)

×
∫ r log(1+Gρ)
0 eI

(

∫ I/2
0 guncorr(y, I, ρ)dy

)

dI

= −2n
ρ P

uncorr

out
(r, ρ) ,

(4.25)

Auncorr

2 (r, ρ) =
(

Nt
ρ

)2n
1

Γ(n)Γ(n−1)
rG

1+Gρe
r log(1+Gρ)

×
(

∫ r log(1+Gρ)/2
0 guncorr(y, r log (1 +Gρ) , ρ)dy

)

,
(4.26)

and

Auncorr

3 (r, ρ) =
(

Nt
ρ

)2n
1

Γ(n)Γ(n−1)

×
∫ r log(1+Gρ)
0 eI

(

∫ I/2
0

∂guncorr(y,I,ρ)
∂ρ dy

)

dI
(4.27)

where
∂guncorr(y,I,ρ)

∂ρ =
(

eI−y − ey
)2 (

eI−y − 1
)n−2

(ey − 1)n−2

× e
−Nt

ρ (eI−y+ey−2)Nt
ρ2

(

eI−y + ey − 2
)

.
(4.28)

The above expressions can also be calculated by numerical integration. After deriving

P uncorr

out
(r, ρ) and

∂Puncorr
out (r,ρ)
∂ρ , the finite-SNR DMT can be easily computed using (4.2).

duncorr (r, ρ) = − ρ

(4.23)
(4.24). (4.29)

Note that for n = 2, our equations are identical to the ones obtained in [EM07a] for a

2× 2 uncorrelated Rayleigh fading MIMO channel.

4.2.3 Finite-SNR DMT for Correlated Flat Rayleigh Channel

In this section, we consider the case of MIMO systems with correlated dual antennas.

We derive the exact finite-SNR DMT for the correlated flat Rayleigh fading channel

where we assume that the dual antennas are correlated at the transmitter side or at the

receiver side only. A typical example of a system with correlation at one side only is

a communication between a mobile station and a base station. Here, the antennas at

the base station can be spaced sufficiently far apart to achieve uncorrelation but, due to

physical size constraints, it is more difficult to space antennas far apart at the mobile

station.
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4.2.3.1 Mutual Information pdf Derivation

When correlation between dual antennas is assumed at the transmitter or at the

receiver, matrices HHH and HHH are complex Wishart distributed and the joint pdf

of their two nonzero ordered eigenvalues λ1 and λ2 (λ1 ≥ λ2 ) is given by [RV05]

f corr(λ1, λ2) =
(a1a2)

n (λ1λ2)
n−2 (λ1 − λ2)

(a2 − a1) Γ (n) Γ (n− 1)

[

e−(a1λ1+a2λ2) − e−(a1λ2+a2λ1)
]

(4.30)

where a1 and a2 are the ordered eigenvalues (a2 ≥ a1) of R−1
Rx (downlink) or R−1

Tx

(uplink).

We note that the case of correlation at both transmitter and receiver side leads to

a more complicated form of the pdf for the two nonzero ordered eigenvalues λ1 and λ2

[RV05]. Therefore, the exact finite-SNR DMT is not easily tractable for this case.

Similarly to Section 4.2.2.1, the joint pdf of x and y can be derived from the one of

λ1 and λ2 by

f corr(x, y) =
(a1a2)

n
(

Nt
ρ

)2n−1

(a2−a1)Γ(n)Γ(n−1)e
x+y (ex − ey) (ex − 1)n−2 (ey − 1)n−2

×
[

e
−Nt

ρ
(a1ex+a2ey−a1−a2) − e

−Nt
ρ
(a1ey+a2ex−a1−a2)

]

,
(4.31)

where x ≥ y ≥ 0.

and the joint pdf of I and y is obtained by

f corr(I, y, ρ) =
(a1a2)

n
(

Nt
ρ

)2n−1

(a2−a1)Γ(n)Γ(n−1)e
I
(

eI−y − ey
) (

eI−y − 1
)n−2

(ey − 1)n−2

×
[

e
−Nt

ρ (a1eI−y+a2ey−a1−a2) − e
−Nt

ρ (a1ey+a2eI−y−a1−a2)
]

,
(4.32)

where I/2 ≥ y ≥ 0.

The pdf of I can be derived by integrating the function f corr(I, y, ρ) in (4.32) over y

from 0 to I/2, leading to

f corr(I, ρ) =
(a1a2)

n
(

Nt
ρ

)2n−1

(a2−a1)Γ(n)Γ(n−1)e
I

×
∫ I/2
0 gcorr(y, I, ρ)dy,

(4.33)

where gcorr(y, I, ρ) is expressed by

gcorr(y, I, ρ) =
(

eI−y − ey
) (

eI−y − 1
)n−2

(ey − 1)n−2

×
[

e
−Nt

ρ (a1eI−y+a2ey−a1−a2) − e
−Nt

ρ (a1ey+a2eI−y−a1−a2)
]

.
(4.34)

A numerical integration is used to compute the expression of
∫ I/2
0 gcorr(y, I, ρ)dy for

each value of I and ρ.
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4.2.3.2 Outage Probability Derivation

From the expression of the pdf of I obtained in (4.33), the outage probability

P corr

out
(r, ρ) is computed for each ρ and r by

P corr

out
(r, ρ) =

∫ R
0 f

corr(I, ρ)dI

= (a1a2)
n
(

Nt
ρ

)2n−1
1

(a2−a1)Γ(n)Γ(n−1)

×
∫ r log(1+Gρ)
0 eI

(

∫ I/2
0 gcorr(y, I, ρ)dy

)

dI

(4.35)

4.2.3.3 Analytical Expression of Finite-SNR DMT

Similarly to Section 4.2.2.3, we apply the Leibniz integral rule [PP02] in (4.23) to

derive
∂P corr

out (r,ρ)
∂ρ as follows

∂P corr

out
(r, ρ)

∂ρ
= Acorr

1 (r, ρ) +Acorr

2 (r, ρ) +Acorr

3 (r, ρ) (4.36)

where

Acorr

1 (r, ρ) = (−2n+ 1) (Nt)
2n−1 1

ρ2n
(a1a2)

n 1
(a2−a1)Γ(n)Γ(n−1)

×
∫ r log(1+Gρ)
0 eI

(

∫ I/2
0 gcorr(y, I, ρ)dy

)

dI

= −2n−1
ρ Pout (r, ρ) ,

(4.37)

Acorr

2 (r, ρ) = (a1a2)
n
(

Nt
ρ

)2n−1
1

(a2−a1)Γ(n)Γ(n−1)
rG

1+Gρe
r log(1+Gρ)

×
(

∫ r log(1+Gρ)/2
0 gcorr(y, r log (1 +Gρ) , ρ)dy

)

,
(4.38)

and

Acorr

3 (r, ρ) = (a1a2)
n
(

Nt
ρ

)2n−1
1

(a2−a1)Γ(n)Γ(n−1)

×
∫ r log(1+Gρ)
0 eI

(

∫ I/2
0

∂gcorr(y,I,ρ)
∂ρ dy

)

dI
(4.39)

where

∂gcorr(y,I,ρ)
∂ρ =

(

eI−y − ey
) (

eI−y − 1
)n−2

(ey − 1)n−2

×





Nt
ρ2

(

a1e
I−y + a2e

y − a1 − a2
)

e
−Nt

ρ (a1eI−y+a2ey−a1−a2)

−Nt
ρ2

(

a2e
I−y + a1e

y − a1 − a2
)

e
−Nt

ρ (a2eI−y+a1ey−a1−a2)



 .
(4.40)

The above expressions can also be calculated by numerical integration. After deriving

P corr

out
(r, ρ) and

∂P corr
out (r,ρ)
∂ρ , the finite-SNR DMT can be easily computed using (4.2).
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Figure 4.2: Outage probability for different multiplexing gains r = 0.5, 1; Nt = Nr =
2, uncorrelated and correlated (ρt = 0.0043+j0.9789 as in [Nar06]) flat Rayleigh fading

with dashed and solid lines respectively.

4.3 Numerical Results

In this section, we provide numerical results for the outage probability and the exact

finite-SNR DMT. We start by the assessment of outage probability and finite-SNR DMT

for 2 × 2 MIMO system. Then we consider the case of higher number of antennas i.e.,

n ≥ 3.

4.3.1 2× 2 MIMO System

Figure 4.1 depicted in Section 4.1.2 for 2 × 2 uncorrelated Rayleigh fading MIMO

channels showed that achievable DMT at finite SNRs are significantly lower than asymp-

totic DMT. Moreover, it showed that derived exact finite-SNR DMT are identical to the

ones obtained by Monte Carlo simulations, which validates the derivation method.

Afterwards, we consider the correlated flat Rayleigh MIMO channel case. We recall

that the correlation between the dual transmit antennas is modeled by the matrix

RTx =





1.0000 ρt

ρ∗t 1.0000



 (4.41)
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Figure 4.3: Asymptotic and exact finite-SNR DMT curves for 2 × 2 correlated flat
Rayleigh MIMO channel with low ρt = 0.1, medium ρt = 0.7 and high ρt = 0.0043 +

j0.9789 (as in [Nar06]) correlations at various SNRs.

In order to assess the derived DMT, we assume for the high spatial correlation case

that ρt is equal to 0.0043 + j0.9789, as in [Nar06].

Figure 4.2 depicts the outage probability for multiplexing gain values r equal to 0.5

and 1 as a function of SNR, for both uncorrelated and correlated flat Rayleigh fading

channels with dashed and solid lines respectively. The resulting curves are identical

to the ones obtained in [Nar05, Nar06, RHGA10] by Monte Carlo simulations, which

validates the derived exact outage probability for both cases. Nevertheless, low out-

age probabilities can be easily assessed using our derived equations while authors in

[Nar05, Nar06, RHGA10] were limited to outage probabilities higher than 10−6 because

of simulation complexity. Moreover, Figure 4.2 shows that a lower outage probability is

reached in the uncorrelated case. At r = 0.5 and r = 1, a steeper slope of the outage

probability curves is observed for the uncorrelated channel with respect to the correlated

channel especially at low to moderate SNRs. Thus, at the same multiplexing gain r and

at finite SNR, one can expect that a higher diversity gain is obtained for the uncorrelated

channel compared to the correlated channel.

Figure 4.3 depicts the exact finite-SNR DMT curves for n = 2 at SNR = 5 and

10 dB over correlated flat Rayleigh channel with low ρt = 0.1, medium ρt = 0.7 and

high ρt = 0.0043 + j0.9789 correlations. At ρt = 0.1, almost the same finite-SNR DMT
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Figure 4.4: Outage probability for MIMO systems with multiplexing gain r → 0;
2 × 2, 2 × 3 and 2 × 4, in uncorrelated and correlated (ρt = 0.0043 + j0.9789) flat

Rayleigh fading channels (dashed and solid lines respectively).

is obtained for both uncorrelated (Figure 4.1) and correlated channels. As expected,

when the correlation coefficient increases, the diversity gain decreases. However, the

diversity gain is only slightly degraded at low to moderate values of spatial correla-

tion. On the contrary, the diversity gain is severely degraded for high correlations.

We observed that our derived exact DMT curves are identical to the ones obtained in

[RCHG06, Nar06, RHGA10] by Monte Carlo simulations, which validates the derived

exact DMT for correlated channels. Besides, their numerical results showed that non

exact expressions overestimate the achievable DMT. Also, Figure 4.3 shows that the

maximum achievable diversity i.e., the diversity gain for r → 0, at finite SNR is the

same for both correlated and uncorrelated channels. Similar conclusions have also been

found in [RHGA10] based on their estimates of finite-SNR DMT.

4.3.2 MIMO System with n ≥ 3

Based on estimated finite-SNR DMT, authors in [RHGA10] have proven that the

estimated maximum diversity at finite SNR is the same for both uncorrelated and cor-

related channels. In order to prove that the exact maximum diversity at finite SNR

is the same for both cases, we have plotted in Figure 4.4 the corresponding outage
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Figure 4.5: Asymptotic and exact finite-SNR DMT curves for 3 × 2 MIMO channel
with solid lines and 2× 3 MIMO channel with dashed lines at various SNRs.
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Figure 4.6: Asymptotic and exact finite-SNR DMT curves for 5 × 2 MIMO channel
with solid lines and 2× 5 MIMO channel with dashed lines at various SNRs.
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probability curves when the multiplexing gain r tends to 0. A high spatial corre-

lation (ρt = 0.0043 + j0.9789) at the transmitter and several uncorrelated antennas

(Nr = 2, 3, 4) at the receiver are considered. We recall that the maximum diversity gain

is defined by the negative slope of the log-log curve of the outage probability versus SNR

when r → 0. At any SNR, Figure 4.4 obviously shows that outage probability curves

for uncorrelated and correlated channels have the same slope and therefore the same

diversity with only SNR loss. Furthermore, lower outage probabilities can be achieved

for the uncorrelated case. The SNR loss between uncorrelated and correlated channels

increases with the increase of the number of receive antennas.

In order to discuss the difference between finite-SNR DMT for Nt × 2 and 2 × Nr

systems, we plot, in Figure 4.5 for n = 3 and in Figure 4.6 for n = 5, the asymptotic

and exact finite-SNR DMT for n × 2 and 2 × n uncorrelated flat Rayleigh channels

with dashed and solid lines respectively. The results show that receive antennas provide

higher diversity gains than transmit antennas especially at low to medium SNRs. We

recall that no CSI is available at the transmitter and an equal power across transmit

antennas is adopted. Under this assumption, the outage probability is defined by (4.3)

and the finite-SNR DMT by (4.2). Therefore, the superiority of Nr × 2 with respect to

2×Nt can be explained by the fact that receive diversity is always obtained regardless

of the transmission technique. On the other hand, a judicious transmission technique is

required to benefit from transmit diversity, and an equal power across transmit antennas

is not necessarily the best strategy at low to moderate SNRs. It is to be noted that the

gap between Nt × 2 and 2 × Nr systems increases with the increase of n. Also, this

gap decreases with the SNR increase where both systems converge to the asymptotic

DMT [ZT03] e.g., SNR = 50 dB. This convergence is not uniform. It is faster for higher

multiplexing gains.

Afterwards, we investigate the effect of increasing the number of antennas on the

finite-SNR DMT for correlated Rayleigh fading channels. Figure 4.7 depicts, with dashed

and solid lines respectively, the exact finite-SNR DMT curves for 2 × 5 correlated flat

Rayleigh MIMO channel with low ρt = 0.1 and high ρt = 0.0043 + j0.9789 [Nar06]

correlation at various SNRs. A comparison with the results of Figure 4.3 shows that the

gap between finite-SNR DMT for low and high spatial correlations curves increases with

the increase of the number of receive antennas. Moreover, this gap decreases with the

SNR increase especially for low multiplexing gains. When r → 0, the same maximum

diversity is achieved regardless of the spatial correlation value as proved in Figure 4.4.

A comparison between Figure 4.6 and Figure 4.7 shows that the same finite-SNR DMT

curves are obtained over uncorrelated and correlated channels for a low correlation value

as ρt = 0.1.

In addition, all presented finite-SNR DMT figures show that the achievable diversity

gains at finite SNR are significantly lower than the asymptotic values. A convergence of
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Figure 4.7: Exact finite-SNR DMT curves for 2 × 5 correlated flat Rayleigh MIMO
channel with a low ρt = 0.1 and high ρt = 0.0043 + j0.9789 correlations at various

SNRs (dashed and solid lines respectively).

the finite-SNR DMT to the asymptotic DMT is obtained at high SNRs typically greater

than 50 dB. Unfortunately, an analytical proof of this convergence, by letting the SNR

tends towards infinity, is not easily tractable due to the presence of integrals.

4.4 Chapter Summary

In this chapter, we derived the exact finite-SNR diversity-multiplexing tradeoff for

uncorrelated and correlated flat Rayleigh MIMO channels with dual antennas. The

finite-SNR DMT characterizes the MIMO system at operational SNRs where available

diversity gains are computed. In order to derive the finite-SNR DMT, we have com-

puted the outage probability by manipulating the pdf of the channel mutual information

between transmitted and received signals. Then we have computed the diversity gain

defined as the negative slope of the log-log curve of outage probability versus SNR.

We showed, for 2 × 2 system, that our results either in terms of outage probability

or finite-SNR DMT are identical to the ones obtained by Monte Carlo simulations for

both uncorrelated and correlated channels. Based on outage probability curves, we

proved that the maximum achievable diversity at finite SNRs, obtained when r tends

to 0, is the same for both uncorrelated and correlated channels with several antennas
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regardless of the spatial correlation value. Then we plotted the finite-SNR DMT for

correlated channels. We showed that the diversity gain is only slightly degraded at low

to moderate spatial correlations while it is severely degraded for high correlations. In

addition, we showed that the gap between DMT curves for low and high correlations

increases with the increase of the number of antennas. Furthermore, we investigated the

difference between Nt×2 and 2×Nr systems. We showed that receive antennas provide

higher diversity gains with respect to transmit antennas especially at low to moderate

SNRs. In all cases, the finite-SNR DMT converges to the conventional asymptotic DMT

at high SNRs.

Generally, the analysis on finite-SNR DMT shows that the achievable diversity gains

are significantly lower than asymptotic values when the SNR tends to infinity. STCs

for MIMO systems are conventionally designed to achieve the asymptotic DMT frontier

and therefore are not efficient at realistic SNRs. This finite-SNR DMT characterizes the

achievable performance by any transmission over MIMO channels at finite SNRs and

could provide new insights on the design STCs for practical MIMO systems.

The derivation of the finite-SNR DMT for uncorrelated Rayleigh fading channels

with dual antennas has been published in [EHL+13].



Conclusions and perspectives

Most of modern wireless communication systems such as WiMAX, DVB, WiFi,

HSPA+, LTE and 4G, adopt the concatenation of capacity approaching FEC codes

with MIMO codes, so-called coded MIMO system. However, the existence of such FEC

codes has not been yet considered while designing standardized space-time codes for

MIMO systems. In this thesis, we investigated the analysis and design of space-time

block codes (STBCs) for MIMO systems using capacity approaching FEC codes.

Conclusions

In Chapter 1, we motivated our work by showing that conventional STBCs are not

efficient for coded MIMO systems. Afterwards, in Chapter 2, we started our study

by the proposal of a soft detector for the low ML-detection complexity Matrix D code

[SS07, SSB+08]. Then we optimized the Matrix D code at low SNRs according to the

trace criterion [TC01, CYV01]. Based on this optimization and the structure of Matrix

D code, we proposed a low ML-detection complexity FR-FD STBC suitable for coded

MIMO systems. The proposed code overcomes the original one in the context of a

WiMAX system. Furthermore, we assessed the complexity of the WiMAX receiver by

evaluating both FEC decoder and MIMO detector complexities. A comparison between

different WiMAX transmission profiles was also done.

In general, capacity approaching FEC codes achieve their desired performance at

a specific SNR while conventional STBCs are designed based on asymptotic criteria.

Therefore, we proposed an SNR-dependent STBC design criterion based on the bitwise

mutual information (BMI) maximization between transmitted and detected bits. Af-

ter its validation, we optimized several flexible STBCs according to the proposed BMI

criterion. We showed that their design parameters are SNR-dependent, leading to the

proposal of adaptive STBCs. Based on the matrix D STBC structure, we designed an

adaptive matrix D STBC which can be used as a good choice trading off performance

and detection complexity. Furthermore, based on the trace-orthonormal STBC struc-

ture [ZLW07], we proposed the adaptive TO STBC. The adaptive TO STBC overcomes

or matches conventional STBCs in terms of BER performance and complexity with all

coding rates. The proposal of adaptive STBCs is important for coded MIMO systems as

106
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the appropriate design parameter is used with each coding rate, modulation order and

Eb/N0. On the contrary, the use of conventional non-adaptive STBCs like the Alam-

outi code [Ala98], the spatial multiplexing [WFGV98] and the Golden code [BRV05],

increases the MIMO detection complexity and alters the performance of terminals for

some transmission profiles.

Thereafter, in Chapter 3, we studied the effect of the spatial correlation on the

performance of coded MIMO systems. We showed that low correlations are similar to

a SNR loss with respect to the uncorrelated system. For this case, adaptive TO STBC

can always be designed in a way providing the best performance. In contrast, we showed

that high correlations can lead to substantial performance degradation. This degradation

differs depending on the used MIMO profile. The choice of the suitable MIMO profile

for correlated channels is strongly linked to the commuication environment.

Also in Chapter 3, we considered the case of coded MIMO systems using more

than dual transmit antennas. The antenna selection (AS) technology was identified to

be an effective technique to improve performance while keeping reasonable system com-

plexity. Actually, in the MIMO literature, the performance of AS for MIMO system

without FEC codes is well-studied where SNR and diversity gains are obtained. For

coded MIMO system with AS, we started by designing adaptive STBCs then we showed

that the AS technology provides a significant SNR gain of more than 3 dB by simply

increasing the number of available transmit antennas. With low cost and low complexity

increase, a substantial performance improve can be obtained using the AS technology

for coded MIMO systems.

We highlight that the proposed BMI criterion is a useful tool to design STBC op-

timized at a target specific SNR. Furthermore, it serves to predict the performance of

a particular STBC, classify STBCs and select the suitable STBC for a coded MIMO

system.

Conventional STBCs designed according to the rank-determinant criteria achieve the

asymptotic DMT tradeoff formulated in [ZT03] by Zheng and Tse [EKP+06, ORBV06].

Recently, the finite-SNR DMT was proposed to characterize the interplay between di-

versity and multiplexing at finite SNR [Nar06]. Our last contribution in Chapter 4

consists of the derivation of the exact finite-SNR DMT for MIMO systems with dual

antennas. We considered both uncorrelated and correlated Rayleigh fading channels.

For 2 × 2 system, we showed that our results either in terms of outage probability or

finite-SNR DMT are identical to the ones obtained by Monte Carlo simulations. Af-

terwards, we proved that the maximum achievable diversity at finite SNRs, obtained

when r tends to 0, is independent from spatial correlation. For correlated channels, we

showed that the diversity gain is slightly degraded at low to moderate spatial correla-

tions while it is severely degraded at high correlations. Furthermore, we investigated
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the difference between Nt × 2 and 2 × Nr systems. We showed that receive antennas

provide higher diversity gains with respect to transmit antennas especially at low to

moderate SNRs. Finally, we observed that achievable diversity gains at realistic SNRs

are significantly lower than asymptotic values. Anyway, the finite-SNR DMT converges

to the conventional asymptotic DMT at high SNRs.

Finally, we highlight several interesting perspectives of our work.

Perspectives

The first perspective consists in the extension of the work i.e., the design of adaptive

STBCs, for coded MIMO systems with higher number of antennas. Actually, recent

wireless communication system standards define the use of up to 4× 4 antennas for the

WiMAX and 8× 8 for the LTE-A.

Second, we showed that the proposed BMI criterion is an efficient tool to design and

select STBCs for coded MIMO systems. However, it remains an empirical criterion as

it is based on Monte Carlo simulations. Besides, the finite-SNR DMT is an analytical

framework to characterize MIMO channels at finite-SNR. This finite-SNR DMT could

provide new insights on the design of STCs at operational SNRs. Furthermore, the

finite-SNR DMT for the proposed adaptive TO STBC has still to be computed and to

be compared with the MIMO channel finite-SNR DMT.

Third, through our work, we only considered an optimal ML-detector. Practical

communication systems promote the use of low complexity detectors e.g., list sphere

detector [HtB03] and MMSE. It is important to examine the optimization of standard-

ized STBCs according to the BMI criterion for systems implementing low complexity

detectors. Recently, some papers address the design of STBCs for MIMO systems with

a turbo MMSE equaliser [SHA12].

Also, we only considered Rayleigh fading channels. A further step could involve

considering other channel types as Rician fading and introduce the Doppler effect in the

channel model.

Furthermore, we assumed that a perfect CSI is available at the receiver and considered

parameters (Eb/N0, correlation, AS feedback values) are perfectly estimated. It is worth

examining the effect of estimation errors on the system performance.

In the same context, the work on the BMI criterion and the adaptive STBCs can be

extended to the precoded MIMO systems, where a prefect or a partial CSI is assumed

at the transmitter.

The last perspective consists of the application of the proposed work in the context

of cooperative systems. Cooperative communications have been proposed to exploit

the spatial diversity gains inherent in multiuser wireless systems without the need of

multiple antennas at each node. Therefore, the cooperation between communication
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nodes is equivalent to a distributed MIMO system. Several papers have proposed the

use of distributive space-time codes where the space-time code is split into parts and

each part is transmitted by a transmit node [LW03, JHHN04, YB07]. On the other hand,

distributed capacity-approaching FEC coding where the encoder is split into parts and

each part is transmitted by a transmit node, is also investigated [ZV03, JHHN04, YG11].

A scheme using distributive space-time coding associated to a conventional/distributive

capacity-approaching FEC coding is to be addressed. The proposed works like the BMI

criterion and the adaptive STBCs are to be extended to the coded cooperation system.



Appendix A

Optimization of Matrix D STBC

Parameter according to the BMI

Criterion

For 4-QAM modulation, the optimization of the MD STBC according to the BMI

criterion provides ϕ4-QAM
opt = 135◦ for Ebu/N0 ≤ 5.5 dB and ϕ4-QAM

opt = 114.29◦ for

Ebu/N0 ≥ 11 dB. In the range 5.5 dB < Ebu/N0 < 11 dB, a ϕ4-QAM
opt is obtained at each

Ebu/N0. Table A.1 provides obtained ϕ for each Ebu/N0 with a step of 5◦ in ϕ and 0.25

dB in Ebu/N0.

In order to obtain an analytical approximation of ϕ4-QAM
opt as a function of Ebu/N0,

we have performed a polynomial interpolation between values in Table A.1. We have

found that a polynomial of degree 3 can be a good estimate passing by the points in

Table A.1 (see Figure A.1). Note that polynomials with degree greater than 3 provide

almost identical curve as the polynomial with degree 3. This interpolation leads to

ϕ4-QAM
opt =



























ϕTrace = 135◦; For Ebu/N0 ≤ 5.5 dB

−0.46
(

Ebu
N0

)3
+ 11.92

(

Ebu
N0

)2
− 102.64

(

Ebu
N0

)

+414; For 5.5 < Ebu/N0 < 11 dB

ϕDeterminant = 114.29◦; For Ebu/N0 ≥ 11 dB
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Ebu/N0 in dB ϕ
5.5 135◦

5.75 130◦

6 125◦

6.25 125◦

6.5 125◦

6.75 125◦

7 125◦

7.25 120◦

7.5 120◦

7.75 120◦

8 120◦

8.25 120◦

8.5 120◦

8.75 120◦

9 120◦

9.25 120◦

9.5 120◦

9.75 120◦

10 120◦

10.25 120◦

10.5 120◦

10.75 115◦

11 114.29◦

Table A.1: MD STBC parameter ϕ optimized according to the BMI criterion as a
function of Ebu/N0; 4-QAM modulation.
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Figure A.1: Polynomial interpolation between ϕ values obtained according to the
BMI criterion.



Appendix B

Optimization of

Trace-Orthonormal STBC

Parameter according to the BMI

Criterion

For 4-QAM modulation, the optimization of the TO STBC according to the BMI

criterion provides θ4-QAM
opt = 45◦ for Ebu/N0 ≤ −0.5 dB and θ4-QAM

opt = 13.28◦ for

Ebu/N0 ≥ 4.25 dB. In the range −0.5 dB < Ebu/N0 < 4.25 dB, a θ4-QAM
opt is obtained at

each Ebu/N0. Table B.1 provides obtained θ for each Ebu/N0 with a step of 5◦ in θ and

0.25 dB in Ebu/N0.

In order to obtain an analytical approximation of θ4-QAM
opt as a function of Ebu/N0,

we have performed a polynomial interpolation between values in Table B.1. This in-

terpolation is depicted in Figure B.1. A polynomial with degree equal to 3 is chosen.

Note that polynomials with degree greater than 3 provide almost identical curve as the

polynomial with degree 3. This interpolation leads to

θ4-QAM
opt =



























45◦; For Ebu/N0 ≤ −0.5 dB

−0.65
(

Ebu
N0

)3
+ 4.79

(

Ebu
N0

)2
− 13.8

(

Ebu
N0

)

+36.47; For −0.5 < Ebu/N0 < 4.25 dB

13.28◦; For Ebu/N0 ≥ 4.25 dB
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Ebu/N0 in dB θ

−0.5 45◦

−0.25 40◦

0 35◦

0.25 35◦

0.5 30◦

0.75 30◦

1 25◦

1.25 25◦

1.5 25◦

1.75 25◦

2 25◦

2.25 20◦

2.5 20◦

2.75 20◦

3 20◦

3.25 20◦

3.5 20◦

3.75 20◦

4 15◦

4.25 13.28◦

Table B.1: TO STBC parameter θ optimized according to the BMI criterion as a
function of Ebu/N0; 4-QAM modulation.
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Figure B.1: Polynomial interpolation between θ values obtained according to the
BMI criterion.



Appendix C

Transmitted Constellation for

Trace-Orthonormal STBC

The constellation of transmitted signals encoded by the original trace-orthonormal

STBC [ZLW07] is equivalent to a rotated version of the GC constellation. Indeed, one

can prove that
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Similarly,
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and
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These equations are equivalent to the ones of the Golden code [OV08, BRV05].



Appendix D

Derivation of Finite-SNR DMT

for uncorrelated Rayleigh MIMO

Channels

In this Appendix, we provide the computation of the joint pdf of x and y. Then, we

compute
∂Puncorr

out (r,ρ)
∂ρ employed in the derivation of the finite-SNR DMT for uncorrelated

Rayleigh MIMO Channels.

Joint pdf of x and y

The joint pdf of the two nonzero ordered eigenvalues λ1 and λ2 (λ1 ≥ λ2 ) is given

by

funcorr(λ1, λ2) =
(λ1λ2)

n−2

Γ (n) Γ (n− 1)
(λ1 − λ2)

2 e−(λ1+λ2) (D.1)

The joint pdf of x and y can be derived from the one of λ1 and λ2 by

funcorr(x, y) = funcorr(λ1, λ2)
∂λ1
∂x

∂λ2
∂y

(D.2)

where

λ1
∆
=
Nt

ρ
(ex − 1) and λ2

∆
=
Nt

ρ
(ey − 1) . (D.3)

By replacing λ1 and λ2 in equation (D.1) and computing

∂λ1
∂x

=
exNt

ρ
and

∂λ2
∂y

=
eyNt

ρ
. (D.4)

leads to
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Computation of ∂P uncorr

out
(r,ρ)

∂ρ

The Leibniz integral rule is used to compute the derivative of an integral and ex-

pressed by

∂
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In our case,

P uncorr

out
(r, ρ) =

∫ R

0
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where
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and guncorr(y, I, ρ)
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Afterwards,
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(r, ρ)
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=
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∫ R

0
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can be computed using the Leibniz integral rule where a(ρ) = 0 and b(ρ) = R =

r log (1 +Gρ). Therefore,
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Indeed,
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and
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