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Abstract

Real-time simulation of complex audio-visual scenes remains challenging due
to the technically independent but perceptually related rendering process in each
modality. Because of the potential crossmodal dependency of auditory and visual
perception, the optimization of graphics and sound rendering, such as Level of De-
tails (LOD), should be considered in a combined manner but not as separate issues.
For instance, in audition and vision, people have perceptual limits on observation
quality. Techniques of perceptually driven LOD for graphics have been greatly ad-
vanced for decades. However, the concept of LOD is rarely considered in crossmodal

evaluation and rendering.

This thesis is concentrated on the crossmodal evaluation of perception on audio-
visual LOD rendering by psychophysical methods, based on that one may apply
a functional and general method to eventually optimize the rendering. The first
part of the thesis is an overview of our research. In this part, we review var-
ious LOD approaches and discuss concerned issues, especially from a crossmodal
perceptual perspective. We also discuss the main results on the design, rendering
and applications of highly detailed interactive audio and graphical scenes of the
ANR Topophonie project, in which the thesis took place. A study of psychophysical
methods for the evaluation on audio—visual perception is also presented to provide
a solid knowledge of experimental design. In the second part, we focus on studying
the perception of image artifacts in audio—visual LOD rendering. A series of experi-
ments was designed to investigate how the additional audio modality can impact the
visual detection of artifacts produced by impostor-based LOD. The third part of the
thesis is focused on the novel extended-X3D that we designed for audio-visual LOD
modeling. In the fourth part, we present a design and evaluation of the refined cross-
modal LOD system. The evaluation of the audio-visual perception on crossmodal

LOD system was achieved through a series of psychophysical experiments.

Our main contribution is that we provide a further understanding of crossmodal



LOD with some new observations, and explore it through perceptual experiments
and analysis. The results of our work can eventually be used as the empirical

evidences and guideline for a perceptually driven crossmodal LOD system.

Keywords :  level of detail for graphics, level of detail for sound, crossmodal per-

ception, audio-visual perception, perceptual experiments, psychophysical methods.



Contents

Introductionl

0.2

Objective and scopel . . . . . . . ... oL

(0.3

Approach| . . . . ...

I Background|

(1 Overview of LOD management and perceptual issues

(1.1 Level of details in computer graphics| . . . . . ... .. .. ... ...
(I.1.1  Simplification torms for 3D graphics|. . . . . . . .. .. .. ..
(1.1.2  Fidelity metrics| . . . . . . . . .. . . .. ..
[1.1.3  Perceptually guided LOD| . . . . .. .. ... ... ... ...

(1.2 Motivation: Can other perceptual phenomena be modeled?| . . . . . .
[1.2.1  Crossmodal influences on audio perception| . . . . . . . . . ..
[1.2.2  Crossmodal influences on visual perception| . . . . . . . . . ..
[1.2.3  Interaction of bimodality in the virtual context| . . . .. . ..
[1.2.4  Crossmodal perception and multimodal LOD|. . . . . . . . ..
[1.2.5 Overall perception| . . . ... .. .. .. ... ... ......

Il.;i S()lllld alld l;ﬁ&ﬁl (2[ l)ﬁ!ai" ........................

[1.3.1 Corpus—based Concatenative Sound| . . . . . . . .. ... ...

7

15
15
16
17
18
19

21

34



CONTENTS

[1.3.2  Dynamic sound level of detail in games| . . . . . . . ... ... 39
L33 Conclusionl. . . . . . .. ... o 40

2 Audio—visual research project Topophonzie 41
2.1  What 1s Topophonie?| . . . . . . . . . . . ..o 41
[2.1.1  Role of doctoral program in the project|. . . . . . . . ... .. 43
[2.1.2 Organization| . . . . . . . . .. ... ..o 43

[2.2  The research questions arising from the study of a pioneering work|. . 44
[2.3  Scene model design from an artistic view| . . . . . . . ... ... ... 45
[2.4  Constitution of modeling method and standard formalism|. . . . . . . 47
[2.5 Bulding the concept of Sound LOD|. . . . . .. ... ... ... ... 49
[2.6  System development through collaboration . . . . . .. .. ... ... 49
[2.7 Applications and products| . . . . . .. ... 50
2.8 Conclusion|. . . . . . . . ..o 52

[3 Overview of audio—visual evaluation methods and psychophysical |

[studies| 55
[3.1  Experimental measures of fidelity| . . . . . ... .. .. ... ... . 56
[3.1.1  Perceptually experimental measures|. . . . . . . . . ... ... 56

B.1.2  Automatic measuresl . . . . ... ... L 58

[3.2  Experimental evaluation and psychophysical methods| . . . . . . . .. 59
[3.2.1  Procedure of experimental design| . . . . ... .. ... .... 60

[3.2.2  Psychophysical Experiment—tasks| . . . . . ... ... ... .. 61

Il Evaluation of crossmodal perception on mono LOD sys- |

fteml 71
[4 Perception of artifacts in audio—visual LOD rendering| 73
[4.1  Implementation| . . . . . . . .. .. ... L o 73
[4.1.1 Scenario and graphics rendering . . . . . ... ... L. L 74

8



CONTENTS

[4.1.2  Impostor-based LOD algorithm| . . . . . .. .. ... ... .. 75
4.2 Experiment design| . . . .. .. ... L0 81
[4.2.1 Auditory mtegration| . . . . . . ... ... 81
42,2  User nterfacel . . . . . . .. . .. ... o 82
[4.2.3  Participants and apparatus|. . . . . . . ... ... ... 82
[4.2.4  Stimuli and procedures| . . . . . . ... ..o 84
[4.3  Statistical analysis| . . . . . .. ..o 85
[4.3.1  Evaluation of visual perception of artifact| . . . ... ... .. 86

[4.3.2  Evaluation of perception of visual artifacts with auditory effect| 87

[4.4  Conclusion and perspectives . . . . . . . . . .. ... ... ... ... 89

III  Audio—visual description and modeling) 91

[5 Spatial audio—graphic modeling for X3D (see Appendix |A| [Ding |

| et al| 2011)) 93
[>.1 Background and motivation| . . . . .. ... ... 0L 94
[5.2  Technical points about X3D| . . . . .. .. ... .. ... ... ... 95

0.2.1 Related formalism| . . ... ... ... ... .. ... ... 95
0.2.2 XML Schemal . . . . .. ..o 96
[>.3 Audio—graphic modeling principles| . . . . ... ... 000000 96
[>.4  Extended X3D representation| . . . . . ... ..o 99
[>.4.1  Representation of sound process| . . . . . .. . ... ... ... 99
[>.4.2  Representation of sound source| . . . . . . ... ... ... .. 101
[5.4.3 Representation of basic profile functions in 1D . . . . . . . .. 101
[5.4.4  Representation of profile functions in 2D and 3D|. . . . . . .. 102
[5.5  X3D audio-graphic modelingl . . . .. ... ... ... ... ... 104
b6 Discussion and conclusion| . . . .. ... ... oo 0oL 105



CONTENTS

IV  Evaluation of crossmodal perception on multi—LOD sys- |
fteml 107
[6 Design and evaluation of audio—visual LOD system| 109
[6.1 Approach| . . . .. . ... 109
[6.1.1  Corpus-based sound synthesis| . . . . . .. ... ... ..... 110

[6.1.2  Sound process modeling| . . . . .. ... ... 0000 112

(6.1.3 Impostor/Image-based GLOD|. . . . .. ... ... ... ... 112

[6.1.4  Impostor SLOD and integration| . . . . . . . ... ... .... 116

[6.2  Experiment| . . .. ... ... oo 124
6.2.1 Method of imitsl . . . . ... .. ... oL 124

[6.2.2  Participants and apparatus|. . . . . ... .. ..., 125

623 Stimulil. . .. ... 125

[6.2.4 Proceduresl. . . . .. .. ... 126

[6.2.5 Analysis and evaluation| . . . . ... ... ... ... ... 128

626 Conclusion|. . . . . . .. .. ... .. 135
IConclusion! 141
Bibliography| 144
Append 154
A ] 155
(B Extended X3D representation — XML Schemal 161
171

10



List of Tables

11



LIST OF TABLES

12



List of Figures

(.1 Mesh simplification operators: edge collapse {Hoppe [1996] . . . . .. 25

[[.2  Mesh simplification operator: vertex-removal [Luebke et al[ 2002] . . 26

[1.3 Five categories for classification of vertices [Schroeder et al] [1992] . . 27

(1.4 Shader LOD: textures created by different level of procedural shad- |
ing [Olano et al.l 2003 . . . . . .. ... . . . oL 29

[[.5  Visual contrast sensitivity [Reddy[ [1997] . . . ... ... ....... 34

2.1 Pictures of recording in a acoustic studio at Ircam [Topophonie| [2013] 46

2.2 Revolution of a simple curve for 1D /2D/3D profile [Topophonie] [2013] 48

2.3 The architecture of TAE and TAEOU [Topophonie[ 2013]] . . . . . . . 50
[2.4  "Topophonie application for iPhone on 1'Tune storef . . . . . . . .. .. 51
[2.5 Audio tools integrated in sound maps| . . .. ... .. ... ... .. 52

[2.6  The picture of sound sources mapping on two meshes (left), and the |

picture of foliage clustering for audio—graphic LOD (right) |[Topo- |

phonie[ RPOI3] . . . . ... 53

[3.1 Specificity and generality of tasks| . . . . . . .. .. ... 62
B.2 Tasktreel. . . . . . . . 69
[4.1 Tllustration of the impostor method applied in tree scene. . . . . . . . 76
12 ‘Iree of GLOD2 to GLODSf. . . . .. ... ... 0. 7
[4.3  The left snapshot is the LOD2 and the right snapshot is the LOD3. |

| Impostors are marked by white frames| . . . . . .. ... 000 78

[4.4  Illustration of impostor—based tree rendering from LOD3 to LOD4.] . 80

13



LIST OF FIGURES

[4.5 The user interface for the experiment about sound influences on impostor— |

based LODI . . . .. . . . .o 83
[4.6  The average scores of LOD5 and noLODS5 are very similar. . . . . . . 87
W The visual contrast on LOD2 and LOD4 . ... .. ... ... .. .. 88
[4.8  'The average scores for every LOD with sound and without sound.| . . 89

[>.1 The proposed element TPSoundProcess inheriting properties from X3DSoundSourceNode.[100

[5.2  'The proposed element TPSound extending X3DSoundNode.| . . . . . . . 102
[>.3  Profile tunction class hierarchy,| . . . . ... .. .. .. .. ... ... 102
[>.4  TPGeometryProfileContainer class hierarchy| . . . . . .. .. .. .. ... 103
[>.5 An example of event chain for an audio—graphic scene/. . . . . . . .. 104
[6.1  Audio-Graphics Engine and GSLOD Preprocessor{ . . . . . . . . . .. 111
[6.2  GLODs generation by £-means clusteringl . . ... ... ... .... 114
6.3 The tree scene in three GLODs) . . . . . . .. ... .. ... ... 115
6.4 The textures for three GLODJ . . . . . . .. ... ... ... ... .. 116
6.5 IAE developable interface integrated in Max/MSP.| . .. .. .. ... 119
6.6 A tree rendered in GSLODII. . . . ... ... ... ... .. .. ... 120
6.0 A tree rendered in GSLOD2J. . . . ... ... ... ... .. ..... 121
6.8 A tree rendered 1n GSLODS). . . ..o o000 o000 0000 122
[6.9 The procedure of experiment for the Approach I} . . . . . .. ... .. 128
.10 Discrimination for the conditions of identical stimulus) . . . . .. .. 129
6.11 Discrimination for the conditions of LOD2J. . . . . .. ... ... .. 131
6.12 Discrimination for the conditions of LODJ3S . . . . . .. ... ... .. 132
[6.13 Box plot for the 9 conditions|. . . . . . .. ... .. ... ... ..., 133
[6.14 Percentage numbers for every stimuli.| . . . . . . .. ..o 0oL 134
[6.15 Percentages obtained in all the SLOD conditions|. . . . . . .. .. .. 135
[6.16 Percentages obtained in all the GLOD conditions| . . . ... ... .. 136
[6.17 Percentages obtained in all the GSLOD conditions|. . . . . . . .. .. 137

14



Introduction

0.1 Motivation

During the last few decades, the application of audio-visual rendering of 3D
scenes is becoming more and more common in various areas such as commercial
PC/video games, medical illustration, and education. In consequence, the tech-
nologies of computer—generated percepts have grown tremendously for each sensory
modality of audition and vision. Indeed, while the complexity and reality of 3D
graphics keep increasingly supported along with the growth of computer hardware
capability, the study of level-of-detail has also been greatly expanded to struggle
with the trade—off between complexity and performance. Instead of manually se-
lecting LOD, regulating simplification with a metric of fidelity becomes the mostly
used LOD selection method in the practice of LOD algorithms, specially for a large
database which is often the case in 3D applications. As a result, how to measure
fidelity is a significant question that has been most asked. To answer the question,
both geometry and surface-attribute error metrics are usually considered in LOD
optimization process. However, empirical evidences show that the crucial measure of
fidelity is perceptual. In consequence, visual perceptual metrics have been studied for
guiding level-of—detail frameworks for the last two decades. The first perceptually—
driven LOD system is proposed by Reddy at the end of the 90s |[Reddy| 1997].
Since then, the challenge of this scope is to understand the foundations of percep-
tual psychology and apply them into the LOD or even to other computer graphics
techniques. Likewise, the technologies of audio rendering have been substantially
developed for complex 3D sound, in the aspects of source modeling, propagation
simulation, digital signal processing, spatialization, etc. Meanwhile, there are also
some interesting trials made to handle massive sound sources in virtual environment
by using audio perception |Tsingos et al. [2004]. These rapid growths in audio and

visual rendering technologies have more or less involved the use of human percep-
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0.2. OBJECTIVE AND SCOPE

tion in their own research community, respectively. However, very few work has
been done in exploring the efficacy of crossmodal perceptual system of audition and
vision in an attempt to give a guideline for audio-visual display applications, such
as selecting LOD, which can be perceived by user, and modeling audio-visual LOD
scenes. To the best of our knowledge, the topic of crossmodal LOD has only been
studied by Bonneel et al. [2010] with respect to the graphical LOD of illumination
form and contact sound simplification, but such a crossmodal perception study has
never been done on image-based and polygon-based simplifications (which are the
most common methods used in 3D applications) and environmental sound simplifi-

cation.

0.2 Objective and scope

From the end of the last century, computer image/graphics researchers have be-
gun to study cross—disciplinary knowledge in order to investigate the crossmodal
perception phenomena for justifying a certain degree of audio and/or visual fidelity.
From the same time period, LOD researchers have also begun the investigation of
principled guideline for selecting LOD by using models of human vision system.
The exploitation of perceptual system is not only advanced in computer graphics
of virtual environment but also in sound synthesis. In 2004, Tsingos et al. [2004]
have first introduced an approach to optimize the sound sources in a large virtual
environment by using criteria of audio perception. Recently, researchers have begun
to investigate crossmodal LOD through perception. A pilot study |Bonneel et al.
2010] has investigated the efficacy of crossmodal LOD by the perception of material
similarity in particular, and based on their psychophysical finding, they derive a per-
ceived quality function of crossmodal LOD so that one can choose the appropriate
LOD combination of sound and graphics for the best perceived quality of materi-
als. However, there is still a lack of investigation of overall crossmodal perception
in the LOD domain. Furthermore, there are very few references that can guide us
in generating, managing and representing audio—visual LOD scene. The presented
thesis is dedicated to this growing important area. In an attempt to investigate the
fundamental limit of crossmodal detail that an audio—visual system should render,
this thesis presents a work which is concentrated on the perception of audio—graphics
effects introduced by different simplifications, and the overall perception of a cross-

modal LOD scene. To be clear, we have studied the crossmodal perception of the
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0.3. APPROACH

most common artifacts introduced by image-based LOD rendering system for vi-
sual modality. Furthermore, we have also studied the overall crossmodal perception
on the crossmodal LOD system. Finally, we have introduced some concepts and

standards for representing an audio—visual (LOD) scene.

0.3 Approach

In our work, we employed psychophysical methods which analyze the perceptual
system by studying the perceived effects on user experience in varying the prop-
erties/factors of stimuli along one or more physical dimensions |[Cunningham and
Wallraven, 2011a]. The things that interest us are the relationship between the uni-
modal/multimodal LOD stimulus and human sensations that can be affected, and
eventually a perceptual guideline for audio—visual applications. In attempt to inves-
tigate this relationship, we created various audio—visual scenes with commonly—used
LOD generation methods such as image-based LOD and polygon-based LOD, and
designed a series of appropriate perception experiments in respecting fundamental
psychophysical rules. By analyzing the raw data from experiments, we attempted to
understand the capability of uni— and cross-modal LOD through the overall audio—-

visual perception.

Developing a principled scheme for selecting appropriate LOD is one of the rea-
sons why visual perceptual metrics are applied in LOD for graphics [Luebke et al.
2002|. Indeed, researchers and developers hope to reduce details further while ac-
cepting the generated artifacts that may not be perceived by a user due to the limit
of visual perception. Simultaneously, researchers also find that sound could influ-
ence the perceived visual quality under certain conditions |Storms and Usal |2000].
This makes us think whether the advantage of visual perception on accepting arti-
facts still exists or whether it is even more obvious when multimodal sensations are
involved. Holding this question, we generated our first non—realistic audio—visual
scene applied image—based /impostor LOD. As the image/impostor—based LOD in-
evitably introduced various artifacts, we then designed an experiment to investigate

the perception of artifacts under the crossmodal conditions.

For investigating crossmodal LOD in modality of audition and vision, we have
introduced the notion of LOD into the sound and invented a rendering engine for
generating a crossmodal LOD system. We implemented the impostor-based LOD

for both modalities and then performed an experiment based on the method of limits
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0.4. CONTRIBUTION

in order to explore the relationship between the overall perception and crossmodal
LOD. The impostor—based LOD is the method that we applied for sound, which
is the state of the art and the most appropriate one for the corpus—based sound
synthesis. On the contrary, there are many more graphics LOD algorithms and
their variants have been proposed over the last three decades. We did not try all of
them. However, for the purpose of generalization, we implemented another widely—
used algorithm which is based on vertex decimation, beyond the impostor—based
LOD. A series of experiments based on N-Alternative-Non-Forced—Choice task for
discrimination threshold has been accomplished for every trial/scene. Through the
series of experiments of audio—visual scene(s), we attempt to explore the capability
of crossmodal LOD (i.e., polygon-based graphics LOD and impostor-based sound
LOD) by means of the overall perception.

0.4 Contribution

As discussed previously, a lot of research has been done on perceptually driven
graphics LOD, as well as the audio—visual crossmodal perception. However, as far
as we know, the study of the crossmodal LOD perception has just begun recently
and is merely on material perception. To the best of our knowledge, our work is the
first to investigate the crossmodal LOD from an overall perceptual perspective and

provide a guideline for practitioners who render crossmodal L.LOD scenes.

e Since no one has ever brought forward a concept or system of sound LOD for
audio—visual scene, we not only present and realize this novel notion in an up—
to—date sound synthesis application but also combine it with graphics LOD
rendering as a pipeline for generalizing audio-visual LOD system through a

sound and graphics LOD engine.

e We offer a psychophysics study on multisensory perception of uni— and cross—
modal LOD system.

e In consequence, the guide based on the result of experiments through per-
ceptual psychophysics methodology is provided for practitioners who need to
generate an audio-visual system especially with uni- or cross-modal LOD

technologies.

18



0.5. THESIS ORGANIZATION

e We also offer a novel concept for formalizing the modeling of audio—visual

(LOD) system, especially in X3D format.
Some of our results have been published in :

e Hui Ding, Diemo Schwarz, Christian Jacquemin, and Roland Cahen. Spa-
tial audio—graphic modeling for x3d. In Proceedings of the Sixteenth Annual
International Conference on 3D Web Technology, 2011.

e Hui Ding and Christian Jacquemin. Palliating visual artifacts through audio
rendering. In Proceedings of Smart Graphics, pages 179-183, 2011.

e Diemo Schwarz, Roland Cahen, Hui Ding, and Christian Jacquemin. Sound
level of detail in interactive audiographic 3D scenes. In Proceedings of the

International Computer Music Conference, 2011.

0.5 Thesis organization

The rest of the thesis is organized as three parts comprising six chapters and
contains the thesis conclusion, a list of glossary, the bibliography, and an appendix,

as follows.
Part I We discuss the background and related work.

Chapter 1 We give an overview of the simplification forms of graphics LOD

techniques and discuss the related background about sound LOD notions.

Chapter 2 We present the role of this thesis work in the Topophonie project
which has focused on the up—to—date techniques in the field of audio—

visual rendering.

Chapter 3 We present an overview of uni— and multi—sensory perception and

uni— and cross-modal LOD management.

Part IT : Chapter 4 We present a development of an impostor—based GLOD scene,
and a perceptual experiment used to evaluate the perceptual ability on the ar-

tifacts of static scene/image through crossmodal sensations.

Part III : Chapter 5 The concept for modeling an audio-visual system is pre-
sented in Chapter 5, and the specification of the extended X3D format as well

as a guideline of using the modeling method are provided.
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0.5. THESIS ORGANIZATION

Part IV : Chapter 6 We introduce the audio—visual LOD engine that includes
the most common graphics LOD and up-to-date sound LOD techniques. The
framework of a crossmodal scene rendering based on impostor-based LOD is

presented, and the experiment and psychophysical results are described.

Thesis Conclusion Finally, we summarize the overall findings of this thesis in the

conclusion and discuss possible future work.
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Chapter 1

Overview of LOD management and
perceptual 1ssues

In the field of computer graphics, level of detail, or LOD for short, has been
becoming a focus in the domain ever since James Clark firstly specified the notion
and its principles in 1976 |Clark [1976]. Practitioners and researchers in computer
graphics have never stopped exploiting and improving LOD techniques, from LOD
forms to LOD management, from discrete LOD to perceptually driven LOD, from
overall frameworks to concrete algorithms. Graphics seems to be a privileged modal-
ity for LOD consideration, since LOD has barely been codified or even mentioned
in the field of digital sound. LOD is now considered as a practical technology in
computer/video games for reducing the computational cost, since sound also plays
a very important role in computer/video games. In this chapter, we firstly give
an overview of the major forms of simplification for LOD, and then we talk about
the error measures for LOD optimization. Finally, we address the perceptual is-
sues of LOD and introduce the conventional method for modeling a vision system
with which one may predict the visual perception. Note that here we not only talk
about LOD for graphics, but also bring the idea of sound LOD into the field by

investigating the related notions, innovative techniques, and potential applications.

1.1 Level of details in computer graphics

One of the core questions in LOD for today’s 3D graphics is how to choose the
appropriate LOD at any given moment. This question can be actually answered

through fidelity measures of LOD rendering by comparing LOD rendering with full
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1.1. LEVEL OF DETAILS IN COMPUTER GRAPHICS

detail rendering, in which some error measuring approaches are generally used. How-
ever, researchers have long recognized that empirically the most decisive measure
of fidelity is about perceptual quality, taking in consideration the Human Visual
System (HVS) characteristics. As a result, they have started to explore and apply
the visual perceptual theory on the LOD techniques |[Reddy [1997|. It is known
that error measuring approaches would help managing the simplification process by
choosing the operation that produces the best output quality of the simplification,
and choosing the best choice normally with respect to the error metric(s). Note that
the output quality of the simplification can never be the same as the original one
due to the principles of LOD, so the errors are unavoidable. As a consequence, the
perception of errors fairly is the crucial cue in LOD management. The perceptual
quality measuring approaches are meant to tell when to switch between two LLODs
by judging the perception of errors/differences between LODs according to HVS.
If we understand how HVS works with error metrics, we may build a model to
simulate the HVS in order to analyze the output of an LOD system and tell which
LOD to use and when to switch between two LODs.

For measuring errors caused by simplification operations, several error metrics
have been explored, ranging from geometric metrics to attributes metrics. Most of
the time, an error metric or a combination of error metrics is chosen according to
the LOD forms and the purpose of the LOD system. Since LOD forms obviously
determine which fidelity measurement to apply, it is worth discussing the basic
simplification forms for 3D graphics in detail before reviewing the error metrics and

their measurement methods.

1.1.1 Simplification forms for 3D graphics

Simplification is the method that we use to generate LODs by simplifying the
original 3D models to less cost models. The geometric simplification is without
doubt one of the most investigated methods in LOD forms. Despite that, the study
of other simplification forms is also growing for fulfilling different demands of desired
application. In this thesis, we are interested in observers’ overall perception on
graphics—sound LOD (GSLOD) systems, and we have employed the graphics LOD
forms, such as mesh simplification and image-based /impostors method because they
are mostly used in the field. Different kinds of graphics LOD forms are reviewed in

the following section, including mesh simplification and image-based /impostors.

24



1.1. LEVEL OF DETAILS IN COMPUTER GRAPHICS

Geometric mesh/polygon simplification

Practitioners have a variety of choices for polygonal optimization frameworks,
thanks to work done from local simplification operators to topology simplification
operators, and from algorithm design to error metrics [Luebke et al| 2002]. The
simplification operations are meant to lose/sacrifice the fidelity, while the simplified
representation is hopefully considered to be the “best rendering” of the original ob-
jects. As a result, the error metrics, especially geometric error metrics, are used for
measuring the output quality in order to ensure the “best” quality of the render-
ing [Luebke et al.| 2002].

Mesh simplification is generally achieved through local mesh simplification oper-
ators, and accompanied by global mesh simplification operators if a higher level of
simplification over a much more complex mesh is needed. The local mesh simplifica-
tion operators remove vertices, edges and faces, with respect to the small faces or the
local /partial region of the mesh. On the other hand, the global mesh simplification

operators simplify the large region of the mesh based on its topology.

The most traditional local mesh simplification operators are edge collapse, first
introduced by [Hoppe et al|[1993], see Figure [L.1]

collapse
e

Vl Vv Vl V
‘ r r

Figure 1.1: Mesh simplification operators: edge collapse [Hoppe| [1996]

In the figure, an edge (v, vs) is collapsed by a new vertex v,. Indeed, there are
also some variants of collapse operation. When the replacing vertex is one of the
vertices of edge (v, vs), the operator is called half-edge collapse. When v, and v, are
unconnected vertices, the operator is called vertez—pair collapse |Schroeder| 1997;
Popovi¢ and Hoppe| [1997]. The triangle collapse operator is meant to collapse a
triangle (vy,vs,v3) into one vertex [Hamann| 1994; Gieng et al. [1998]. The cell
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collapse operator collapses the vertices of a same cell after classifying all vertices

into groups |Rossignac and Borrel| [1993; |Luebke and Erikson| [1997].

Schroeder et al.|[1992] proposed a vertez—removal operator in their vertex decima-
tion algorithm. The vertez—removal operator is composed of two steps: (i) removing
a vertex and its surrounding triangles; and (ii) triangulating the hole. Figure
illustrates an example of vertex removal operator: when removing a vertex as well
as its surrounding triangles, the hole arises; then triangulation is performed to fill
the hole.

Vertex removaL Retriangulation

Y

Figure 1.2: Mesh simplification operator: vertex-removal |Luebke et al.| [2002]

In practice, vertex decimation is an LOD algorithm of good trade—off between
efficiency and quality, that basically repeats vertex—removal operation for the vertex
candidates who meet the specified decimation criteria and stop when it reaches the
simplification criterion. Particularly, during every pass of the repeat, it classifies
all the vertices of input mesh into five categories as : simple, boundary, interior
edge, corner, and complex (see Figure , and the vertices that do not belong to
the complex category are the vertex candidates to be deleted. Then by measuring
a geometric error (see Section [1.1.2)), the vertex candidates that do not exceed a
certain error—threshold are removed along with their surrounding triangles. And
finally the triangulation is applied for filling all the holes due to the removals. Due
to its process for choosing vertex to remove, the vertexr decimation is able to preserve
the topology of the original mesh. The vertez—remouval operator may be replaced by

vertex collapse, and both can be called incremental decimation .

The vertex clustering is a simple and efficient LOD algorithm. |[Rossignac and
Borrel [1993| were the first to propose the method for simplifying 3D models by
clustering vertices. The algorithm is composed of six steps: 1) compute the weight
for each vertex based on its perceptual importance; 2) triangulate all polygonal

faces; 3) cluster all the vertices in groups on the basis of geometric proximity; 4)
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B R P D
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Edge

Figure 1.3: Five categories for classification of vertices [Schroeder et al. 1992]

compute for every cluster a representative vertex; 5) remove duplicate triangles,
edges, and points; 6) compute normals for new triangles by regenerating vertex—
coordinates. Though it is fast, the algorithm cannot preserve the topology, as it
runs at vertices without any concern for their connections. On the other hand, it

can be run efficiently on messy meshes, such as a disordered foliage.

If an original mesh has a very complicated geometry that contains massive fine
details, and if we wish to simplify its topology, it will be necessary to apply a global
mesh simplification operator, such as low—pass filtering or morphological operator.
The first algorithm to simplify the topology is proposed by [He et al. |1996] by ap-
plying a three-dimensional low—pass filter to every volumetric subdivision of a given
mesh which is divided by a three dimensional grid. Such 3D low-pass filtering, based
on digital processing, excludes the fine details such as small holes and thin tunnels,
and maintains well the topological features. The morphological operators [Noorud-
din and Turk| 2003; Williams and Rossignac| [2005] simplify objects by applying
a dilation operator followed by an erosion operator. Such a closing operation is to

remove the high frequency parts such as fine details of objects.

The mesh simplification techniques we have seen so far work well for static meshes
but not very well for animation, especially when dealing with deforming objects such
as virtual characters. That is why some researchers then have been focusing on such
cases. For example, Mohr and Gleicher [2003] present a Deformation Sensitive Deci-
mation method based on the idea of quadric-based simplification algorithm |Garland
and Heckbert| [1997| for measuring the cost of vertices contraction. Also|Mukai and
Kuriyama [2007] present an idea of motion LOD, using an LOD control method of
motion synthesis with a multi-linear model. Recently, Kavan et al. [2008| introduce
a new representation of virtual characters named polypostors with 2D polygonal

impostors.
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Image-based /Impostors method

Apparently, geometric mesh simplification is the most investigated form in LOD
research. However, it is absolutely not the only form. Impostor (also written as
imposter) is an extremely practical form of LOD nowadays, which has been first
named by Maciel and Shirley| [1995] for denoting image—based LOD techniques.
Compared to geometric rendering, the rendering of impostors is much faster and it
produces a very similar visual output. Its efficiency and good output quality make
Impostors the very popular LOD method in computer/video games and other visual

simulation applications.

The impostor method renders the geometric details through image details, which
are simply obtained by mapping textures onto single flat polygon/quadrilateral.
When the flat polygons are perpendicularly oriented to the viewer, they are called
billboards. In practice, some approaches are proposed for efficiently representing com-
plex objects by images, such as z-buffer images [Max]| [1996|, image caching [Schaufler
et al.| [1996; Shade et al.| [1996|, layered depth images [Shade et al.| [1998|, multi—
layered impostors |[Décoret et al.| |1999], and billboard clouds [Décoret et al. |2003].
However, the impostor methods always suffer from various artifacts or overloaded

memory storage, or both, basically due to viewpoint change and parallax distortion.

Image-based rendering produces artifacts that distract user’s attention and im-
pact visual perception, usually degrading perceived quality. Such artifacts occur
when the scene geometry is approximate or when viewpoint differs from the original
one, resulting in two main kinds of error effects. One is parallax error, which can
be cracks, discontinuity, distortion or other visual deforming differences seen from
a different viewpoint. The other one is transitional error, which appears during
transition between frames, such as popping, blurring, and ghosting. Note that these
two kinds of artifacts are closely related: the main cause of transitional artifacts is
the difference in parallax distortions in the images involved in the transition. To
reduce artifacts, we may provide more information (depth, multiple layer) to impos-
tors, and update the scene with new impostors when the error becomes perceptually

noticeable.

Other forms

The possibility of varying the complexity of shading and illumination to form

LODs has long been explored. We may call it material-based LOD, as the il-

28



1.1. LEVEL OF DETAILS IN COMPUTER GRAPHICS

lumination models (including various reflection model, lighting model, etc.) and
texture mapping are actually used to change the material properties of objects for
that type of LOD. For example, by adjusting the number of coefficients of a light-
reflection model function such as measured BRDF (Bidirectional Reflectance Dis-
tribution Function), different levels of material quality can be generated |[Bonneel
et al.| 2010].

Specially, mipmapping [Williams| [1983| can be considered as an alternative ex-
ample of LOD technique used to manage texture memory. Besides, shader—based
simplification in LOD techniques are used to decrease the pixel fill-rate costs by
reducing the number of texture accesses in a procedural manner using GPU |Olano
et al] [2003] (see Figure[1.4)). Specially, they use two principles to reduce the number
of texture access: one is to replace a texture access with non-texture-based proce-
dure, called texture remowval, and the other is to replace one or more texture accesses

with one texture, called texture collapse.

Figure 1.4: Shader LOD: textures created by different level of procedural shad-
ing [Olano et al.| 2003]

There is another form of simplification that is also classified as an individual
technique area, i.e., compression method or also called storage method. For game
design and development, the geometry compression |[Deering [1995] and texture
memory allocation optimization [Dumont et al., [2001| are efficient methods for

optimizing the storage of 3D models.

In this thesis, we cannot investigate all existing simplification forms about their

efficiency from a crossmodal perceptive. However, we attempt to explore the most
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common forms, both in research and commercial area, which are impostor—based
method and mesh simplification. The impostor—based LOD method is widely used
in game application in order to reduce the computation cost without changing much
image quality or to sacrifice the image quality for adapting to different system re-
quirements. Since normally a game is audio-visual, we naturally raise the following
question: whether and how a sound, or even some sort of LOD for sound, can in-
fluence the capacity of graphics LOD in a perceptual perspective. In LOD field,
researchers have long explored the perceptual issues for graphics LOD techniques,
especially mesh simplification. However, few work has been done in crossmodal
perception consideration. We therefore attempted to investigate crossmodal LOD

influences in the overall perception.

1.1.2 Fidelity metrics

Due to the nature of simplification process, all the algorithms that we have seen
so far may involve error measuring in order to evaluate the loss of fidelity and to
improve the bounds on the error. How to measure fidelity is an essential question to
which researchers have provided various ideas and solutions (to be discussed below).
The fidelity can be measured by the difference between the simplified objects and

the original, and the difference is called simplification error.

There are various error metrics and their corresponding measures. A certain
LOD system may have a combination of error metrics for minimizing error during
the simplification process or in the run—time rendering system. Luebke et al. [2002]

gave a very good survey of potential error metrics used in practice.

Geometrical error is the most common error metrics for simplification algorithm,
and it is often measured by the screen—space distance between the simplified surface
and the original surface. Furthermore, some simplification algorithms also incorpo-
rate some measures of attribute errors. Such attribute error metrics can be color,

normal, and texture coordinate attributes.

Geometric error Polygon simplification is often evaluated through geometric er-
ror measures because of its geometry nature, while impostor method, espe-
cially the billboard clouds [Décoret et al. [2003|, is also associated with error
metrics to give a geometry error threshold on plane selections. The simplest
way to measure geometric error is to find the Euclidean distance between two

geometry points. However, for the difference between the original and the
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simplified object, the distances between vertices and surfaces or surfaces and
surfaces are more involved. Consequently, error measurement consists of some
types of distance measures, such as vertex—vertex distance |Luebke and Erik-
son| (1997], vertex—plane distance [Ronfard and Rossignac| 1996; |Garland and
Heckbert| 1997|, vertex—surface distance [Hoppe| [1996|, and surface—surface
distance |Cohen et al.| |1996|. Vertex—plane distance efficiently computes the
distance between a point and a plane, while vertex—surface distance maps
the original vertices to the closest points of simplified surface so that it gives
more guaranteed bounds on the error but lower efficiency. The most strongly
guaranteed bounds on errors are provided by surface—surface distance which
assesses every point of the original surface and the simplified surface in order

to find the maximum error to minimize.

Colors In computer graphics, the colors are stored as a three—element array, de-
noted as (r, g, b). The RGB color spaces are actually three dimensional vector
spaces, which provide a simple way to measure color error through Euclidean
distance. The difference of two colors, (74, gz, b,) and (ry,g,,b,), can be de-

noted by the distance between x and y in Euclidean space:

Doy = [ (re —7,)* + (9 — 9,)* + (be — b,)"

However, since the RGB color space is perceptually nonlinear, the distances be-
tween two RGB vectors cannot precisly indicate the perceived color difference.
CIE L*a*b and L*u*v are two new color spaces that are perceptually more
uniform so that the Euclidean distance corresponds better to the perceived
difference in color perception by the HVS |Reinhard [2008].

Normals Angular distance (or angular separation) denotes the distance between

two normal vectors, in degrees or radians :
— el
d = cos " ((ng, ny,n,) - (Mg, my, m,)).

Such measurement of the distance of normals can be used for detecting and
also avoiding foldover effects due to edge collapse operations [Xia et al.| |1997].

It can be also used for selecting good normal vectors at new vertices.
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Texture coordinates We store texture coordinates as vectors (u, v) which may
be mapped into 2D texture space. So, the measurement of error may be con-
sidered as an Euclidean distance between two vectors as Colors error measure
(aforementioned) does. The error measurement of texture coordinates may
indicate potential fold in texture space caused by some collapse operations, so

that a simplification process would prevent them.

As mentioned previously, most algorithms, specially those for mesh/polygon sim-
plification, have adopted measurements of the geometric errors due to the simplifi-
cation process. Others also consider the effect of simplification process on surface
attributes such as colors, normals, and texture coordinates. The error measure-
ment and optimization/minimization operation help reducing differences between
degraded object and the original one. However, the LOD process eventually pro-
duces a rendering that is different from the original scene due to the essence of
degradation operation, no matter how well the error measurement is applied. At
last, the final question is how much error/difference a user can perceive? Since any
LOD application is ultimately presented to the user visually, the user visual percep-
tion of scene should be taken into consideration. Thus, researchers consider that the
crucial question of fidelity is not geometric but perceptual: does the simplification
look like the original? |Luebke et al.| 2002|

Note that the error measures are supposed to be an optional optimization of a
valid LOD rendering framework, while our work is more concerned about the overall
crossmodal perception of 3D scene in order to give a guideline for an LOD method.
In fact, researchers have been investigated perceptually driven LOD techniques in

visual mono—modality.

1.1.3 Perceptually guided LOD

When to switch between different LODs is actually a perceptual question, which
means that, to achieve an optimal LOD, we increase the detail of a degraded rep-
resentation until we believe that user will visually perceive the change/error of the
lower LOD from the original. By heuristics and empirical evidences, the earliest
work employed other perceptual criteria than distance and size, such as eccentric-
ity [Funkhouser and Séquin| [1993|, velocity [Hitchner and Mcgreevy 1993, and
depth of field [Ohshima et al.| [1996].
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The bible of LOD |Luebke et al. 2002 describes the perceptual LOD criteria as
follows, quoted:

<>

E

Eccentricity An object’s LOD is based on its angular distance from the center
of the user’s gaze, simplifying objects in the user’s peripheral vision more
aggressively than objects under direct scrutiny.

Velocity An object’s LOD is based on its velocity across the user’s visual field,
simplifying objects moving quickly across the user’s gaze more aggressively
than slow-moving or still objects.

Depth of field In stereo or binocular rendering, an object’s LOD 1is related
to the distance at which the user’s eyes are converged, simplifying more
aggressively those objects that are visually blurred because the user’s gaze
is focused at a different depth.

However, optimally reducing LOD according to these perceptual criteria should
be a prediction process with regard to user perception. Some ideas of modulating
LOD based on human visual perception have been proposed. Their essence is in
fact to select appropriate LOD by predicting the visual ability to perceive errors,
and the thresholds at which a better perceptual model can be appreciated. The
human-perceptually noticeable change/error arising from degradation is considered
to be made into a visual perception model that should include all the factors that
impact HVS |Luebke et al.| 2002].

The principles of HVS are based on visual sensitivity that explains the ability of
human visual perception. This ability is empirically proved to be represented as a
form of curve, which is in turn modeled into a mathematical form called Contrast
Sensitivity Function (CSF) (see Figure [L.5). The CSF describes the contrast sen-
sitivity against spatial frequency, and the range of perceptible contrast gratings is
shown by the curve. Reddy|[1997] first proposed a guideline for modeling percep-
tual phenomena into CSF model in order to control an LOD system. He introduced
several methods to incorporate visual acuity, velocity, eccentricity and other effects
into the CSF model which predicts the ability of HV'S to perceive visual details. And
for implementation, he used image—based metrics to evaluate spatial frequencies on
an offline stage. These sampled spatial frequencies were then used to evaluate on
an online stage the smallest difference between LLODs in frequency form. Finally,

with the assessed highest spatial frequency that a user can perceive, the LOD sys-
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tem could choose the appropriate rendering parameters so that the spatial changes

would not be noticed by users.

0.001

% :
® :
c 00 :
o :
&} i
% : visual
< acuity
Qo 0.1 ; threshold
e .
= 5 /

1.0 :

| i | |

Spatial Frequency (c/deg)

Figure 1.5: Visual contrast sensitivity |[Reddy| 1997|

Note that vision is a highly complex, highly nonlinear and hardly formulable
system. The CSF model is the most applicable tool in graphics rendering for pre-
dicting certain phenomena of visual perception with respect to contrast sensitivity.
Specifically, CSF is used as a model based on the component spatial frequencies
(c/deg) to control the parameters of an LOD system. However, the CSF is con-
cerned only about the vision perception of contrast, and we wonder if we may also
model the human auditory system that conceivably affects the overall perception of
3D scene, which means a number of empirical evidences may be needed to provide

a new modeling of audio—visual perception or an extended one of CSF.

1.2 Motivation: Can other perceptual phenomena
be modeled?

We have seen in the previous section the idea of using perceptual models to pre-
dict visual phenomena so as to optimally modulate LOD, and we have also seen the
original tool that has been widely applied, CSF model. However, since enormous
progresses have been made both in hardware and software, modern 3D applications

often support multimodality, especially audio—visual modality. Furthermore, since
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audio—visual intersensory phenomena have long been investigated by using experi-
mental approaches [Storms and Usa; 2000], it is natural to ask the following question:
can we and how do we model a perceptual model for an audio—visual system, es-
pecially based on graphics LOD rendering? If the visual perception is assumed to
be the basic perception, should we incorporate the auditory phenomena into visual
perceptual model? Or the reverse? How to model the phenomena and base model?
When auditory modality is integrated with the graphics LOD system, what factors
of auditory perception should be taken into account as the causes of impacts of visual
perception? If the second modality can also be represented at different details, can
it impact the effectiveness of graphics LOD? Can crossmodal perception phenomena

be modeled in order to manage LOD by perceptual concern?

We believe that the above questions are highly relevant to computer graphics,
especially for modern LOD techniques. In order to answer these questions, it is
necessary to think across different disciplines such as philosophy, psychology, neuro-
physiology, and computer science, to have a great number of empirical evidence, and
to derive some algorithmic methods. To the best of our knowledge, these are rarely
answered. However, above all, the first thing to do is to investigate the auditory
and visual perception of sound and graphics LODs, and we believe that experimen-
tal studies are the best approach to do so. Consequently, our work focuses on the
crossmodal perception of LODs by analyzing crossmodal LODs system through

perceptual experiments and statistical analysis.

1.2.1 Crossmodal influences on audio perception

Evidence shows that what we see impacts our ability of locating a sound. A
very famous phenomenon, which can show visual influences on the perception of
sound location, is the ventriloquism effect. When a ventriloquist plays his/her trick,
the audience perceives that they hear the dummy talking while the dummy is not
talking but the performer is. There are some experimental results that verify the
ventriloquism effect. Some have found that “visual texture affects the degree of
auditory capture of vision, but not the degree of visual capture of audition” |Radeau
and Bertelson| |1976]. In [Colavita [1974], a series of experiments shows that when
presented with combined audio and visual stimuli, in which audio stimuli consist of
tones and visual stimuli consist of light flashes, participants think that only flash

light occurred. Based on the early work, human visual sense was considered as the
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dominant sense when compared with hearing .

1.2.2 Crossmodal influences on visual perception

Recently, a large number of behavioral studies have shown that visual perception
can be impacted by other senses. Some have shown that a pulse noise sound can
significantly enhance the perceived brightness of an LED [Stein et al.| [1996] [Odgaard
et al.| 2003]. And some have quantified the enhancement of perceived intensity by
sound in various contrast detection tasks |Lippert et al.| 2007]. Some have shown
that sound can help directing attention [Driver and Spence, [1998| [Spence and Driver,
1996]. In addition to the previous studies of crossmodal influences on static visual
perception, there are also some studies of that on visual motion perception |Hidaka
et al.| 2009 [Valjamae and Soto-Faraco, [2008|. More interesting behavioral studies
and findings can be found in the research review |[Shams and Kim| 2010]. From
their viewpoint, vision is not considered as the dominant sensory modality that is
independent to the other senses. Scientists have recognized that vision illusion can

be induced by non-visual information, such as sound.

1.2.3 Interaction of bimodality in the virtual context

In the context of HCI (Human Computer Interactions) or VE (Virtual Envi-
ronment), researchers are interested in exploring crossmodal perception based on
evidences of behavioral studies. The quality of realism in virtual environments is
typically considered as a function of visual and audio fidelity mutually exclusive
of each other, when researchers explore audio visual VEs |Barfield et al| |1995].
Storms and Zyda| [2000]| use three perceptual experiments to investigate the cross-
modal audiovisual perception phenomenon. The experimental results show two main
phenomena: one is that bimodal audio and visual displays, both in high quality, in-
crease the perceived quality of visual displays relative to the evaluation of the visual
display alone; the other one is that low quality auditory displays combined with
high quality visual displays decrease the perceived quality of the auditory displays
relative to the evaluation of the auditory display alone. They therefore suggest that
overall perceived quality (sense of realism) of VEs should be a function of crossmodal
audio and visual fidelity inclusive of each other. Recently, [Bouchara et al||2013]
have proved, by using three experiments, that coherent visual and auditory blurring

effects make people less distracted from focusing on distractions targets than either
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unimodal blurring effects.

Inspired by these findings, we wonder what sound effects will bring to an LOD-

based scene or VE.

1.2.4 Crossmodal perception and multimodal LOD

As we know, a perceptually driven LOD is considered as the best reliable ap-
proach to answer the question of “when to switch between different representations
for a model”. However, we have not found many studies focusing on the effect of

sound on LOD capabilities or multi-modal LOD phenomena.

Vision and audition is the most common association of modalities used to enrich
our understanding of virtual environment. Recently, Bonneel et al. [2010| have
explored the mutual interaction of sound and graphics on the perception of material
similarity and in particular with respect to the quality of LOD rendering. They
performed a series of experiments to assess the perception of materials, based on
graphics and sound LOD rendering.

Graphic LOD (GLOD) stimuli

In order to generate a realistic material, Bonneel and his colleagues adopted
BRDF (Bidirectional Reflectance Distribution Function) by projecting BRDF into a
set of basis functions which include Spherical Harmonics, Wavelets, etc. By adjusting
the number of coefficients of basis function(s), they were able to generate various

material quality to produce various LODs.

Sound LOD (SLOD) stimuli

In order to simulate material sound, Bonneel and colleagues considered the im-
pact event which happens only when there is a collision, and used some physical
models providing simulation of deformations |O’Brien et al| 2002]. The method
uses a set of vibrational modes whose number can be varied in order to generate
sufficient SLOD. In their experiments, each stimulus is therefore a sequence of an

audio—visual animation about the impact event.
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Perceptual experiment

Bonneel and his colleagues made two different object forms (a bunny and a
dragon) in two different materials (gold and plastic), and for each one they generated
five SLODs and five GLODs. During one trial, a participant visualized two sequences
and was asked to give a number that measures the similarity of these two stimuli.
They had 2%2%2x5 = 40 stimuli so that they could evaluate the similarity between
various factors. Among their results, the most relevant ones to our work are those
concerning the interactions between GLOD and SLOD on perceived material quality.
They find that material quality is considered to be higher when SLOD is higher, for
the same GLOD. They suggest that, based on these results, the computational cost
can be reduced by degrading GLOD and upgrading SLOD, but still maintain the

same perceived quality.

1.2.5 Overall perception

To the best of our knowledge, perception of materials is the only topic that has
been discussed for the crossmodal LOD investigation. In our work, we attempted
to cover more general cases, such as impostor-based LOD, and polygon—based LOD

with an up-to-date SLOD which is an original work in our research (see Section

6.1.4.2| and Section [6.1.4]).

Following the above review on the artifacts arising from impostor-based LOD

and error measuring of polygon-based LOD, we raised four main scientific questions:

i) Can user perception of artifacts due to impostor-based LOD be affected by a

simulated, informative sound? How?

ii) Can user perception of artifacts due to impostor—based LOD be affected by a

simulated, informative sound at a different level of detail? How?

iii) Can polygon-based LOD be combined with an informative sound with LOD?
And does the effectiveness of LOD from one modality influence by the other?
How?

iv) If there is a relationship between visual LOD and auditory LOD, can it be

applied to control rendering parameters for LOD selection?
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For exploring these questions, it is worth taking a look at the sound LOD back-

ground.

1.3 Sound and Level Of Detail

Digital sound is a complete and well developed domain in computer science.
However, the term Level Of Detail rarely arises in this domain. LOD has been a
practical and proven technology in computer graphics for balancing the complexity
and performance, while it is not a common issue in audio processing and render-
ing. To our knowledge, the discipline of LOD for sound (SLOD) is only practised
in some audio—visual interactive applications such as video games for which the au-
dio modality is always integrated with 3D graphics to offer a more striking user

experience.

In collaboration with an expert of digital sound, Dr. Diemo Schwartz of IRCAM,
we proposed an original conception of SLOD and then realized the SLOD into audio—
graphic rendering. This novel technique has been applied in most of the audio-
graphic applications of project Topophonie (see Chapter [2). Our SLOD system is
based on the Corpus—based Concatenative Sound synthesis, which will be introduced

in the next section.

1.3.1 Corpus—based Concatenative Sound

Schwarz et al| [2006] have proposed a novel sound synthesis method, called
Corpus—based concatenative synthesis (CBCS) (see also in Section [6.1.1). This
method slices the sound sample(s) into sound snippets, and recomposes them in
a manner of parametric selection to make a desired sound |[Schwarz et al.| 2006;
Schwarz| 2007). The audio rendering applied in our work is based on such a novel
technique, because it is well suited to render granular audio and graphical scenes

such as trees or rain.

1.3.2 Dynamic sound level of detail in games

As we know, the only area where SLOD has been mentioned is the game industry.
Game designers have noticed that sound sources can be less used/selected from an

original number of sound sources when the auditory objects are moving further from
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observer instead of filtering attenuated recorded sources. For example, a gun shot
near the observer should be realized through a wide variety of contact sounds of
metals. However, when it is in the distance, it should be much vaguer. In this case,

a repeated sound snippet is sufficient to generate a shot simulation.

In this thesis, we attempt to bring forward the concept of sound level of detail
(SLOD). And we also apply it for audio rendering in audio—graphic scenes by using
corpus—based sound (see Section . The detail of SLOD and its application are
introduced in Chapter [6]

Our research is an essential part of the french ANR project Topophonie with
which we first propose the conception of sound impostor so as to realize the SLOD

technique based on Corpus—based Concatenative sound.

In order to generate sound impostors |[Schwarz et al.| [2011] at a given LOD, it
is necessary to record a limited time of a mix of audio sources of higher LOD (see
the details in Section [6.1.4). Such sound impostors are suitable for generating tree

SLODs since audio sources can be well associated with tree branches (see Chapter

[6).

1.3.3 Conclusion

So far we have seen briefly the related work that has been done on the percep-
tual issues of GLODs and in the crossmodal perception of an audio—visual system.
Furthermore, we have raised our research questions in the crossmodal perception
of GLOD and GLOD&SLOD. We have argued that it is necessary to evaluate the
perception of GLODs and GLOD&SLOD through perceptual experiment methods.
For doing so, serious studies on psychophysical methods and experimental design
are needed for our work. In the next chapter, we present an overview of such
cross—disciplinary knowledges and approaches that concern essentially our work in

perceptual evaluation of LODs.
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Chapter 2

Audio—visual research project
Topophone

This PhD thesis is an important part of the ANR project Topophonie consisting
of research partners from different disciplines. In this chapter, we will present how
the PhD program works in the project Topophonie and we will also discuss the main

products developed in Topophonie.

2.1 What is Topophonie?

Funded by ANR (French National Research Agency)[l} Topophonief]is a research
project gathering experts from various disciplines to work on diverse aspects of
audio—visual scene rendering for the purposes of academic research, art designing,

and engineering.

The project Topophonie aims to explore new concepts and methods for designing
and improving interactive audio—graphic scenes. The work is not only done for
academic research, but also applied to innovative and practical products. This
creative project groups researchers, artists, and engineers from different laboratories

and R&D companies:

ENSCI - Les Ateliers Researchers from ENSCI (Ecole Nationale Supérieure de
Création Industrielle) are experts on digital arts and design. They specialize in

analysing behaviors or processes in real life and then describing and modeling

thttp:/ /www.agence-nationale-recherche.fr/
2http:/ /www.topophonie.fr/
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2.1. WHAT IS TOPOPHONIE?

them in a manner of digital abstract—art, specially for sound.

LIMSI Researchers from LIMSI bring ideas and advices on computer graphics for
Topophonie. Topophonie supports the PhD research project which is enrolled
in the laboratory LIMSI (Laboratoire d’'Informatique pour la Mécanique et les
Sciences de I'Ingénieur) and the University Paris-Sud. The doctoral program
attempts to explore the crossmodal LOD in the audio-graphic context by
collaborating with other partners of Topophonie. The research results of the
PhD are all documented in this doctoral thesis and this chapter offers an

overview of the collaborative context in which it took place.

IRCAM Researchers and engineers from TRCAM (Institute for Research and Co-

ordination of Acoustic Music) specialize in sound synthesis and design.

ORBE ORBE is a software design and development firm, which specializes in mo-

bile application.

NAVIDIS ORBE is a software design and development firm, which specializes in

digital maps for local communities and services.

USER STUDIO Practicers and engineers from USER STUDIO, conceived of orig-

inal ideas, are interested in developing innovative products and services.

The Topophonie partners have developed sub—projects which require collabora-
tions by exchanging ideas, co—designing scenes, and co—developing tools. Together,
Topophonie partners have explored new ways of producing synchronized sound and
graphics in interactive audio—graphic context, through scientific research, concep-

tion, software engineering, and artistic modeling.

Scientific research: studying the state of the art, formulating research problems,
defining concepts, developing system architecture, improving standard format,

and evaluating systems from a perceptual perspective.

Conceptual work: designing and modeling concrete audio-graphic scenes inspired

by artistic creation.
Software engineering: implementing products for innovative usages or services.
Creation: creating of audio—graphics models, demonstrators and artistic works.
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The PhD program has mainly focused on the scientific research and it has also

involved all the other categories of work through collaborations with the partners.

2.1.1 Role of doctoral program in the project

This PhD program is supported and targeted for Topophonie, and its purposes

in the multi—disciplinary project are as follows:

e providing scientific study and suggestion of the state of the art,
e co—creating conceptual ideas and methods for modeling,

e co—drafting conceptual convention and language schema,

e developing graphics LOD system,

e co-developing GSLOD system,

e designing experimentations based on psychophysical methods for evaluating

crossmodal LOD in audio-graphic context,

e performing data analysis, answering scientific questions, and providing feasi-
ble guidelines for interactive audio—graphic applications based on perception

evaluation.

The PhD program is oriented towards Topophonie’s purposes and has the au-
tonomy of research interests. Meanwhile, some primary decisions of Topophonie are

made for the interests of PhD program or based on the orientation of PhD program.

2.1.2 Organization

In this chapter, we present how our PhD program serves for the project Topo-
phonie, and how Topophonie adjusts research orientation based on PhD program’s
interest and focus. The details of the work and results of Topophonie can be found
in the project report [Topophonie 2013|.

The remaining of the chapter is organized as follows. Section [2.2] introduces how
we find our research question from a recent pioneering work based on perception
of materials with respect to an audio—graphic LOD rendering. According to the re-

search focus of perception of crossmodal environment, Section 2.3 shows how artistic
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2.2. THE RESEARCH QUESTIONS ARISING FROM THE STUDY OF A
PIONEERING WORK

designers of Topophonie present their ideas about audio—graphic events in real world
to researchers and engineers. Inspired by modeling design work, we have noticed the
requirement of a modeling method for audio—graphic scene and a standard formalism
for exchanging 3D data between different platforms. So in Section we present a
modeling method which takes into consideration sound processing and an extended
scene representation format. Section then shows how we collaborated with a
partner in digital sound processing to create the new concepts of Sound LOD. In
Section we explain the collaborative work for our GSLOD system development
based on the innovative concepts that we have created. Finally, we introduce in
Section three creative applications developed in Topophonie based on our newly

created concepts.

2.2 The research questions arising from the study
of a pioneering work

In the beginning of the project Topophonie, we have studied the pioneering work
of Bonneel et al|[2010]. We were interested in how they investigated the bimodal
perception of materials properties, and we wondered if that investigation could be
extended in a more general context, which means the investigation of crossmodal
LOD by evaluating an overall perception of an audio-graphic scene rendering. From
the viewpoint of a doctoral research, we have shared our knowledge of related work
with partners of Topophonie and arisen some research questions inspired by [Bonneel
et al| 2010|. Therefore, Topophonie had decided, from the beginning, that its

research focus would cover the innovative topic of crossmodal LOD.

Consequently, the PhD program, at first, has mainly worked on the top of the

state of the art in three different disciplines:

e Level of detail for 3D graphics,
e Perceptually driven LOD for graphic and audio-graphic rendering,

e [xperimental design and psychophysical methods.

We have studied LOD for 3D graphics, since we attempt to investigate the overall
perception of general LOD rendering which is not the case in the work of Bonneel
et al.|[2010]. We have studied the work on perceptually driven LOD for graphic
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2.3. SCENE MODEL DESIGN FROM AN ARTISTIC VIEW

rendering, from which we have found that conventional work and results on this
topic are generally all based on the CSF modeling of HVS, and this approach is
rarely used for audio—graphic rendering. Therefore, we have argued that empirical
evidences are needed for guiding the audio—graphic rendering through perception—
based control of crossmodal LOD. This is why we have also studied the experimental

design approaches based on psychophysical methods.
The PhD work program has been presented and motivated to the Topophonie

partners, and collaborations have been proposed to the partners (scene designers,
sound researchers, developers, etc). Scene designers then have illustrated interesting
behaviors and situations of real world in an artistic way (see Section [2.3). Accord-
ing to GLOD, sound researchers brought an idea about how to constitute SLODs
based on their sound synthesis method (see Section [2.5). In the collaboration with
scene designers and sound researchers, we have created the audio—graphic modeling
method based on the concept of sound process (see Section , and then developed
the audio—graphic LOD systems (see Section . The tree GSLOD system, which
is based on impostor-based GSLOD, is described in Section [6.1]

2.3 Scene model design from an artistic view

Topophonie designers and designer students have worked on sub—projects to cre-
ate different audio—graphics models. Certain sub-—projects have focused on how to
represent the foliage scene in audio—visual modality, which have inspired us to de-
velop the tree GSLOD system (see Chapter @ Others have worked on granular

audio—graphic flows, sound maps, and so on.

Audio—graphic focusing and blurring
The idea is to represent the foliage by using image and audio blurring when
it is out of focus or far away from the observer. Depending on the position of
the observer, the foliage is represented by blurred sources. The photos of real
leaves are edited for blurring effects, while leaves sound recording are blurred
by adding white noise. Such an idea is considered as a GSLOD representation.
The GLOD is a kind of image/impostor-based GLOD which replaces a finer
photo with a blurred impostor. And SLOD can be considered as a filter—based
SLOD. This combination of GLOD and SLOD is likely low—cost and easy to

apply. However, if blurring sources in real time, we should make sure that the
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2.3. SCENE MODEL DESIGN FROM AN ARTISTIC VIEW

cost of blurring sources is less than that of the original.

Crossing foliage
In this sub—project, designers have tried to analyze the audio—graphic char-
acteristics of foliage through video models. They have studied two cases: (i)
the wind and (ii) a person, going through the foliage. These two cases were
translated into two different sound activation profiles in graphics: a point is
used to simulate a human hand, while a line is used to simulate a wind path.
This simulation of activation profiles was rendered in Unity3D and used sound
samples that were recorded in real world in the Ircam studio to ensure high
quality (Figure . According to this work, they have conceived the idea of

sound process and activation profile.

Figure 2.1: Pictures of recording in a acoustic studio at Ircam ﬂTopophonie| |2013|]

Modeling rain
This sub-project focuses on rain particles sound generation with respect to
the collision with different surface materials: street, pavement, bus shelters,
and mud puddle. In Unity3D, a “hyper—localized” rain is rendered in the real
time scene by using a particle—system. The sound of rain is triggered at each
collision of a raindrop with a contact surface. In this sub—project, designers
concluded that rather than producing thousands of raindrop collisions in the
overall scene, it is sufficient to generate only an area that is visible to and
around observer. In this model, they also simulated three LODs for sound. The
LOD1 is “hyper-localized” rain with singular impact calculations for sound.
The LOD2 is statistical calculation of the number of impacts, while the LOD3
is ambient sound of distant rain. The difference with the tree is worth to
outline, in that these three LODs are produced simultaneously while there is

only 1 LOD at a time for the tree. This is due to the fact that rain occurs
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FORMALISM

in the whole scene while a tree is localized. However, for modeling a forest, a

technique similar to that for modeling rain could be used.

Based on these sub—projects, we have extracted the modeling ideas for rendering
our concrete GSLOD system. We have chosen to apply the wind profile activation
for a tree scene as the scenario, which is sufficient to investigate the capability of

GSLOD from a perceptual perspective.

2.4 Constitution of modeling method and standard
formalism

The artistic design of scene models have provided ideas and advices for develop-
ing the concrete audio—graphic system simulating the real world behaviors. We have
noticed that the modeling techniques for auditory scenes and graphical scenes have
been largely developed in their community, respectively. However, to the best of our
knowledge, there is no guideline for modeling a general audio—visual environment,
especially audio—visual LOD system. Thus, we believe that generating a basic con-
cept for audio—graphic modeling is necessary. Based on the investigation of scene

models design, an idea of activation—profile—based sound process has emerged.

Topophonie attempts to develop schemes to model audio—visual events of real
world in virtual environment. Roland Cahen, a sound designer and researcher at
ENSCI, is the head of Topophonie. He has proposed an architecture to model sound
sources, activators, and observers together for representing audio—visual events. The
observer is surrounded by audio—graphic objects which can be modeled as sound
sources. Sounds are activated through the observer behaviors or other active ele-
ments, and such behaviors or active events are named activators in our work. Each
of the three elements (sound sources, activators, observers) is shaped according to a
profile that defines the activation of sources by the observer or active events. Such
an activation profile is designed as a geometry form in 1D, 2D or 3D, so that its
interaction with some of the preceding three elements generates audio—visual events.
How they are activated is determined by the parameters of the profile and physical
contacts of geometry objects, which will be discussed in detail in Section Roland
Cahen has proposed that a simple curve can be itself a 1D profile and be derived to
2D and 3D profiles (see Figure [2.2)).

Based on the above idea, in collaboration with one of our partners, Diemo
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Figure 2.2: Revolution of a simple curve for 1D /2D /3D profile [Topophonie| [2013]

Schwarz, we have then developed diverse 1D profile functions and the transfor-
mation approaches (see Section and Appendix |A)) for a concrete specification of

audio—graphic modeling method based on sound process.

Meanwhile, during the collaborations, we have noticed that the lack of standard
format caused many difficulties in exchanging 3D data between different platforms.
So we have proposed two modern file formats based on XML for storing/representing
3D content: X3D and Collada. By comparing the functionalities of the two formats,
we have chosen X3D due to its extensibility which allows us to realize our concepts
about sound process into a standard format (see Chapter .

We have also compared two mostly used XML schema languages, XSD and Doc-
ument Type Definition (DTD). DTD is more relative and native to the XML specifi-
cation. However, it has a limited capability compared to XSD. Besides, in an XML~
based format, XSD is more suited for extending the XML schema for a complicated
usage, such as a complicated audio—graphic event representation. In Chapter [5, we
have presented the XML schema in XSD; moreover, we have also shown the relative

specification which uses in fact the same style format as DTD’s.

Note that for our development of tree scene, we have used Xerces C++ for

importing and exporting a valid X3D file.
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2.5. BUILDING THE CONCEPT OF SOUND LOD

2.5 Building the concept of Sound LOD

We proposed our idea of GSLOD and discussed with partners of Topophonie,
and we realized that SLOD is rarely mentioned in the field of sound synthesis or
sound design. In collaboration with Diemo Schwarz, we created the concrete concept
of SLOD in detail. This contribution is presented in ICMC2011 [Schwarz et al.
2011). We firstly brought the concept of SLOD by designing three basic LODs for
a general case of sound representation, as well as a proposition of the transition
approach between different SLODs. Based on the innovative work of SLOD, we
have developed the GSLOD system, as well as the evaluation work on this system
(see Chapter @) Note that the corpus—based sound synthesis, developed by Diemo
Schwarz, is used in almost all sub—projects of Topophonie. This sound synthesis is
also suited for implementing the SLODs in a concrete audio—graphic rendering for

our experimental development (see Chapter @

2.6 System development through collaboration

We developed our first tree GSLOD system based on sound process in collabora-
tion with Diemo Schwarz of Ircam. By showing a demonstration of Woody3D tree
scene, we have found that the wind function can be easily determined at the same
time as an activation profile. So, by applying Woody3D API tool and IAE engine,
we designed an audio—graphic engine for developing the audio—graphic system based
on sound process (see Chapter [6)). The Audio Engine and Graphic Engine are devel-
oped in two computers through different development tools, VC++ and MaxMSP,
respectively. Both engines communicate through OSC messaging. Certainly, it is
feasible to move Graphic Engine to the MacOS system of Audio Engine.

We then investigated the capability of crossmodal LOD through our GSLOD
system. And we believe that the crucial method for this investigation should be
better in a perceptual manner. So, we studied psychophysical methods to evaluate
GSLOD through perceptual experiments. For experiencing different techniques, we
have also rendered the tree scenario into Unity3D by using different SLOD and
GLOD generation techniques.
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2.7 Applications and products

We have described so far the collaborations that have been done for research

purposes. In this section, we will list some of the creative applications and products

that have been produced in the framework of Topophonie.

IAE and IAEOU

audio file
import

We have mentioned the IAE engine previously. It is an audio engine for corpus—
based synthesis developed in MaxMSP by Diemo Schwarz at Ircam. It has
been integrated into a game engine, Unity3D, to generate interactive virtual
sound sources based on recording samples. This Unity3D plugin based on
TAE is named TAEOU (IAE Object for Unity). A sound file is segmented into
a sequence of sound units in TAE. Such a segmentation and the description
of sound properties compose the annotation procedure in TAE. Based on the
annotated audio materials, IAE performs granular and concatenative synthesis.
This IAE engine was adapted for our concrete tree scene for generating SLOD
sound (see Section [6.1.4.1). The IAEOU is a modified version for the usage
in Unity3D, by abstracting TAE descriptor and audio parameters with presets
and profiles. The architecture of TAE and TAEOU is presented in Figure 2.3

s
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A GUI
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Figure 2.3: The architecture of IAE and IAEOU [Topophonie| 2013]
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Audio augmented navigation in mobile

The TAE is also used in the mobile application developed by ORBE in Topo-
phonie to generate water sounds. This mobile application (see Figure
allows people to perceive diverse water sounds of a real urban space when

wandering in the area. This innovative product offers a new polyphonic and

immersive experience in an augmented reality sound environment.
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Figure 2.4: Topophonie application for iPhone on iTune store

Sound maps

Navidis has worked on an application for sound maps in order to provide users
an acoustic dimension while exploring in territory map. The application is
developed based on a community mapping platform, called Navidium, which

provides a series of media tools for adding sound and video content to maps

ol



2.8. CONCLUSION

and manage them in free mode (see Figure[2.5)). This offers a new experience of

consulting territory maps, which shows a wide scope of interests of Topophonie.

Audio

J’\

Figure 2.5: Audio tools integrated in sound maps

Topophonie Unity software library

Most of the applications of Topophonie are developed in Unity3D. A Unity3d
supported software coding library is necessary for our audio—graphic rendering.
The Topophonie Unity library, developed by Jonathan Tanant, mainly features
the mapping of sound sources and management of GSLOD (see Figure .
By building diverse modules supporting complex graphics output, Jonathan
Tanant has created the software library for fulfilling Topophonie’s engineering
task.

Jonathan Tanant has developed a GSLOD system in Unity3d based on dec-
imation simplification. The GLOD of tree scene is rendered by applying an
algorithm of vertex collapse, and SLOD is rendered by a dynamic sources
clustering method that computes in real time the number of sources based
a sound source mapping and a listener property. Both GLOD and SLOD
methods are built in the Topophonie Unity Library. In collaboration with
Jonathan Tanant, we designed and developed the experience UI for evaluating

the GSLOD through perceptual perspective that is not described in this thesis.

2.8 Conclusion

The PhD program is a part of the Topophonie project. We have formulated
research questions and conducted work either autonomously or in collaboration with

partners. Most results of the project have been produced through cross—disciplinary
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Figure 2.6: The picture of sound sources mapping on two meshes (left), and the

picture of foliage clustering for audio—graphic LOD (right) [Topophonie| 2013]

collaborations between the partners, including our contributions under the PhD

work presented in this thesis.
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Chapter 3

Overview of audio—visual evaluation
methods and psychophysical studies

We have argued in Chapter [1| that the crossmodal perception of an audio—
visual virtual environment is how a human perceptual system functions by process-
ing audio-visual stimuli through multisensory modalities. Some researchers have
found some crossmodal perception phenomena in audio—visual displays that eventu-
ally impact the overall perception (see Section . We therefore wonder whether
there are certain confirmed mutual-interactions between audio perception and vi-
sual perception, which impact the overall perception regularly. We believe that if
there is a solid correlation between crossmodal perception and multimodal LOD,
one may use it to guide the LOD algorithm in an audiovisual system. Further-
more, if the correlation can be formulated and modeled, one may modulate an
LOD algorithm through multi-modality. To answer these research questions about
the correlation between perception and crossmodal LOD, a fidelity assessment of
the overall perceived quality of audio—visual environment is needed. As aforemen-
tioned (see Section , the most appropriate measures of visual fidelity should be
based on visual perception. We argue that it is true for all modes of sensory system
and we attempt to investigate the measuring methods for fidelity in a perceptual

perspective.

A recent work of Bonneel et al|[2010] has focused on the crossmodal perception
of material rendering quality using various LODs for sound and graphics, which
we have explored in Chapter The essential part of our research is inspired by
their work, and we would like to explore the crossmodal perception of LOD-based

rendering in a more common and general case: practical measure approaches and
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3.1. EXPERIMENTAL MEASURES OF FIDELITY

common LOD techniques with various integration of audio and visual modalities.
We have reviewed the most common GLOD techniques in Section [I.1] and now we
explore the methods of fidelity measures which, we believe, are adaptable for all

modalities, especially audio and visual modalities.

3.1 Experimental measures of fidelity

Since in a virtual environment the observer is human, the best way to measure
the fidelity is, as a matter of fact, perceptual assessment. Therefore, it is necessary

to measure fidelity by investigating human perception of audio—visual stimuli.

The reason to study experimental measures of fidelity is that once having devel-
oped a fidelity predictor based on results arising from a well designed experiment
and the data analysis, one may use the predictor to automatically conduct LOD in
real time. In this section, we will introduce experimental measures of fidelity, which

can be used for perceptual experiment design and data analysis.

3.1.1 Perceptually experimental measures

The experimental measures of visual fidelity are the methods for experimentally
investigating perceptual behavior, and the result is hopefully to be inferred as an
accepted predictor function. A detailed review of traditional experimental methods
in psychophysics can be found in [Elmes et al| [2011; [Kantowitz et al. 2009].
These psychophysical methods used in experimental design are also widely used in
computer graphics. Based on the study of practical cases in computer graphics,
Luebke et al. [2002] have summarized several basic experimental measures of visual
fidelity, including searching, timing, threshold, ratings, etc. In our consideration,

they can be used to evaluate auditory sensing, or even other senses.

e Searching targets: By asking people to search for a target (a specific sound, a
specific object, or an event, etc.) in stimuli, one can compute the search per-
formance that actually measures the fidelity of concerned stimuli. To measure
fidelity by searching task, there can be two criteria in the evaluation: ¢ime and
accuracy. We count the elapsed time of searching period, which is the time
from the beginning moment of searching to the end of searching. Besides, we

record the accuracy of locating a present target or claiming an missing target.
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We can use individual criterion or both the ¢ime and the accuracy for one

searching task.

Naming: In a naming task, people are asked to name verbally every object they
perceive in a stimulus. To measure the naming task, we record the amount
of time taken to correctly name an object. Not like the two criterion used
in searching target method, only #ime is used in naming measures, because
accuracy can be too difficult to quantify. The advantage of naming is that
the responses of participants are subconscious, so results are less impacted by

subjective factors.

Ratings: A direct way to judge the fidelity of a concerned stimulus is to ask
people to give a number which assesses the “amount” of fidelity they see from
that stimulus. We call it ratings task. The range and scales of numbers
measuring fidelity can be freely chosen by participants or assigned by the
experimenter. In psychology, empirical evidence has shown that people usually
only choose limited values among given responses, such as 7 over 10 possible
values for rating in surveys. Thus, participants are usually given at most 7
different rating values to choose in order to reduce overall response variability
and limit variability caused by different rating schemes. The values of ratings
are collected as the result of experiment for measuring fidelity, and sometimes
they need to be normalized before analysis. The advantage of ratings is the
simplicity for performing trials and collecting information. The disadvantage
is that they are always suspect, because they are a conscious sampling of the
subconscious perceptual process. In some of our experiments of evaluating
perceptual ability about audio—visual stimuli, for example some participants
may give more or even only attention to color or form while others may only
notice the movement in a stimulus. Or some participants may attach much
importance to sound volume, while others feel that only melody matters. This
can introduce a great deal of noise into the ratings. For alleviating the problem,
it is required to carefully design question(s) so as to extract the real meaning

of participants’ responses.

Threshold: Threshold actually means the limit of perception. The threshold
task is therefore used to find the limits of perception beyond which the stimu-
lus can or cannot be perceived. For example, the threshold could be the limit

of perception of a noticeable difference between stimuli. The experimenter
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3.1. EXPERIMENTAL MEASURES OF FIDELITY

chooses a starting stimulus in which the difference is certainly not noticeable
to the observer, in other words, the starting stimulus should be estimated far
enough from the threshold. By gradually increasing or decreasing the stimulus
intensity, the experimenter asks participants to indicate the presence of that
difference. One test ends once a participant declares that he/she perceives the
difference. Through such a testing procedure, called the “method of limits”,
we determine the Just Noticeable Difference (JND) threshold. If we allow
people themselves to freely adjust the stimulus intensity to achieve the goal,
the procedure is called method of adjustment. If the stimulus intensities are
randomly varied, it is called method of constant stimuli. If there is a reference
to compare with stimulus for each trial, the limit that we will get is discrim-
ination threshold. If there is only a stimulus to observe for each trial, we will
get the detection threshold.

According to specific requirements and research questions, the experimenters
can choose one or more experimental measures for the task design. Consider that
ratings and thresholds are easily performable (for the process) and interpretable (for
the result) for a fidelity measures case once the experimental questions are carefully
designed, both of them are adapted in our experiments. Note that the searching and
naming tasks are more used in cognitive research than in computer graphics. We

will see more details about how to apply these measures for the experimental design
in Section 3.2

3.1.2 Automatic measures

A well designed experiment provides convincing results for fidelity measurement.
However, performing an experiment for driving a run-time LOD system is never
possible. Instead, we may derive a predictor function from experiment results, and
such a function can be used for driving the run-time LOD system. It means that
we may consider that the experimental measures provide reliable data for overall
automatic measures of fidelity, which should accurately predict experimental results.
The good experimental measures can then lead to accurate automatic measures.
Consequently, it is important to carefully design and perform the experiment, and

finally perform data analysis, in order to have accurate predictor function.

Automatic measures is in fact a method that applies an accepted predictor func-

tion in a run—time LOD system. In computer graphics, the automatic measures have
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been investigated for static and dynamic imagery, and for 3D models. Intuitively,
automatic measures are also feasible for run—time crossmodal LOD rendering if they
are supported by good experimental measures. A detailed survey of automatic mea-
sures based on image digital form or the results and methods of psychophysical
studies can be found in [Luebke et al. 2002).

3.2 Experimental evaluation and psychophysical meth-
ods

We have discussed previously the importance of fidelity measures based on per-
ception and the usage of experimental measures used to answer perceptual questions.
However, the experimental design is not an obvious and easy task to do but needs
a great deal of study on psychophysics, both theoretical and practical. In this
section we will review some important methods of perceptual experiments based
on psychophysical theories, which therefore serve as standard methodologies for ex-
perimental design. With the knowledge of the bias, advantage, and disadvantage of
different psychophysical methods in general, we may have a better clue for designing

a proper and valid experiment, to answer the proposed research questions.

Psychophysics, when first introduced by Gustav Theodor Fechner in 1860 |Fech-
ner, (1860, was a term used to mean a scientific method for studying the relation-
ship between physical world and psychological /perceptual world. Specifically, here
psychophysics is used to investigate the relationship between physical stimuli and
sensations/perceptions they affect. There is an important literature on psychophys-
ical methods, especially on experimental design, for studying a perceptual system.
However, they are mostly for psychologists, rarely for computer scientists. A survey

of experimental design for computer scientists can be found in [Cunningham and
Wallraven, 2011b].

In this section, we introduce at first the procedure of experimental design. And
then we introduce the basic psychophysical methods for experimental design by
classifying them through the targeted task.
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3.2.1 Procedure of experimental design

Perceptual experimental methods need to be carefully designed in order to answer
a research question. A well designed experiment usually provides the more usable
and more interpretable results. The results can be different kinds, depending on
what the research question is and what task participants are asked to do during the

experiment.

The research question sometimes can be extremely vague, if we do not know
much about what will happen under the given circumstance. For example, the
question may be “what will people feel when they are walking in an upside down
virtual 3D world”, as we have no idea what people will react before performing
experiment and we cannot provide any possible answer. On the contrary, when we
know what may happen in a given circumstance by means of logical principles from
basic assumptions, one hypothesis may need to be formulated before designing an
experiment. For example, the precise question may be “How well do people find the
distortion artifacts of a 3D object based on an image-based rendering”, as we know
that people will find the artifacts in such system but we actually want to evaluate
their ability. Empirically, the more precise the research question is, the more valid
and accurate the experiment and its results are for human visual system to detect
them.

From hypothesis to task

Once the hypothesis or research question is formulated, we can consider in the next
step what actions should be done during the experiment. According to the potential
actions we might apply in the experiment, the reformulation of the research question
may be needed. Normally we reformulate the question in order to improve it, so
that it can be more explicit. When the question becomes more precise, the number
of actions might be less and actions might be simpler or more concrete such as
“Yes/No” buttons. It means that reformulation of the question and the design of
actions are two procedures of mutual improvement. Once the hypotheses and actions
are determined, we may decide an experimental task with selected psychophysical

method(s) to apply.

Measurement in psychophysical methods

In psychophysical methods, some provide a variety of descriptions of people opin-
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ions which contain a lot of unprocessed information, while others allow quantity
measurement. There are two fundamental quantities which psychophysical methods
allow to measure: thresholds and scales. Two kinds of thresholds for perception are
used in practice: detection/absolute thresholds and discrimination /difference thresh-
olds. Detection thresholds measure the ability of perceiving presence of a stimulus.
Difference threshold measures the ability of discriminating between stimuli, and the
threshold value is known as Just-Noticeable-Difference (JND), mentioned previously.
Scales, on the other hand, describe the level of perception. And they are usually
measured by rating related methods, while thresholds are often measured by method
of limit and its variants. We will see more details about measurement by means of

experiment tasks in the following sections.

3.2.2 Psychophysical Experiment—tasks

What the participants should do or which task(s) should the participants perform
during the experiments is the core question in experimental design. There are many
possibilities. We give here an overview of the most common tasks that scientists
usually use. The psychophysical methods reviewed in the section are classified into
different tasks which answer different types of questions and provide different types
of answers. Such classification of tasks was proposed by Cunningham and Wallraven
[2011Db).

3.2.2.1 Research question and answer

The goal of an experiment is to answer a research question. We have mentioned
that the more clearly we define the research question, the easier and clearer it is for

us to choose the task.

On the other hand, we want to determine the question as specifically as possible
to obtain the results as uniquely interpretable as possible. Besides, we want to have
the results from which we can conclude the facts for whatever the observed case
is. However, it is difficult to design a specific question without certain restrictions
on experimental conditions. Therefore we cannot obtain generalized answers under

such specific conditions.

The challenge of the experimental design is, as a matter of fact, to find a com-

promise between specificity and generality. We can see the specificity and generality
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of basic tasks in Figure In the figure, all tasks are placed on the diagonal of
the rectangle coordinates system. The x-axis is the question that a task can answer,
ranging from broad/general questions to specific questions. The y-axis is the answer
that a task can provide, from concrete to vague. Tasks at one end of the diagonal
can answer broad questions, but the obtained answers are difficult to interpret so
that one may not draw a concrete conclusion. Tasks at the other end can easily make

concrete interpretations, but are only suitable for answering very specific questions.

In the figure, tasks of broad question and wvague answer can be seen as non-
measure tasks or qualitative tasks, which concern the quality of stimuli such as free
verbal descriptions (see Section [3.2.2.2). Basically, the rating tasks (see Section
3.2.2.3), forced choice tasks (Section [3.2.2.4), and the nonverbal tasks (see Section
can be seen as quantitative tasks or measure tasks, in which the participants’
actions are used to measure some quantities about perception. And tasks of specific
question and concrete answer are physiological tasks (see Section , which are
also measure tasks but with respect to the body’s natural reaction, such as body

temperature, heart rate, etc.

Vague

Forced

Choice
-z

Non-Verbal

i~

Physiology

ANSWER

Concrete

Broad QUESTION Specific g

Figure 3.1: Specificity and generality of tasks
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3.2.2.2 Free description

The free description task is a qualitative task in which participants are asked to
tell their judgments or ideas about what they think or understand from stimuli. In a
free-description task, experimenter usually needs to design a set of written questions
and ask the participants to write their answers down. Their answers can be very
diverse so that information gathered from a free—description task usually provides
vague and general answers. Due to this nature of the free-description task, it can
be used as a pre-test before a more concrete task that is initially unclear for the
experimenter. The pre—test provides relevant answers that hopefully should supply
information to guide the design of more concrete experimental task. Such a pre-test

may be, for example, the calibration process for further experiments.

The advantage of a free—description task is that it can give a desirable amount of
information with respect to experimenter’s demands. However, it is hard to give a
precise and clear restriction on the type, range, or depth of the information obtained
from a free—description. Therefore, the information can be difficult to interpret, and

sometimes it might be even irrelevant to the initial research question.

Thus, the free description might not be appropriate for a task that requests clear
and direct answers. In other words, a free description task is better for answering
a broad, vague and general research question; and if the research question is clear

and specific enough, there is no reason to use a free-description task.

3.2.2.3 Rating scale

In a rating-scale task, participants are asked to associate a value with each stim-
ulus according to some specific features, possibly compared with another stimulus
(i.e., a reference stimulus) or based on their own criteria. This numerical value,
which sometimes might need to be normalized, can be used to determine how the
stimulus compares with other stimuli on the dimensions of interest. Thus, different
variants of rating-scale tasks provide different results: some provide the ranks of all
the stimuli along a dimension of interest, and others provide not only the ranks but
also scales, each of which describes precisely how large the difference between two
stimuli is. For example, stimulus A is twice as good as stimulus B, stimulus B is
four times as good as stimulus C, etc. Note that these responses are most of the
time subjective. So, perceived difference along the scale between two stimuli can be

very different between participants such that it cannot be considered as an objective
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distance between stimuli.

The rating scale tasks include a variety of variants which respond to different
demands. Here is the list of common ones which we believe are adaptable to audio—
visual perception experiments. More derived forms of rating scale tasks used in

computer graphics can be found in [Ferwerdal 2008|.

Ordered Ranking The simplest variant of rating task is the ordered ranking. In
an ordered ranking task, participants are asked to sort the stimuli according
to some criteria. The relevant dimension along which the sorting is decided is
defined by the experimenter through experiment question or additional expla-
nation. Once the dimension of response is defined, participants are asked to
observe all the stimuli simultaneously or sequentially (it depends on stimuli,
for example, more than one auditory stimulus cannot be presented to par-
ticipants simultaneously), and then they are asked to rank the stimuli along
this dimension. Sometimes, participants are allowed to freely review any given
stimulus. Usually, in an ordered ranking task, if the experimenter provides
participants with values to assign to the stimuli, there should be obviously
as many values as the number of stimuli to make sure that two stimuli will
not have the same value/level. With respect to data analysis, the stimuli are

synthetically ranked according to the values they receive.

Magnitude Estimation The magnitude estimation is also a task that requires par-
ticipants to assign values to stimuli. The difference is that it allows participants
to choose any free value along some relevant dimensions without the constraint
of a predefined set of values. This task provides not only the ranking, but also
the scales between stimuli. However, the value given to stimuli and the scales
between stimuli are very subjective and differ a lot among participants, since
every one has his/her own standards. Sometimes, data normalization is then
needed. Once the relevant dimension is defined, all the stimuli are presented
to participants, usually sequentially. Participants assign a value along this
dimension to the first stimulus, and based on that they then assign a value to
the second stimulus, and so on.

Likert Ratings Similar to magnitude estimation, the Likert ratings task requires
participants to assign values to the stimuli. The difference between the two
kinds of tasks is that in a Likert ratings task, the set of values is defined by

the experimenter. So, participants are only allowed to assign values within the
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allowed range. The given scale points can also be labeled, such as “strongly
agree”, “quite agree”, or “slightly agree” for a discrimination test. The stimuli
are allowed to “share” a value or label, which means that two or more stimuli

can be given the same value or label.

Semantic Differentials The semantic differential task is a transformation of the
Likert rating task. In a semantic differential task, the given range of numbers
has two ending scale points in opposite signs, such as -2 and 2. Associated
labels also reflect this symmetry, and can be, for example, “strongly agree”
and “strongly disagree”. Between the scale endpoints, we may have as many
of such kind of bipolar scales as we need.

Rating scales are quantitative tasks and depend on subjective judgment. The
advantage of rating scales is that it is easy to perform the experiment and to arrive
at precise and clear answers about scale measures of stimuli. The disadvantage
of a rating scale is that it depends on a subjective judgment so that we are not
sure whether the answers are reliable enough or if the difference of scales among

participants are significant enough to impact/change the results.

3.2.2.4 Forced choice

The forced—choice task is the most common approach in psychological research for
perceptual threshold measurements. This approach has a great variety of different
forms depending on different demands. The approach is often used in image or

graphics experiments, such as face recognition or material comparison.

The forced—choice tasks measure the perceptual limits by asking participants to
select one among two stimuli presented according to a given question. Such tasks
are well suited for discrimination tests. The essential of the approach is that the
forced choice task is in fact a discrimination task. Participants are asked to observe
two stimuli (one of them might be a reference) either sequentially or simultaneously
and choose one of them based on some criteria. The advantage of the forced choice
tasks is that we may construct a perceptual limit function based on the results from
such a task, if it is well designed.

For the other general test, a forced—choice task asks participants to choose one
answer among a certain number of alternatives according to a research question. For

example, participants can be asked to give a description of some aspects of image
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stimuli, such as color, shape, material, etc.

According to a research question and some specific requirements, a basic forced—
choice task derives a transformed one by adding some restrictions for example. The

forced—choice and its derivative strategies are best adapted for a discrimination
threshold task.

According to some specific requirements of experimental design, one of the fol-

lowing four forced—choice variant tasks can be selected:

N-Alternative Forced-Choice

In this variant, the experimenter gives N alternative answers and the participants
must choose one of them for each stimulus. The same alternative can be chosen by
participants for different stimuli. If each alternative answer is hoped to be equally
chosen for some reasons, a careful selection of considered stimuli might be required.
The alternatives might be direct descriptions, such as “bright”, “happy”, “fast”, or
comparative descriptions, with respect to a certain standard such as “faster than

normal”.

N-+1-Alternative Non-Forced-Choice

The N+1-Alternative Non-Forced-Choice is quite similar to the N-Alternative
Forced-Choice, except that a last alternative answer allows the participant to refuse
to make a choice. For example, the last alternative might be “none of the above” or

“T do not know”.

N-Interval Forced-Choice

We may consider the N-Interval Forced-Choice as a special variant of the N-
alternative forced-choice task. The difference between the two is that in N-Interval
Forced-Choice, N stimuli are shown sequentially and the participants are required
to associate one stimulus with the required interval based on some criteria, such as

“which one of the three stimuli is the fastest”.

N+1-interval Non-Forced-Choice
N-+1-interval Non-Forced-Choice is similar to the N-+1-Alternative Non-Forced-
Choice, but derived from N-Interval Forced-Choice. A last alternative answer allows

the participant to refuse to make a choice, for example, one alternative might be
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“none of the intervals” or “I do not know”.

Method of limits

The method of limits is generally used in experiments to determine a threshold
of perception by presenting the participants with various experimental stimuli, such
as pure tones varying in intensity or lights varying in luminance. It can be seen as
a “2—Alternative non forced choice task”. The stimuli are presented by increasing or
decreasing intensity with respect to certain aspect that has to be detected. If the
stimulus is presented from the lowest to the highest intensity, this method is also
called ascending method of limit, and descending method of limit in the reverse case.
The participants are asked to declare whether they perceive a difference between
each pair of presented stimuli (reference stimulus and test stimulus). The procedure

ends once a participant perceives the difference or when all the stimuli are shown.

3.2.2.5 Non—verbal tasks

In some cases, the purposes might be related to a human behavior research. These
tasks are called nonverbal or real-world tasks. In Virtual Reality (VR), researchers
often use nonverbal tasks to study the behavior in a VR setup, where the perception
is strongly tied with behavior. So, the reactions of perception to stimuli can be
described and analyzed for behavior or cognitive questions. We can also find such
a task in the real world, and it is generally used for cognitive or behavior research.
For example, simply asking (by words or by gestures) someone to point to a target,
is a non—verbal task.

A special form of the nonverbal task is the method of adjustment previously
mentioned (see Section [3.1.1). Participants are asked to adjust the level of a stim-
ulus based on some aspects and stop when the stimulus arrives at some considered

criteria. This form is often used for threshold measurements.

3.2.2.6 Physiological tasks

There are some interesting questions that neither the qualitative tasks nor the
quantitative tasks can answer directly and well, such as “is the feeling or judgment of
participant believable”. A questionnaire about participant’s background or about
their perceived qualities may be used for measuring believability. However, these

measures are still indirect and insufficient. Therefore, a physiological task that tests
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a natural body’s reaction will be more relevant and reliable to answer this kind
of questions. Some body reaction measurements have already been invented and
widely used in the psychophysiology area. The pulse measurement checks the heart
rate; pupillometry tests the pupil dilation; galvanic—skin—response tests the changes
on human skins. Such measurements are used in so—called lie detector. The center
of gravity measurement is used to measure the human standing center of gravity
while a participant is observing a stimulus. Eye tracking measures the rotation of
eyes. Functional Magnetic Resonance Imaging measures brain activity by detecting
changes in oxygenation of human blood flow and is widely used in clinical medicine.
All those measurements can be used as an additional confirmation for quantitative
tasks or an independent experimental task, for cognitive research or physiological

research.

3.2.2.7 Conclusion

Experimental design is a complicated process which requires deep understanding
of psychophysical methods. We have reviewed so far the most common psychophysi-
cal tasks based on their measurement content. Finally, we conclude with a grouping

tree based on what we want to measure or describe from a task (see Figure [3.2)).

68



69

991} YSB], 1¢°C 2InS1y]

Psychophysical
tasks

qualitative
tasks

free
description

guantitative

Rating tasks

Ordered ranking

Magnitude estimation

Likert rating

Semantic Differentials

Method of adjustment

N-Alternative Forced-Choice

N-Interval Forced-Choice
N+1-interval Non-Forced-Choice

Method of limits

Physiological
tasks tasks

Pulse measurement

Pupillometry

tasks
bodily measures
scale threshold
Nonverbal Forced choice
tasks tasks

Center of gravity
measurement

fMRI

Galvanic skin
response

SAOHLANW TVOISAHdOHOASd ANV NOILVOTVAH TVINHNIHHdXH ¢°€



3.2. EXPERIMENTAL EVALUATION AND PSYCHOPHYSICAL METHODS

70



Part 11

Evaluation of crossmodal perception
on mono LOD system
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Chapter 4

Perception of artifacts in
audio—visual LOD rendering

We have raised the research question in Section that whether and how
user perception of artifacts due to impostor—based LOD is affected by a simulated,
informative sound. We will attempt to answer in this chapter by assessing the visual
ability of artifact detection based on an impostor-based LOD rendering, with and
without simulated sound. For doing so, we have developed an impostor-based LOD
system in three dimensions which brings discontinuity errors, which are a kind of

artifacts, and designed a perceptual experiment with a detection task.

The impostor /image-based LOD is a common approach widely used in PC/video
games, flight simulation, and so on. The barrier of Image Based Rendering (IBR) to
image fidelity is unavoidable because of artifacts, such as parallax distortion, pop-
ping effects, blurring, and so on. We wonder if the additional modality will impact
detection of artifacts, especially caused by impostor-based LOD rendering, which
eventually impact the image fidelity adjudged by human visual ability. In this sec-
tion, we present the implementation of an impostor—based LOD scene, as well as an

investigation of perception of parallax distortion based on such an implementation.

4.1 Implementation

We have designed an impostor-based LOD scene with a tree scenario, in which a
tree is presented in five levels of detail (ILODs) in clipping volume (frustum) accord-
ing to its location. This image-based LOD system produces the parallax distortion,

which we call discontinuity in the thesis, when the billboard-impostors are gener-
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ated. Normally during the real-time rendering, the further the point of view is
moved away from its ideal position (the one at which the billboards were captured),

the larger the discontinuities become.

In real-time applications, the impostor techniques have to deal with the problem
of changing appearance of objects due to the changes of viewpoint. The complexity of
this process can be reduced by restricting the possible angle(s) of change of viewpoint
to a fixed number around a single axis, after applying error measures (see Section
1.1.2)) when necessary. When the viewer gets into a position to view the object from
an angle close to one of the possible predefined angles, the 3D engine selects the
proper billboard and texture and renders the textured impostor at the corresponding
location; otherwise, the 3D engine switches to a detailed geometric rendering. The
approximate threshold for sorting the current angle in the predefined angles and the
limited number of predefined angles can both result in visual artifacts, even when
an operation of error measures is added since the process is approximate (compared
to perceptual measures). Consequently, the perception of visual artifacts depends
on the angle of the virtual camera with respect to the object on which the impostor
is applied. To be specific, a larger angle will give a stronger feeling of detection of

visual artifacts.

In our implementation, we have applied a real-time impostor-based method with
the largest predefined angle (90°) for representing a tree in the perspective volume,
since one of the objectives is to investigate for each LOD the smallest change of angle-
of-view without impacting the image fidelity. The selection of LOD is therefore
controlled not only by the distance between observer and tree (object), but also
by the angle of view. Obviously, a larger angle of view for applying an impostor
would produce more noticeable visual artifacts. Our first experiment is designed to
investigate the thresholds of angles and distances that might be established for a
selection method of an impostor-based LOD rendering, with or without an additional

modality.

4.1.1 Scenario and graphics rendering

The scenario is a non—animated tree in three dimensions. The tree scene is
programmed in OpenGL/C++ for linux, and is generated with an automatically
recursive algorithm known as Lindenmayer system (L-system) |[Lindenmayer, 1975].

Some constant properties of trees, such as the branch level for a tree, the sub-branch
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number for each branch, the maximum number of branches, the maximum number
of leaves for every branch, ratio length, radius for the current branch of ancestor
branch, etc., are provided for the real-time algorithm. The natural hierarchical
structure of the tree gives an idea for generating imposed-based LOD, that is to
capture snapshots of original details at right places for creating impostors at given

LOD, according to the corresponding depth of tree and the distance of tree to viewer.

4.1.2 Impostor—based LOD algorithm

Our LOD algorithm replaces the original detail (rendering) of branches and leaves
around certain branch joints (nodes) by billboard impostors of which the size de-
pends on the distance between observer and tree. The impostors are located at
chosen branch joints (nodes) so that they replace the branches and leaves around
these joints. The distance range for each LOD validation is manually defined for
the purpose of simplicity and accuracy. For different LOD, the chosen joints for
locating corresponding impostors are different. All joints of the tree are classified
by the branch level of a tree, for example, there are 5 levels of depth for the tree
in Figure 4.1} consequently there are also 4 levels of joints. For a given LOD, the
joints at corresponding level are where we put billboard—impostors. For example,
for a given LOD2, we replace the branches and leaves around the first level of joints

by impostors.

The number of levels of detail is likely to be less or equal to the number of branch
levels of a tree, and in our case we have chosen the same number for branch levels
and LODs. Therefore, our tree demo has five levels of hierarchically structural depth
making five LODs for representing the tree, which are LOD1 to LOD5. The LOD1
is the graphical (original) detail without impostor replacement. The intermediate
LODs (from LOD2 to LOD4) are the partial graphical detail combined with impos-
tors replacing branches of corresponding depth. LODS5 is one impostor replacing
the whole tree. Examples of GLOD2 to GLOD5 are shown in Figure [£.2] where we
illustrate the screenshots of the tree in different LODs used in experiment (to be
introduced later in Section . Besides, we can see two examples of a simple tree in
LOD2 and L.LOD3 with a good clarity in Figure in which we illustrate impostors
by adding white frames.

For the purpose of perceptual evaluation of an audio—graphical scene, we focus
on the rendering of a tree that is appropriate for dealing with both LODs (because
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Figure 4.1: Illustration of the impostor method applied in tree scene.

of its fine and complex structure) and audio rendering (because of the possibility
to render the noise in a tree caused by wind). Our tree model is made of textured

truncated cones (trunks and branches) and point-sprite primitives (leaves).

As previously mentioned, some constant parameters of tree are provided for
running the tree LOD algorithms in real time, which are the branch levels of a
tree, the sub-branch number of each branch, the maximum number of branches,
the maximum number of leaves of each branch, and the ratio length and radius of
the current branch of ancestor branch. Since the tree is structurally hierarchical,
this gives us a hint for generating LODs. Specifically, we apply real-time impostors
according to the structural depths of tree and the distance between the tree and the

observer.

In detail, our LOD algorithm replaces the current representation of the tree by
impostors captured on—the—fly from the original detail of the tree. As mentioned

previously, one captured impostor should be applied at the appropriate joint of a
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Figure 4.2: Tree of GLOD2 to GLOD5

tree. And the zone of the tree that needs to be replaced depends on the current
LOD level and branch levels (depths). In our case, the replacing zone of the tree
is the parts of corresponding branch levels for a given LLOD. This means that for
LOD5, the impostor should be captured from the first branch/trunk level to the
last level (which means the entire tree); for LOD4, it should be captured from the
second branch level of the tree to the last level; similarly for the other LODs (see
Figure . Hence, there are as many LLODs as the branch levels. In other words,
the tree has five hierarchical branch levels, while the LODs for the tree based on
distance is also five, from LOD1 to LOD5. Naturally, the distance range for each

LOD is manually set by segmenting the scene zone into five linearly.

For supporting navigability, the camera is allowed to move around in the scene
so that the tree can be seen from different points of view and distances. When the
camera (the observer) is moving forward, the immobile objects in the scene seems
to be moving to the camera (the observer). Notice that in some places of the thesis,

we say that “the tree is moving” instead of “the camera is moving” for the simplicity
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Figure 4.3: The left snapshot is the LOD2 and the right snapshot is the L.OD3.
Impostors are marked by white frames

in algorithm description.

To select the appropriate LOD for the tree at every step/frame as the camera
moves, the distance is used as the selection factor. The maximum range of the
clipping volume (between frustum near and far) can be segmented into different
LOD selection along the z-axis, as mentioned previously. In our case, the view
range along z-axis is 200 and is manually segmented into five segments: from 0 to
25, from 25 to 50, from 50 to 80, from 80 to 130, and from 130 to 200. The tree
is represented in LOD1 (original detail) when it is located in the segment 0-25, in
LOD2 when it is located in the segment 25-50, and so on.

Once the tree moves from the current LOD into a lower LOD at the first step, a
full detailed rendering will be performed at the initial time. At the same moment,
a screenshot of the scene is stored in memory, and is prepared for generating the
corresponding textures (of impostors) to be used in next frames if the tree stays in
the “lower” LOD (which should be actually the current LOD). After the initial time,
if the tree stays in the “lower” LOD, we render quadrilateral textured—impostors
based on the screenshot to replace corresponding parts of the tree in original detail,
according to the LOD level and branch levels as mentioned previously. This process
is how we produce in real time the impostors, and such impostors are used as long
as the tree stays in the same LOD range. We can see in Figure how the tree is
rendered from LOD3 to LODA4. In this figure, the tree is moving from time ¢ — 1,
then to time ¢, and finally to time ¢ + 1. At time ¢ — 1, the tree is located in the

LOD3 area and rendered in impostors (the second branch level to the last branch
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level) and geometric detail (the trunk and the first branch level). At the time ¢,
the tree is initially entered into the LOD4 range, so it is completely rendered in
geometric (original) detail and then the tree scene is stored as a screenshot. When
tree is moving into time ¢ + 1, only the trunk is rendered in geometric detail, while
one quadrilateral textured—impostor tailored from the screenshot is used to replace

the geometric detail from the second branch level to the last branch level.

In the reverse case, which is when the tree moves from the current LOD into
a higher LOD at the first step, a geometric detail rendering for the whole tree is
performed at the initial time the same as in the case aforementioned . But then,
instead of taking snapshots from the current screen, we allocate an offscreen buffer
to render the tree in the full detail at the minimum distance that defines the higher
LOD range (see Figure . New snapshots are stored in the offscreen buffer to
generate the impostors at appropriate locations and with appropriate size, as long
as this higher LOD is valid (see AlgorithmlI]).

foreach camera step do

if LOD=LOD1 then
‘ Render in full detail at screen;
else if camera moves forward and LOD=LOD2/LODS3/LOD//LODS
then
if tree goes from lower LOD to a higher LOD then
Render in full detail at screen at higher LOD;
Capture and record snapshots impostors in memory;
else
‘ Render in impostors representation;
end
else if camera moves backward and LOD=LOD2/LOD3/LOD//LODS5
then
if tree goes from higher LOD to a lower LOD then
Render in full detail at screen at lower LOD;
Render in full detail at an offscreen buffer from which we take
snapshots impostors in memory;
else
‘ Render in impostors representation;
end
end
end

Algorithm 1: Algorithm of LOD selection
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Figure 4.4: Tllustration of impostor—based tree rendering from LOD3 to LODA4.
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As a result, each time when the tree moves from one LOD to another, there is one
screenshot made from full-detail scene, for generating textures used for generating
quadrilateral billboard impostors in the same LLOD range. Intuitively, it makes
the discontinuity artifacts less noticeable when the angle of view is small and the
tree is far away from the viewer. Consequently, the parameters for defining an
impostor such as the distance and the angle of view should be the selection factors
for managing LODs in real time. So, the thresholds of factors that determine the
detection ability of artifacts are worth of investigating, normally through empirical
evidence. Consequently, we investigate the impact factors of detection ability of
artifacts by performing a perceptual experiment on human perception evaluation,

which is presented in the next section.

4.2 Experiment design

The discontinuities are the main visual artifacts arising from our impostor—based
LOD system, and our purpose is to investigate whether an auditory modality may
impact the human perception ability of artifacts detection. As a result, the objective
of the perceptual experiment is to evaluate the perception of visual artifacts on
simple— and bi-modality. The stimuli are the images captured from tree scene with

or without a simulated sound of the tree in the wind.

The research questions that have been raised before the experimental design are:

1. How do observers perceive the artifacts arising from our impostor based LOD?

2. Does sound make a difference on the perception of image artifacts (disconti-

nuities)?

3. Does auditory modality reduce or emphasize the critiques on the perception

of artifacts (discontinuities)?

Based on the above questions, we have designed a series of experiments.

4.2.1 Auditory integration

We are interested to understand the influences that a role sound might have

with respect to visual fidelity. The question has been open for decades. Recent
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work has studied how spatialized sound in 3D graphical environment can enhance
and reinforce the visual comprehension of the scene and some experiments have
shown that accurate sound modeling gives users stronger realistic feeling in virtual
visual environments |Larsson 2002; |(O’Brien et al. [2002] and high-quality sound
enhances perceived visual quality [Grelaud et al.| [2009]. Some work uses synthesized
sound on the fly |O’Brien et al.| [2002; van den Doel and Pai [2003|, recorded
sound, or a combination of them [Bonneel et al| [2008; Grelaud et al| [2009]
to simulate a physical animation, e.g., bowls fall on the ground, vibration sound
from a wood bar. Some acoustic work simulates geometrical propagation paths
of physical phenomenon in order to give a stronger sense of presence in virtual

environment [Funkhouser et al. [1999; Tsingos et al.| 2001].

However, since our tree scene is generated in a non—-animated context, we consider
neither the realistic sound rendering such as spatializing and propagation, nor the
sophisticated sound synthesis for a sound event. We simply combine a recorded
sound (a sound simulating a tree in the wind) with graphically static tree. Only
the sound sample and its impact on the perceived image quality are considered in
our case. As a result, we have generated a stereo sound for our visual scene. Its
volume is tuned based on the distance between tree and observer. For the navigable
scene, the 3D statistic graphical tree will be accompanied with a continuous stereo
sound of a tree in the wind, and the stereo sound reduces or reinforces the volume
as the viewer moves away or close to the tree. For our perceptual experiment, an
auditory—visual stimulus is the image captured from our tree scene accompanied by

a simulated sound at a corresponding volume based on the location of tree.

4.2.2 User interface

We have designed a self-documenting User Interface (UI) to assist participants
in performing the experiment (see Figure [£.5)). In the left part of the UI, a stimulus
is presented; on the right hand side, the answers are displayed together with an
information area . During the experiment, the participants are not disturbed by

experimenter, and the UI allows them to control progress of the experiment.

4.2.3 Participants and apparatus

Twenty subjects from different disciplines, aging from 18 to 40, have participated

the experiment. They were invited in an anechoic (sound proof) room, sitting 0.5
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Figure 4.5:

The user interface for the experiment about sound influences on

impostor—based LOD
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meter away from the monitor, equipped with binaural loudspeakers. All of the
participants have good hearing and good or corrected vision. In the beginning of
each experiment, each participant enters his/her personal information through the
UL

4.2.4 Stimuli and procedures

The question we had asked participants to answer is “Do you find the tree scene in
the image realistic?” and they had to choose one of five possible answers which are (i)
very realistic, (ii) realistic, (iii) neutral, (iv) unrealistic, and (v) very realistic. Before
performing the experiment, participants were explained the definition of “realistic”
by illustrating them the “realistic” tree which is an image of full detail tree and the
“unrealistic” tree which is an image of tmpostored tree with visible artifacts. They
were shown with a series of images captured from the tree scene with or without
simulated sound, and answered the question for each stimulus. The scene images
were captured at different given points of view and locations/distances, and at each
location and point of view we captured one image with impostor rendering and one
without (that means full detail rendering). Each image was shown with and without

simulated sound, whereas all images were shown in random order.

Since participants were asked to give a labeled value on each stimulus about
some concerned aspects, specifically the realism, based on common sense established

before experiment, the experiment task that we chose to perform is considered as
the Rating Scales task, more explicitly Likert Ratings (see Section [3.2.2.3)).

Twenty people were invited to perform the same experiment in which each of
them was shown with two series of stimuli: one with sound and the other without
sound. The snapshots/images were captured from the rendering of tree scene at
different LODs varying from LOD2 to LOD5. The snapshots were captured with
about 10 different angles of view for each LOD from LOD2 to LODS5, resulting in
40 positions in total. At each position, two snapshots were taken for tree scene:
one is full-detail graphics and the other is impostor—based rendering. Therefore, 80
snapshots without sound were shown for the first series of stimuli. The first series
of stimuli with and without the impostor rendering are selected randomly, and we
investigate whether and when the participants distinguish the impostor and full-
detail rendering by evaluating the thresholds on the perception of visual artifact. The

second series of stimuli were the same as the first series, but they were accompanied
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by stereo sound simulation with different volume based on the distance between the
tree and the camera. Participants were allowed to freely observe the stimuli and
declared how much the tree seems realistic or unrealistic to them (which means,
specially in our case, whether or not the participant will notice the visual artifacts)

by choosing one of the five labeled answers.

We have manually controlled the selection process of the snapshots of rendered
images. For each LOD from LOD2 to LODS5, we select the snapshots with different
angles of view for the tree but with the same distance from tree to x-axis. Since
the view range is divided into: (i) <25 (full detail), (ii) 25-50 (LOD2), (iii) 50-80
(LOD3), (iv) 80-130 (LOD4), and (v) 130-200 (LOD5), we choose 36 as D2 the
distance from tree to axis X for LOD2, 59 as D3 the distance from tree to x-axis
for LOD3, 91 as D4 the distance from tree to x-axis for LOD4, and 135 as D5 the

distance from tree to x-axis for LODS, respectively.

Note that our field-of-view angle is 60°. For D2, we select 12 snapshots of angles
of view from 0° to 14° (we have filtered out the angles of view >15° because the
artifacts are simply too obvious). For D3, we select 12 angles of view from 0° to 6°,
for the same reason of LOD2 for the filter of angles. For D4, we select 8 angles of
view from 0° to 12° (with the same reason of LOD2 for the filter of angles). For D5,
we select 8 angles of view from 0° to 30° (no filter on angles, because there is no

obvious artifacts).

The answers provided by participants are recorded as an integer number from
1 to 5, presenting from very realistic to very unrealistic, in order to statistically

analyze the experimental results.

4.3 Statistical analysis

We apply the statistical method, analysis of variance (ANOVA), for analyzing
the obtained data to evaluate the similarity between impostor-based rendering and
full-detail rendering and the between impostor-based renderings with and without
sound. ANOVA is a statistical tool for studying the significance of group means by
analyzing the variance between groups. Here, we are interested in the two metrics:
(i) the similarity between impostor-based rendering and full-detail rendering and
(ii) the similarity between impostor-based renderings with sound and without sound,

and will perform the evaluation in the following.
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4.3.1 Evaluation of visual perception of artifact

We perform ANOVA on data from the same angle of view to evaluate simi-
larity between impostor rendering and reference rendering (full-detail rendering)
as within—subject factors. Note that if P-value of ANOVA approaches to 1, the
similarity result between impostor-based rendering (LOD) and full-detail rendering
(noLOD) is significant.

Through ANOVA, we get the table of P—value on every angle of view of impostor.

The results are summarized below:

1. For LOD2, P > 0.9 when the angle of view is smaller than approx. 7°;

[\]

. For LOD3, P > 0.9 when angle of view is smaller than approx. 2°;
3. For LOD4, P > 0.9 when angle of view is smaller than approx. 5°;

4. For LODS5, P = 1.0 for all the angle of view.

The above results show that firstly participants cannot notice the difference be-
tween LOD and noLLOD in LOD5 which means that they can hardly observe the
visual artifacts when an impostor is replacing the whole tree. As a supplementary
information, we plot (see Figure the average scores for all the snapshots of each
distance from tree to x-axis. In Figure the red dotted line shows the average
score of rendering with impostor for every distance from tree to x-axis (LOD) while
the blue line indicates the average score of full-detail rendering for every LOD dis-
tance from tree to x-axis (noLOD). Distl is the distance from tree to x-axis for
LOD2; Dist2 is the distance from tree to x-axis for LOD3; Dist3 is the distance from
tree to x-axis for LOD4; Dist4 is the distance from tree to x-axis for LOD5. We can
see that, at Dist4 (i.e., the LODb5 distance), the average scores of LOD and noLOD
are very close. However, at LOD2, LOD3 and LOD4, the average scores are very

different due to the impact of perceived image artifacts.

Secondly, for LOD2, LOD3 and LOD4, subjects notice the visual artifact when
the angle of view exceeds a threshold: 7° for LOD?2, 2° for LOD3, and 5° for LOD4,
respectively. These thresholds obtained by the analysis of perception can be used as
reference to predefined angles at which LOD switch must occur. This could be very
interesting because our LOD selection algorithm could be consequently improved by
rendering full-detail and recapturing the screenshot for textured—impostors when
the angle goes beyond the threshold from last impostor.

86



4.3. STATISTICAL ANALYSIS

5,0

45t Bty B

40t

35

3,0t

25+ }

5 . | ! | =~ R1

0 : . ‘ ; LOD
Dist1 Dist2 Dist3 Dist4 = R

distance noLOD

Figure 4.6: The average scores of LOD5 and noLODS5 are very similar.

The reason that the threshold for LOD3 is even larger than the ones for LOD2
and LOD4 could be that the discontinuity artifacts are be less noticed when the
impostor is applied on the area which has a high spatial frequency such as tree
leaves at LOD?2. This is understandable, because according to Contrast Sensitivity,
people perceive less contrast at high spatial frequency. On the other hand, in the
area which has a relatively low spatial frequency such as trunk area at LOD2 or
LOD4, people perceive more contrast (see Figure .

Thirdly, it is clear that under a certain threshold of angle of view and distance, the
artifacts of discontinuity-type are not noticeable by human vision. Furthermore, one
can find that the two parameters can be manipulated for controlling LOD selection

in real time rendering.

4.3.2 Evaluation of perception of visual artifacts with audi-
tory effect

We also apply ANOVA for analyzing the similarity between impostor-based ren-

derings with sound and without sound. Different to the study on impostor-based
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Figure 4.7: The visual contrast on LOD2 and LOD4

The left snapshot is captured from LOD2, for which the snapshot impostors are
basically pasted onto the leaves area. The leaves area has complex information
that confuses our perception of visual artifact. The right snapshot is captured from
LOD3, for which the snapshot impostors are pasted onto the leaves and trunk area.
Since the trunk area has much simpler information than leaves area, one may easily
observe the artifacts on the trunk area. Note that we do not consider the effect of
aliasing as a visual artifact.

rendering and full detail rendering, we perform ANOVA one time for all data in each
group instead of regrouping them by angles of viewpoint. Note that here the data

of full detail rendering are not taken into account for analysis.

It is found that the P-value of ANOVA is about 0.76172 between impostor-based
renderings with sound and without sound, which means in general subjects do not
perceive great difference between the snapshot of impostors with and without sound.
In other words, the stereo sound simulation does not obviously impact the perception

of visual artifacts.

We also provide a supplementary figure showing the average scores of snapshots
with and without sound (see Figure . From this figure, we can see that the
average scores slightly decrease from snapshots with sound to snapshots without
sound at Distl and Dist2 (the distance from tree to x-axis for LOD2 and LOD3), and
meanwhile slightly increase from snapshots with sound to snapshots without sound
at Dist4 (the distance from tree to x-axis for LOD5). Given by the first analysis
on LOD2 and LOD3 in the previous section, we know that the stereo sound will

somehow slightly aggravate the feeling of perception of visual artifacts; conversely,
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Figure 4.8: The average scores for every LOD with sound and without sound.
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The red dotted line indicates the scores of snapshots with sound while the blue line

indicates the scores of snapshots without sound.

users do not notice the visual artifacts caused by impostors at all for the LOD5.

Therefore, sound simulation slightly improve the quality of visual perception.

%Result

type artifacts.

We find that the simple stereo sound simulation can only give a more realistic
feeling for visual perception when no visual artifact is perceived. But the
sound slightly aggravates the feeling when there are perceived discontinuity-

4.4 Conclusion and perspectives

The main objective of the evaluation of impostor—based LOD system is to investi-

gate the impact of audio modality on visual perception/detection of artifacts arising

from impostor—based LOD rendering. The experiment shows that simple stereo

sound can hardly impact the perception of image discontinuity artifacts. However,
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there is a tendency that sound enhances the visual perception when there is no image
artifact perceived. On the other hand, sound can slightly aggravate the perception
sense of defects when the image artifacts have been noticed. This conclusion implies
that during impostor—based LOD selection, representation of objects should be less
degraded when a simulated sound of scene is added, compared to the case when
there is no sound. It contradicts the conclusion of [Bonneel et al| [2010|, due to the
fact that they focused on the perception of materials for which the LOD method
they have applied does not produce visible defects. We however still confirm that
sound enhances the perceived image quality when there is no visible artifact. In the
future, we will consider different type of artifacts and integrate graphical rendering

with a realistic spatialized sound.
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Chapter 5

Spatial audio—graphic modeling for
X3D (see Appendix |A| [Ding et al.
2011])

In this chapter, we discuss our work of spatial audio—graphic modeling in X3D
(see Appendix [A| [Ding et al.| 2011]), which offers a new way of modeling audio—
graphic content for interactive 3D scenes with the concept of sound processes and
their activation through 1D, 2D or 3D profiles and extends X3D standard to repre-
sent the sound process and activation profile model for providing a rich audio—graphic

description.

We have argued that, in audio—graphic scenes, the visual and auditory modalities
are synchronized in time and space, so that the corresponding synchronous events
may be determined by an audio-visual process. As a result, audio—graphic scenes
may be modeled by a parametric process with respect to bimodal events. We be-
lieve that the modeling method should be represented in a standard file format for
encoding audio—graphics scenes. In our collaboration with partners from different
backgrounds (under ANR project Topophonie), we have found that such a file for-
mat is needed in computer graphics, in VR, and even in sound synthesis for sharing

audio—graphic scenes between different softwares and between different systems.

As a matter of fact, today’s 3D applications, such as PC/video games, often
integrate high—quality graphical and audio effects to provide a more realistic user
experience. However, practicers mostly render graphics and sound separately. A
common model and related interchange format for interactive audio—graphic scenes

is lacking, to the best of our knowledge.
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In |[Ding et al.| [2011], we explored a new way of audio—graphic scenes modeling
based on a novel concept of sound process, and then represented the resulting audio—

graphic content in X3D format by extending its initial features.

Note that in Section we have discussed the concept of sound process and
activation profile for generating the audio—graphic scene of the “tree in the wind”
example. In the following, we will discuss how we model audio—graphic content
of interactive 3D scenes with the concept of sound processes and their activations
through 1D, 2D or 3D parametric profiles and represent the audio—graphic content
in an extended 3D format (X3D).

5.1 Background and motivation

In the context of 3D graphic scenes, researchers have long recognized that high—
quality sound can improve the user experience in a virtual environment. Much work
has been done on the method of sound spatialization in 3D graphic environment.
For instance, O’Brien et al. [2002] and Bonneel et al.| [2008] focus on sound synthesis
for diverse physical motions, while Funkhouser et al.|[1999] and [Tsingos et al.| [2001]
compute the sound propagation paths by simulating acoustic phenomena. People
also investigate computational optimization by using auditory culling and clustering
techniques for reducing the complexity of audio rendering. However, none of these
works studies the issue of sound mapping and activations in a 3D graphic environ-
ment. We are thus motivated to address this topic by using the concept of sound
process. By specifying the activation procedure of sound process with specific char-
acters, we can establish a common modeling method with respect to audio—graphic

scenes.

It is clear that although the concept of sound process is adaptable to the inter-
pretation of most audio—graphic events/scenes, a standard file format is required for
representing the context in order to interchange data between different platforms.
A multi-modal modeling method supported by a standard file format for sharing
and exchanging data is essential. Instead of creating a new format, we therefore
consider the widely used markup language for 3D representation, X3D. Notice that
X3D supports spatial audio representation and almost all basic and advanced 3D
techniques in computer graphics. However, it is worth pointing out that the spatial-
ized sound in X3D is still for basic use and is not refined enough for representing

an interactive audio—graphic scene in complex context. Therefore, we consider to
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incorporate the concept of sound process and its activation procedures for modeling
audio—graphic scenes in XML-based X3D format by adding a new extension schema
to the conventional one. In practice, the extended X3D format is well suited to
represent complex audio—graphic modeling. Note that thanks to X3D, our method
is able to be standardized for more general usages and is extensible for any future

feature.

In the coming Section [5.2], we will discuss some technical knowledge about X3D.
In Section we will introduce the XML schema language that we decide to use
for describing our extended structure of X3D document. In Section we will
summarize the principles of our 3D audio—graphic scene modeling method based
on sound process and activation profiles, which is published in [Ding et al| 2011].
Section discusses how we represent our new audio-graphic modeling method in
extended X3D through XML Schema, for the completeness. In Section we offer
a guideline of modeling audio—graphic scenes in extended X3D through an event

chain example. Finally, Section [5.6] gives the conclusion.

5.2 Technical points about X3D

We will discuss some technical knowledge about X3D in this section so as to
have a better understanding on why we choose X3D for representing our modeling

method and how we design the representation through this 3D format.

5.2.1 Related formalism

Among all the other 3D formats, there is one very similar to X3D, which is also
based on XML schema and able to represent rich 3D content, called COLLADA.

Both X3D and COLLADA support 3D graphics in an advanced level. However,
their applications and targets can be very different. X3D focuses on the visualization
of 3D assets within applications, while COLLADA focuses on the pipeline tool that
exports 3D content and assets from diverse modeling tools to an application. Note
that COLLADA is mainly used in the game industry.

So, X3D is more open to the future features that may used in a 3D visuallization.
Note that X3D especially supports spatialized audio, i.e., the audio—visual sources

can be mapped onto geometry in the 3D scene. Moreover, the extensionality of X3D
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allow us to integrate our concept of sound process modeling in X3D standardization,

for representing the 3D audio—graphic scenes.

5.2.2 XML Schema

An XML schema is a description of constraints on the structure and the content of
an XML document such as X3D. There are several languages available for specifying
an XML schema, one of which is defined by World Wide Web Consortium[| (W3C),
called XML Schema, also known as XSD (XML Schema Definition). Note that in
this thesis, XML Schema refers to the language of XML schema defined by W3C,
while XML schema refers to any XML schema language.

XML Schema is a successor of DTD, which is one of the traditional formalism
to express constraints on an XML language. W3C policy is to replace DTD by
XML Schemas, because they are (i) written in XML, (ii) extensible to any possible
features, and (iii) able to support XML namespaces. XML Schema is considered to
be a richer and more powerful XML constraint language. To specify the rules and
structure of our audio—graphic modeling in X3D, the XML schema of X3D needs to
be extended. In Section [5.4] we will see the design of the structure of the extended
X3D, while the extended XML Schema can be found in Appendix [B]

5.3 Audio—graphic modeling principles

In an audio-graphic scene, graphics usually contain visual information, while
sound often delivers auditive information that is relatively invisible and perceived
only when activated. Graphic and sounding objects are audio—graphic, when visual
and audio modalities are synchronized in time and space and when they share a
common process. Based on this point of view, we focus on the general method
for placing the sound sources in a 3D graphic scene and mapping them into sound
processes that are activated by parametric activation profiles when related audio—

graphic objects or events occur.

The method is determined as follows:

e BEach sound effector, or often called sound source, is situated at a single point

'W3C is the main international standardization organization for the World Wide Web. http:
//www.w3.org/
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of a geometry object in the 3D scene. Such a point is called sound point.

e Each sound point is linked to a sound process. Many sound points may be
assigned to the same sound process model, but they have individual sound

process instance.
e The activation level of a sound process is measured at an assigned sound point.

e The activation of sound processes and related parameters are determined by

profiles or maps that move in the 3D scene.

Take a sound made by leaves in the wind as an example that we have seen in the
implementation of scene in the previous chapter. Every leaf, or a unit of a group
of leaves, is supposed to be a sound point which is linked to a leaf sound process
model, and the wind is considered to be a kind of activation profile, represented as
a geometry object for example. When the wind profile moves through the leaves,
the leaf sound processes will be activated according to a kind of interaction between
them. We argue that such sound processes can be applied in most cases of audio-

graphic scenes.

The related concepts are briefly provided as follows:

Sound process :
Based on geometry information of audio—graphic objects, sound processes are
mapped in a 3D audio-—visual environment. They are activated by certain
parametric profile when corresponding audio—graphic objects occur. A sound

process is located at one point or many points in a group.

We define the sound process by three general parameters, identifier, model,
and activations. (i) identifier is a string type of parameter that identifies an
instance of a sound process. (ii) model is a string type of parameter, and it
refers to the class of the sound process running the instance. Such classes can
be leaf sound process, traffic sound process, rain sound process and so on. (iii)
activations is a vector parameter which contains a set of numbers between 0 to
1. These values determine the activation levels of the sound process. They are
general and applicable for most of the sound processes implementations. As
a result, we consider them as basic parameters for sound processes. Based on
the basic parameters, we specify additional concrete parameters for individual

sound process models. For instance, we may add an integer type of parameter
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namely impact material for rain sound process model, or add a floating—number

type of parameter namely car speed for traffic sound process model.

Note that the volume of the sound process is tuned by its individual sound

placement.

Sound sources and placement :
We assign sound processes to sound points in 3D scenes, e.g., we assign leaf
sound processes to leaves, or we assign rain sound processes to raindrops. A
sound source should be located at a sound point so as to associate itself with a
3D primitive or object. So, for a concrete scenario, one or more sound sources
should be linked to the same sound process model in order to emit sound
when the sound processes are activated by a certain profile. For example, all
the raindrops are linked to the same rain sound process, and each raindrop
is associated with a rain sound process instance. All these sound processes

instances are activated according to the corresponding activation profile.

The resulting sound usually covers a large space, as determined by confirmed
directivity information (see Figure 2 of Appendix However, only sound
point is where the sound processes activation level is measured. Each sound
point has an individual sound process instance that refers to a certain sound
process model, e.g., a sound point on a car is assigned to a car sound process

model, and its car sound process instance occurs when activated.

Activation profile :
Although the activation, as well as parameters of a sound process, can be all
set up through a global declaration, they are better to be provided by an
activation map or profile for a more interactive and sophiscated use |[Schwarz
et al.| [2011]. In this way, sound processes are associated with activation
profiles so that certain profiles activate sound processes when corresponding

audio—graphic objects occur.

An activation profile is in fact a lookup table used to access values as a func-
tion of the positions so as to determine the activation value at each sound
source/point’s location. It needs to be attached to a (possibly invisible) geom-
etry object so that it can move around in the scene to activate corresponding
sound processes (e.g., invisible wind in trees, a moving hand in leaves, or the

invisible excitation of a crowd).
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We proposed to define the activation profile by a parametric equation, which
expresses the coordinates of points of form as function of variable(s) called
parameter(s). We name it parametric profile. Note that an alternative, not
considered in our work, can be a mesh-based profile |Freed et al.| 2010]. The
mesh-based profile is determined by a specific mesh, in which every vertex

provides an activation value.

Parametric profiles :
We determine profiles by parametric equations (functions), which are named
parametric profiles. A graph of a function can be a line or a curve, such as
Gaussian—shaped function, which may derive to 2D and 3D geometry figures
by a regulated transformation, e.g., a rotation around x—axis/y—axis of a 2D
shape derives a 3D form. Such an approach for profiles generation allows us
to compose a great variety of complicated profiles, but only based on a basic

primitives with user—settable parameters.

So we consider to propose diverse basic profile functions (1D parametric pro-
file) which are able to derive 2D and 3D profile functions by regular revolu-
tions. The proposed 1D parametric profile functions (depicted in Figure 4 of
Appendix are defined by a distance to a reference point. They are linear
function defined by mindist and maxdist, delta function defined by mindist,
maxdist, middle, and width, and exscale function defined by mindist, mazdist,
and base (see details in [Ding et al| 2011]. To transform them to 2D or 3D
functions, it is necessary to use one of our proposed transformation methods:

revolution, extrusion, or interpolation (see details in [Ding et al.| [2011]).

5.4 Extended X3D representation

In [Ding et al.| [2011], we have briefly outlined an extended X3D representation
format defined in the framework of the Topophonie project. In the following, we
explain its complete detail and discuss our motivation of the design of the extended
structure and the new XML Schema design.

5.4.1 Representation of sound process

In X3D, the AudioClip and the MovieTexture are so far the only possible sound
sources (the former playing samples, MP3 or MIDI files) that we have found in the
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specification. As the subclasses of X3DSoundSourceNode, both elements, AudioClip and
the MovieTexture, have basic parameters that control an audio data or a movie data,

which can be referenced by a Sound node.

We therefore propose to extend the formalism by adding a new subclass of
X3DSoundSourceNode, named TPSoundProcess, which contains the attributes corre-
sponding to the sound process parameters listed in Section[5.3] Since TPSoundProcess
is a node at the same level as AudioClip and MovieTexture, it inherits the properties
from its super—class X3DSoundSourceNode node. TPSoundProcess is similar to AudioClip
that also contains the auditive properties such as pitch, start time, stop time, and
so on. Besides, TPSoundProcess supports “model” and “activation” attributes. The

default attribute DEF can be used as the parameter “identifier”.

The new class hierarchy of TPSoundProcess in X3D specification is depicted in

Figure 5.1

X3DNode

A

N

X3DChildNode

A

X3DTimeDependentNode ]

A

X3DSoundSourceNode

/ [

MovieTexture AudioClip TPSoundProcess

Figure 5.1: The proposed element TPSoundProcess inheriting properties from
X3DSoundSourceNode.

We present the complete XML Schema designed for our modeling method in Ap-
pendix [B| and an example of XML Schema for TPSoundProcess is as follows:

<xs:element name="TPSoundProcess">
<xs:annotation>
<xs:appinfo>
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<xs:attribute name="otherInterfaces" type="xs:string" <«
fixed="X3DUrlObject" />
</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexType mixed="false">
<xs:complexContent mixed="false ">
<xs:extension base="X3DSoundSourceNode">
<X§:sequence>
<xs:element ref="TPGeometryProfileContainer" /<
>
</xs:sequence>
<xs:attribute name="description" type="SFString"/>
<xs:attribute name="url" type="MFString" />
<xs:attribute name="model" type="MFString" />
<xs:attribute name="activation" type="MFFloat" />
</xs:extension>
</xs:complexContent>
</xs:complexType>
</xs:element>

5.4.2 Representation of sound source

The Sound, a subclass of the abstract X3DSoundNode class, represents the place-
ment of a sound source at a point location and its directivity and distance-based
attenuation. It could be the proper node which should be used to reference to our
extension of X3DSoundSourceNode, which is the sound process. However, Sound can
be referenced to only default nodes, such as AudioClips and MovieTexture, for sound
playbackﬂ, due to the regulation limited by a content model node SoundChildContent-
Model. So, we need to create a new element named “TPSound” based on Sound (see
Figure in order to contain our TPSoundProcess.

5.4.3 Representation of basic profile functions in 1D

We need to introduce a new complex type TPProfileFunction which inherits the
properties from x3dNode in order to represent the parametric profiles. This TPPro-

fileFunction needs to be an “abstract” class that can derive sub—type functions in 1D,

2See  X3D  encoding documentation http://www.web3d.org/x3d/specifications/
ISO0-IEC-19776-1.2-X3DEncodings-XML
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X3DNode
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X3DChildNode
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X3DSoundNode ] ------------- > SoundChildContentModel i

/ T g

Sound

L 2
[ MovieTexture | [ AudioClip | [ Protolnstance

TPSound

Figure 5.2: The proposed element TPSound extending X3DSoundNode.

2D and 3D, which can be defined as complex type as follows: TPProfileFunctionlD,
TPProfileFunction2D, addedand TPProfileFunction3D (see more details of TPProfileFunc-
tion2D and TPProfileFunction3D in Section [5.4.4). Since the functions in 2D and 3D
are transformed from the functions in 1D, we defined three concrete functions (lin-
ear function, delta function, and exscale function) mentioned in Section named

TPProfileFunctionLinear, TPProfileFunctionDelta, and TPProfileFunctionExscale (see Figure

53).

X3DNode ]

N

TPProfileFunctionLinear ] TPProfileFunctionDelta ]

TPProfileFunctionExscale ]

Figure 5.3: Profile function class hierarchy.

5.4.4 Representation of profile functions in 2D and 3D

According to the principles of our modeling method, one profile function needs

to be associated with a geometric object (ellipse, polygon, cylinder, sphere, mesh)
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that can move around in the scene. Such an object can be sometimes a complicated
and self-defined geometric object, i.e., a mesh that samples the profile, a 2D or 3D

color texture.

As a result, an activation profile is attached to a geometrical object which stands
for a container of the profile. This container could be 2D or 3D, and can move
around in our 3D scene. In our extension X3D schema (see Figure |5.4), we add a
TPGeometryProfileContainer element that will contain two child nodes corresponding
respectively to X3DGeometryNode and TPProfileFunction. The group ShapeChildContent-
Model allows the container to be any existing 2D or 3D geometry node or to create

a new geometry instance by IndexedFaceSet for example.

N

X3DNode

A

N

X3DChildNode

o

TPGeometryProfileContainer

», s K
....................................................................................................................

Figure 5.4: TPGeometryProfileContainer class hierarchy

As mentioned previously, due to the fixed regulation by a content model node
SoundChildContentModel, Sound cannot be used to reference to a TPSoundProcess. As
a result, we created TPSound. And in order to reference to TPSoundProcess, TPSound
needs to be regulated by a new content model node, named TPProfileFunctionModel.
In other words, the TPProfileFunctionModel in TPGeometryProfileContainer works as the
SoundChildContentModel in Sound, so that TPProfileFunctionModel contains all the mod-
els of profile functions which are classified by dimension (TPProfileFunctionModel1D,
TPProfileFunctionModel2D, TPProfileFunctionModel3D). Every model contains different
profile functions (for example, TPProfileFunctionModellD contains the TPProfileFunc-
tionlD type of elements, such as TPProfileFunctionLinear, TPProfileFunctionDelta, and
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Figure 5.5: An example of event chain for an audio—graphic scene

TPProfileFunctionExscale).

5.5 X3D audio—graphic modeling

We have seen all the concepts and definitions about our modeling method, as
well as the extended standard of X3D for adapting such ideas in the the above
discussions. Now we present a guideline of how to realize the general audio—graphic

modeling in X3D through an event chain design of the “tree in the wind” example.

In X3D, the audio—graphic scene is generated with an event chain linked by the
connection node ROUTE. We introduce here one general event chain (see Figure [5.5)
that simulates a wind profile moving in the X3D scene to activate the sound process

when wind profile meets the sound sources (leaves).
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The procedure of the event chain is explained as follows:

1. First of all, the X3D scene will have a sensor to activate the movement of
wind profile. The TouchSensor is one example of sensor, and the TouchSensor
is activated when a pre-defined area is clicked, and the activation time is

recorded.

2. The TouchSensor outputs the activation time (mentioned above) to next sensor

which is TimeSensor.

3. The TimeSensor then outputs the changed fraction (according to the passing

time until activation time of TouchSensor) to the Positionlnterpolator.

4. The Positionlnterpolator begins to change its value according to its interpolator
pre-definition. And the changing value will be sent to the transformation of the

wind profile, then the wind profile will move according to the Positionlnterpolator.

5. We declare an external prototype named RelativeProximitySensor to simulate the
detection of the collision between objects. The computation of this simulation
prototype is defined in another X3D file. Every sound source should be as-
sociated with a RelativeProximitySensor instance. RelativeProximitySensor detects
whether the sound source enters in the wind profile, while the according sound

process will be activated when the sound source enters in the wind profile.

5.6 Discussion and conclusion

In this chapter, we have presented the principles of a new modeling method of
audio—graphic scenes based on the concept of sound process. Moreover, we have ex-
tended the standard 3D file format, X3D, to represent audio—graphics scenes based
on our modeling method, since the traditional sound elements in X3D is not refined
enough for a complex information-exchange between the audio and graphical pro-
cesses. We also provide a general guideline for the application of our audio—graphic

modeling based on sound process.

Our contribution of this work is that we generate new knowledge and further
understanding of audio—graphic modeling framework through an XML based for-

malism. Because of the complication of auditory event under different conditions,
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we cannot realize all situations or scenarios. Nevertheless, thanks to the extension-
ality of X3D, the Topophonie extended X3D schema can be further extended in the
future to take in charge additional constraints, which, we believe, will include the

audio—graphic LOD selection features.
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Evaluation of crossmodal perception
on multi-LOD system
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Chapter 6

Design and evaluation of
audio—visual LOD system

In this chapter, we focus on the investigation of the role of crossmodal LOD
audio—graphic scenes. Our work attempts to discover the crossmodal perception
phenomena and interactions based on multi-modal LOD. We begin with the question
of how to jointly represent the scene objects at different LODs in both visual and

audio modalities for doing so.

We have tried two approaches for rendering GSLODs. The first approach is based
on an impostor method for both GLODs and SLODs, while in the second approach,
we use mesh simplification techniques for generating GLODs. We chose these two
approaches so as to cover the most common methods of GLODs used in computer
graphics. To evaluate the impact of GSLODs on the first approach of rendering, we
used psychophysical methods for designing perceptual experiments. In the following
sections, we will present the GSLOD rendering based on an impostor method and

also the perceptual evaluation of GSLODs.

6.1 Approach

In our work, we are interested to investigate how the scene objects can be jointly
represented at different LODs in both visual and audio modalities. In our recent
work |[Ding et al| [2011], we define a graphic object that makes or has sound as
an audio—graphic object. Note that the location of an audio-graphic object usually
coincides with the sound source location. Here, our approach for multimodal LOD

is simple: we represent the graphic objects through GLOD generation, and repre-
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sent the audio—graphic objects (originated from the graphic objects) through SLOD
generation. GLODs and SLODs are pre-generated respectively by using k-means
clustering algorithm. Since GLODs and SLODs are designed to be paired at each
LOD, we call a GLOD-SLOD pair GSLOD. According to the distance between the
observer and the objects, the appropriate GSLOD is selected for audio—graphics
rendering.

We developed a realistic audio—graphic tree scene with wind-based motion and
sound generation. Two separate but dependent engines were determined for render-
ing graphics and sound: Graphics Engine for graphics rendering supporting GLOD
selection, and Audio Engine for sound rendering and SLOD selection. A preprocess-
ing stage is conducted respectively for GLOD and SLOD generation by k-means
clustering algorithm as mentioned previously. Figure [6.1] shows the schema and
functionality of the audio—graphics engine and preprocessor. In this figure, TAE is
an Interactive Audio Engine that was developed by IRCAM partner for corpus-based
sound synthesis and SLOD generation, while Woody3D[T]is an open source real-time
animated 3D tree modeling and real-time rendering tool which provides an API (Ap-
plication Programming Interface) functionality for permitting programmable access
to the tree geometry. Based on Woody3D, we developed a Graphics Engine which
accomplishes the GLOD selection and rendering. The Graphics Engine has another
important task which is to calculate the sound parameters based on geometry and
motion data. By receiving the OSC (Open Sound Control) messages containing
sound parameters that are calculated in the Graphics Engine, the Audio Fngine

performs the SLOD selection and rendering.

6.1.1 Corpus-based sound synthesis

IAE engine generates an up-to—date sound and SLOD based on corpus—based
sound synthesis, which has been briefly mentioned previously in Section|1.3.1} Such a
novel sound synthesis technique is applied in our implementation for audio rendering,

since it is appropriate for rendering granular audio scene such as tree(s).

Corpus-based concatenative sound synthesis (CBCS) [Schwarz 2007] is a recent
method for offline or real-time procedural generation of audio, used in sound design,
music composition and performance, and also interactive multimedia applications

such as environmental sound texture synthesis |Schwarz and Schnell| 2010]. It can be

Thttp://www.woody3d.com/
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Figure 6.1: Audio—-Graphics Engine and GSLOD Preprocessor

seen as a content-based extension of granular synthesis according to audio descriptor

analysis.

Corpus-based sound synthesis systems build up a database of pre-recorded or
live-recorded sound by segmenting them into units, usually of the size of a note,
grain, phoneme, or beat, and by analysing them for a number of sound descriptors,
which describe their sonic characteristics. These descriptors are typically pitch,
loudness, brilliance, noisiness, roughness, spectral shape, etc., or meta-data, such as
sound source class, labels, etc., that are attributed to the units. These sound units
are then stored in a database (the corpus). For synthesis, units are selected from the
database that are closest to given target values for some of the descriptors, usually

in the sense of a weighted Euclidean distance.

The selected units are then concatenated and played, after some possible sound
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transformations such as pitch and amplitude change, filtering, and so on.

6.1.2 Sound process modeling

When audio—graphic objects occur in a scene, visual and audio modalities are
synchronized in time and space such that the audio—graphics objects share a common
process for both modalities. In an audio—graphic scene, the graphics information is
often visualized to viewer, while the audio information is relatively invisible and
perceived only when activated. Different from work on acoustics [Tsingos et al.
2001] or sound synthesis [O’Brien et al.| [2002], our work is focused on how to place

the sound sources in a 3D scene.

In the example of sound made by leaves in the wind, we assume that every leaf
is a sound point which is linked to a sound process, and the wind can be depicted
as a kind of profile. When the wind profile moves through the leaves, the sound

processes will be activated.

We treat our tree Audio Engine as a collection of independent sound processes,
that are controlled by activation profiles. In the tree scene example, one sound
process takes care of the audio rendering of the whole tree, and the activation level
corresponds to the strength of the wind. The activation level also activates the

movement of branches in a combined audio-graphic process |Schwarz et al| 2011].

6.1.3 Impostor/Image—based GLOD

The GLOD for tree is defined in a preprocess before rendering. To coherently
integrate with the idea of SLOD [Schwarz et al| [2011], of which we will see more
details in Section [6.1.4, we established three GLODs in our case:

GLOD1 foreground: the most detailed presentation of granular objects. They
should be the original geometry and sound of the audio—graphic objects. Every
granular object is presented as the smallest unit. In our tree example to be
introduced below, for instance, one granular object is a textured quadrilateral

that contains the smallest group of leaves.

GLOD2 middle ground: the less detailed presentation of object groups. They are
presented based on the granular objects in GLOD1. A clustering method can

112



6.1. APPROACH

be applied for grouping objects, for example, and every resulting cluster can

be placed by a new coarser primitive/object.

GLOD3 background: the coarse object presentation, which may be obtained by
the same grouping process as GLOD2 but with a smaller number of resulting

clusters.

In practice, we made a realistic 3D tree animation based on a commercial tree
engine Woody3D. We applied the k-means clustering algorithm on quadrilaterals for
grouping them so as to generate GLOD2 and GLOD3. Naturally, leaves are consid-
ered as audio—graphic objects, then the GLOD1, which is the full-detail rendering,
here should be the textured quadrilaterals of the smallest unit of leave groups, as
mentioned above. We chose the k-means clustering algorithm to group the quadri-
laterals, because it is simple and efficient for data partition in space. And it allows
us to easily control the desired number of quadrilaterals for a simplified representa-
tion. With the numbers of clusters (re-grouped leave quadrilaterals) freely chosen
for GLOD2 and GLOD3, the Graphics Engine pre-performs two times the k—means
clustering algorithm on granular objects in order to have those three levels of detail
for graphics. For example, based on approximately 1120 quadrilaterals for GLODI,
we chose 700 quadrilaterals and 350 quadrilaterals as numbers of clusters for k-
means clustering algorithm for generating GLOD2 and GLOD3 (see Figure [6.2)).

Typically, our GLOD preprocessing is known as the discrete LOD approach |Lue-
bke et al.| [2002], so at run time the more distant the object, the coarser its LOD.
This discrete LOD framework is often applied in real-time 3D applications such as
video game, and in our work such GLODs can be simply combined with SLODs
which also use the distance as LOD selection factor. We present, the technique for
SLOD rendering in Section [6.1.4]

In Figure[6.3] the three screenshots, from top to bottom, show the tree geometry
without (on the left) and with (on the right) texturing in GLOD1 (on the top),
GLOD2 (in the middle), and GLOD3 (on the bottom), respectively. Note that the
branches are not relevant for audio—graphic objects, so they are in full detail render-
ing whatever the selected LOD is. Specifically, we have 1120 textured quadrilaterals
in GLOD1 for the tree, and by applying two times the k-means clustering with de-
sired input cluster numbers, we obtain 700 and 350 new quadrilaterals for GLOD?2
and GLOD3, respectively.
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Figure 6.2: GLODs generation by k-means clustering

The new quadrilaterals used to replace the grouped quadrilaterals are naturally
larger than the initial ones. As a result, we chose three different sizes of quadrilaterals
for GLOD1 to GLOD3, which are 420 x 210, 512 x 256, and 768 x 384. The textures
used for different GLODs are also different since the higher the LOD the more
leaves are represented in the texture. The texture of dimension 420 x 210 used for
GLOD1 contains forty leaves in the image, which makes 1120 x 40 = 44800 leaves
in total for one quadrilateral. The two other textures of dimension 512 x 256 and
768 x 384 for GLOD2 and GLOD3 represent respectively 64 and 128 leaves (see
Figure . Consequently, we have almost the same number of leaves represented
at every GLOD. The tree may have few changes in foliage intensity at different
GLODs even though we have carefully kept the same number of leaves at each
LOD and made fine regrouping result. And in Figure [6.3] we can perceive that few
visible changes in foliage intensity of our GLODs have occurred from our GLODs

generation.

The animation of leaves and branches is realized through a simulated wind pro-

ducer mechanism in the Graphical Engine, which calculates the wind intensity lev-
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Figure 6.3: The tree scene in three GLODs.

Tree geometry without (left) and with (right) texturing represented in GLOD1 (top),
GLOD2 (middle) and GLOD3 (bottom).
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Figure 6.4: The textures for three GLOD.

e B TR

From left to right, the three textures are used on the quadrilaterals for GLOD1, and
GLOD2 and GLOD3, respectively.

els and wind direction for every textured quadrilaterals and branches according to
time and wind dynamics. In each frame, the wind intensity values and wind di-
rection are updated by a parameterized randomizer using a time value. The wind
intensity values range from 0.0 to 1.0 (corresponding to 0 to 100 mph or 0 to 160
km/h). According to these real time wind intensity values and wind directions, the
leaves/quadrilaterals are updated in real time with wind—caused movement. For
graphics rendering, the wind intensity and wind direction define the leave motion;
and for audio rendering, all wind intensity values at every quadrilateral may be
considered as a sound activation profile so that it defines exactly the activation of
sound. As a result, such a sound activation profile generalized by wind intensity
values is geometrically a point cloud of tree leaves/quadrilaterals. Each intensity
value and its relevant quadrilateral’s coordinates are sent to the Audio Engine in

order to generate the real time SLOD corpus-based sound.

6.1.4 Impostor SLOD and integration

To our knowledge, the study of LOD for sound rendering is not as popular in the
sound synthesis research community as that in computer graphics. In our recent
work [Schwarz et al.| 2011], we introduce a new technique for SLOD rendering. The

SLODs are selected according to the distance factor below:

SLOD1 foreground: individually driven sound events and sound behaviors. When
we are very close to an audiographic cluster, for example consider rain drops

on tree leaves, each drop collision should be heard and seen individually.

SLOD2 middle ground: group-driven sound event, statistical behaviors. Above a

certain density of events, when they can hardly be isolated any more, they
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play stochastically, according to a sound behavior preset. This limit is passed

when sources are farther than a certain distance from the listener.

SLOD3 background: sound impostors. Even further away, sources can be simply
rendered by continuous audio impostors such as audio files, or take advantage
of the scene depth partition or spatial clustering knowledge to dynamically mix
groups of procedural impostors according to the view point and the evolution

of the scenario.

The distance between the sound source and the listener is used as the selection
factor for SLOD. Since in the tree audio-graphical scenes the listener and the viewer
are the same, the distance becomes the common selection factor for both GLOD and
SLOD. In practice, we chose to make GLOD and SLOD paired matching. A simple
connection of the three levels for SLOD and three graphic levels of detail should
be very appropriate. Consequently, the SLOD foreground is associated with the
GLOD1; the SLOD middle ground is associated with the GLOD2; and the SLOD
background is associated with the GLOD3.

In most cases, sound objects and graphics objects are related in time and in space,
so called audio—graphic objects, as a sound source is always situated in a graphic ob-
ject or a group of them. Therefore, we consider that in an audio—graphics system,
either the audio engine controls the graphical engine or the other way around. Con-
cretely, when graphical engine controls, it is not only used for GLOD generation and
graphics rendering but also used to calculate the information sending to audio en-
gine for generating SLLODs sound. When qudio engine controls, it generates SLOD
sound and calculates information for graphical engine to generate GLODs. In our
work, the Graphical Engine has control over the GSLOD selection. Specifically, it
performs both GLOD rendering and GLOD&SLOD selection, as well as indispens-
able parameterization for SLOD rendering in Audio Engine. It sends data such as
cluster (sound source) sizes, cluster centroids and wind intensity (see Section [6.1.3)

to the Audio Engine which can then produce real-time SLOD sound.

6.1.4.1 Implementation of the audio engine and the corpus

The Audio Engine used in our work is a granular and corpus-based engine TAE,
developed as a cross-platform C++ library, integrated in Max/ MSPE], Unity3D and

Max/MSP is a musical software that allows programmable sound synthesis. http://
cycling74.com/products/max/
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iOS. TAE realizes corpus-based sound synthesis as mentioned in Section and
generates SLOD sounds with the data sent by the Graphical Engine.

The sound corpus is constituted from recordings of various types and sizes of tree
branches, realized in a recording studio by agitating and manipulating the branches
in multiple ways. These raw recordings are then combined into a sound corpus and
automatically segmented into equal-sized units of 500 ms without any manual post-
processing except de-rushing and trimming. The size of the units has an effect that

the fine temporal structure of the leaves’ rustling is kept in contact.

Since we have used a kind of audio descriptors, the corpus can be accessed by
wind intensity loudness descriptor which allows to specifically play the segments
corresponding to a certain agitation of the branches, convincingly representing the

rustling of the leaves at a certain wind intensity.

Moreover, because of the richness of the corpus, the granular re-synthesis gener-
ates a varied, never repeating sound texture, that is nevertheless precisely control-
lable in its sound character.

Figure [6.5shows the interface of IAE that allows to load raw recordings, and gen-
erates on demand corpus sounds according to SLOD and tree location with reference

to observer. It is an developable interface integrated in Max/MSP.

6.1.4.2 Sound impostors

As one tree branch roughly corresponds to what is represented in the GLODI1
texture, one audio source played from this corpus represents SLODI1. In order to
generate sound impostors |[Schwarz et al., 2011| for SLOD2 that are not just fixed
samples but remain dynamically controllable, we record 10 seconds of a mix of four
SLOD1 audio sources, at 10 different levels of activation, equally spaced between

the minimum and maximum wind intensity.

These 10 recordings then form the source material for an SLOD2 corpus that is
accessed by activation only, but the granular playback is parameterized with a large
random variation of the playback position, thus generating a never-repeating sound
texture for each activation level that encompasses the sound of a group of four tree

branches.

For SLOD3, the same procedure is used, recording 10 seconds long sound impos-

tors generated from four audio sources of SLOD2, for 10 levels of activation. The
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Figure 6.5: TAE developable interface integrated in Max/MSP.
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Figure 6.6: A tree rendered in GSLODI.

On the top is the tree in image, and on the bottom is the tree sound waveform.

waveforms of audio sample in each SLOD are showed in Figures [6.6] [6.7, and [6.8

As the tree graphics contains about 44800 leaves in total, we have considered that
512 sound sources were selected for SLOD1, 128 sources for SLOD2, and 32 sources
for SLOD3 so as to maintain an approximately equal number of leaves in audio
simulation as well as in graphics. The configuration of GSLOD is given in Table[6.1]
The preprocessing also pre-performed three times k-means clustering by clustering
the granular objects (1120 quadrilaterals) into 512, 128 and 32 clusters based on
the information of tree geometry. Besides, by calculating real-time wind intensity
for each cluster, the Graphics Engine sends the appropriate real-time parameters
to Audio Engine for generating SLOD sound, as mentioned previously. Such a
crossmodal pairing of GLOD and SLOD, is thus called GSLOD. We show three
GLODs and their paired three SLODs in Figures [6.6] [6.7] and [6.8] respectively.
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Figure 6.7: A tree rendered in GSLOD2.

On the top is the tree in image, and on the bottom is the tree sound waveform.
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Figure 6.8: A tree rendered in GSLOD3.

On the top is the tree in image, and on the bottom is the tree sound waveform.
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GLOD SLOD

k-means clustering algorithm wused | k-means clustering algorithm used
to build the granular objects (leave | to build the audio-graphics objects
quadrilaterals). (sound sources).

GLODI1: SLOD1:

o 1120 quadrilaterals o 512 sound sources

o Texture: ~ 40 leaves o Source: 1 impostor
o Total: =~ 44920 o Impostor: 80 ~ 100 leaves

o Total: 40960 ~ 51200

GLOD2: SLOD2:

o 700 quadrilaterals
o Texture: ~ 64 leaves

o Total: =~ 44800

GLOD3:

o 350 quadrilaterals
0 Texture: ~ 128 leaves

o Total: =~ 44800

o 128 sound sources
o Source: 4 impostors
o Impostor: 80 ~ 100 leaves

o Total: 40960 ~ 51200

SLOD3:

o 32 sound sources
o Source: 16 impostors
o Impostor: 80 ~ 100 leaves

o Total: 40960 ~ 51200

Table 6.1: Configuration of GLOD and SLOD
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6.2 Experiment

Based on Approach I (see Section , we have performed a perceptual experi-
ment by using a method of limits which is to find the discrimination thresholds, in
order to explore the role of crossmodal LOD in audio—graphic scene for perceptual
discrimination. Inspired from the experimental design of LOD in 3D tele-immersive
video |Wu et al. [2011], we used in our experiment the ascending approach for
method of limits, which is one of the traditional experimental methods [Geschei-
der| |1997] to investigate the limit of perception (i.e., discrimination thresholds) for
different LOD conditions depending on purpose. Such an experimental method is
well suited for audio stimuli and graphic stimuli respectively, and we believe that
it should be also well suited for audio—graphic stimuli, since the audio and graphic

events are synchronized both in space and time.

In experiments, participants were asked to judge whether the test stimuli (GLOD2
/ GLOD3 / SLOD2 / SLOD3 / GSLOD2 / GSLOD3) are different from correspond-
ing reference stimuli (GLOD1 / SLOD1 / GSLOD1), respectively. A succession of
test stimuli with increasingly varied intensity are judged by participants in order to
assess the Just Noticeable Difference (JND) of stimulus intensity. Empirically, one
stimulus intensity is supposed to be confirmed as a threshold when it is judged to
be “different” from a reference at a probability of p = 50% across different users and

different trials.

6.2.1 Method of limits

The method of limits is one of the three classical psychophysical methods for
testing participants’ perception of stimulus detection and discrimination. Note that
the other two are the method of constant stimuli and the method of adjustment.
In psychophysics, the method of limits is usually used in perceptual experiments to
evaluate a detection or discrimination threshold of the experimental stimuli, such as
pure tones varying in intensity or lights varying in luminance. Typically, a detec-
tion /discrimination threshold is considered to be the point at which a test stimulus
can be judged to be different from the reference stimulus above a given frequency.
The often used probability p is 50% [Gescheider| [1997|. The participants are pre-
sented the appropriate stimuli from lowest to highest intensity (ascending method)

or reverse (descending method). After each trial (reference stimulus and test stim-
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ulus), a participant answers whether he/she perceives the difference, and one series
of trials ends once he/she perceives the difference or when all the stimuli are shown.

The procedure of an ascending method for one series is described below:

1. A series begins with a stimulus intensity well below threshold (by conjecture).
2. Stimulus intensity is increased using small steps until it reaches a given limit.

3. In each trial the participant responds whether he /she can perceive the stimulus

or difference between stimuli.

4. An individual threshold for this series/participant is estimated at the moment

the participant finds/perceives the stimuli, and then this series ends.

After all series of trials are done, the final detection/discrimination threshold
should be the one with the probability equal to 50%.

6.2.2 Participants and apparatus

We have invited 26 people with normal or corrected vision and normal hearing,
aging from 20 to 35, to participate our experiment. During the experiment, par-
ticipants were provided with a Dell flat panel LCD monitor display with resolution
of 1600 x 1200 pixels and a Sennheiser HD headphone. In a sound-proofing room,
participants sat 0.5 meter away from the monitor and were equipped with head-
phones. The graphics is programmed in OpenGL and C+-+ with 45 degrees as fovy,
% as aspect and 0.1/1000 as zNear/zFar. The window size for presenting graphics is
1600 x 1200.

6.2.3 Stimuli

Empirically, when an object is farther, it is more difficult to perceive the detail,
which is one of the main principles of LOD. We used the ascending method of limits
by reducing the distance (between observer and observed objects) from far enough
to near enough in order to get a succession of ascending stimulus intensity. However,
distance step is difficult to estimate. We decided to choose a small enough step—size

to have sufficient stimulus intensities in image—space defined distance.

To ensure the beginning stimulus intensity is well below the threshold, we started
from a far enough distance so that the pixel height of tree is about 30.0. In the next
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stimulus, we increased by 30% the pixel height. We used the same step size on the
continuous stimuli to make sure that the tree pixel height in current stimulus is
30% smaller than the one in next stimulus (see Eqn. (6.1]), where n indicates the
n—th stimulus) until the distance is near enough to have 908.6 as pixel height of
tree. Consequently, we have 14 distances that make 14 pairs of stimulus (reference

stimulus vs. test stimulus) for each condition.

Pizel _height, = 30.0 x (1 +30%)"* (6.1)

We also included identical stimuli, i.e., reference stimulus paired with itself. The

purpose is to check whether participants discriminate identical stimuli.

6.2.4 Procedures

Similar to the experiment performed in [Wu et al., [2011], our approach is to
ask each participant whether he/she finds the test stimulus different from the ref-
erence stimulus. The experiment follows the ITU-R BT.500 standard [[TU| |2009].
Every stimulus, which is a section of tree animation in mono-modality (audio/visual
modality) or in multi-modalities (audiovisual modalities), lasted 8 seconds. Between
a reference stimulus and corresponding test stimulus, there is a pause of 2 seconds
(white and mute scene). 26 people with normal or corrected vision and normal
hearing, aging from 20 to 35, have participated our experiment. They answered the

question after each pair of stimuli (reference and test stimulus).

We consider that the distance is the factor that determines the limits of per-
ception for GLOD, SLOD and GSLOD (see Section [6.2.3). Therefore, the experi-
ment contains six test conditions, GLOD2, GLOD3, SLOD2, SLOD3, GSLOD2 and
GSLOD3. And in each condition, the stimulus intensity is varied by reducing the
distance between the observer and the tree object. The corresponding reference stim-
uli used to compare with test stimuli are GLOD1, SLOD1, and GSLOD1. We also
have mixed up three conditions of identical stimuli, which are conditions GLOD1
vs. GLODI1, SLOD1 vs. SLOD1, and GSLODI vs. GSLODI (see Table[6.2). In
practice, every participant would test all these 9 conditions, and the 9 conditions

were never showed in the same sequence to each participant.

In Table[6.2] the conditions GLODI vs. GLOD2 and GLODI vs. GLOD3 were

the tests of visual modality in GLOD. In these experimental conditions, participants
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Condition 1 GLODI1 vs. GLOD2
Condition 2 GLODI1 vs. GLODS
Condition 3 SLODI1 vs. SLOD2
Condition 4 SLOD1 vs. SLODS
Condition 5 | GSLOD1 vs. GSLOD2
Condition 6 | GSLODI1 vs. GSLODS
Condition 7 GLOD1 vs. GLOD1
Condition 8 SLODI1 vs. SLOD1?
Condition 9 | GSLOD1 vs. GSLOD1

Table 6.2: Conditions

only see the graphics and there is no sound present in the scene. The reference stimuli
are always in GLODI1 at appropriate distance, and test stimuli are in GLOD2 and
GLOD3, respectively. Participants answer whether they perceive difference after
observing each pair of stimuli (reference stimulus and test stimulus). The conditions
SLODI1 vs. SLOD2 and SLODI1 vs. SLODS3 are the tests of audio modality in
SLOD. In these parts of experiment, participants hear sound but do not see graphics.
Similar to visual modality conditions, the reference stimuli are in SLOD1, while the
test stimuli are in SLOD2 and SLOD3, respectively. And the conditions GSLOD1
vs. GSLOD2 and GSLOD1 vs. GSLODS are the tests of audiovisual modalities in
crossmodal LOD. The reference stimuli are in crossmodal LOD1, so called GSLOD1,
and the test stimuli are in GSLOD2 and GSLOD3, respectively. Note that GLOD1
vs GLOD1, SLOD1 vs. SLODI1, and GSLOD1 vs. GSLOD]1 are the three conditions
of identical stimuli.

As mentioned previously, we applied an experimental procedure which is referred
to the ascending method |Gescheider| [1997]: the procedure ends up when the par-
ticipant finds the difference between the reference stimulus and the test stimulus,
and the stimulus intensity where the discrimination happens is then recorded. The
procedure can also end up anyway after the last pair of stimuli, if one participant
cannot find difference during one whole procedure. In practice, for each condition,

14 pairs of stimulus are supposed to be presented to participants from far to near
(see Figure[6.9).

Table is a sample form for logging the answers of a participant. The first
row in Table indicates the labels signifying 14 pairs of stimulus. And the first
column indicates the conditions. The remaining cells are used to record the answers.

“wo»

D means “different”; S means “similar/same”. The sign means no answer, when
b) )
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Figure 6.9: The procedure of experiment for the Approach I

S14 Sti4

Sr1/Sr14 signifies the reference stimulus at the first/14th distance; Sy /S;14 signifies
the test stimulus at the first/14th distance; S,, signifies the white scene or mute
scene; D/S indicates different/same for the answer of participant; End means the
condition ends here; 8s/2s indicates the scene lasts 8/2 seconds.

the procedure ends in advance by an answer “different”.

112134 |5(6]7]|8 13 | 14
GLOD1vs. GLOD2 |S|S|S|S|D |~ ||~ - | -
GLOD1vs. GLOD3 |S|S|D| |- |||~ - | -
SLOD1 vs. SLOD2 S|S|S|S|D|—-|—-|~- - | -
SLOD1 vs. SLOD3 S|S|D| | —-|—-|—-|~- - | -
GSLOD1 vs. GSLOD2 | S|S|S|S |D| ||~ - | -
GSLOD1 vs. GSLOD3 | S |S| S |D| —| ||~ - | -
GLOD1vs. GLOD1 |S|S|S|D |~ |||~ - | -
SLOD1 vs. SLOD1 S|S|S|S|S|[S|S|S S| S
GSLOD1 vs. GSLOD1 [S|S|S|S|S|S|S|S D

D/S : stands for the answer whether participant finds the test stimulus different
from the reference stimulus. “D” indicates different and “S” indicates same/sim-
ilar.

Table 6.3: A sample table for logging the answers of each participant

6.2.5 Analysis and evaluation

For each condition, we obtain the percentage of people who find difference be-
tween the reference stimulus and test stimulus at each stimulus intensity. By compar-
ing the percentages between selected conditions, we will see the interaction between
different LODs in auditory or/and visual modalities. And based on these percentages
data, we can also find the discrimination thresholds for each condition on which we

may also evaluate the capacity of crossmodal LOD in the sense of perceptual study.
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In the following sections, we will infer the perception—related facts on crossmodal
LOD based on data obtained from the experiment, by comparing data between test

conditions.

6.2.5.1 Identical stimulus

First, we show the results of three conditions of identical stimuli in Figure [6.10]
We see that, for all the conditions of identical stimulus, most participants insist on
always finding difference from a certain stimulus intensity. This might explain that
some kind of false memory /recognition |Brainerd and Reyna [2005] exists in our

case.

Figure 6.10: Discrimination for the conditions of identical stimulus.

1.1

1.0 -
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0.2r

0.1 ¢

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
—o- SLOD1 vs. SLOD1

-3~ GLOD1 vs. GLOD1

-~ GSLOD1 vs. GSLOD1

y-axis is the percentage of people from 0 (0%) to 1.0 (100%) who find difference.
x-axis is the stimulus intensities. On the x-axis, the label 1 to 14 indicate the 14
distances (stimulus intensity) from far to near; label 15 indicates the percentage of
people who find the difference at any stimulus during the whole procedure of one
condition. The curve with circles (in blue) is the result of SLOD1 vs. SLODI; the
curve with squares (in red) is the result of GLOD1 vs. GLODI; the curve with
triangles (in green) is the result of GSLOD1 vs. GSLODI.
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Figure[6.10]shows that all (100%) participants found differences between identical
stimuli somehow in the condition SLODI vs. SLODI, while 73.08% and 88.46% of
the participants found difference in the condition GLOD1 vs. GLOD1 and GSLOD1
vs. GSLODI, respectively. This unexpected phenomenon might be due to the dif-
ficulty of clarifying and memorising such animations (leaves movement and sound),
and it seems that the difficulty for sound is more obvious than that for graphics
in our case. This difficulty may be the reason that people made source monitoring

error [Johnson et al.| [1993], leading to the false alarms of discrimination.

The ascendant curves indicate that even in the case of identical stimulus, peo-
ple attempt to convince themselves that with increasing stimuli intensity they will
eventually find the difference between some reference stimulus and test stimulus.
Despite of the false memory, we can see that in the condition of GSLOD1 (GSLOD1
vs. GSLOD1), the percentage of people at all stimulus intensities is generally smaller
than that in the condition of SLOD2 and larger than that in the condition of GLODI.
It means that perceptual discrimination becomes stronger in the audio—graphic case
where sound provides stronger discrimination than graphics does, compared to the
sole graphics case. In other words, the crossmodal modalities neither increase nor
decrease the ability of discrimination than mono-modality, and it makes the inter-

mediate result of both mono-modality.

6.2.5.2 LOD2 conditions

Here, we show the result of three conditions of LOD2 | i.e., SLODI vs. SLOD2,
GLOD1 vs. GLOD2, and GSLODI1 vs. GSLODZ2 in Figure respectively.

Figure [6.11] also shows the ascendant curves, which are expected in the coarser
LOD. Specifically, from the stimulus 1 to 3 on x-axis, the GSLOD2 generally has the
largest percentage than both GLOD2 and SLOD2, and its curve is closer to the curve
of SLOD2. On the contrary, from the stimulus 8 to 14, the curve of GSLOD?2 is closer
to GLOD2. In the rest, GSLOD?2 is in-between GLOD2 and SLOD2. However, at
the starting stimuli, the percentages are around 50%, which make sense since they
indicate the location of threshold. So, it means that around the starting stimuli
where the perceptual discrimination is weak, GSLOD2 makes weaker discrimination
than the other two. And then when stimulus intensity increases, GSLOD2 makes
intermediate result compared with the other two. In other words, the crossmodal

LOD2 does increase the perceptual discrimination.
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Figure 6.11: Discrimination for the conditions of LOD2.

Something interesting here is that in the condition of GLOD1/GLOD2 and also
in the condition of GSLOD1/GSLOD2, there are 88.46% of participants who found
difference at some stimulus intensity. This means that 11.54% of them cannot find

any difference during the whole procedure.

6.2.5.3 LOD3 conditions

The discrimination result for conditions of LOD3 is given in Figure[6.12 Clearly,
the curve of GSLOD3 is closer to SLOD3, and GSLOD3 also has the largest percent-
age than those of SLOD3 and GLOD3 at starting stimulus. So, the same conclusion
as that in the LOD2 conditions can be drawn, i.e., the crossmodal LOD3 will in-
crease the perceptual discrimination when compared with monomodal GLOD3 and
monomodal SLOD3.

Note that the discrimination is interpreted as a measurement of perceived quality.
One can see that the GSLOD does not provide a higher quality than monomodal
LOD. This conclusion is a contrary to the result of [Bonneel et al.| 2010] which are

specifically concerned about perceived material quality.

We also provide the box plot for the stimulus intensity (see Figure [6.13]). The
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Figure 6.12: Discrimination for the conditions of LOD3.

median indicates the average stimulus intensity at which participants begin to find
the difference between reference stimulus and test stimulus. One can see that the

box plot also indicates the same observation as we noticed above.

6.2.5.4 Thresholds

From the precise percentage result for all stimuli in Figure m (the table), we
can identify some thresholds for LODs. In Figure[6.14] the first column signifies the
14 distances and the case that one can find difference at any stimulus for a condition.
C1 to C9 refer to the conditions SLODI vs. SLOD1, GLODI1 vs. GLOD1, GSLOD1
vs. GSLODI1, SLOD1 vs. SLOD2, GLODI1 vs. GLOD2, GSLODI vs. SLOD2,
SLODI vs. SLOD3, GLOD1 vs. GLODS, and GSLOD1 vs. GSLODS, respectively.

Suppose that the practical probability for the threshold is 50%, we can see from
Figure that the threshold of GSLOD is always at lower stimulus intensity,
compared to those of GLOD and SLOD.

e The threshold of GLOD2 could be between the stimulus 5 (with probability
61.54%) and the stimulus 4 (with 42.31%). The threshold of SLOD2 could
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Figure 6.13: Box plot for the 9 conditions

be the stimulus 2 (with 53.85%). And the threshold of GSLOD2 could be
between the stimulus 2 (with 53.85%) and the stimulus 1 (with 42.31%). It

shows that GSLOD?2 increases the perceptual discrimination when compared
with individual GLOD2 and SLOD2.

e The threshold of GLOD3 could be the stimulus 2 (with probability 61.54%).
The threshold of SLOD3 could be the stimulus 1 (with probability 53.85%).
However, the threshold of GSLLOD3 is not detected in the experiment. Similar
to LOD2, the variation of threshold of GLOD3/SLOD3/GSLOD3 implies the

same tendency that GSLOD3 increases the perceptual discrimination.

6.2.5.5 SLOD & GLOD & GSLOD conditions

Figure [6.15]shows the three discrimination curves of SLOD1 vs. SLOD1, SLOD1
vs. SLOD2, and SLODI1 vs. SLODS3 (all the conditions of SLOD), while Figure
and Figure[6.17show the discrimination curves of GLOD and GSLOD. Results
show that LOD1 (circles), LOD2 (squares), and LOD3 (triangles) in the same modal-
ity (ies) are mostly covered one by one sequentially, which means that the curve with

squares is under the one with triangles, and the curve with circles is under all the
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Figure 6.14: Percentage numbers for every stimuli.
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C1 to C9 refer to the 9 conditions demonstrated in Figure and 1 to 15 indicate
the 14 distances and the case for finding difference at any stimulus. The highlighted

cells indicate where the thresholds are approaching around.
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others. It implies that our SLOD/GLOD/GSLOD generation is valid: the higher
LOD is used, the higher quality is perceived in all the three LOD (SLOD, GLOD,
GSLOD).

However, for conditions of SLOD, three curves are quite close to each other
and have a few intersections, while for the other two (GLOD and GSLOD), the
three curves are generally separate. It means that SLODs make less difference of

discrimination among levels and are perceived with more similar qualities when

compared with GLOD and GSLOD.
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Figure 6.15: Percentages obtained in all the SLOD conditions

6.2.6 Conclusion

Different to the impostor-based method that we have employed in Chapter [, our
impostors in Approach I are not the captured images from screen of last GLOD, but
the textures predefined in stock. As a result, there are no parallax errors/artifacts
(see Section contrary to the cases of Chapter . However, due to the different
textures and quadrilaterals regrouping, there are differences of foliage appearance
between GLODs. Such differences are visible to viewer in the transitions between
two GLODs, so it is called transitional errors (see Section [1.1.1)). In other words, in
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Figure 6.16: Percentages obtained in all the GLOD conditions

our experiment participants did not perceive any visual artifacts but are only asked
to judge the difference between a reference and an LOD in mono- or bi-modality. To
conclude, our results show that, contrary to existing works, crossmodal GSLOD does
not improve perceived quality when compared with GLOD or SLOD. That means
crossmodal GSLOD needs to be upgraded in detail to keep the same perceived
quality than GLOD or SLOD alone. This could be a guideline for audio—graphics
applications when developers use a crossmodal LOD for optimization purposes. Also,
we have introduced a guideline and the methodology for generating a crossmodal
discrete GSLOD system. In our system, SLOD and GLOD have a different result
on perceptual discrimination. In the future, we will improve the sound and graphics
to have them at a similar level of discrimination. We will also improve the GSLOD

generation and selection by using a perceptually driven approach.
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Figure 6.17: Percentages obtained in all the GSLOD conditions
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CONCLUSION

Conclusion in general

This thesis is a scientific doctoral report, not only presenting our contributions
in the field, but also discussing our thinking and methods in the problem solving.
We focused on the questions of audio—graphic LOD evaluation, and presented our
experimental investigation. The results provide a guideline for practitioners who
wish to design and render an audio-visual scene with LOD. We also provided an
innovative method for audio—graphic modeling in a complex context. Such a method
is represented in a standard XML-based format, X3D, for a more general usage of

sharing and exchanging 3D audio—graphic data.

We would like to list the main research questions addressed in our research, which
have been raised in Section [1.2.5] in order to conclude our work and summarize our

contributions with respect to these issues:

Can user perception of artifacts due to impostor—based LOD
be affected by a simulated, informative sound? How?

We attempted to answer the question by assessing the visual ability of artifact
detection based on an impostor—based LOD rendering, with and without simulated
sound. Based on our development of an impostor-based LOD scene which brings
discontinuity artifacts, we designed a perceptual experiment of a detection task to
investigate the impact of audio modality on visual perception/detection of artifacts

due to impostor-based LOD rendering.

The results show that the simple stereo sound simulation can only give a more
realistic feeling for visual perception when no visual artifacts is perceived. But
the sound slightly aggravates the perception of discontinuity artifacts. The former
finding implies that during impostor-based LOD selection, the graphical rendering
of objects should be less degraded when a simulated sound of scene is added, when

compared to the case when there is no sound.
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Can user perception of artifacts due to impostor—based LOD
be affected by a simulated, informative sound at a different
level of detail? How?

We developed a realistic audio—graphic tree scene with wind-based motion and
sound generation. Two separate but dependent engines were designed for rendering
graphics and sound, respectively. One is Graphics Engine for graphics rendering
to support impostor—based GLOD selection; the other is Audio Engine for sound
rendering and impostor-based SLOD selection. Based on these systems, we used
psychophysical methods for designing perceptual experiments to evaluate the impact

of GSLOD on interactive rendering.

Our results shows that, crossmodal GSL.OD does not improve the perceived qual-
ity when compared with GLOD or SLOD, which means that crossmodal GSLOD
needs to be upgraded in detail to keep the same perceived quality than using GLOD
or SLOD alone. We suggest to consider it as a guideline for audio—graphics applica-

tions when developers apply a crossmodal LOD to optimize systems.

If there is a relationship between visual LOD and auditory

LOD, can it be applied to control rendering parameters for
LOD selection?

According to the results we obtained from the perceptual evaluations of GSLOD,
we strongly believe that effective empirical evidences can provide a method to gen-
erate a predictor function, so that an automatic measure based on crossmodal per-

ception can be applied in run time audio—graphic LOD rendering.

In addition to answering these research questions, we have also explored the
audio—graphic modeling and representation method. We have produced new knowl-
edge and further understanding of audio—graphic modeling framework through an
XML based formalism. We presented not only the principles of our modeling and

representation methods, but also provided the corresponding XML Schema design.

Perspectives

First of all, we have not been able to study the perception of all kinds of artifacts

based on image-based LOD rendering through multi-modality. The future work
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can be the evaluation of ability of perception of different kind of artifacts, such as
popping effect and blurring. Also there are other simplification forms for GLOD
which we can continue to integrate with SLOD. The conventional psychophysical
methods can be always improved according to specific requirement, and one can

work on the improvement based on the user experience.

On the other hand, we have implemented and examined one specific scenario, the
tree. There are also other scenes that are interesting to be studied, such as raining,
traffic, etc.

Finally, due to the complexity of auditory events under different conditions, we
have not realized all situations or scenarios for completing our modeling method.
Nevertheless, thanks to the extensionality of X3D, our scheme can be always com-

pleted and enriched as long as our modeling method is needed to be improved.
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Abstract

In audio-graphic scenes, visual and audio modalities are synchro-
nized in time and space, and their behaviour is determined by a
common process. We present here a novel way of modeling audio—
graphic content for interactive 3D scenes with the concept of sound
processes and their activation through 2D or 3D profiles. Many 3D
applications today support both graphical and audio effects to pro-
vide a more realistic user experience; however a common model
and interchange format for interactive audio—graphic scenes is still
lacking. X3D is one of the most promising formats for 3D scene
representation. It is extensible and supports simple spatial au-
dio representation and almost all basic and advanced 3D computer
graphics techniques. We therefore propose an extension of the X3D
standard to represent the sound process and activation profile model
for providing a rich audio—graphic description in X3D.

Keywords: X3D, audio—graphic modeling, sound process

1 Introduction

As a very promising format for representing 3D computer graphics,
X3D supports almost all the common 2D/3D graphic techniques.
Besides, X3D is a functionally comprehensive format and also sup-
ports spatialized audio and video, specifically mapping the audio-
visual sources onto geometry in the scene. However, the spatial-
ized sound in X3D is in general not refined and exhausted enough
to represent an interactive audio-graphic scene. For example, it is
not capable of describing the variable sound of leaves through wind
due to sophisticated sound activation. Therefore, we extend X3D
by introducing a novel method of audio-graphic modeling.

Most prior 3D scene description languages have mainly focused on
visualization and auralization separately. [Funkhouser et al. 1999]
and [Tsingos et al. 2001] have computed the sound propagation
paths by simulating them as wave phenomena. [O’Brien et al. 2002]
and [Bonneel et al. 2008] have focused on sound synthesis from
different physical motions. Meanwhile, [Tsingos et al. 2004] and
[Moeck et al. 2007] have investigated the computational limit prob-
lem by using auditory culling and clustering technologies to reduce
the complexity of audio rendering. However, these works did not
address the issue of the description and activation of sound process
in 3D graphical environments. By considering together audio and
graphic cues to 3D virtual environments, we present new concepts
for characterizing the principle of representing such a sound pro-
cess.

To sum up, we incorporate the concepts of sound processes and
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their activation for modeling audio—graphic scenes into X3D by ex-
tending the conventional schema in the private-extension schema.
We think that our audio-graphic modeling method is suitable to be
expressed in X3D, and with X3D support, our method could be-
come more standardized.

The rest of the paper is organized as follows. Section 2 presents
the principle of 3D audio-graphic scene description, the definition
of the sound process and its specification in X3D. Section 3 de-
scribes how to place the sound source in the 3D scene with respect
to X3D. Section 4 presents the activation profile and its specifica-
tion in X3D. Finally, Section 5 concludes the paper.

2 Audio—-Graphic Modeling

Graphic and sounding objects are audio—graphic when visual and
audio modalities are synchronized in time and space and when they
share a common process. In an audio—graphic scene, the graphics
information is often visualized to viewer, while the audio informa-
tion is relatively invisible and perceived only when activated. Dif-
ferent from work on acoustics [Tsingos et al. 2001] or sound syn-
thesis [O’Brien et al. 2002], our work is focused on how to place the
sound sources in a 3D scene and their mapping to a sound process
which can be activated by corresponding sound activation profiles
according to different audio—graphic content.

Our principle of sound representation is that each sound effector is
situated at a single point of a geometry object in the 3D scene (see
section 3.1). The produced sound might occupy a larger space, but
this hotpoint is where the sound processes activation level is mea-
sured. Each sound point is linked to a sound process (section 2.1).
The activation of a sound process and other parameters are deter-
mined by profiles or maps that move in the scene (section 4).

For the example of sound made by leaves in the wind, we assume
that every leaf is a sound point which is linked to a sound pro-
cess, and the wind can be depicted as a kind of profile. When the
wind profile moves through the leaves, the sound processes will
be activated. In the following sections, we specify sound process,
sound mapping, activation profile and their representation in X3D.
We have demonstrated our method through this audio-graphic ex-
ample scene in Unity3D'.

2.1 Sound Process Definition

The sound process, located at one or many points in a group, is
defined by the following general parameters:

identifier
A string identifying this instance of a sound process.

model
A string refering to the class of the sound process running this
instance.

activations
A vector of numbers between 0 and 1 giving the activation
levels of the process (i.e. possibly weights for several presets
determining the parameters of the process).
This could be interpreted as a generic parameter vector, also.

Unity3D is an integrated development environment for creating inter-
active 3D content like 3D video games. http://unity3d.com/



The concrete parameters are specific to individual sound process
models, e.g. impact material for rain sound process models, car
speed for traffic sound process models.

Note that the volume of the sound process is tuned by its individual
sound placement in section 3.1.

2.2 X3D Representation of a Sound Process

In X3D, the AudioClip and the MovieTexture are so far the only possible
sound sources (the former playing samples, MP3, or MIDI files).

We propose to extend the formalism by a new subclass of
X3DSoundSourceNode that we call TPSoundProcess, that can have the at-
tributes corresponding to the sound process parameters listed above.

The new object hierarchy is depicted in figure 1.

X3DNode
X3DChildNode

‘ X3DTimeDependentNode ‘

X3DSoundSourceNode
AudioClip TPSoundProcess

Figure 1: The proposed element TPSoundProcess extending
X3DSoundSourceNode.

Its specification of the XML encoding is:

<TPSoundProcess

DEF="" ID

USE="" IDREF

description="" SFString [inputOutput]
loop="false" SFBool [inputOutput]
pauseTime="0" SFTime [inputOutput]
pitch="1.0" SFFloat [inputOutput]
resumeTime="0" SFTime [inputOutput]
startTime="0" SFTime [inputOutput]
stopTime="0" SFTime [inputOutput]
url="" MFString [inputOutput]
model="" SFString [inputOutput]
activation="" SFString [inputOutput]
containerField="children" NMTOKEN

/>

Compared to Sound, TPSoundProcess contains model and activation
as new attributes. The attribute DEF can be used as the parameter
"identifier".

3 Sound Source

One sound source should be located at a single point in a local co-
ordinate system so as to usually attach itself to a 3D primitive or
object. One or more sound sources should be linked to a sound pro-
cess in order to emit sound when the sound process is activated by
a certain profile. We present in the following subsections how to a
map sound process to sources and its representation in X3D.

3.1 Sound Placement

We place sound processes (see section 2.1) at single points in the
3D scene, which correspond to the effector, e.g. the tree leaf that is
activated, or the impact point of a raindrop.

The produced sound might occupy a larger space, as determined by
the directivity information (see figure 2), but this hotpoint is where
the sound processes activation level is measured (see section 4).
Each sound point is assigned to a sound process instance (see sec-
tion 2.1) that runs a certain sound process model.
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Figure 2: X3D Sound Node Geometry (from [The Web3D Consor-
tium 2008])

3.2 X3D Representation of a Sound Source

In X3D, the Sound subclass of the abstract X3DSoundNode class rep-
resents the placement of a sound source at a point location and
its directivity and distance-based attenuation. It was supposed
to be the proper node which holds a link to our extension of
X3DSoundSourceNode, Which is the sound process (see section 2.1).
However, since it contains only AudioClips or MovieTexture for sound
playback?, we need to create a new element named "TPSound" based
on Sound (see figure 3) in order to contain our TPSoundProcess.

X3DNode
X3DChildNode

!

| xepsoundNoge |- >‘ SoundChildContentModel

Sound TPSound

Figure 3: The proposed element TPSound extending X3DSoundNode.

Based on Sound, TPSound could be specified for the XML encoding
as follows:

<TPSound

DEF="" ID

USE="" IDREF

direction="0 0 1" SFVec3f [inputOutput]
intensity="1" SFFloat [inputOutput]
location="0 0 O" SFVec3f [inputOutput]
maxBack="10" SFFloat [inputOutput]
maxFront="10" SFFloat [inputOutput]
minBack="1" SFFloat [inputOutput]
minFront="1" SFFloat [inputOutput]
priority="0" SFFloat [inputOutput]
spatialize="true" SFBool [initializeOnly]

containerField="children" NMTOKEN
>

<TPSoundProcess />
</TPSound>

Grouping of sound points to be serviced by a single sound process
is achieved by assigning the same sound process instance to several
sound points.

2See  X3D encoding documentation http://www.web3d.org/x3d/
specifications/ISO-IEC-19776-1.2-X3DEncodings- XML



4 Activation Profile Representation

The activation and in fact any parameter of the sound process are ei-
ther determined by a global setting (a scene parameter, determined
by the user or dependent on some script), or they are given by an
activation map or profile [Schwarz et al. 2011]. A profile is a 2D
or 3D scalar field the value of which can be looked up by position.
This profile determines the activation value at each sound source
point location. The profile is attached to a (possibly invisible) 2D
or 3D object that can move through the scene in order to control the
sound processes, e.g. wind in trees, a hand in leaves, or excitation
of a crowd.

One possibility for defining the profiles detailed in the following
is that of parametric profiles (section 4.1), where the distance to a
reference point is passed through a mapping function. An alterna-
tive, not treated in this article, are mesh-based profiles [Freed et al.
2010], where each vertex in a point set carries an activation value,
and we interpolate inside the triangular mesh.

4.1 Parametric Profiles

A parametric profile is given by a function that can be evaluated at
a point in the scene. For instance, a gaussian-shaped profile has as
parameters the centre, width, and curve (standard deviation, kurto-
sis).The function, that defines the shape of the profile, is then ex-
tended to 2D or 3D by different means detailed in section 4.1.3:
revolution, inclusion in a geometric support object which defines
the extent of the profile, or extrusion.

This architecture allows to compose a great variety of profile shapes
from only a few primitives, and by specifying only a hand full of
parameters.

4.1.1 Profile Functions

The different 1D parametric profile functions depicted in figure 4
are defined by distance to a reference point, and carry 1-4 parame-
ters. They all have as common parameter an inversion flag. The list
of functions and parameters is:

linear mindist, maxdist
A linear segment rising from zero to one between mindist,
maxdist. Beyond these, the linear function is constant at zero
and one, respectively.

delta mindist, maxdist, middle, width
trapezoidal, or cut cone shape, for fade-in/fade-out of activa-
tion

exscale mindist, maxdist, base
Exponential curve between mindist, maxdist. Here, the base
parameter determines the curvature of the function.

z—mindist )_1
mazdist—mindist

e(log base

Y= ()]

base — 1
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Figure 4: The linear, delta, and exscale parametric profile function
shapes.

4.1.2 X3D representation of profile functions

We introduce a new complextype tpprofilefunction that can be inher-
ited by x3dnode, and this tpprofilefunction will derive different concrete
elements such as tpprofilefunctionlinear, tpprofilefunctiondelta, and tpprofile-
functionexscale which define the profile function (see figure 5).

TPProfileFunction

il N

TPProfileFunctionLinear ‘ ‘TPProﬁIeFunctionDeHa

TPProfileFunctionExscale

Figure 5: Profile function class hierarchy.

4.1.3 Profiles in 2D

Any of the 1D parametric profile functions are extended to define
an activation profile in 2D (that is usually parallel to the ground) in
several ways:

revolution: by revolution of the profile around the vertical y-axis
at a reference origin point o, either on
infinite support: purely based on the distance to o, or on
finite support: i.e. the distance to o is rescaled to the dis-
tance r to the intersection point of the ray from o
through the query point with the boundary of the sup-
port. then, maxdist defines the relative boundary, i.e.
scale = r /maxdist. the finite support can be one of:
e circular support, possibly transformed (ellipse)
 polygonal support, either given by a list of points,
or by the convex hull of a point set
extrusion: linear extension of one 1D function along a line, result-
ing in a rectangular or parallelogram-shaped 2D profile
interpolation: two or more 1D functions are placed in parallel in
a rectangle and extruded while interpolating between neigh-
bouring functions.

For easier authoring of 3D scenes, we can visualise the 2D profiles
in 2D either by colour or transparency, or we can generate a 3D
visualisation object. Here, each point of the mesh of the visualising
object is projected to the ground plane and then samples the profile,
affecting the profile value times a max height to the y coordinate.
Figure 6 shows such a visualisation for three revolution profiles.

Figure 6: 3D visualisation of three revolution profiles, here placed
around the listener position for control of level of detail.



4.1.4 Profiles in 3D

The extension of the 1D parametric profile functions to 3D is simi-
lar to the 2D extension:

revolution: spherical revolution of the function around an origin
o in order to create a (distance based) spherical profile, again
either on
infinite support: resulting in a transformed sphere (ovoid),
or on
finite support: deformed by a (convex) mesh, similar to the
inscription into a 2D boundary in section 4.1.3.
extrusion: the 1D profile function is extruded along a plane to cre-
ate a parallelepiped.
interpolation: two or more planes of 2D profiles are interpolated
along a line.

4.1.5 X3D Representation of Parametric Profiles in 2D or 3D

The representation needs to link a profile node to a profile function,
and a support geometric object (ellipse, polygon, cylinder, sphere,
mesh), and possibly a visualisation geometric object (a mesh sam-
pling the profile, a 2D or 3D colour texture).

A profile is attached to a geometrical object which stands for a
container of the profile. This container could be 2D or 3D, and
can move around in our 3D scene. In our extension X3D schema
(figure 7), we add a TPGeometryProfileContainer element that will con-
tain two child nodes corresponding respectively to X3DGeometryNode
and TPProfileFunction. The group ShapeChildContentModel allows the
container to be any existing 2D or 3D geometry node or to create a
new geometry instance by IndexedFaceSet for example.

X3DNode
X3DChildNode

X3DShapeNode

‘ TPGeometryProfileContainer ‘

@D geometry shape) Profile Function

Figure 7: TPGeometryProfileContainer class hierarchy

The TPProfileFunctionModel in TPGeometryProfileContainer works as the
SoundChildContentModel in Sound, SO that TPProfileFunctionModel contains
all the models of functions of profile which are classified by di-
mension (TPProfileFunctionModel1D, TPProfileFunctionModel2D, TPProfileFunc-
tionModel3D). Every model contains different profile functions (for
example, TPProfileFunctionModel1D contains TPProfileFunctionLinear, TPPro-
fileFunctionDelta, TPProfileFunctionExscale).

The TPGeometryProfileContainer could be specified for the XML encod-
ing as follows:

<TPGeometryProfileContainer

DEF="" ID

UsSE="" IDREF

bboxCenter="0 0 0" SFVec3f [initializeOnly]
bboxSize="-1 -1 -1" SFVec3f [initializeOnly]

containerField="children" NMTOKEN
>

<ShapeChildContentModel />
<TPProfileFunctionModel />
</TPGeometryProfileContainer>

5 Discussion and Conclusion

Our work shows a model for audio—graphic scene description which
uses the concept of sound process and its representation. To stan-
dadize our model and port it to different platforms, we would like
to incorporate it into the X3D format. Compared to the traditional
sound elements in X3D, our representation of sonic objects requires
a much more complex information-exchange between audio and
graphical processes at the rendering level. However, X3D does
not directly support complex 3D computer graphics computations,
thus these computations must be carried out by the scripting engine.
This will be an obstacle for the X3D audio—graphic scene designer
who is neither expert in computer graphics, nor in scripting lan-
guages.

In the near future, we will continue to explore further profile acti-
vation for different sound process in order to propose a complete
extension schema of X3D.

Acknowledgements

This work is funded by the Agence Nationale de la Recherche
within the project Topophonie®, ANR-09-CORD-022. We thank
the project partners for the common work and fruitful discussions.

References

BONNEEL, N., DRETTAKIS, G., TSINGOS, N., VIAUD-DELMON,
1., AND JAMES, D. 2008. Fast modal sounds with scalable
frequency-domain synthesis. ACM Transactions on Graphics
(TOG) 27, 3, 24.

FREED, A., MACCALLUM, J., SCHMEDER, A., AND WESSEL,
D. 2010. Visualizations and Interaction Strategies for Hybridiza-
tion Interfaces. In Proceedings of the International Conference
for New Instruments for Musical Expression NIME, 343-347.

FUNKHOUSER, T. A., MIN, P., AND CARLBOM, 1. 1999. Real-
time acoustic modeling for distributed virtual environments. In
Proceedings of SIGGRAPH 99, 365-374.

MOECK, T., BONNEEL, N., TSINGOS, N., DRETTAKIS, G.,
VIAUD-DELMON, 1., AND ALOZA, D. 2007. Progressive per-
ceptual audio rendering of complex scenes. In ACM SIGGRAPH
Symp. on Interactive 3D Graphics and Games.

O’BRIEN, J. F., SHEN, C., AND GATCHALIAN, C. M. 2002.
Synthesizing sounds from rigid-body simulations. In ACM SIG-
GRAPH/Eurographics Symp. on Computer animation, 175-181.

SCHWARZ, D., CAHEN, R., DING, H., AND JACQUEMIN, C.
2011. Sound level of detail in interactive audiographic 3D
scenes. In Procees of the International Computer Music Con-
ference (ICMC).

THE WEB3D CONSORTIUM, 2008. X3D specification — part 1:
Architecture and base components. http://www.web3d.org/x3d/
specifications. Edition 2, ISO/IEC 19775-1.2:2008.

TSINGOS, N., FUNKHOUSER, T., NGAN, A., AND CARLBOM, I.
2001. Modeling acoustics in virtual environments using the uni-
form theory of diffraction. In Annual Conference on Computer
Graphics and Interactive Techniques, SIGGRAPH, 545-552.

TSINGOS, N., GALLO, E., AND DRETTAKIS, G. 2004. Percep-
tual audio rendering of complex virtual environments. In ACM
SIGGRAPH 2004 Papers, ACM, 249-258.

3http://www.topophonie.fr



APPENDIX

160



T W N =

14
15
16
17
18
19
20
21
22

Appendix B

Extended X3D representation —
XML Schema

Representation of sound process

element : TPSoundProcess

<xs:element name="TPSoundProcess">
<xs:annotation>
<xs:appinfo>
<xs:attribute name="otherInterfaces" type="xs:string" <«
fixed="X3DUrlObject" />
</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexType mixed="false">
<xs:complexContent mixed="false">
<xs:extension base="X3DSoundSourceNode">
<X§:sequence>
<xs:element ref="TPGeometryProfileContainer"/«
>
</xs:sequence>
<xs:attribute name="description" type="SFString"/>
<xs:attribute name="url" type="MFString" />
<xs:attribute name="model" type="MFString" />
<xs:attribute name="activation" type="MFFloat" />
</xs:extension>
</xs:complexContent>
</xs:complexType>
</xs:element>
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In the above schema, we added four attributes (“description”, “url”, “model”, “ac-
tivation”) among which there is no attribute “DEF”. It is because the “DEF” is a
default attribute of sub—class X3DSoundSourceNode. Note that the child element TP-
GeometryProfileContainer is used to specify a 3D geometry object and an activation
profile associated with the sound process. We can see the specification of element

TPGeometryProfileContainer in Section [5.4.4]

Representation of sound source

element : TPSound

<xs:element name="TPSound">
<xs:annotation>
<xs:appinfo />
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexType mixed="false">
<xs:complexContent mixed=" f a 1 s e ">
<xs:extension base="X3DSoundNode">
<Xs:sequence>
<xs:element ref="<«
TPSoundProcess" />
</xs:sequence>
<xs:attribute name="direction" type="<+
SFVec3f " default="0 0 1"/>
<xs:attribute name="intensity" type="<
SFFloat " default="1"/>
<xs:attribute name="location" type=" +
SFVec3f " default="0 0 0"/>
<xs:attribute name="maxBack" type=" <«
SFFloat " default="10"/>
<xs:attribute name="maxFront
SFFloat " default="10"/>
<xs:attribute name="minBack" type=" <+
SFFloat " default="1"/>

n

type="+

<xs:attribute name="minFront " type="<
SFFloat " default="1"/>
<xs:attribute name="priority" type=" <

SFFloat " default="0"/>
<xs:attribute name="spatialize" type=¢«
"SFBool" default="true"/>
</xs:extension>
</xs:complexContent>
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</xs:complexType>
</xs:element>

In the above schema, we added the same attributes of element Sound in the element
TPSound, since the two elements have similar properties. The only difference is that
TPSound has a child element TPSoundProcess, which we added in the sequence of
indispensable child node.

Representation of profile functions in 1D, 2D and 3D

complexType :  TPProfileFunction
TPProfileFunction1D
TPProfileFunction2D
TPProfileFunction3D

element : TPProfileFunctionLinear
TPProfileFunctionDelta
TPProfileFunctionExscale
TPProfileFunctionLinear2D
TPProfileFunctionDelta2D
TPProfileFunctionExscale2D
TPProfileFunctionLinear3D
TPProfileFunctionDelta3D
TPProfileFunctionExscale3D

<xs:complexType name="TPProfileFunction" abstract="true" mixed="false+«+
”>
<xs:annotation>
<xs:appinfo></xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexContent mixed="false"/>
</xs:complexType>

\begin{lstlisting}
<xs:complexType name="TPProfileFunction1D" abstract="true" mixed="+
false">
<xs:extension base="TPProfileFunction">
<xs:annotation>
<xs:appinfo>
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<xs:attribute name="otherInterfaces" type="xs:string'"«
fixed="X3DUrlObject" />

</xs:appinfo>

<xs:documentation source="http://www.topophonie. fr"/>

</xs:annotation>
<xs:complexContent mixed="false">
<xs:attribute name="mindist" type="SFFloat" />
<xs:attribute name="maxdist" type="SFFloat" />
<xs:attribute name="invert" type="SFBool" />
</xs:complexContent>
</xs:extension>
</xs:complexType>

<xs:element name="TPProfileFunctionLinear">
<xs:annotation>
<xs:appinfo>
<xs:attribute name="otherInterfaces" type="xs:string" <«
fixed="X3DUrlObject" />
</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexType base="TPProfileFunctionlD" /> <!— no added <«
data —>
</xs:element>

<xs8:element name="TPProfileFunctionDelta">
<xs:annotation>
<xs:appinfo>
<xs:attribute name="otherInterfaces" type="xs:string" <«
fixed="X3DUrlObject" />
</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexType base="TPProfileFunctionl1D ">
<xs:complexContent mixed="false ">
<xs:attribute name="middle" type="SFFloat" />
<xs:attribute name="width" type="SFFloat"/>
</xs:complexContent>
</xs:complexType>
</xs:element>

<xs:element name="TPProfileFunctionExscale">
<xs:annotation>
<xs:appinfo>
<xs:attribute name="otherInterfaces" type="xs:string" <«
fixed="X3DUrlObject" />
</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexType base="TPProfileFunctionlD ">
<xs:complexContent mixed="false">
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<xs:attribute name="base" type="SFFloat" />
</xs:complexContent>
</xs:complexType>
</xs:element>

<xs:complexType name="TPProfileFunction2D" abstract="true" mixed="<—
false'">
<xs:extension base="TPProfileFunction">
<xs:annotation>
<xs:appinfo>
<xs:attribute name="otherInterfaces" type="xs:string"<+
fixed="X3DUrlObject" />
</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexContent mixed="false">
<xs:attribute name="revolution" type="SFFloat" />
<xs:attribute name="extrusion" type="SFFloat"/>
<xs:attribute name="interpolation" type="SFFloat"/>
</xs:complexContent>
</xs:extension>
</xs:complexType>

<xs:element name="TPProfileFunctionLinear2D ">
<xs:annotation>
<xs:appinfo>
<xs:attribute name="otherInterfaces" type="xs:string" ¢«
fixed="X3DUrlObject" />
</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexType base="TPProfileFunction2D" /> <!— no added <«
data —>
</xs:element>

<xs:element name="TPProfileFunctionDelta2D ">
<xs:annotation>
<xs:appinfo>
<xs:attribute name="otherInterfaces" type="xs:string" <«
fixed="X3DUrlObject" />
</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexType base="TPProfileFunction2D" />
</xs:element>

<xs:element name="TPProfileFunctionExscale2D ">
<xs:annotation>
<xs:appinfo>
<xs:attribute name="otherInterfaces" type="xs:string" <«
fixed="X3DUrlObject" />

165




107
108
109
110
111
112
113

114
115
116
117

118
119
120
121
122
123
124
125
126
127
128
129
130
131
132

133
134
135
136

137
138
139
140
141
142

143
144
145
146
147
148
149
150
151
152

APPENDIX

</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexType base="TPProfileFunction2D" />
</xs:element>

<xs:complexType name="TPProfileFunction3D" abstract="true" mixed="<
false">
<xs:extension base="TPProfileFunction">
<xs:annotation>
<xs:appinfo>
<xs:attribute name="otherInterfaces" type="xs:string'"«
fixed="X3DUrlObject" />
</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexContent mixed="false">
<xs:attribute name="revolution" type="SFFloat"/>
<xs:attribute name="extrusion" type="SFFloat"/>
<xs:attribute name="interpolation" type="SFFloat"/>
</xs:complexContent>
</xs:extension>
</xs:complexType>

<xs:element name="TPProfileFunctionLinear3D ">
<xs:annotation>
<xs:appinfo>
<xs:attribute name="otherInterfaces" type="xs:string" <«
fixed="X3DUrlObject" />
</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexType base="TPProfileFunction3D" /> <!— no added <«
data —>
</xs:element>

<xs:element name="TPProfileFunctionDelta3D ">
<xs:annotation>
<xs:appinfo>
<xs:attribute name="otherInterfaces" type="xs:string" <«
fixed="X3DUrlObject" />
</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexType base="TPProfileFunction3D" />
</xs:element>

<xs8:element name="TPProfileFunctionExscale3D ">
<xs:annotation>
<xs:appinfo>
<xs:attribute name="otherInterfaces" type="xs:string" <«
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fixed="X3DUrlObject" />
</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexType base="TPProfileFunction3D" />
</xs:element>

In the above schema, all the concrete profile functions are derived from 1D functions,

but one can extend at any time new 2D profile functions.
element : TPGeometryProfileContainer

group : TPProfileFunctionModel
TPProfileFunction1DModel
TPProfileFunction2DModel
TPProfileFunction3DModel

<xs:element name="TPGeometryProfileContainer">
<xs:annotation>
<xs:appinfo>
<xs:attribute name="otherInterfaces" type="xs+
:string" fixed="X3DBoundedObject" />
</xs:appinfo>
<xs:documentation source="http://www.topophonie. fr"/>
</xs:annotation>
<xs:complexType mixed="false">
<xs:complexContent mixed="false">
<xs:extension base="X3DChildNode ">
<Xs:sequence>
<xs:group ref="<
ShapeChildContentModel" <+
minOccurs="0" />
<xs:group ref="<
TPProfileFunctionModel" <«
minOccurs="0">
</xs:sequence>
<xs:attribute name="bboxCenter" type=¢«
"SEVec3f" default="0 0 0"/>
<xs:attribute name="bboxSize" type="+<
BoundingBoxSize" default="-1 -1 -1+
n/>
</xs:extension>
</xs:complexContent>
</xs:complexType>
</xs:element>
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<xs:group name="TPProfileFunctionModel">
<xs:annotation>
<xs:appinfo>TPProfileFunctionModelis the child node <«
function model corresponding to TPProfileFunction<«
/xs:appinfo>
<xs:documentation source="http://www.topophonie. fr" />
</xs:annotation>
<xs:choice>
<xs:group ref="TPProfileFunctionlDModel" />
<xs:group ref="TPProfileFunction2DModel" />
<xs:group ref="TPProfileFunction3DModel" />
</xs:choice>
</x8:group>

<xs:group name="TPProfileFunction1DModel">
<xs:annotation>
<xs:appinfo>TPProfileFunction1DModel is the child <«
node function model corresponding to <«
TPProfileFunctionlD</xs:appinfo>
<xs:documentat ion source="http://www.topophonie.fr"/+
>
</xs:annotation>
<xs:choice>
<xs:element ref="ProfileFunctionLinear"/>
<xs:element ref="ProfileFunctionDelta"/>
<xs:element ref="ProfileFunctionExscale" />
</xs:choice>
</xs:group>

<xs:group name="TPProfileFunction2DModel">
<xs:annotation>
<xs:appinfo>TPProfileFunction2DModel is the child <«
node function model corresponding to
TPProfileFunction2D</xs: appinfo>
<xs:documentat ion source="http://www.topophonie.fr"/«
>
</xs:annotation>
<xs:choice>
<xs:element ref="ProfileFunctionLinear2D" />
<xs:element ref="ProfileFunctionDelta2D" />
<xs:element ref="ProfileFunctionExscale2D" />
</xs:choice>
</x8:group>

<xs:group name="TPProfileFunction3DModel">
<xs:annotation>
<xs:appinfo>TPProfileFunction3DModel is the child <«
node function model corresponding to
TPProfileFunction3D</xs:appinfo>
<xs:documentation source="\textbf{http://www.<
topophonie. fr" />
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</xs:annotation>
<xs:choice>
<xs:element ref="ProfileFunctionLinear3D" />
<xs:element ref="ProfileFunctionDelta3D" />
<xs:element ref="ProfileFunctionExscale3D" />
</xs:choice>
</x8:group>

The element TPGeometryProfileContainer contains a sequence of indispensable child
nodes to associate a sound process with a geometry object and an activation profile,
as mentioned previously. However, the profile functions are enormous, and it is not
convenient to list all of them in the element TPGeometryProfileContainer. So, the best
way is to use the group node for grouping all possible child nodes in the models.
Note that we can always extend these group nodes (TPProfileFunction3DModel, TP-
ProfileFunction3DModel, TPProfileFunction3DModel) by new concrete profile functions.
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(Glossary

e LOD : Level of Detail

e GLOD : Graphics LOD

e SLOD : Sound LOD

e JND : Just Noticeable Difference

e ('BCS : Corpus-based Concatenative Sound
e H(CI : Human Computer Interactions

e VE : Virtual Environment

e BRDF : Bidirectional Reflectance Distribution Function
e L.C'J : Law of Comparative Judgment

e HVS : Human Visual System

e API : Application Programming Interface

e OSC : Open Sound Control

e [AFE : Interactive Audio Engine

e [ — system : Lindenmayer system

e W3C : World Wide Web Consortium

e XSD : XML Schema Definition

e ANR : French National Research Agency

e DTD : Document Type Definition
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GLOSSARY

e JAEOU : TAE Object for Unity
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