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Abstract

In case of a disaster, the communication infrastructure may be partially or totally

destroyed, or scarce because of the high data traffic. Even so, it is necessary to

provide connectivity between the rescue teams and the command center. Therefore,

temporary communication solutions are crucial until the infrastructure is restored.

In this thesis, we focus on the deployment of a communication solution in such a

context called substitution networks. Thus, we propose a self-deployment algorithm

to allow mobile routers that compose a substitution network to be spread out to cover

the target area. Our algorithm monitors the network conditions to decide whether

the router should move or not, adjusting its position based on one-hop information

by means of active measurement, i.e., probe packets. Such probe packets allow the

algorithm to monitor the channel and its eventual changes over time. If the probe

transmission rate is high enough, the insights obtained will be accurate, however,

the overhead will increase proportionally consuming network resources. Hence, we

propose to use surrogate data obtained by means of an autoregressive estimator

to reduce the overhead without impacting our deployment algorithm. We show

by simulation the efficiency of both algorithms and their performance in terms of

deployment time, delay, jitter, and throughput.

Keywords: Routers (computer networks); Ad hoc networks; Mobile robots;

Deployment algorithms; Probe packets.





Résumé

En cas de sinistre, les infrastructures de communication peuvent être partiellement

ou totalement détruites, ou devenir inefficaces en raison du trafic élevé. Néanmoins,

il est nécessaire d’assurer la connexité entre les équipes de secours et le centre de

commandement. Par conséquent, des solutions de communication temporaires sont

essentielles jusqu’à ce que l’infrastructure soit rétablie. Dans cette thèse, nous nous

concentrons sur le déploiement d’une solution de communication appelée réseaux

de substitution. Ainsi, nous proposons un algorithme d’auto - déploiement pour

permettre aux routeurs mobiles, composant un réseau de substitution, de se répartir

pour couvrir la zone cible. Notre algorithme surveille les conditions du réseau pour

décider si le routeur doit ou non se déplacer, il règle la position de ce dernier en

fonction des informations provenant des nœuds voisins à un saut au moyen de la

mesure active, c’est à dire, les paquets sondes. Ces paquets sondes permettent à

l’algorithme de surveiller le canal et ses éventuels changements au fil du temps.

Nous comparons les différents paramètres pour évaluer la qualité du lien et nous

observons le comportement de notre algorithme de déploiement considérant chaque

paramètre séparément. Par ailleurs, nous étudions comment la mobilité contrôlée

des routeurs affecte la performance du réseau au moyen des simulations.

Afin d’évaluer la qualité de la liaison, la plupart des algorithmes de déploiement

utilisent des techniques de la mesure active. Ces techniques nécessitent que les

nœuds envoyent des paquets sondes sur le réseau pour obtenir des mesures. La

précision de telles mesures dépend de la fréquence des paquets sondes transmis.

Cette précision est importante lorsque les caractéristiques du canal changent au fil

du temps. Néanmoins, il existe un compromis entre le taux de transmission des

paquets sondes et la précision des mesures. Si le taux de transmission des paquets

est suffisamment élevé, les connaissances obtenues seront exactes, cependant, le

coût augmentera proportionnellement en consommant plus de ressources réseau.

D’ailleurs, puisque notre algorithme de déploiement dépend de la mesure de la qualié

du lien pour prendre une décision, si on réduit le taux de transmission des paquets

sondes, on augmente le temps nécessaire au routeur pour rassembler des informations

pour prendre la décision de mouvement et, en conséquence on augmente le temps de

déploiement. C’est pourquoi, nous proposons d’utiliser des données de substitution

obtenues au moyen d’un estimateur autorégressif pour réduire la surcharge sans

impacter notre algorithme de déploiement. Nous montrons par simulation l’efficacité

des deux algorithmes et de leurs performances en termes de temps de déploiement,

de délai, de gigue et de débit.

Mots clés : Routeurs (réseaux d’ordinateurs) ; Réseaux ad hoc (Informatique)

; Robots mobiles ; Modèles ARCH ; Algorithmes de déploiement ; Paquets sondes.
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Chapter 1

Introduction

Events like natural or man made disasters are hard to predict and it is even harder

to foreseen the damages that such events will provoke. Due to these events, in many

occasions the communication infrastructure is destroyed transforming the affected

zone into an isolated information island [1]. In addition to this lack of infrastructure

caused by physical destruction of the network components, the remaining communi-

cation networks, e.g., radio or cellphone networks, may be insufficient due to people

calling to emergency services or trying to communicate with their relatives [1, 2].

After a disaster, it is a crucial task to provide connectivity between the rescue

team, e.g., firemen, policemen, or paramedic, and their command center so that the

first responders report their findings and coordinate the rescue tactics. Therefore,

from the networking point of view the goal is to restore and to repair the network

in order to provide the communication services. One approach to overcome such

a problem is to organize and send out network components, for instance, routers,

access points, or relays, in order to replace those that were destroyed or to create a

network on demand [3]. This is what we call a rapidly deployable network (RDN).

However, deploying a network under critical conditions presents an important

set of challenges. Firstly, the proposed network must be deployed without any a

priori knowledge about the environment, therefore, its deployment must be done

on-the-fly as fast as possible, i.e., the network is set up quickly in real time to replace

the damage portion of the infrastructure 1 or to alleviate the traffic congestion. And

secondly, the network must be adaptive, flexible, and scalable to deal with unknown

dynamic environments, that is, the network is set up on demand accordingly to the

necessity of the moment and of the place.

Such a problem has motivated a research effort on network components deploy-

ment called Rapidly Deployable Networks (RDN). A rapidly deployable network,

also know as impromptu network or spontaneous network, is an adaptive, mobile

and quick distributed communication system [4]. In general, we may enlist the most

representative requirements of the RDN design cited in the literature as follows:

Resilience is the ability to provide and maintain an acceptable level of service

in the face of faults and challenges to normal operation. Hence, the network

1We call the remaining functional portion of the network as base network
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must provide and maintain essential services under adverse conditions, as well

as, allow a fast full recovery of services [5–7].

Multimedia communications is the transmission of a combination of at least

two types of traffic data, video, and audio. It is advisable that the network

supports data, voice, and video communications to deliver accurate informa-

tion transmission from the incident zones.

High bandwidth link is one that may be able to carry enough information to sus-

tain the succession of images in a video presentation. In an emergency, the

communications network, e.g., radio or telephone networks, can be insufficient

after an incident, caused by people calling to emergency services, so the net-

works are congested [2, 3]. Thus, RDNs should provide multimedia and data

services overcoming saturation.

Linkage of Information the system must interconnect local, regional and inter-

national levels.

Quality of Service the network must consider different requirements for QoS de-

pending on the type of traffic.

Self-* self-capabilities, such as, organization, optimization, and healing reducing

the human intervention in the network management and increasing the au-

tomation of processes [8].

Mobility mobile nodes allow deployment and redeployment of the network. Thereby,

the network can be tailored to the incident conditions and improve the net-

work performance [9].

Sánchez et al. (1998) present the pioneering work on rapidly deployable networks

for the troops moving constantly in unknown territories [10]. Since then, it is easy

to envisage new solutions to rapidly deploy a network thanks to the evolution of

the communication devices as well as the evolution of the wireless technologies,

particularly wireless networks [11].

Wireless networks (WN) have met a huge success because wireless networks

are, in general, flexible, low-cost, robust, can dynamically self-organize, are easy

to deploy, and scalable. These characteristics make wireless networks well suited

for military, emergency, disaster, and community applications. In particular, an

ad hoc network is an interesting solution in disaster relief scenarios because it is

made of wireless mobile or static nodes capable of self-organizing and create tem-

porary and arbitrary topologies without any pre-existent infrastructure providing
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interconnection between nodes [12]. Nowadays, thanks to protocols, such as Blue-

tooth, ZeegBee, Hyperlan, and 802.11x mobile ad hoc networks (MANET) are easy

to assemble.

Similarly, wireless mesh networks (WMN) are also a viable solution to rapidly

deploy a network. WMNs are packet switched networks with a fixed wireless back-

bone [13]. WMNs are compatible with already existing technologies since they use

the same 802.11 standards. Hence, WMNs have been used as an alternative to the

WLAN in order to extend the coverage in public access points and to provide a

low-cost connectivity to mobile users [14], a property useful in the context of RDN.

The main advantage of using WMNs for spontaneous networking is the inherent

resilience achieved through multi-hop communication, the nodes are connected by

several links and transmit the data from the source to the destination by relaying

the packets through other nodes. Hence, in case of failure, it is possible to chose

another path to reach the destination and to avoid disconnections [14–16].

In this thesis, we mainly focus on rapidly deployment networks as the solution

to provide communication services in disaster scenarios. We focus on the solutions

based on wireless networks, specifically, the substitution networks. A substitution

network is a temporary solution to replace a portion of a damaged infrastructure

(called hereafter base network) by means of mobile routers (called substitution rou-

ters) capable of moving on demand and connected to the base network through

bridge routers (Fig. 1.1a) as we describe in detail later in this chapter.

Thus, the context of our thesis is the RESCUE2 (mobile substitution networks3)

project. The project’s aim is to investigate the underlying mechanisms and the de-

ployment of a network composed of a fleet of dirigible wireless mobile routers. These

mobile routers must be capable of using the controlled mobility to alleviate the con-

gestion as well as to create an alternative network and adapting the topology on de-

mand in order to avoid disconnection or degradation of the quality of service (QoS).

The project’s objectives are three-pronged: 1) definition of a reference architecture

for the substitution network as well as the necessary protocols; 2) development of a

set for network monitoring and metrology techniques; and 3) implementation of the

substitution network following a case study inspired by a real scenario.

System overview

A substitution network mainly consists of two types of nodes that allow the tempo-

rary substitution of the damaged components of the base network and the intercon-

nection between the base network and the substitution network:

2http://rescue.lille.inria.fr
3RÉSeau Coordonné de sUbstitution mobilE
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Figure 1.1: Typical use case for a base network and a substitution network.

Bridge routers are deployed together with the base network. In case of failure,

the mobile routers are deployed or self-deployed to form a substitution network

that helps the base network restores basic services such as connectivity.

1. Bridge routers that are connected in between the base network and the

substitution network, and that are used to forward the traffic from the base

network to the substitution network and vice versa (Fig. 1.1).

2. Mobile substitution routers that are mobile wireless routers of the substi-

tution network, possibly connected to bridge routers, and whose union pro-

vides alternative path(s) to the base network (Fig. 1.1).

The deployment of a substitution network involves the positioning of bridge

routers. This placement can be done during the building of the base network or on

demand (when extra resources are needed). In order to reduce the human inter-

vention for the deployment of the substitution network, the substitution routers are

provided with motion capabilities and a positioning system.

Figure 1.1 depicts the entire perspective of using a substitution network, where

the bridge routers are deployed together with the base network (Fig. 1.1a). In this
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example, the base network operates without the help of the mobile routers. When a

failure occurs (Fig. 1.1b), the mobile routers are deployed. In this architecture, the

failure detection and the deployment are done autonomously by the base network

itself. Mobile routers try to find an optimal position to restore the connectivity

service and to ensure QoS to some flows (Fig. 1.1c). In some cases, redeployment may

be necessary to improve QoS or to adapt to evolving network conditions (Fig. 1.1d).

Particularly, regarding the routers deployment, our goal is to have an autonomous

deployment as well as a possible redeployment of the mobile routing devices. There-

fore, it is necessary to design algorithms and protocols to deploy and re-deploy such

devices. Since the routing devices are autonomous provided with a limited battery,

it is also necessary consider energy constraints during the deployment. Moreover,

the deployment computation process does not consider a central entity in the net-

work, hence, this process should be executed in a distributed manner. An efficient

router/relay (mobile or static) deployment algorithm must take the link quality into

account in order to decide when and where to deploy a relay. For which purpose,

the deployment algorithms must be able to measure the wireless link quality.

Contributions of this thesis

A new quality-of-service-based architecture for substitution networks is presented

in [17]. This architecture envisions a wireless network composed of mobile rou-

ters/relays that provides alternative paths to the base network. Such substitution

routers are able to move on demand, so, they can self-deploy and adapt to the

network topology accordingly to the environments conditions. Hence, we provide

in Chapter 3 a self-deployment algorithm for the mobile routers used in substitu-

tion networks. Our algorithm monitors the network conditions to decide whether

the router should move or not, adjusting its position based on local information

(one-hop information). We compare different metrics to assess the link quality and

we observe the behavior of our deployment algorithm considering each metric sep-

arately. Moreover, we study how the controlled mobility of routers impacts the

network performance through simulations by using the NS-2 network simulator [18]

regarding two types of traffic: video traffic and UDP (User Datagram Protocol)

traffic.

In order to assess the link quality, most of the deployment algorithms use active

measurement techniques. Such techniques require that the nodes send probe packets

over the network to obtain the measurements. The precision of such measurements

depends on the frequency of the probe packets transmission. This precision is impor-

tant when the channel characteristics change over time. Nevertheless, there exists

a trade-off between the probe packets transmission rate and precision of the mea-
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surements. If the transmission rate is too high, important resources like bandwidth

and energy will be used in unnecessarily transmission. We may reduce the overhead

by reducing the probe packet transmission rate, however, if the rate is too low, the

changes in the channel conditions will be not reflected in time. Furthermore, this

approach has an undesirable consequence to our deployment algorithm. Since the

algorithm depends on the link measurement to make a decision, whether the router

must move or not, by reducing the probe transmission rate, we increase the time

the router takes to gather enough information to make the movement decision and,

consequently, we increase the deployment time. We identify this problem in Chap-

ter 4 and we propose a mechanism based on autoregressive estimation to reduce the

overhead without impacting our deployment algorithm.

Finally, we add some remarks about the current work based on the findings

presented in this thesis and we conclude in Chapter 5 where we also discuss some

perspectives of our future work.

Notations and definitions

We consider a wireless network composed of mobile devices, called hereafter “nodes”

that are located and may move on the two-dimensional Euclidean space. For the

sake of simplicity, we assume that the transmission range R of a node u is the area

in which another node v can receive/send messages from/to u, i.e., d(u, v) < R(u),

where d(u, v) represents the Euclidean distance between u and v, and therefore, it

exist a link X between u and v.

We assume that two nodes are “neighbors” when they are within the commu-

nication range of each other. In the following, we use Xprev and Xnext to refer to

the previous and next hop, respectively, of a mobile router. Likewise, we assume

that some of the devices are fixed, that traffic needs to be transferred between two

fixed devices, and that the wireless routers dynamically move in the scenario and

act as relays, regardless of the routing protocol. And, as many link layer protocols,

we assume that each node is equipped with a timer and an 802.11 wireless card, as

well as with an identifier that is unique in the network (MAC address).

We define the quality of communication link, or just “link quality”, as the prob-

ability that a message transmitted on the link is successfully received, that is, the

reliability of the link [19]. The link quality can be assessed as a function of the

received signal strength (RSS) or the signal-to-noise ratio (SNR) [20], for example.

In general, higher SNR leads to lower probability of error in the packet. Hence, a

link with high SNR is considered a high-quality link [21].

We use the received signal strength indicator (RSSI), signal-to-noise ratio (SNR),

round trip time (RTT), and transmission rate (TxRate) as values to measure the
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link quality because their values retrieve insight of the performance of a wireless

network [22]. Therefore, we call RSS, SNR, RTT, and TxRate “link metrics” or “link

parameters” in general.

We use the term “broadcast” to refer to the message propagation in a router’s

neighborhood in order to obtain the link measurements. Also, we refer to the control

packets of routing protocols as “hello” messages or beacons and to the packets used

in active measurements as probe packets. Finally, we define the term controlled

mobility as the ability of some nodes to move to specific destination or with a

specific goal, i.e., the opposite of randomly [23–25].
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2.1 Introduction

Evans et al. introduced in 1998 the concept of Rapidly Deployable Networks

(RDN) [10]. The main idea is to deploy a network infrastructure in promptu to

provide communication services for military applications. After this work, several

deployment schemes have been proposed in the literature focusing primary on emer-

gency communications for connecting first responders, namely, firemen, policemen,

or paramedics, with the incident command center. Such a work has motivated a

huge research effort on rapidly deployment algorithms, resulting in the following tax-

onomy: a) femtocell approach [26–28]; b) breadcrumbs approach [29–33]; c) mobile

robotic backbone [34–37]. We will discuss each of them in the following.

The femtocell approach consist in setting up one or several home base stations

(BSs), i.e., femtocell [38], mainly over a trunk, such as ambulances, police cars, or

fire trucks. Base stations provides one-hop voice and data communication between

the incident command center and the first responders. However, this approach does

not offer any opportunity of redeployment or improvement due to the trunks are

parked depending on emergency. Figure 2.1 illustrates the femtocell approach, where

a single antenna is placed close to the incident command center. The mobile users

inside the coverage range are connected to the command center, though, the users

that have to go beyond the coverage area are not connected.

We focus in this work on the rapidly deployment networks that consider dis-

tributed, inexpensive, adaptive on demand, and on the fly solutions. The de-

ployment algorithms must be capable to deal with environments where the pre-
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Incident command center

Access point

First responder

Covered

Not covered

Femtocell

Figure 2.1: A conceptual schema of a femtocell-based network.

deployment mapping is expensive or infeasible without any previous information

about the environment. Therefore, in this chapter we focus particularly on two

approaches, breadcrumb-based approach and mobile backbone-based approach.

2.2 Breadcrumbs-based approach

The name “breadcrumbs” is a reference to the well-known fairy tale “Hansel and

Gretel”, where Hansel uses the bread crumbs to trace the way back home. In the

context of rapidly deployable networks, breadcrumbs are inexpensive and small de-

vices that act as relays, i.e., their only goal is to forward packets between edge

nodes. Thus, following the Hansel example, first responders are provided with sev-

eral breadcrumbs devices and a mobile radio in a given emergency. The mobile users

must drop these devices at regular intervals while exploring the emergency zone to

keep the connectivity with the command center. Therefore, the relays are dropped

on demand to create a static ad hoc backbone adapting to the environment dynam-

ics. Figure 2.2 depicts an example of a breadcrumb-based network, the command

center keeps the communication with the mobile users through relays dropped by

the first responders and, thus, enlarging the covered area.

Among the advantages offered by breadcrumb-based approach are that it: 1) cre-

ates a multi-hop network on demand; 2) allows communication between the first
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Incident command center

Relay

First responder

Figure 2.2: A conceptual schema of a breadcrumb-based network.

responders and each other as soon as the relays are deployed; 3) allows communi-

cation for isolated relays; 4) guarantees reliable communications; 5) increases the

coverage; and 6) reduces the probability of network partitioning. Since the deploy-

ment decisions are made in real time without any knowledge about the final topology

of the network, the main issue is when and/or where to place the relays in order

to optimize the network performance. A naive approach is to establish static and

simple rules to drop a relay, for example, any given distance, one relay per floor,

or every three doors. However, such a kind of rules only guarantees that the relays

are inside the communication range of each other and they do not consider physical

phenomena, such as interference, channel fading, background noise, or hidden ter-

minal problem [30, 31]. Thus, the main focus is to propose a deployment decision

process that maximizes the network performance.

To address the deployment decision problem, extensive research work has been

carried out [29–31, 39–41]. These proposals describe their own deployment algo-

rithms, nevertheless, they share several common points. The algorithms monitor

the link quality through received signal strength indicator (RSSI 1), signal to noise

ratio (SNR) or packet loss rate measurements. Such measurements are obtained

1There is a significant difference between the received signal strength (RSS) and the
received signal strength indicator (RSSI), RSSI is an indicator and RSS is the real value.
However, in the papers here cited, the authors use both terms indifferently
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by means of probe packets injected artificially in the network or by using directly

control messages from the routing protocol. In order to trigger a deployment event,

a threshold is set, in other words, once the link quality drops below the threshold,

the user must drop a new relay. Recall that the deployment is done manually by

the first responder, so, a warning signal to notify the users is implemented as well,

for example, a light or a sound. Therefore, an efficient deployment algorithm must

be capable of monitoring the network changes to satisfy the relays necessity.

Bao and Lee propose a collaborative algorithm to deploy an ad hoc backbone for

spontaneous networks [29]. Such an algorithm takes the link quality into account,

for instance, measuring signal to noise ratio or packet loss rate, to decide when to

drop a new relay. In order to obtain the measurements, the relays and the mobile

users exchange control messages which are added to the control packet header from

the routing protocol. The authors assume that each device may differentiate relays

from users in its neighborhood. Similarly, they also assume that each user keeps a

track of the deployed relays to minimize redundant relays.

The collaborative deployment method introduces two types of control informa-

tion to request and to announce the deployment of a relay. Thus, a relay must be

deployed either because the mobile user detects a link quality degradation or be-

cause it receives an explicit deployment request from its neighbors. The latter case

occurs when a mobile user runs out of relays, hence, the mobile user sends a request

message to its neighbors so that another user drops a relay. Once the deployment

decision is made, the candidates to deploy broadcast announcement messages.

In order to decide at which place and at which moment the new relay should

be dropped, Souryal et al. propose an algorithm based on a quick evaluation of the

physical layer performed by the mobile radio [19,30]. In a nutshell, the mobile radio

constantly broadcasts probe packets to the previously dropped relays, when a relay

is inside the range, it responds with an acknowledgement packet. Then, the mobile

radio measures the RSS through ACK reception, if the maximum RSS value falls

below the threshold level, a new relay must be dropped. Additionally, the author

propose to use the SNR instead of RSS to measure the link quality, arguing that

SNR present lower latency.

Wolff et al. describe in [31] a set of rules to determinate the optimal number

of breadcrumbs needed to cover an incident area avoiding undesired effects, such as

interference. Their rule is described as follows, the user must drop a relay when

the RSS reaches a pre-defined threshold. Such a threshold shall depend on the re-

quirements of each application. They test the deployment rule as well as their own

relay prototype by using a realistic scenario composed by network simulation (OM-

NeT++), a combination of mobility patterns from real mobile users and mobility

models, and finally, a 3D mapping from a real scenario.
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In the above mentioned proposals, the deployment action depends on the users,

i.e., the users have to take a direct action by dropping the devices. However, this

is not necessarily the ideal case. When the first responders enter into an emergency

zone, their primary activity is not the relay deployment and, therefore, they may

omit to drop the relay or just do not realize the deployment signal. To overcome this

problem, an automatic breadcrumb dispenser is presented in [41]. Along with the

dispenser, an algorithm based on a utility function is proposed. Such an algorithm

balances the gain of communication link given by deploying a new relay and the

cost of that deployment given the number of remaining relays.

2.3 Mobile robotic backbone approach

Even if the breadcrumb approach has succeeded due to its flexibility and cost-

efficiency, its main disadvantage is that once deployed, the relays remain static. That

is, if the environment conditions eventually change, the breadcrumb network may

not fit to the new conditions. In recent years, an approach akin to the breadcrumb

one has been developed. In this approach, the relays are provided with autonomous

mobility for self-deployment. Such a capability allows the mobile relays to adjust

their own location on demand. This mobile robotic approach arose due to the

advances in robotics and automation, however, a review of the robotic technologies

is not in this chapter’s scope, but rather the deployment algorithms proposed in the

literature. Hence, we assume that the deployment algorithms are independent of

the robotic technology2.

As the breadcrumb approach, the aim of a robotic backbone network is to pro-

vide communication connectivity to the mobile users but with a minimal human

intervention during the deployment. The fleet of mobile relays must be able to

organize and to deploy on their own, and, if possible, optimize the network per-

formances. Hereafter, we use the terms robotic backbone network and robot-based

wireless relay network indistinctly.

In Figure 2.3, we illustrate the concept of mobile robotic-based network. In a

nutshell, the mobile relay devices are placed in an initial position, together or not,

and following an deployment algorithm, they will self-spread across the target zone,

creating a wireless backbone.

Pezeshkian et al. propose in [34] an initial convoy arrangement, where the relays

follow a robot leader one after the other forming a line. Then, the farther relay in

the line will stop and convert in a static relay when the degradation in the received

2Most of the solutions presented in this section work over the iRobot Roomba Create

platform, http://www.irobot.com
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Initial configuration

Final configuration

Deployment

Mobile relay

Figure 2.3: A conceptual schema of a mobile robotic backbone-based network.

signal strength crosses a threshold. Such a process is repeated until all the relays

become static nodes.

Similarly to the convoy approach, Nguyen et al. investigate in [35] the case of

two Access Points (AP) out of transmission range of each other in a wireless mesh

network. Thus, a chain of relays is deployed to restore the connectivity between such

APs. Their proposed algorithm considers three types of relays: leader, follower, and

tail, each relay moving accordingly to its type. All relays are placed close to the

first AP. Hence, the relay leader moves forward until it finds the second AP. Each

time the value of the received signal strength indicator (RSSI) decays under a given

threshold, a follower relay will move to maintain the connectivity between the first

AP and the leader, such a follower will follow the node in front creating a chain.

Once the leader reaches the second AP, it will stop when it finds the best RSSI

value, and the rest of the relays will stop iteratively based on the same rule.

In the aforesaid two algorithms [34, 35], a differentiation between the mobile

robots is assumed, i.e., there exists leader robots and follower robots. Such a differ-

entiation may be consider as a weakness because the followers’ motion depends on

the leader’s motion, thus, if the leader fails for any given reason, this would lead to

a failure in the rest of the chain.

Timotheou and Loukas report in [36] a robotic-backbone deployment algorithm

based on trapped civilians location. Their goal is to maximize the number of con-
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nected civilians in order to communicate them with the rescue command center.

The robots search for civilians and cooperate to maintain the backbone connectiv-

ity. To this end, each robot controls its movement by executing three major steps:

exploration, connectivity, and settle. During the first stage, the robot explores the

zone searching for civilians; the robot will stop moving if the movement breaks the

network connectivity or if the robot provides connectivity directly to the civilians.

In the latter case, the robot becomes cluster-head and assigns the exploring task to

other robots. One disadvantage of this technique is that the authors assume that

the robots have an a priori knowledge of the disaster zone.

In [42], Reich et al. consider a mobile network that automatically maintains its

own connectivity by moving constantly its nodes. The authors propose an algorithm

to self-spread the mobile nodes over a given area. Each node, moving independently,

uses two-hop radius knowledge to determine when to stop its motion accordingly to

the decision criterion. The criterion indicates the risk of dividing or disconnecting

the network. Thus, each node executes the algorithm, called by the authors SCAN,

to maintain the connectivity. The algorithm works as follows: if a given node has a

predefined number of link connections with its neighbors, then the node continues

moving, i.e., it increases the distances between neighbors; otherwise, the node must

freeze because the movement implies a high probability of disconnection.

2.4 Partial conclusion

In order to better understand the context of the potential applications of the sub-

stitution networks and their requirements, we have studied the different proposals

to rapidly deploy a network, and we have proposed in this chapter a classification

for those proposals. We have categorized these solutions in three main branches:

femtocell approach, breadcrumb approach, and robot-based wireless relay approach.

Based on the characteristics of each category, we propose to classify the substi-

tution networking solution as part of the robot-based wireless relay approach. There-

fore, hereafter we concentrate our attention on the robot-based wireless relay ap-

proach because its attributes match with the requirements of the RDN. Particularly,

our goal is to design an efficient self-deployment algorithm. As we have observed

throughout this chapter, it is desirable that such a deployment algorithm would

adapt dynamically to the environment, for example, different zone sizes, changes in

the distribution of mobile users, or changes in the channel conditions.
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3.1 Introduction

It is critical to design efficient algorithms to support pervasive services in networked

environments. Some of the main challenges include a fairly complex node placement

or to solve a deployment problem without prior knowledge of the optimal network

topology or the optimal location of mobile routers. Specifically, we focus on sce-

narios where end-nodes, such as classical network routers, are disconnected and

connectivity with quality of service (QoS) must be restored between them by using

wireless routers support controllable mobility, where no backup network exists, and

a temporary solution must be quickly deployed [19].

We introduce different adaptive mechanisms for the deployment of wireless mo-

bile routers in pervasive environments. Our solution is:

1. Localized: every decision made by the mobile router is based only on close

neighbors (i.e., one hop neighbors) and local link information. The algo-

rithm takes advantage of probe packets to exchange information about their

surrounding links status, and thus, it drives the positioning of the wireless

mobile router.
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2. Scalable: as a consequence of the previous property, our solution is scalable

in respect of the network size and the mobility strategy of the surrounding

wireless mobile routers.

3. Adaptive: the algorithm ensures that the connectivity quality is permanently

monitored based on close neighbors and local link information. As a conse-

quence, the proposed placement scheme is adaptive to topology changes and

to the evolution of the network characteristics.

Previous work focuses on the deployment and placement of mobile devices (e.g.,

robots) for surface coverage [43]. Our goal is to deploy a set of wireless mobile devices

placed between classical network routers to restore connectivity and/or to increase

the availability of communication service to satisfy application layer requirements,

such as delay, throughput, or QoS without prior knowledge of the optimal placement

of these devices by using controlled mobility. To that end, we propose an algorithm,

which we call adaptive positioning algorithm, that dynamically determines the best

position, in terms of link quality, of the mobile devices based on local information,

and so such mobile devices place themselves at their optimal location.

3.2 Key points

We propose to deploy a network composed of a fleet of dirigible wireless mobile

routers for public service. In order to fully adapt to the current conditions, the

mobile routers should move or redeploy on demand. This means that, not only

the edges of the net may move but also the core or part of the core. One of the

deployment issues is in which direction move the router to avoid disconnection or

degradation of the QoS.

The deployment of a network composed of a fleet of dirigible wireless mobile

routers (named from now on as substitution network) can be useful in case of multi-

ple link failures as in natural disasters, weak connectivity, fiber-optic cable cuts, or

flash crowds. In this work, we focus on a typical use case of substitution networks

as presented in [17]. In this scenario, the substitution network aims at helping a

base network to restore and maintain some of the basic services available before the

failure. Thus, a fleet of wireless mobile routers is self-deployed to compose a substi-

tution network together with the base network. Thereby, we evaluate an adaptive

positioning scheme to deploy a network depending on the driving applications.

Our basic idea is that, during the network lifetime, each wireless mobile device

of the substitution network determines a new position by using the feedback on the

link quality coming from its neighbors. We use and compare various metrics, e.g.,

signal-to-noise ratio (SNR), received signal strength (RSS), round-trip time (RTT),
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and transmission rate (TR) to assess the wireless link quality between a wireless

mobile router and its neighbors.

3.3 Proposed algorithm

Our basic idea is that, during the network lifetime, each wireless mobile device of

the substitution network determines a new position by using the feedback of the

link quality coming from its neighbors. The following are the major steps involved

with the algorithm running on each node: (1) measure the chosen link metric,

(2) compute the new position, and (3) move to this new position. Each of these

steps are described in detail in Algorithm 1, named adaptive positioning algorithm,

where we use the RTT as link metric.

No prior knowledge of the optimal mobile device locations is assumed to be

available at nodes. Our algorithm uses close neighbors and local links information to

allow nodes to position themselves. Each wireless mobile router runs the algorithm

regularly and measures the link parameters. Next, we briefly describe the steps

taken by our algorithm as follows:

1. Measure link parameters. In order to measure link parameters, we use

an intrusive method. The wireless mobile device regularly broadcasts (every

t seconds) probe request packets containing a sequence number and the id or

MAC address of the wireless mobile device. Each node receiving a probe-

request replies with a probe-reply message by using unicast transmission and

including information such as its id, its position and any local information

regarding the link parameters. We use an intrusive method to get up-to-

date information regarding link parameters but also to get a consistent and

fair view of each link in the surroundings of a mobile device. An additional

advantage of using broadcasting of probe request packets is that we can avoid

the clock synchronization problem between devices.

2. Compute new position. Each node computes its new position based on

the surrounding link parameters every k × t seconds, where k is the number

of probe packets to ensure that enough measures are used to get consistent

statistics on the link parameter. During the probe period, the wireless mobile

device stores the k received values and the measurements obtained through

the probe replies. Once the probe period ends, the received values are deleted

waiting for new values.

The wireless mobile device compares the values of the link parameter received

from the next and the previous hop, Xnext and Xprev. For example, when the

considered parameter is the Round Trip Time (X = RTT ), if Xnext > Xprev
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then the wireless device will move toward the next node. The degree of the

inequality changes according to the link parameter considered. In this case,

we assume that RTT is somehow related to the distance between nodes. In

case of multiple flows passing through the same device, the wireless mobile

device will move towards the node i with the maximum RTT . The link

parameter measurements are averaged and used to compute the new position.

The mobile device can use different measurements related to the link quality,

for example SNR, RSS, or TR. Such values may be obtained by means of any

802.11 wireless card.

3. Move to new position. In this step, each wireless device moves forward

on the computed direction for a distance d. This stepwise choice is arbitrary

and it would be easier to relate the traveled distance d to the link parameter

value. However, we choose this stepwise movement to be more realistic since

in real environments some geographical positions cannot be considered as a

suitable position due to potential obstacles, for example a wireless mobile

device cannot cross a vehicles road.

Based on the link parameter measurements, the mobile device tries to equalize

the metrics for both the previous node and the next node. It is important to no-

tice here that we assume a correlation between link parameters and position due to

wireless channel impairments or fading effects, for example. Figure 3.1 illustrates

the major steps of our deployment algorithm. During the probe period, the mobile

router sends probe packets to its one-hop neighbors and it waits for the correspond-

ing replies; then, the router, based on the information acquired, assess the quality

of each link and decides in which direction will move; finally, the router moves

accordingly. This process is repeated throughout the entire time of the simulation.
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Figure 3.1: General steps of adaptive positioning algorithm.
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Algorithm 1 Adaptive positioning algorithm
• Message formats:

ProbeRequest messages: Identifier src;
ProbeReply messages: Identifier src, dst;

• Parameter:
double ProbePeriod, SendTime, RTT;
int k, Move;

PartI — Link parameters n:

1: set TIMER to expire in time ProbePeriod;
2: while ( 1 ) do

3: if ( TIMER ≤ 0 ) then

4: Send ProbeRequest Message;
5: SendTime = NOW;
6: set TIMER to expire in time ProbePeriod;
7: while ( 1 ) do

8: Upon reception of a ProbeReply

9: RTT = NOW - SendTime;
10: Store RTT in a table with the ProbeReply sender;

PartII — Compute new position and move:

1: set TIMER to expire in time k×ProbePeriod;
2: while ( 1 ) do

3: if ( TIMER ≤ 0 ) then

4: Compute link parameter for Next and Prev hops;
5: if ( RTTnext > RTTprev ) then

6: Move towards the Next hop ;
7: else if ( RTTnext < RTTprev ) then

8: Move towards the Prev hop ;
9: else

10: Do not move ;
11: set TIMER to expire in time k×ProbePeriod;
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3.4 Performance evaluation

In this section, we present an experimental performance evaluation of our adaptive

algorithm. Our goal is to present the effectiveness of the algorithm to deploy wireless

mobile routers in a given area. To that end, we evaluate or proposal by using the

NS-2 network simulator [18]. Below, we describe the scenarios, simulation parame-

ters as well as the performance metrics we use for the evaluation. We have chosen

three scenarios proposed in [44] as result of the study on relay wireless networks.

3.4.1 Simulation scenarios

We start by simulating a one-router scenario with a source (S) and a destination

node (D) that communicate through one wireless mobile router as presented in Fig-

ure 3.2(a). In this topology, the destination node is placed 250 m far from the source

node. At the beginning of the simulation, the router node is placed 10 m far from

the source node. Thus, the router starts moving based on our algorithm.

Then, we propose a multiple-router scenario by adding a second router and

increasing the distance between the source and the destination to 400 m, the router

1 is placed 100 m far from the source node, and the router 2 is placed 300 m far

from the source. This scenario is depicted in Figure 3.2(b). Each router moves

independently based on our algorithm with no knowledge about the values obtained

by the other router.

Finally, we evaluate the network performance by varying the number of flows and

destinations. We consider a multiple access scenario as depicted in Figure 3.2(c),

where there is a source (n0) and two destinations (n2, n3) out of range. So, we

use a router (n1) to connect the source and the destinations. At the beginning of

the simulation, the router (n1) is placed 60 m far from the source node (n0) on the

straight line that connects the source node from the middle position between the

receiver nodes (n2 and n3).
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S D

(a) Scenario 1: One source, one destination, and one mobile

router

S D

(b) Scenario 2: One source, one destination, and two mobile

routers

(c) Scenario 3: One source, two destinations, and one mobile

router

Figure 3.2: Evaluation scenarios.
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We simulate the evaluation scenarios in the well known simulator NS-2.29. We

extend the simulator by adding patches that reflect real wireless propagation, physi-

cal layer, and the adaptive AutoRate Fallback (AARF) mechanism for 802.11b [45].

AARF adapts the transmission rates depending on the network conditions, in order

to increase link reliability. Rather than using a fixed threshold, AARF adapts such

threshold following the binary exponential backoff algorithm. We also extend the

simulator by adding a realistic channel propagation and error model as proposed

in [46], by considering the effect of interference and different thermal noises to com-

pute the Signal to Noise plus Interference Ratio (SINR), and accounting for different

Bit Error Rate (BER) to SINR curves for the various codings employed. We use the

Dynamic Source Routing (DSR) protocol for our simulations in order to account

with an initial routing solution. As we mentioned before, our algorithm is not tied

to any routing protocol in particular, so it is designed to work with any routing

protocol. Table 3.1 summarizes all the parameters used in our simulations.

3.4.2 Performance metrics

Before we can test our proposed algorithm, we define the set of performance measures

we use in our work. In order to assess the performance of our deployment algorithm,

we focus on two type of metrics, network metrics and quality metrics that are defined

as follows:

• Average throughput (THavg). The average throughput of a data transfer is:
F
∆
bits/sec, where F is the number of bits transferred every second to the final

destination during the time interval ∆.

• Instantaneous throughput (THins). The number of bits transferred to the final

destination in any given instant.

• Average end-to-end delay (Davg). This is the total average time for a packet

to travel from source to destination.

• Average jitter (Javg). We compute jitter as the measure of the variability over

time of the packet latency across a network; as known, jitter is a function of

the delay. The jitter of a packet i is calculated as: J(i) = J(i− 1) + (|D(i−
1, i)| − J(i− 1))/16

• Loss percentage (Lperc). The loss percentage is equal to l−T
l

× 100, where l

is the total number of packets sent during the simulation time, and T is the

total number of packets received at the destination.

• Peak Signal-to-Noise Ratio (PSNR). PSNR measures the error between any

pair of reconstructed and original images. PSNR is usually expressed in terms
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Table 3.1: Simulation parameters.

Physical Propagation Two Ray Ground

Error Model Real [46]

Antennas Gain Gt = Gr = 1

Antennas Height ht = hr = 1 m

Min Received Power Pr−thresh=6.3 nW

Mobile Router Energy 50 J

Communication Range 240 m

MAC 802.11b Standard Compliant

Basic Rate 2Mbps

Auto Rate Fallback 1, 2, 5.5, 11 Mbps

LL Queue size 50 pkts

Policy Drop Tail

Routing Static Dijkstra

Routing Traffic None

Transport and Flow CBR / UDP

Application Packet Size 1052B

Multimedia Video Encoding rate (high)

Number of Frames 2101

Duration 70s

Statistics Number of samples k = 10

Broadcast period t = U(0.1)

Mobility Movement step d = 2m

of the logarithmic decibel scale (dB). If the measured PSNR is between 30

and 50 dB, it is considered as a good quality [47].

• Quality of Experience (QoE) using Mean Opinion Score (MOS) [48]. QoE

corresponds to the quality perceived by the final user. In order to measure

the perceived quality, an original multimedia transmission is recorded under

a controlled environment, in other words, without errors or losses; then, this

record is sent through out a given network; finally, a group of users compares

the received stream with the original one and they give to the stream a note

between 1 to 5, see Table 3.2. The Evalvid tool [47] allows us to process the

simulation results after the video crosses the substitution network. In [47],

the authors propose an approximation to the QoE by converting PSNR to

MOS; this is shown in Table 3.2.
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Table 3.2: PSNR to MOS conversion.

PSNR[dB] MOS Quality

> 37 5 Excellent

31 - 37 4 Good

25 - 31 3 Fair

20 - 25 2 Poor

< 20 1 Bad

3.5 Simulation results

We implement all the variants of the main algorithm described in Section 3.3 and we

measure TR, RTT, SNR, and RSS under the parameters presented in Section 3.4.1.

We also use the topologies shown in Figure 3.2. In this section we present our

findings.

3.5.1 Positioning of one router

We start by implementing a basic scenario composed of one mobile router and two

nodes: a source (S) and a destination (D), which are placed 250 m far from each

other as we show above in Figure 3.2(a). At the beginning of the simulation, the

router node is placed 10 m far from the source node. Thus, the router starts moving

by using our algorithm.

Three UDP flows are sequentially transmitted from the source to the destination.

They try to use the total available bandwidth. UDP packets are generated at a rate

of 11 Mbps; the size of each UDP packet is 1 MB. Then, we also vary the average

transmission rate with steps of 10, 50, 200, 300, 600, and 1000 kbps for each set of

simulations. Each simulation runs for a period of 1000 seconds.

Figure 3.3 illustrates the movements of the router between S and D while trying

to reach the best location. The algorithm decides the movement direction according

to the link quality (QoS) using TR, RTT, SNR or RSS metrics. The router is

initially placed 10 m far from the source. We observe that only with the RSS-based

variant, the router reaches exactly the middle point, 125 m from the source.

This is an expected behavior since SNR is computed based only on the power

transmission and the propagation model. When the RTT is the chosen link metric,

the mobile router reaches the furthest position from the middle point between source

and destination. This is due to the fact that even if the probe packets have higher

priority in the node’s queue than data packets, they cannot preempt an ongoing

transmission at the MAC layer.
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Figure 3.3: Movements over time of the mobile router according to different

link metrics.

Since there is a high probability that the source node is processing a packet at

the MAC layer (being the source of traffic), the RTT between source and router

nodes increases for the probe-reply packet. Besides, at the destination node, there

is no packet processed at the MAC layer since it does not generate any traffic. Thus,

the RTT decreases at the destination node, which explains such behavior for the

RTT-based positioning.

It is also worth noting that the TR-based and SNR-based positioning of the

router node reaches positions close to the middle point. However, since both variants

depend on the network traffic, the movement is not as stable as for the RSS. Indeed,

the TR uses auto-rate fallback which is based on the number of retransmissions

due to collision or packet errors, and SNR uses the interferences caused by other

transmissions.

In Figure 3.4, we show the instantaneous throughput, the end-to-end delay for

each frame, and the jitter computed as the absolute value of the difference between

the delay of two successive packets. We observe that, the worst performance is

obtained at the beginning of the simulation, when the router is close to its initial

position, except for the RTT variant, which shows stable results around the initial

position. In general, once the router starts moving, the performance increases.
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Figure 3.4: End-to-end delay, jitter and throughput UDP traffic results for

RSS, SNR, TR, and RTT.
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Table 3.3: MOS comparison

Video RTT SNR RSS TR

Vb 3.25 3.56 3.51 3.49

Ve 3.25 3.73 3.71 3.65

Regarding the RTT, we can observe that the algorithm obtains the highest values

for delay and jitter. We can also see that the TR, RSS, and the SNR variants exhibit

very similar performance regarding delay and jitter. These results show that a good

position for the router node is around the point at equal distance between the next

hop and the previous hop.

Accordingly, in order to assess the impact of router’s mobility on the quality and

particularly on the perceived quality we introduce two high quality videos, the first

one, Vb, is sent at the beginning of the simulation (∼100 s) and the second one, Ve,

is sent at the end of the simulation (∼600 s).

Each video contains 2101 frames and its duration is 70 s. The video packet size

is 1052 bytes. The high quality video is encoded at 1024 kbps. We mix the video

traffic with a non-saturating UDP flow as a background traffic. The UDP packets

are generated at a rate of 400 kbps.

Thus, we plot the metric for the different videos. Figures 3.5(a)(b)(c) depict

the results for PSNR, end-to-end delay, and jitter obtained using the RTT, SNR,

RSS, and TR variants of our algorithm. We show the PSNR, end-to-end delay, and

jitter as functions of video frame number for the two videos. For each metric, the

video quality remains higher than the typical values (30 dB), and even in the worst

case, the PSNR is higher than the acceptable values (20 dB). The figures show that

the first video has lower PSNR, higher end-to-end delay, and higher jitter variation

compared to the last video.

Table 3.3 compares the MOS values for both videos. We observe that Vb obtains

lower MOS values than Ve for all the variants of the algorithm.



3.5. Simulation results 31

 24

 26

 28

 30

 32

 34

 36

 38

 40

 42

 0  500  1000  1500  2000  2500

P
S

N
R

 [
d

B
]

Frame number

RSS RTT SNR TR

(a)

-5

-4

-3

-2

-1

 0

 1

 0  500  1000  1500  2000  2500

J
it
te

r 
[m

s
]

Frame number

RSS RTT SNR TR

(b)

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0  500  1000  1500  2000  2500

E
n
d
-t

o
-E

n
d
 d

e
la

y
 [

m
s
]

Frame number

RSS RTT SNR TR

(c)

 10

 15

 20

 25

 30

 35

 40

 45

 0  500  1000  1500  2000  2500

P
S

N
R

 [
d

B
]

Frame number

RSS RTT SNR TR

(d)

-4.5

-4

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

 0

 0.5

 0  500  1000  1500  2000  2500

J
it
te

r 
[m

s
]

Frame number

RSS RTT SNR TR

(e)

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0  500  1000  1500  2000  2500

E
n
d
-t

o
-E

n
d
 d

e
la

y
 [

m
s
]

Frame number

RSS RTT SNR TR

(f)

Figure 3.5: High quality video and background traffic results for Vb(a,b,c) and

Ve (d,e,f) when RTT, SNR, TR, RSS variants are simulated.
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3.5.2 Positioning of two wireless mobile routers

Likewise, we implement the second scenario composed of one source (S), one des-

tination (D), and two routers (r1, r2) as depicted in Figure 3.2(b). We send the

same type of traffic as in the previous scenario and we observe the wireless mobile

routers’ behavior.

Figure 3.6(a) compares the movement of two routers between source and des-

tination trying to reach the best position based on RTT and RSS metrics. In

Figure 3.6(a), router 1 starts at 100 m from the source and router 2 starts at 300 m

from the source. We observe that by using the RSS-based variant the mobile router

reaches exactly the evenly spaced position between source and destination: router 1

at 125 m from the source and router 2 at 275 m from the source. We can also see that

once again the RTT variant of the algorithm shows the worst behavior regarding

delay (Fig. 3.6(b)), throughput (Fig. 3.6(c)), and jitter (Fig. 3.6(d)).
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Figure 3.6: UDP traffic (RSS, RTT)
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3.5.3 Positioning for two destinations

Finally, we evaluate the network performance changing the number of flows and

destinations. We use the topology depicted in Figure 3.2(c), where we present a

source (n0) and two destinations (n2, n3) out of range. So, we use a router (n1) to

connect the source and the destinations. At the beginning of the simulation, the

router (n1) is placed 60 m far from the source node (n0) on the straight line that

connects the source node from the middle position between the receiver nodes (n2

and n3). For this scenario, we consider transmitting UDP packets with a size of

1 MB, and we vary the transmission rate as we described in the previous section.

We compare the performance of each link parameter versus the performance of

a fixed node. The fixed node is positioned on the barycenter of the given topology,

i.e., 173 m far from the source node on the straight line that connects the source

node from the middle position between the receiver nodes.

We present in Figure 3.7, the positioning evolution of the router by using our

algorithm. This figure presents two views of the evolution, Figure 3.7(a) is a 3D

view showing the movement on the Cartesian plane with the time on the z axis.

We observe that, when the router uses SNR as the equalizing parameter, it stops

moving after 200 seconds, by using RSS, it stops moving after 1500 seconds, whereas

by using RTT and TxRate, it continues moving until the end of the simulation. The

movement trace is depicted in Figure 3.7(b). Here, we observe that by using TxRate,

the router goes close to n3. We also observe that only the RTT parameter reaches

the point that is closer to the barycenter, and the RTT based scheme improve its

performance in this scenario compared with the simple scenario presented before.

In the following simulation campaigns, we transmit two UDP flows starting at

the same time. The source node (n0) transmits Flow 1 to destination node 1 (n2)
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Figure 3.7: Deployment evolution in time (RSS, RTT, SNR, TxRate and

Barycentric), contrasting the router placement as function of time.
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and Flow 2 to the destination node 2 (n3). In Figure 3.8, we show the average

end-to-end delay and the average jitter comparison for each flow. The performance

for these two parameters, when the mobile router is positioned on the barycenter,

is constant. We see also that for a transmission rate under 600 kbps, the mobile

router obtains low values for both delay and jitter.

Figure 3.8 shows the results for throughput and the packet loss. We can see that

when the router is positioned on the barycenter, as the transmission rate increases

the results are constant and outperform those obtained by using the mobile router.

Besides, as the transmission rate increases the packet loss increases. For both met-

rics, the algorithm performs better when considering the RSS parameter than when

considering the other SNR, RTT, or TxRate parameters.

However, these results do not reflect the performance during the simulation

time. This is important because, as we can see in Figure 3.9, the mobile router

at a given set of times improves the throughput values obtained with the static

router. We have to recall that the mobile router starts moving from a position 60 m

far from the source node, which is worse than the barycenter in terms of network

performance; but, when using our algorithm, the mobile router improves its position

and its performance on-the-fly.

3.6 Partial conclusion

In this chapter, we have presented a scheme based on different link parameters for

substitution networks that operates in environments where connectivity guarantee

is an issue. To that end, we simulated a substitution network with the NS-2 network

simulator, testing three different scenarios.

We have introduced a suite of algorithm strategies to control the placement

of wireless mobile devices. In particular, we have focused on networks where the

source and the destination nodes of UDP traffic are connected through multi-hop

communications performed by wireless mobile devices that act as relays. Specifi-

cally, our goal has been to deploy or re-deploy the wireless mobile devices so that

application-level requirements, such as data delivery or latency, are met.

The algorithm we have proposed achieves these goals by using a localized and

adaptive approach that determines the best positions of wireless mobile routers

in terms of delay, jitter, loss percentage, throughput, and PSNR. Our simulation

results show the importance of the placement of wireless mobile routers to increase

the performance at the application level. Finally, we compared our solution with

the optimal theoretical placement, which is the barycenter.
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Figure 3.8: End-to-end delay, jitter, throughput and packet loss percentage

comparison.
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4.1 Introduction

We have proposed an adaptive positioning algorithm to self-spread mobile routers

in substitution networks, presented in Chapter 3. Such an algorithm allows the

routers to be deployed by using controlled mobility based on the link quality. The

link quality is measured in terms of delay, received signal strength, or signal to noise

ratio by means of active measurement. To this end, our proposed algorithm sends

probe packets to all the nodes in one-hop communication range; each node that

receives the probe packets answers with reply packets; thus, the router computes

the next movement based on the replies received.

Active measurement is an effective technique to provide insights about the net-

work performance. Nevertheless, its main disadvantage is that it introduces extra

packets, that are overhead, to obtain such measurements. Therefore, the accuracy

of the measurements depends on the quantity and frequency of exchanged packets.

If the probe transmission rate is increased, the insights obtained will be accurate,

however, the overhead will increase proportionally consuming network resources.

Obviously, there exists a compromise between the information accuracy and the
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probe packets transmission rate. This compromise is specially important when a

decision making process relies on information gathered by using the probe packets

such as in the case of the aforementioned adaptive positioning algorithm.

In the context of our algorithm, presented in Chapter 3, the compromise between

resources consumed and accuracy impacts directly movement decision making pro-

cess. For example, we may reduce the overhead by reducing the transmission rate,

yet, the time the routers take to arrive to the final position is increased too. This is

because it takes more time to acquire the necessary data. Thus, the strategy chosen

to reduce the overhead must consider this compromise in order to reduce the impact

on the router’s mobility.

In the literature, we can find some similar problems. For instance, the hello pro-

tocol, also known as neighbor discovery protocol, allows neighbor nodes to establish

and maintain the neighborhood relationships in wireless ad hoc networks [49]. For

that purpose, each node sends hello messages at regular intervals to claim/notify its

existence. So, a main issue is to determine the optimal messages transmission rate.

Likewise, in wireless sensor networks (WSN) the communication task consumes most

of the available energy [50]. Hence, one method to reduce the energy consumption

is to reduce the amount of messages exchanged between nodes. The goal of data

reduction techniques is, precisely, to reduce the data exchanged between the sink

and the sensor nodes. In particular, data prediction techniques reduce the amount

of information sent by building a model of the data evolution. In both cases, it

is possible to use autoregressive modeling to solve the trade-off issue as presented

in [51, 52].

Hence, in this chapter, we propose to use surrogate data obtained by means

of an autoregressive model avoiding data starvation periods. Our contribution is

two fold; firstly, we compare our proposal with the EEE [52] algorithm and prove its

performance with real samples publicly available in order to select the most adequate

model. Secondly, we apply the chosen algorithm to the context of substitution

networks.

4.2 Overhead and accuracy compromise

The active measurement is a well known approach to characterize a network’s condi-

tions and performance. To which end, the active measurement techniques introduce

extra packets into the network called probe packets [53]. These probe packets provide

with insights into network behavior, for example, packet loss, delay, and jitter [54].

Nevertheless, adding packets to the network traffic poses challenges particularly

in wireless networks. For example, since the IEEE 802.11b can use several raw data

rate namely 1 Mbps, 2 Mbps, 5.5 Mbps, and 11 Mbps, the quantity of resources
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Figure 4.1: Impact of the overhead-accuracy compromise on the adaptive

positioning algorithm performance.

consumed by a packet relies on the rate at which the packet is transmitted, i.e., a

given packet transmitted at 11 Mbps consumes less resources that an identical packet

transmitted at 1 Mbps. Furthermore, it is necessary to consider the additional

resources in terms of storage and analysis of the aggregated traffic. Therefore, there

exists a trade-off between the amount of probe packets transmitted and accuracy of

the obtained values [55]. The above mentioned compromise is specially important

when a decision-making process depends on the data collected during the sampling

intervals.

Beyond error as an important metric to evaluate the proposals, the ultimate goal

is to make the same decision with less information. Particularly, our deployment

algorithm needs to gather data about the link quality to decide in which direction

the router must move. Such a task depends on the probe packets transmission rate

to collect the link quality data. In other words, if the rate is too high regarding the

decision making process time, valuable resources, such as energy or bandwidth would

be wasted; contrariwise, if the rate is too low, it would cause data starvation periods

where the router needs to make a decision but does not have enough information to

do it.

To illustrate overhead and accuracy compromise in substitution networks, we

consider one source, one destination, one router scenario as presented in Chap-

ter 3.4.1 under the same assumptions. First, we execute the adaptive positioning

algorithm without modifications; then, we execute the same algorithm and we reduce

the frequency by increasing the time between probe periods, that is, just sending

one-fifth of the probe packets total in normal conditions; finally, we increase again
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the time between probe periods, sending one-tenth of the probe packets. In Fig-

ure 4.1, we can observe that, by using the normal rate, the router reaches the mid-

dle point after 600 s of simulation. However, when we reduce the probe frequency,

the time the router takes to reach the same point increases drastically. Thus, the

overhead-accuracy trade-off has an evident impact on our algorithm performance.

4.3 Some background on time series models

Before describing our proposal to reduce overhead, we present a brief introduction to

the time series models for a complete understanding of forecasting-based techniques.

Time series forecasting methods are commonly used to predict the output values

as a function of previous values of a given series. In particular, the autoregressive

(AR) model is widely used due to its simplicity and low complexity. This model

predicts the value of Xi+1, denoted by X̂i+1, and is taken as a weighted sum of the

last M values of the process Xi. The AR(M) model is defined as follows:

X̂i+1 =

M
∑

m=1

φmXi−m + εi, (4.1)

where φm represents the coefficients, M is called the model’s order, and εi is white

noise. There are several approaches to estimate the values of φm for m ∈ [1, . . . ,M ],

such as, Yule-Walker equations, ordinary least squares, maximum entropy estimates,

geometric lattice method, and forward-backward method [56]. In practice, the se-

lection of the order’s model M for a given data is calculated by balancing the error

that the model generates against the number of parameters in the model. It is easy

to reduce the error by increasing the order, however, this requires a greater number

of unknown parameters, consequently, increasing the resources requirements.

The autoregressive-moving average model (ARMA) and its generalization on the

autoregressive integrated moving average model (ARIMA) are a combination of the

AR and the moving average (MA) models. In both, the AR branch represents the

dependency between the current value and the M previous values, while the MA

branch represents the influence of current and past errors due to white noise on the

current and future values.

4.4 Autoregressive estimation

In the wireless sensor networks context, data prediction techniques reduce the

amount of information sent by building a model of the data evolution [57,58]. Then,

the model predicts the future values with a margin of error. The model is built at

the sensors as well as at the sink. If the model is accurate enough, the sink will
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respond to the users queries without the real data; otherwise, the sensor and the

sink need to retrieve the actual values to update the model. We believe that the

same principle may be used in the substitution networks context as we present later

in this chapter.

From now on, we focus only on the algorithm proposed by Ghaddar et al. which

we call EEE [52]. Ghaddar et al. in [52] aim to reduce the communication overhead

between sensors and their sink by feeding the AR model with its own estimates as

samples to generate new estimates. In other words, if X̂i is close enough to Xi, the

model will use X̂i as sample; otherwise the sensor will send the actual sample Xi

and, based on this sample, the sensor and the sink will recalculate the corresponding

coefficients. Furthermore, the authors propose a method to dynamically fit the

coefficients in Eq. (4.1), rather than using the traditional methods.

The algorithm proposed by Ghaddar et al. is initialized as follows: at time t = 0,

X̂0 = X0, φm = 1/M for all m ∈ [0, . . . ,M ], and the estimation error is given by

ei = Xi − X̂i. Each time that ei exceeds the error tolerance, the φ weights must be

adjusted sequentially. Generally, the j-th coefficient is adjusted as follows:

φ′

j =

[

Xi − j
j+1

ei − (
j−1
∑

m=1

φmX̂i−m +
M
∑

p=j+1

φ′

pX̂i−p)

]

X̂i−j

, (4.2)

where φ′ denotes the new value of the j-th coefficient j ∈ [1, . . . ,M ]. Likewise, the

authors use a dynamic error threshold based on previous errors given by

thr =

(

M
∑

i=1

( |Xi −Xi−1|
M

)

)

+ ρ, (4.3)

where ρ ∈
[

−cσ/
√
M, cσ/

√
M
]

is a random number that represents the uncertainty

of the estimation due to data dispersion, σ is the standard deviation of the latest

errors, and c is the level of uncertainty, in this case c = 1.96 for a confidence interval

of 95 %.

4.4.1 Tuning the AR estimator

The work shown in [52] proposes an adaptive algorithm to reduce the amount of

transmitted data, therefore, saving energy in nodes. This algorithm is based on

the AR model adjusting dynamically the model’s coefficient with a fixed model’s

order for all the study cases. The authors use a fixed model’s order to simplify their

proposal and to avoid taking old meaningless values into account. They claim that

the AR(3) model is not efficient since it does not adjust the coefficient values in

terms of relative error.
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Figure 4.2: The error increases when using estimated values as samples com-

pared with the actual values.

Therefore, we propose to build two AR models based on different methods to fit

the coefficients. Considering that we have a set of samples in the past, we calculate

the model’s order, M as follows. For a given trace, we compute all the values X̂i

for such set of samples, starting with M = 1. Then, we increase M by one and

repeat the process. The model’s order is equal to the lowest value of M preceding

an increase in the mean square error. The coefficients φm in Eq. (4.1) must be fixed

in a way that minimizes the mean square error between X̂i and Xi by using the

Yule-Walker and geometric lattice methods [56].

4.4.2 Model feeding

We consider that by feeding the model with its estimates, we reduce the communica-

tion overhead, however, this increases the error between estimated and real values.

Figure 4.2 depicts this increment, here we compare the actual sampled values with

the estimated ones, we use the same model with the same order and the same

weights but varying the input to estimate the future values. In order to avoid high

inconsistencies between the real and estimated values, it is necessary to add an error

threshold. In our approach, each node uses Eq. (4.3) to dynamically calculate a new

threshold.

When the threshold limit is exceeded, it is necessary to implement a mechanism

to correct the error. Once the threshold is crossed, the estimators use the actual
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Table 4.1: Description of the traces.

Trace Description Samples Min-max values

1 Radioactivity in the ground 1441 100–180

2
Daily morning temperature of adult fe-

male
60 38–36

3
Carbon dioxide measurements above

Mauna Loa, Hawaii
384 315–360

4 Chemical process temperature readings 226 18–28

5 Heart rate measurements 2568 90–190

6 A garden temperature data 1033 14–28

data to correct the discrepancy. In addition, the EEE algorithm re-calculates the

coefficients with Eq. (4.2).

4.4.3 Performance comparison

For this first stage, i.e., the validation of our estimators accuracy, we use the value

traces obtained from real time series [59]. The trace-based simulation allows the

comparison of the algorithms under the very same conditions in a short period of

time. A description of the traces is presented in Table 4.1.

4.4.4 Performance measures

In order to evaluate the accuracy of our approach, we focus on the difference between

the real data and the estimated data. Particularly, we use the relative error (RE)

and the mean square error (MSE). The former reflects the proportional error for

each individual value, whereas the latter reflects the overall performance.

Relative error expresses the magnitude of the difference between the real and

the estimated values compared to the size of the real values. Recall that Xi is the

actual value and X̂i is its estimation, the relative error is equal to:

RE =
|X̂i −Xi|

Xi

. (4.4)

MSE is the arithmetic average of the squared errors and is given by:

MSE =
1

n

n
∑

i=1

(

X̂i −Xi

)2

. (4.5)
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We choose to test the accuracy of the algorithms by means of the numeric

simulation based on traces. We assume that each node in the network builds the

AR model given by Eq. (4.1). At the beginning of the simulation, the value of thr

is set to 0.05 and we set the model’s order to M = 3 for the EEE algorithm as

presented originally in [52]. For our proposed algorithm, the sensor collects a set

of samples first, and then, it computes the order as we described previously, for

example for Trace 1 the algorithm chooses M = 3 and for Trace 2, M = 1. Each

model is fed with its own estimated values as samples.

4.4.5 Results

We compare three different methods to fit the AR model coefficients, first we use

the Yule-Walker method, then the geometric lattice method, and finally the EEE

method as in [52] by using Eq. (4.2). On one hand, coefficient values calculated

by means of Yule-Walker and geometric lattice methods are fixed during the whole

session. On the other hand, the coefficients calculated by means of the EEE method

change each time that the error exceeds the threshold. The main advantage of the

EEE method is that a single simple is needed to initialize the estimator. However,

the number of updates required to achieve the coefficients’ optimal values is un-

known. On the contrary, our AR model takes a finite number of samples, and based

on them calculates the coefficients only once.

The results for each trace are presented in Figure 4.3. All the values for relative

errors shown in Traces 2, 3, and 4 are smaller than the original threshold value of

0.05. However, we clearly see that Yule-Walker and geometric methods outperform

the EEE method, and we confirm this by regarding the MSE values.

To better understand the behavior in the traces, we also present the linear

dependence of samples with themselves and two samples in the past. The sample

autocorrelation of Traces 1, 2, and 5 is shown in Figure 4.4. Regarding Trace 1, we

observe a weak dependence between the samples, therefore, for this case an AR(3)

model is more suitable. In contrast, for Trace 5 the correlation is strong over several

past samples and a small model’s order is advisable. To compare the two previous

cases, Trace 2 shows a decay in the correlation, and accordingly the AR(1) works

well as seen in Figure 4.3.
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Figure 4.4: Correlation function for Traces 1 (top), 2 (middle), and 5 (bot-

tom), the linear dependence of samples with themselves and two samples in

the past.
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4.5 Data replacement

In this section, we describe how to apply the autoregressive estimation to reduce the

overhead produced by using probe packets. First, we sketch our proposal to reduce

the overhead by means of an autoregressive estimation and next, we evaluate the

usefulness of our proposal. As we report in Section 4.2, it is important to reduce the

number of artificial packets injected into the network preserving at the same time

the accuracy of the measurements.

As presented in Chapter 3.3, the adaptive positioning algorithm sends probe

packets to all the nodes in one-hop communication range. Then, each node that

receives the probe packets answers with reply packets. Figure 4.5 depicts a probe

period for two neighbors, the router sends the probe packets in broadcast and re-

ceives the replies in unicast. In every probe period, the router sends k probe packets

to its neighbors, for example, if the number of neighbors is two and k = 10, the

router will send 20 probe packets and it will receive 20 reply packets. Of course,

this number increases per each additional node in the range and according to the

probe periods frequency. It is important to recall that the probe period and decision

making period are independent from each other, even though the decision making

process relies on data collected by the probe packets (Section 4.2).

4.5.1 Algorithm description

We now describe our autoregressive algorithm for overhead reduction. Since the be-

ginning of the simulation, every router r executes the adaptive positioning algorithm

and keeps a track of the averages obtained for each link sampled. Those average

samples Xi, i = 0, 1, 2, 3, . . . compose a time series. The algorithm takes as input

such time series. Thus, each router constructs one model per each neighbor in one-

hop communication range to predict the link quality of its neighbors. We found

Xprev Xnext

1 122 k k

k k2 21 1

Probe packet

Reply packet

Figure 4.5: Example of a probe period for two neighbors.
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that if autoregressive mechanisms are well tuned, important improvements can be

achieved on the estimation of real data. Therefore, we choose the autoregressive

model as detailed in Section 4.4.1 by using the Yule-Walker method to calculate

the model’s coefficients. The model’s order M corresponds to the value of M that

minimizes the mean squared error, MSE, given by Eq. 4.5.

At decision period j, router r estimates the value of the link quality X̂ fed with

its own estimates until a new probe period brings new data. Then, the algorithm

corrects the divergence between real and estimated data by feeding the estimator

with real data each probe period. In other words, we use the estimated values to

substitute the actual values when the latter is not available due to the overhead

reduction. Thereby, the decision making period is not delayed by the reduction of

the probe transmission rate. Once the actual data arrives, our estimator uses it to

update the model. Figure 4.6 depicts the flow chart of our AR-estimator, router r

receives the information gathered throughout the probe period. This information

is used for both, to compute the new position and to update the AR-estimator. In

case that the information about the link is not available, then, the estimates are

used instead.

We describe the major steps of our overhead reduction proposal as follows. At

each router r, the average values of the link quality Xi, i = 0, 1, 2, 3, . . . constitutes

a time series. From it, each link in the routers neighborhood is associated to a time

series, separately, with individual model’s order and individual coefficient values.

Relay r

Link quality 
estimates

Link quality 
samples

Probe period
from neighbor n

Compute 
new position

Feed AR model
Estimate link 

quality n

Decision making 
process to move

Figure 4.6: Flow chart of the autoregressive estimator at router r.
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The estimator collects a set of samples equal to 10, equivalent to 10 probe periods.

Thus, at probe period j > 10:

• Each mobile router constructs one model for each neighbor in one-hop com-

munication range.

• The estimator is fed with its own samples until the next probe period.

• The estimator retrieves the computed values.

• The router moves accordingly to the estimated values.

4.6 Evaluation

To evaluate our proposed estimator, we use the NS-2 network simulator [18]. We

compare our proposal to the original adaptive positioning algorithm. First, adaptive

positioning algorithm is executed without any modifications. Then, we reduce the

probe packets transmission rate, and replace the missing data by using estimates

generated by means of our autoregressive estimator. We use Equations 4.4 and 4.5 to

assess the accuracy of our estimator. For the sake of simplicity, we use the received

signal strength (RSS) as an input for both algorithms, nevertheless, it is possible to

use other link metric, such as signal-to-noise ratio (SNR) or round-trip time (RTT).

We execute 50 simulations of 1500 s for each algorithm in order to obtain average

results.

We consider a scenario composed of two nodes, n1 and n2, out of each other

range, the distance between them is 250 m. In order to communicate n1 and n2, a

router, r1, must be deployed. We consider that this router starts at 10 m close from

n1 and it must move to allow the communication between n1 and n2 (Figure 4.7).

Specifically, our proposal constructs an AR model for each neighbor denoted by

Xprev (previous hop) and Xnext (next hop), respectively.

In Figure 4.8, we compare the performance of our proposal, replacing the data

with estimates, to the original positioning algorithm that uses the actual values.

We show that by using an autoregressive estimation, the router achieves the opti-

mal position after ∼600 s as the original algorithm, i.e., the router make the same

movement decision based on the estimated values. Furthermore, we present the rela-

tive error for the every sample of the model constructed in Figure 4.9. In both plots,

S D

Figure 4.7: Scenario 1: One source, one destination, and one mobile router.
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and Xnext (next hop) by using the Yule-Walker method as a function of sample

number.

the values for relative errors are smaller than 0.4, after the sample number 200, the

values of RE achieve the smallest values during the simulation, this corresponds to

the moment when the router achieves the optimal position.

Table 4.2 summarizes the gain in terms of number of probe periods and ex-

changed probe and reply packets. From such a table, we observe a considerable

reduction of overhead during the simulation of 80%.

4.7 Partial conclusion

We have shown in this chapter that a well tuned AR estimator may indeed be used to

estimate data series in one-hop based information substitution networks. Firstly, we

showed how an AR process using the Yule-Walker and the lattice-based approaches

both exhibit lower relative errors than the EEE model proposed by Ghaddar et al.
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Table 4.2: Packet exchange comparison

Probe Periods Probe Pkts. Reply Pkts.

Without change 428.7 8345.3 8344.14

Reduction to 20% 89.2 1730.86 1729.8

Reduction to 10% 45 863 862.3

The results we obtained for each of the six traces used showed lower relative

errors than their EEE counterparts. We also analyzed how autocorrelation functions

are of great help when choosing an AR approach. This is clearly an advantage

of the algorithms we propose since the autocorrelation function is included when

computing the lags for a given estimation.

Later, we focused on this chapter on the use of an AR estimation in wire-

less substitution networks for overhead reduction. We have reduced the number of

probe packets exchanged by 80% meanwhile we maintain the accuracy in the routers

movement. In both, the original positioning algorithm and our proposal, the router

achieves the same position by expending the same time. Clearly, replacing actual

samples with accurate estimates is an effective approach to reduce the overhead

caused by the active measurement.
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5.1 Current work based on this thesis

The findings presented in this thesis has been taken up by other members of our

research team. Before concluding, we would like to highlight two extension of our

work as a result of the mutual collaboration. Firstly, an improvement to the self-

deployment algorithm described in Chapter 3, and secondly, its implementation on

a real platform.

5.1.1 Fast-Adaptive Positioning Algorithm

The first contribution is an extension of our deployment algorithm which considers

the energy consumption, a fast deployment scheme, and mix of the network metric

to (re)deploy the wireless mobile routers [60]. This algorithm, called F-APA (Fast-

Adaptive Positioning Algorithm), computes dynamically the distance that the router

travels each time that it moves and it combines several link parameters. Recall that

in the original algorithm (Chapter 3), the robot travels each time a fixed distance of

1 m. Moreover, the link quality measurement is constrained to one link parameter.

5.1.1.1 Energy consumption

One important contribution is the energy consumption measurement of both deploy-

ment algorithms [60]. In order to abide the principles of wireless communications,

it is crucial to account with an accurate simulation model. NS-2 applies a linear

battery model by default, for this reason we obtain the energy consumed by real

mobile devices. Hence, the energy consumption and the speed of the mobile robot
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Figure 5.1: Wifibot

is experimentally calculated by using Wifibots [61], and we consider these values for

our simulation model.

The energy consumption Econs of the router in Joules is calculated using the

following equation:

Econs =







25d+ 2 if the router is moving,

8 if the router is not moving,
(5.1)

where d is the traveling distance in meters and 2 Joules are added for the robot

acceleration. The speed of the robot is 0.9 m/s.

By using the above energy model, we calculate the energy consumed by the

robot during the deployment time. The results are presented in Figure 5.2. Figure

5.2(a) illustrates the progress of the mobile relay throughout the simulation using

the received signal strength indicator. We can observe that both algorithms reach

the middle of the distance, but with F-APA the deployment is faster. The fast

deployment also leads to an improved throughput performance (see Figure 5.2(b))

which converges quickly to the rate obtained by the static deployment. F-APA’s

better performance is achieved by consuming similar energy to APA (see Figure

5.2(c)), the difference is due to robot’s acceleration during the first stage of the

F-APA algorithm.

5.1.2 Real implementation

The second contribution is the implementation in hardware of our deployment al-

gorithm by using Wifibots [61] (Fig. 5.1). Such robots are composed of a motion

hardware and software and a Atheros Communication wireless card. The scenario

at hand consists of one robot (mobile node) and two laptops, source (S) and des-

tination (D), respectively. S and D are placed 18 meters apart in a corridor and

the initial position of the robot is 1 meter away from S. Then, the robot executes

the deployment algorithm using the RSSI as link parameter. Due to the constant

variation of the RSSI, a movement threshold is also considered otherwise the robot
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never stops. We vary the threshold to 3 dBm, 5 dBm, and 10 dBm to observe the

effect of the threshold in the robot’s movement.

The preliminary results are shown in Figure 5.3. On the left column we observe

the distance that the robot travels each time it executes the algorithm. On the right

column, we observe the RSSI mapping according to the position of the robot from

both links. Finally, each row corresponds to the threshold values 3 dBm, 5 dBm,

and 10 dBm, respectively. For the three thresholds, we can observe the evolution
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Figure 5.3: The movement of the robot and the RSSI measurements. The

robot moves according to the measurement of the received signal, hence we

can also map the robot movement to the received signal strength from the

two stations.
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of the received values tending towards the equalization between link values. These

results seem promissory, nevertheless, there still exists a lot of work remaining before

having a completely functional platform.

5.2 Conclusion

In this thesis, our goal has been to design and to propose an algorithm to self-

deploy mobile wireless routers for substitution networks considering a disaster sce-

nario where part of the infrastructure is damaged. We have been looking for an

adaptive, localized, and distributed solution easy to implement and able to deal

with environment’s evolution.

First, to better understand the context of the potential applications of the sub-

stitution networks and their requirements, we have proposed in Chapter 2 a clas-

sification for the rapidly deployable networks solutions. This classification is based

on the type of wireless technology used to create on demand a network backbone.

We have identified three major categories: the femtocell approach, the breadcrumbs

approach, and the mobile robotic approach. And finally, we have classified the

substitution network solution as part of the robotic network approach.

Second, we have presented a self-deployment algorithm for mobile routers in

substitution networks in Chapter 3. Our algorithm controls the routers placement

based on the link metrics, such as received signal strength indicator, signal to noise

ratio, or round trip time. Our algorithm allows the deployment or redeployment

of the routers considering only local information (one-hop) and it is executed in

every router independently, i.e., adaptive, localized, and distributed. Moreover, we

have evaluated our algorithm by means of the NS-2 simulator, testing three basic

topologies. We have assessed the performance of the proposed algorithm in terms

of delay, jitter, loss percentage, throughput, and peak signal to noise ratio by using

two different types of traffic User Datagram Protocol traffic and video traffic.

Finally, we have proposed an improvement to our deployment algorithm by

reducing the overhead caused by using probe packets as technique to measure the

link quality. We have used surrogate data obtained by means of an autoregressive

estimator in order to avoid data starvation periods due to the reduction of probe

packets. To that end, we have compared two autoregressive estimators, the EEE

algorithm proposed by Ghaddar et al. in [52] with a fixed model’s order and an

autoregressive algorithm with a tunable model’s order. Then, we have applied the

latter algorithm to reduce the overhead by using accurate estimates. Thus, we

have reduced the number of probe packets exchanged meanwhile we maintain the

accuracy in the router’s movement.
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Regarding the proposals for self-deployment nodes in rapidly deployable net-

works, it is clear that it remains a lot of work to do. In particular, an interesting

direction is to compare different deployment algorithms for mobile robotic backbone

under the same assumptions. This is not a trivial task since, as we see in Chapter 2,

each proposal considers different metrics, such as coverage, number of nodes, devices

connected, delay, or throughput. And they consider different assumptions about the

previous knowledge acquired for the deployment. We think that the careful election

of the performance metrics is the next step to continue in this direction. Once the

metrics will be defined, we will compare several deployment algorithms initially by

means of simulations, and if it possible by means of real implementation.

Regarding our autoregressive mechanism for data reduction in Chapter 4, we

have chosen an arbitrary percentage, reducing in 80% the number of probe packets

exchanged, in order to evaluate the accuracy of our proposal. Moreover, we also

have chosen a gathering information period of 10 probe periods to calculate the

estimator coefficients. Nevertheless, these values may be not optimal, so, our future

work in this direction will focus on finding the optimal values for the percentage

reduction and gathering period. We will evaluate different values and will observe

the impact on our mechanism.

5.3 Perspectives

Throughout this thesis, we have focused on the rapidly deployable networks and

how to deploy a wireless network, specifically. Nonetheless, a broader view is to

consider a rapidly deployable system for emergency situations. In such a context,

the rapidly deployable networks are only a part of the whole. A rapidly deployable

system includes: a monitoring tool before, during, and after a disaster; a public

alarm system to prevent the population of possible natural disasters, for example,

hurricanes or earthquakes; communication infrastructure in disaster recovery, like

the rapidly deployable networks; communication infrastructure for information dis-

semination and exchange between the disaster zone and elsewhere; a system tool

to process and analyze the information about the disaster; and finally it may in-

cludes governmental regulations [1, 2, 9]. Due to its characteristics, we think that

our contribution may be employed under this system overview.

The deployment of wireless mobile routers is not restricted to disaster scenarios.

We think that it may be useful to contrast a surge in the traffic that causes the

network to be virtually unreachable, for example, due to a failure of an equipment

or a power outage. In these cases, the deployment of a set of wireless mobile routers

may help to restore some services to the subscribers. A specific example of an appli-

cation of a substitution network is the contractor’s mistake in the Sydney’s Business
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District [62]. In 2009, some contractor cut through 10,000 of Telstra company cop-

per wires and 8 fiber-optic cables by mistake. This caused over 12,000 business and

residential costumers without phone, mobile, or Internet services for several days.

The cost to Telstra of this mistake was AU$1 million just to repair the wires, plus

the compensation cost for the affected costumers and a demand by the Australian

government. Finally, it took Telstra about a week to replace the cables and restore

the service.

We can go even further and consider other scenarios where a substitution network

could be useful. We may think about rural or remote communities which suffer from

a lack of infrastructure for low-cost access to the Internet [63]. In such scenarios it

would be feasible to provide a few high-speed access point and extend on demand

the coverage through substitution routers across the communities. This is not a

trivial application if we consider that two-thirds of the population does not yet

have Internet access. In this direction, we can cite as an example the Project Loon

from Google [64], which aims to create a network of balloons traveling on the air to

provide Internet access in rural areas.

Lastly, thanks to the ubiquity of the mobile devices, such as cellphones, laptops,

or tablets, new perspectives about this devices usage in disaster scenarios have

arisen. In a recent paper Iera et al. study the feasibility of using smartphones as

gateways/routers in wireless mesh networks [65]. Hence, such smartphones may be

used in disaster scenarios to create a wireless ad hoc network not only for the first

responders but also for the people trapped in the disaster zone. Then, we may

focus on a post-disaster recovery scenario and we evaluate the effectiveness of using

commonly available devices to support device-to-device communication.
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Glossary

B

Backbone A portion of a computer network that is capable of carrying the ma-

jority of traffic on the network.

Breadcrumb Small and expendable devices that act as relays.

C

Connectivity The physical, wired or wireless, and logical, i.e., protocol, connection

of a node, for example, sensor or computer to a network, such as the

Internet or a LAN.

Controlled mobility A direct method for physical reconfiguration based on con-

trolled and coordinated motion of network elements or their subparts.

H

Hello packet Control packets used by some routing protocols, e.g., AODV, to

exchenge control information between nodes. The messages can contain

clock and timestamp information, for example.

High bandwidth A high-bandwidth connection, such as a cable modem, allows for

the fast transmission of data, and significantly reduces time delays in

loading.

M

Multi-hop The communication between two nodes is carried out through a number

of intermediate nodes whose function is to forward information from one

point to another.

Multimedia communications The transmission of a combination of at least two

types of traffic data, video, and audio.

N

Next hop (Xnext) Term used to refer to the next node to which packets should be

forwarded.



72 Glossary

P

Previous hop (Xprev) Term used to refer to the previous node from which packets

have been forwarded.

Probe packet Artificial packets used by the active measurement techniques in or-

der to obtain information about the network performance.

Q

Quality of communication links (Link quality) The probability that a message

transmitted on the link is successfully received, i.e., the reliability of the

link.

Quality of service (QoS) Quality of service is the ability to provide different pri-

ority to different applications, users, or data flows, or to guarantee a

certain level of performance to a data flow.

R

Received signal strength indicator (RSSI) The total energy of the received sig-

nal.

Resilience The ability to provide and maintain an acceptable level of service in

the face of faults and challenges to normal operation.

Resiliency The ability of a network to provide and maintain an acceptable level of

service after one or a series of failures or disruptions.

Round trip time (RTT) The time required for a packet to travel from a specific

source to a specific destination plus the time required for an acknowl-

edgment to travel back.

S

Signal-to-noise ratio (SNR) The ratio of the desired signal energy to the total

in-band noise energy.

T

Transmission rate (TxRate) The total number of physically transferred bits per

second over a communication link.
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