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Abstract

The present manuscript deals with the statistical mechanics of some inviscid fluid
models which are possibly relevant in the context of geophysics and astrophysics. We
investigate the case of axially symmetric flows, two-dimensional Boussinesq flows, and
two-dimensional magneto-hydro fluids. Those flows can be loosely referred to as two-
dimensional flows with three components (“2D3C”). In addition to the two-dimensional
velocity field, they describe the evolution of an additional field variable, which represents
either a magnetic current, a salinity, a temperature or a swirl depending on the situation.
In common with the dynamics of strictly two-dimensional hydrodynamical flows, the
non-linear dynamics of 2D3C flows is constrained by the presence of an infinite number
of Casimir invariants, which emerge as dynamical invariants in the limit of a vanishing
forcing and a vanishing dissipation . In common with three-dimensional flows, the vor-
ticity is not only mixed but also stretched by the dynamics. The additional field may act
as a source or a sink of kinetic energy. It is commonly believed that such flows have the
propensity to develop large scale coherent structures. Whether those long lived struc-
tures are equilibrium or metastable structures is however not so clear, nor are the exact
conditions of their emergence. The role of the Casimir invariants in constraining those is
not so obvious either.

In the first part of the manuscript, we try to clarify those questions, by investigating
the equilibrium properties of 2D3C fluids, using statistical mechanics arguments both in
Fourier and in physical space, theoretically when possible; numerically when needed.

A second part deals with the interpretation of “real” turbulence, as observed in labora-
tory Von Kdrman experiments or in numerical simulations, using tools borrowed from
statistical mechanics.

Keywords : Ideal flows, Statistical Mechanics, two-and-a-half Turbulence, Axi-symmetry,
Magneto-fluids
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Résumé court

Dans cette theése, nous nous intéressons a la mécanique statistique d'une classe d’
écoulements “quasi-bidimensionnels”. Nous nous penchons plus particulierement sur le
cas des écoulements tri-dimensionnels axisymétriques, bidimensionnels stratifiés et bidi-
mensionnels magnéto hydrodynamiques. La dynamique de ces écoulements est générique-
ment décrite par les équations d’évolution d"un champ de vitesses incompressible bidi-
mensionnel, couplées a une équation d’évolution d'un champ scalaire. Ce dernier repré-
sente tantot une température, tantdt un courant électrique, tantét un mouvement tourbil-
lonnaire transverse. Ces écoulements ont un intérét géophysique ou astrophysique : ils
peuvent étre utilisés pour modéliser grossierement les ouragans, les courants océaniques
a I'échelle planétaire, les taches solaires, etc. Ils ont aussi un intérét plus fondamental.
Malgré leur géométrie bidimensionnelle intrinseque, les écoulements “2D3C” peuvent
étre en effet tri-dimensionnellement connotés. Dans les cas que 1'on regarde, la vorticité
n’est pas seulement transportée : elle est aussi étirée. Il n’est ainsi pas évident de savoir
si la tendance naturelle des écoulements 2D3C est de s’organiser en structures cohérentes
énergétiques a grande échelle comme en deux dimensions, ou plutot de répartir leur én-
ergie sur les petites échelles comme en trois dimensions. Il n’est a priori pas clair non
plus de savoir si une forme d’énergie (cinétique ou magnétique/tourbillonnaire) y est
privilégiée aux dépends de 'autre.

Pour répondre a ces questions de maniére tres générale, nous étudions et décrivons

la mécanique statistique d’équilibre des écoulements 2D3C sus-mentionnés, en nous pla-
cant d’abord dans le cadre des “ensembles d’équilibre absolu” considérés par Robert
Kraichnan a la fin des années 1960, puis dans le cadre plus moderne des “mesures micro-
canoniques stationnaires” introduites par Raoul Robert, Jonathan Miller et Joél Somme-
ria pour les fluides bidimensionnels au début des années 1990. Les équilibres 2D3C sont
décrits dans la premiere partie de ce manuscript.
La seconde partie du manuscript est plus pratique, et également plus spéculative. Nous
nous servons d’ outils de la mécanique statistique d’équilibre pour interpréter des don-
nées turbulentes expérimentales provenant d’expériences de type Von Kdrmén . Nous
utilisons ensuite des résultats récents de théorie de probabilité pour montrer que des
régimes de turbulence quasi-bidimensionnelle (turbulence tri-dimensionnelle avec rota-
tion, turbulence dans des couches savonneuses) ont des propriétés d'invariance conforme
statistique, analogues a celles observées dans des systemes de spins ferromagnétiques au
point critique.

Mots clés : Fluides idéaux, Mécanique Statistique, Turbulence quasi-bidimensionnelle,
Axi-symétrie, fluides conducteurs.
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Special notations

Some more or less standard notations may be found throughout the manuscript. Below
is what they mean, provided no abuse is committed in the text.

Probabilities. Associated to a measurable space (€2, A, ;1) with Q is the underlying space,
A the o-algebra of measurable sets, ;1 a probability measure, the following notations may
be used.

® 14 or 1,c4 is the indicator function related to a measurable set A, that takes value
1 on A and 0 elsewhere. With a tiny abusive yet standard notation, if A is defined
as something like {w € 2 : f(w)} with f a prescribed boolean function defined over
Q, I will often write 14, instead of 1{,¢cq. f(u)}-

e An observable is a function O : Q — R.

* (O), is the average of the observable O with respect to the measure 4, so that for-
mally (O),, = [ #(dw)O(w). If the integrating measure is clearly stated in the text,
it can be that I simply write (O) instead of (O),,.

Standard symbols.
e iff:if and only if

* (%,¥,2): the canonical base in R.

(£,6,2) : the canonical base using cylindrical coordinates.

D,0D : a domain in physical space and its frontier.

Jp dr : domain integration.

$5p dS-: Surface integration. dS is then unit vector surface element, whose direction
is locally normal to 9D, and pointing outwards the domain D.

The determinant of a matrix M is denoted as det M or |M]|, provided there is no
confusion between |M| and | det M |.

log : logarithm, defined as the inverse of the exponential : log o exp = Id.

§€: the number of elements in the finite ensemble £.
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Mathematical tools

* 4y, denotes a delta function defined over a domain D, so that [, drdy,(r)f(r) =
f(ro) for any test function f : D — R.

* A functional F is a function whose arguments are functions, typically written as
F = F(w(r)) for w : D — R defined over a prescribed domain D.

e For such a function F, denotes the functional derivative F, formally defined

OF
ow(r)

§F lim F(w + €dy) —F(w).
dw(r)  e=0 €

as




Introduction

Alors j’ai décidé, a mes riques et périls, de m’acheter une chose qui paraitrait
puérile : une paire de jumelles, et je vous ai observés. Dieu que vous me
paraissez aimables et cultivés !

[Tisserand and Reggiani, 1970]

2D3C flow in geophysics : The Venusian and the seagull. Observed from the binocu-
lars of an inhabitant from Venus, the Earth’s oceans and atmosphere may seem confined
on the Earth’s surface, resulting in motions being purely two-dimensional. A contempo-
rary Venusian anthropologist with a working knowledge of English might corroborate
this observation by finding out that many scientific papers published by Human Geo-
physicists over the last hundred (Venusian) days do indeed relate to a so-called “two-
dimensional turbulence”.

The two-dimensional (2D) incompressible Navier-Stokes equations describe the advec-
tion of the scalar vorticy field w = % - V x v @ by the incompressible two-component
velocity field v, subject to a forcing F' and a dissipation D :

Ow+v-Vw=F+D, with v=-Vx ((v—%)z). (1)

Human (Geo)physicists are no earth-flatters. But they have recognized for long that
the two-dimensional incompressible Navier-Stokes equations had some relevance to de-
scribe atmospheric or oceanic planetary motions. In a 1953 paper for example, the Danish
geophysicist Ragnar Fjortofft considered the 2D Navier-Stokes equation on the surface of
a sphere. Due the presence of two “conservation theorems” in the limit of vanishing forc-
ing and dissipation, one regarding the kinetic energy, and the other one regarding the
square of the vorticity, Fjertofft argued that most of the kinetic energy in 2D needed to be
transferred to the large scales of the problem [Fjortoft, 1953]. The observation was later
made more quantitative by Robert H. Kraichan, who argued about the existence of a dual
cascade process [Kraichnan, 1967] in forced 2D turbulence. In Kraichnan'’s scenario, there
exists an inverse cascade of energy yielding a k~°/3 spectrum for scales larger than the
injection scales. There also exists a direct cascade of total vorticity squared, which yields
a k~3 energy spectrum for scales smaller than the injection scales. The relevance of 2D
turbulence to understand large scale ( 2 1000 km) and mesoscale (< 500 km) respective
—3 and —5/3 law behaviors of the horizontal spectra of tropospheric wind spectra was

@3 denotes a vector perpendicular to the 2D plane on which the motion is confined.

5
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initially discussed by Gage [Gage, 1979] and further explored by Lilly [Lilly, 1983, Lind-
borg, 1999]. Whether 2D turbulence allows a complete and unambiguous interpretation
of atmopheric spectra is a subtle question and is still controversial [Herring, 1999, Lind-
borg, 1999]. But the essential reasons why 2D turbulence is thought to have some rel-
evance to describe large scale motions in the oceans and in the atmosphere are (i) the
intrinsic geometry of the domains (the height of the troposphere is at most of the order
of 10 km; the depths of the oceans are also at most 10 km, which is very small compared
to their horizontal extent of several thousand kilometers ) but also (ii) the presence of
strong sources of stratification such as temperature gradients, gravity forces, and rota-
tion. In presence of strong stratification, a theorem called the Taylor-Proudman theorem
tells that the pressure gradients parallel to the direction of the stratification are essentially
vanishing, therefore confining the motions onto planes perpendicular to the direction of
stratification. The picture is quite crude, but may account for the stratification of the
largest scales of the motion. The theorem can be refined to account for smaller scales and
finite Reynolds or Rossby number effects [Julien et al., 1998].

(@ (b)

Figure 1: (a) The Great Red Spot of Jupiter from Voyager 1 in 1979 and (b) Hurricane Irene from
the International Space Station in 2011 [nasa.gov, 2013]

(@ (b)

Figure 2: (a) Earth from the NASA Galileo Spacecraft satellite [nasa.gov, 2013]. (b) Earth from a
seagull perspective, shot by Alessandro di Benedetto during Vendée-Globe 2012-2013.



(a) (b)

Figure 3: (a) The thermohaline circulation [nasa.gov, 2013] (b) the solar corona shot with X-ray
telescopes in June 2012 [nasa.gov, 2013].

Many geophysical and astrophysical toy models involve a flat two-dimensional
space. The two-dimensional turbulent Navier-Stokes equations can be taken as a mini-
malistic model of planetary atmospheres, and may be used to explain why large-scale,
long-lived, swirling and stormy patterns naturally emerge in those [Sommeria, 2001], be
it on Jupiter or on Earth — see Figure 1. In other models, interesting physics may come
from the interplay between the kinetic vorticity field and additional scalar fields. From
the point of view of a seagull (Figure 2), the height of the oceans, however small com-
pared to the extent of the oceans, may be a relevant scalar field to consider. Such a consid-
eration might yield the “Saint-Venant” or “Shallow-Water” equations. To obtain insights
about the global thermohaline oceanic circulation — see Figure 3a —, one may want to
include an interplay between the kinetic field and the salinity of water or its tempera-
ture, hereby obtaining a “Boussinesq model of the zonally averaged thermohaline cir-
culation” [Dijkstra and Molemaker, 1997, Fleury, 2006], or more simply two-dimensional
baroclinic Boussinesq flows. To describe geo and astrophysical dynamos (Figure 3b), the
inclusion of a magnetic field or of an electric current is necessary, in which case one deals
with magneto-hydrodynamical equations [Zeldovich, 1957, Spiegel and Zahn, 1992].

“The number of fields needed to describe the complete situation will depend on how
complicated the problem is”, tells Richard Feynman in [Feynman et al., 1964]. Current
Global Circulation Models such as NASA’s “model E” take into account not less than
nineteen additional fields @, describing the role of clouds, radiation, moisture, Arctic ice,
and so on. Were we to include those effects, we could wind up with a model of a “2D
flow with N components”, which we could casually refer to as a “2DNC” flow. But this is
not our intention. We will modestly focus on purely hydrodynamical “2D2C” flows, and
“2D3C” flows : two-dimensional hydrodynamical flows supplemented by an additional
scalar field. In the latter situation, the interplay between the kinetic and the additional
field is by no mean generically prescribed. Interesting physics may emerge when the
additional field (the height, the salinity, or the electric current) is not simply advected by
the kinetic field , but also provides a mechanism to enhance or deplete the kinetic field.
In such cases, the additional field acts as an “active scalar”.

@http:/ /www.giss.nasa.gov/tools /modelE/modelE.html
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2D3C flows from symmetry considerations. At a more fundamental level, 2D3C flows
naturally emerge as continuously symmetric solutions of the three-dimensional Navier-
Stokes equations in a prescribed domain D.

ov+v-Vv=—-Vp+F+D, V-v=0. (2)

A natural symmetry to consider is translational symmetry along a prescribed direc-
tion. Using Cartesian coordinates (z, y, z) and a domain periodic along the “z” direction,
we may choose to consider a z-independent forcing term F = (F, (z,y), F.(z,y)) com-
bined with a z-independent initial condition v = (v (z,y),v;(x,y)). In such a case,
the equations governing the evolution of the velocity fields describe a 2D3C flow. The
evolution of the “perpendicular” velocity field v = (v, vy) is described by the two-
dimensional Navier-Stokes equations confined onto the perpendicular plane (z,y). The
z or “ parallel ” component of the velocity is then simply advected by the perpendicular
velocity field — in addition to being possibly forced and dissipated.

More interesting is the situation of axi-symmetry, which may be imposed in the case
of a cylindrical domain D, described with cylindrical coordinates (r, 6, z). Axisymmetric
flows are obtained by considering an initial condition and a forcing term independent of
the azimuthal coordinate #. The analogue of the parallel /perpendicular decomposition is
a poloidal/toroidal decomposition. The poloidal velocity field is a two-component veloc-
ity field vpo1 = (vr(r, 2),v:(r, 2)), whose evolution is confined onto a meridional plane.
The toroidal velocity field is the scalar field vg(r, z). Unlike the parallel velocity field
in the translational-symmetric case, the toroidal velocity field is an active scalar, whose
feedback on the the poloidal field is closely analogous to the feedback of the salinity or
the temperature on the kinetic field in 2D Boussinesq flows.

More subtle symmetries can also be imposed, an example of which is the so-called
“helical symmetry” considered in [Mahalov et al., 1990]. The helical symmetry requires
an infinitely long or a z periodic cylindrical domain. The symmetry is obtained by (i)
switching from cylindrical to helical coordinates (r, 6, z) — (r,§,n), through £ = nf + az
and n = nf — az with n a non vanishing integer and « a real number (ii) considering
velocity fields independent of either £ or . Doing so, helical flows are obtained. They
are described by three components of the velocities but only two coordinates, r and £ or
r and 7. They therefore also provide examples of 2D3C flows.

Are symmetric flows interesting to consider ? It is a matter of taste. As surprising as
it may seem though, there is an abundant literature about axisymmetric solutions of the
Navier-Stokes equations @. One could think that the interest for the axi-symmetry is his-
torical : Theodore Von Karman ’s 1929 axisymmetric stationary solutions for the problem
of a viscous flow over an infinite rotating disk triggered many contributions throughout
the twentieth century — see [Zandbergen and Dijkstra, 1987] and references therein. One

@ At the time of redaction of this introduction, an informal query on Scholar Google yielded 59,300 results
for “MHD turbulence”, 93,600 for “axisymmetric turbulence”, 129 000 for isotropic turbulence and 1,030,000
for “two-dimensional turbulence”.



could think that the interest for the axi-symmetry is geophysical : axisymmetric flows
have been considered by Douglas Lilly as toy models of tornadoes [Lilly, 1969]. However,
the main reason why axi-symmetry has been widely considered in the literature is more
probably due to industrial jets. Spacecraft nozzles, plane turbines, fire hoses, garden
hoses are as many devices for which a cylindrical geometry prevails. Axi-symmetry may
serve as a zero-level approximation to gain insights about the flows generated within
those devices. Besides, it has been well-known that axisymmetric flows give rise to the
phenomenon of “vortex breakdown” [Hall, 1972], which describes an abrupt geometric
change in the topology of — non necessarily turbulent — axisymmetric flows far from their
sources. The issue has focused the attention of many people, as it “emerged as a serious
problem at high angle of attack for highly manoeuvrable military aircraft” [Brown and
Lopez, 1990].

Ideal 2D3C flows and “two-and-a-half turbulence” Since 2D3C flows live in a two-
dimensional space, it may be natural to wonder whether the properties of such flows
are close to strictly two-dimensional hydrodynamical flows. The answer is certainly not
generic, as it depends on the kind of feedback which the advected scalar exerts on the ad-
vecting field. If the scalar is passive, as it is the case for translational -symmetric solutions
of the Navier-Stokes equations, the perpendicular/kinetic advecting field is fundamen-
tally not different from a strictly two-dimensional hydrodynamical field. The presence
of an active scalar may however seriously alter the behavior of the two-dimensional (ki-
netic) fluid as well as the long time evolution of the kinetic energy. This altering is visible
at the level of the cascades for forced dissipated turbulent flows. In numerical simulations
of forced two-dimensional magneto hydro turbulence for example, an inverse cascade of
magnetic potential squared has frequently been observed [Pouquet, 1978, Biskamp and
Bremer, 1994], which could be thought of as being analogous to Kraichnan’s inverse cas-
cade of energy in two-dimensional hydro turbulence . However, the systematic emer-
gence of such a cascade is not so clearly established [Biskamp and Bremer, 1994], nor are
the directions of possible energy cascades. The possibility of a direct or inverse transfer
of energy, depending on the nature of the forcing has been suggested [Kim and Dubrulle,
2002].

The differences between 2D and 2D3C fluids are also revealed by switching from the
world of real fluids to the world of ideal fluids.

Ideal fluids, — Feynman’s “dry water” — are fluids that are subject neither to forcing
nor to dissipation. Their dynamics is governed by the Euler equations, which are for-
mally obtained from the Navier-Stokes equations by crudely setting the forcing and the
dissipation term to zero. The dynamics of ideal fluids — or at least of “sufficiently regu-
lar” ideal fluids — is constrained by the presence of infinitely many invariants of motion :
the total energy and the Casimir invariants. The Casimir invariants are well known in the
two-dimensional hydrodynamical situation : in 2D, any power of the vorticity integrated
over the domain is a constant of motion. This prescribes in particular that the total vor-
ticity remains bounded throughout time. Just like the two-dimensional hydrodynamical
flows, ideal 2D3C dynamics is constrained by the presence of infinitely many Casimir
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invariants. Yet, those invariants may less severely constrain the dynamics. In particular,
for axisymmetric, Boussinesq and MHD flows, no obvious Casimir constraint exists that
would bound the vorticity field. This feature gives 2D3C flows a very three-dimensional
flavor.

The absence of a vorticity bound is likely to have some dramatic consequences for
the regularity and for the long-time existence of 2D3C ideal flows. A series of numer-
ical work at the beginning of the nineties gave strong hints that initially smooth ideal
axisymmetric and two-dimensional Boussinesq flows tend to develop finite time singu-
larities, even when the initial poloidal/vorticity field is vanishing [Grauer and Sideris,
1991, Pumir and Siggia, 1992a,Pumir and Siggia, 1992b,Caflisch, 1993, Grauer and Sideris,
1995]. Similar conclusions have been reached from the simulations of slightly decaying
two-dimensional MHD flows [Pouquet, 1978, Orszag and Tang, 1979]. Despite today’s
petascale numerical possibilities, the conditions under which the three-dimensional Eu-
ler equations may or may not develop finite time singularities are still a matter of sci-
entific debate [Gibbon, 2008]. However, the possible existence of a singularity for the
ideal axisymmetric and the ideal two-dimensional magneto-hydro equations shows that
in spite of their obvious “2Dness”, 2D3C flows may also carry with them an intrinsic
“3Dness”. They are likely to describe a “two-and-a-half” turbulence [Orszag and Tang,
1979], whose properties are in between 2D and 3D turbulence. As such, those flows are
worth of interest.

Questions that we may wish to answer are the following : do the invariants generi-
cally prescribe a direction for the energy transfers ? Should we expect the energy to pile
up at large scales, or spread out over the smallest scales ? In any case, does the dynamics
favor a form of energy at the expense of the other ? Those questions can be addressed
from the angle of statistical mechanics.

Statistical mechanics and ideal flows Understanding turbulence through the prism of
statistical physics and Boltzmann’s counting is an ancient idea, that can be attributed
to Theodore Von Karmdn or Jan Burgers [Martinus et al., 1995]. The difficulties of the
approach were soon identified. In 1929, Burgers writes [Burgers, 1929] :

“[...] the hydrodynamical case presents the difficulty that the system is not
a conservative one.[...] A second difficulty is that it is not immediately clear
what elementary processes or types of motion can be used as objects to be
counted in order to arrive at a definition of the probability of a given type of
flow”.

The first difficulty can be crudely bypassed by focusing on ideal flows. In the case of
2D turbulence, Lars Onsager [Onsager, 1949, Eyink and Sreenivasan, 2006], had under-
stood that trends about the large-scale long-time organization of two-dimensional tur-
bulence could be obtained from ideal models. But the second difficulty remains. Boltz-
mann’s kinetic theory is designed to account for the statistical behavior of large but finite
assemblies of molecules, while the degrees of freedom of an ideal fluid span a continuous
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range and are therefore infinitely many. In a 1955 paper, the Swedish geophysicist Pierre
Welander acknowledges [Welander, 1955]:

“It seems to be a general impression that no decisive advancement can be
made along this line until the mathematical apparatus of statistical mechanics
has been improved, so that it can effectively tackle continuous systems also.”

Quite remarkably, Welander depicts in the same paper the gist of the modern devel-
opments regarding the statistical mechanics of ideal flows. He illustrates the relevance of
the concepts of “coarse-grained” and “fine-grained” observables as regards to fluids, by
monitoring the numerical evolution of small patches of fluid colored in black and white
embedded within an atmospheric quasi-2D flow.

Idealized ideal flows, Onsager’s theory. One way to circumvent the continuum dif-
ficulty is to approximate the dynamics of ideal fluids by a well-chosen finite dimensional
dynamics, for which “standard” statistical mechanics can be used to yield at least some
qualitative trends. This is the idea followed by Onsager in [Onsager, 1949]. Onsager con-
siders the description of a two-dimensional fluid in terms of N “very playful” Kirchhoff’s
vortices of strengths k1, ...k obeying a Hamiltonian dynamics :

“They were enclosed by a boundary but could play ring-around-the-rosy oth-

. d:El o 8W dyl o ow
erwise. The rule of that game was Ki gy = 8—%, Kigy = oz, .[...] The func-

tion W is something like this: W = ~5 i j kikij log(ri;)+(potential of image forces)
and the image forces are finite except near the boundary”,

informally described Onsager , in a 1945 note to Linus Pauling [Eyink and Sreenivasan,
2006].

In the context of turbulence this further “idealization of the two-dimensional ideal
fluid” [Aref, 2007] allows to interpret large scale coherent structures in the light of a mu-
tual pairing between the strongest vortices. Typical configurations of vortices in which
some vortices are “paired” are more energetic than typical configurations of randomly
distributed vortices. As such, they describe a negative temperature microcanonical state.
More quantitatively, the description of turbulence through a Boltzmann-Gibbs statistics
of point vortices has led to the celebrated Joyce-Montgomery “sinh-Poisson” law between
the vorticity and the stream function [Joyce and Montgomery, 1973, Montgomery and
Joyce, 1974, Eyink and Spohn, 1993], which was observed in decaying numerical simula-
tions of two-dimensional turbulence [Montgomery et al., 1992].

Point- vortices may provide some insights about two-dimensional turbulence, but are
heavily anchored in Flatland. Some models of point vortices have been studied that in-
clude an interaction with a background flow [Nazarenko and Zakharov, 1992]. However,
since the vorticity of the flow is in a sense frozen within each point-vortex, it is not very
clear whether adequate point-vortices could be used to describe systems in which the
vorticity is likely to be stretched. A “blob model” of the shallow water equations has
been proposed in [Salmon, 1983], and is reminiscent of the point-vortex spirit. Subtle
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quasi-2D filament-vortex models have also been proposed, whose properties bear some
intriguing analogies both with 3D turbulence and polymer physics [Chorin, 1993].

Kraichnan’s theory. Kraichnan’s derivation of two-dimensional “absolute equilib-
ria” is similar to the point-vortex theory in the sense that its starting point is an approx-
imation of the ideal equations [Kraichnan, 1967]. In Kraichnan’s approach, the approxi-
mation is not carried out in physical space but in Fourier space, by the means of a spectral,
low-band filtering truncation. The filtering yields a set of truncated equations, describing
the evolution of a finite number of modes. The truncated equations generically preserve
the quadratic invariants, which are termed “rugged” invariants. Statistical absolute equi-
libria are then obtained by considering grand canonical Gibbs ensembles in Fourier space,
with one inverse temperature for each quantity identified as a rugged invariant.

Absolute equilibria provide a ready-to-use statistical theory that have been studied
widely beyond the scope of two-dimensional turbulence. One reason for this is that many
Direct Numerical Situations (DNS) of Turbulence rely on the use of Galerkin spectral
truncations, which are precisely the truncations for which Kraichnan’s theory is tailored.
A second reason is that for forty years, absolute equilibria have proven extremely valu-
able in indicating the existence and the direction of many rugged invariants cascades,
among them the inverse cascade of magnetic potential in 2D MHD [Pouquet, 1978], in-
verse magnetic helicity cascades in 3D MHD [Frisch et al., 1975, Alexakis et al., 2006], and
so on. A third reason is their simple, almost trivial derivation. Crudely put, it suffices to
know how to compute Gaussian integrals to derive the desired set of absolute equilibria.
The trivial derivation has however a cost : (i) absolute equilibria artificially single out the
rugged invariants, and say nothing about the role of the un-rugged ones in constraining
the —untruncated— dynamics. Therefore, by essence, absolute equilibria can only give
partial insights about the class of equilibria relevant for untruncated ideal flows. (ii) the
canonical description that they provide for finite dimensional systems is likely to break
down in the limit of an infinite number of modes. This is the case when a condensation
regime emerges. (iii) When more than three invariants are involved in the theory, the
absolute equilibria regimes may be quite challenging to decipher [Fyfe and Montgomery,
1976, Montgomery and Turner, 1982].

The Robert-Miller-Sommeria theory. The modern way of using statistical mecha-
nics to describe continuous fluids is provided using “invariant Young measures”. The
description was introduced very mathematically by Raoul Robert and Joel Sommeria
[Robert and Sommeria, 1991] and more pedagogically by Jonathan Miller in the begin-
ning of the 1990’s [Miller, 1990]. Subsequent work from then [Michel and Robert, 1994, El-
lis et al., 2000, Boucher et al., 2000] has revealed that the Robert-Miller-Sommeria theory
does indeed provide the “mathematical apparatus” insighted by Welander. In the Robert-
Miller-Sommeria approach, one works directly at the level of the ideal equations, cut-
ting through the steps of defining finite-dimensional dynamics [Bouchet and Corvellec,
2010]. In 2D, Kraichnan’s and Onsager’s theories emerge as particular cases of the Robert-
Miller-Sommeria theory [Miller et al., 1992]. Many attempts have been made to widen
the scope of the Robert-Miller-Sommeria theory, beyond the two-dimensional hydrody-
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namical case. It has for example been used successfully to describe quasi-geostrophic
flows: two-dimensional flows including a “(-effect” and a topography — see [Bouchet
and Venaille, 2011] and references therein. Descriptions of equilibria relevant to 2D3C
flows have also been made : bi-dimensional MHD equilibria under some simplifying as-
sumptions [Jordan and Turkington, 1997, Weichman, 2012], shallow-water equations [We-
ichman and Petrich, 2001], and non-swirling axisymmetric flows [Mohseni, 2001]. The
generalization is however not straightforward, and technical difficulties are often en-
countered, which require the use of simplifying assumptions be it a separation of scale
hypothesis, a nontrivial change of coordinates or the use of subtle counting theorems.

The Robert-Miller-Sommeria theory has also given rise to an alternative, systematic
use of maximum entropy principle derivation of the equilibria of a wide variety of quasi-
2D flows, in which an entropy is maximized, which plays both roles of a “Jaynes -like”
information-theory coarse-grained entropy and an Arnold function. The approach is ex-
tremely fruitful in making a link between stationary equilibria of fluid models and sta-
tistical mechanics. It provides a practical use of the maximum entropy principle, and has
been used to describe some equilibria related to two-dimensional flows with and without
topography, shallow-water flows [Chavanis and Sommeria, 2000, Chavanis, 2005, Majda
and Wang, 2006], axisymmetric flows [Leprovost et al., 2006, Naso et al., 2010a]. Such
theories are closely related to the Robert-Miller-Sommeria theory but may however fail
to give a clear and thorough account of the equilibria, in the case where the vorticity is
not bounded, as is precisely the case here.

Comment. The theories described in the previous paragraph all bring a solution to
Burger’s second difficulty of defining the “probability of a given type of flow” : On-
sager counts some vortices, Kraichnan some wave numbers, Robert, Miller and Somme-
ria some locally defined quantities. However, they fail to bring an answer to Burger’s
first objection of the statical mechanics of a [forced-dissipated] hydrodynamical field.
Whether and how ideal invariants do constrain the dynamics of turbulent, forced and
dissipated fluids is a difficult question, which requires fine investigations about the con-
nections between the solutions of the Navier-Stokes equations and the solutions of the
Euler equations. In the strictly two-dimensional “2D2C” case, however some very spe-
cific mathematical results do continuously link (weak) solutions of the Navier-Stokes to
ideal solutions of the Euler equations. It is the case for example when a stochastic forcing
is imposed [Kuksin, 2007], or doubly-periodic or non standard Boundary conditions are
imposed [Bellout et al., 2009]. A thorough description would require to open a Pandora’s
box. However, in 2D, under specific conditions, one may hope that the statistical solu-
tions obtained through the Robert-Miller-Sommeria theory can both provide long time
solutions for the ideal equations and be reasonably “close” to Navier-Stokes long time
solutions [Robert, 2004]. I am not aware of the existence of such mathematical results for
2D3C flows in their full extent. Such fine mathematical results won’t concern us in the
present work. Therefore, most of the theoretical work will rely on formal computations
and analogies.
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Aims of the present manuscript. The present manuscript aims at exploring general
trends regarding 2D3C flows, and in particular about axisymmetric flows, bi-dimensional
Boussinesq flows and bi-dimensional magneto hydrodynamical flows. At a formal level,
we will revisit and/or extend Kraichnan and Miller’s theory to those flows. We will
wonder whether there is any chance that a 2D3C equilibrium statistical mechanics may
account for some of the large scale physics observed in quasi 2D3C real flows. The un-
derlying geophysical questions are modest and can be summarized as : “ What kind of
energy ?”, “What Scale/Organization ?”, “So What ?”. The first two questions will be
tackled in the course of the manuscript. The third one will be further commented on in
the final discussion.

Layout of the manuscript. The chapters of the present manuscript are divided into two
main parts.

In the first part of the manuscript, we investigate the equilibrium properties of
2D3C fluids in the light of ideal statistical theories, both in Fourier and in physical space,
theoretically when possible; numerically when needed.

In Chapter 1, the equations describing the dynamics of ideal axisymmetric flows, Boussi-
nesq flows and two-dimensional magneto fluids are recalled. Their ideal invariants
are described.

Chapter 2 is devoted to the theorem of Liouville. I present a formal straightforward
generalization of the theorem for the dynamics of a field, which may be of rele-
vance for the statistical mechanics of ideal flows, at least at a physicist level. This
chapter stems from discussions with Freddy Bouchet, Oleg Zaboronski and Philip
J. Morrison about whether the theorem of Liouville is or is not a generic feature of
truncated and untruncated fluid models.

Chapter 3 is a reminder of the theory of absolute equilibria, as derived for 2D flows and
2D MHD flows. I show that for axisymmetric flows, absolute equilibria are not very
insightful.

In Chapter 4, we build a microcanonical measure for the axisymmetric Euler equa-
tions using a construction a la Miller. The construction is original. As opposed
to Kraichnan’s theory, it gives non trivial insights about axisymmetric flow —and
two-dimensional Boussinesq flows. The chapter stems from a collaboration with
Freddy Bouchet and Bérengere Dubrulle. It has given rise to a paper, that was sub-
mitted to Journal of Statistical Mechanics in June 2013.

In Chapter 5, I use a Monte-Carlo microcanonical algorithm, the “Creutz Algorithm” to
give a numerical illustration of the axisymmetric microcanonical equilibria derived
in Chapter 4. I use the algorithm to illustrate qualitative considerations about the
microcanonical equilibria of a lattice model, referred to as a “MHD Ising Model”.
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The model is possibly relevant to describe different classes of inviscid equilibria for
bi-dimensional magneto-fluids.

The second part of the manuscript is more practical. It is also more speculative.

In Chapter 6, we look at data obtained from a highly turbulent Von Karman experi-
ment using the prism of two axisymmetric inviscid theories : one is a mixing the-
ory derived from a maximum entropy principle, originally derived by Nicolas Lep-
rovost [Leprovost et al., 2006] during his PhD at the former-GIT-now-SPHYNX lab-
oratory. The other is a quenched avatar or of the microcanonical theory described
in Chapter 4. Strictly speaking, neither theories describe axisymmetric equilibria.
Yet, both theories give insights about the experiment.

In Chapter 7, I mention the existence of a possible analogy between rotating turbu-
lence and quasi-2D turbulence on the one hand, and ferromagnetic models at criti-
cal temperature on the other hand. The analogy is heuristic. It relies on two articles
accounting for the observation of a potential hints of conformal invariance in quasi-
2D numerical and experimental data. Those two papers were obtained through a
collaboration with Annick Pouquet’s Turbulence Numerics Team at the National
Center for Atmospheric Research, in Boulder, Colorado.

At the end of Chapter 7, I give a general conclusion to the manuscript.
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Chapter 1

Equations for ideal two-dimensional
flows with two and three components

In this technical chapter, the equations governing the dynamics of ideal axisymmetric
flows, MHD flows and Boussinesq flows are recalled, and derived from their three-
dimensional counterparts using elementary symmetric considerations. The Casimir in-
variants of the 2D3C flows listed. The whole chapter is summarized in Table 1.1.

Contents
1.1 Hydrodynamical flows with symmetries . . ... ............. 17
1.1.1 Translational invariant flows . . .. ... ... ... ... ..... 18
112 2Dflows . . . ... 18
1.1.3 Axisymmetricflows . . ... ... ... ... .. 0L 19
1.2 Equations for Boussinesqflows . ...................... 20
1.3 Equations for magneto-hydrodynamical flows . . . . . ... ....... 21
1.4 Ideal dynamicalinvariants. . . . ... ... ........ ... .. ... . 23
1.5 A side remark on Shallow-Waterflows . ... ............... 24

1.1 Hydrodynamical flows with symmetries
To derive the equations for ideal 2D and axisymmetric flows, one may start from the
incompressible three dimensional Euler equations for the velocity field inside a domain
D.
ov+v-Vv=—-VP and V. .-v=0. (1.1)
They need to be supplemented by boundary conditions, such as periodic boundary

conditions, or an impermeability condition at the walls if the domain is finite. They imply
the following evolution for the (incompressible) vorticity field w =V x v :

Ow=V X (vxw)=w-Vv—-v- Vw. (1.2)

17
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1.1.1 Translational invariant flows

Derivation. We consider a domain D, infinite or doubly periodic in the z-direction,
and use cartesian coordinates (x,y,z) to describe the flow. Translational invariant flows
are obtained by considering solutions of the form v = (v, (x,y),vy(x,y),v.(x,y)) =
(vi(z,y),v:(x,y)), which are independent on the z coordinate. Their evolution is then
obtained by setting 0, = 0 in the set of equations (1.1). Writing V| = (0, 0y) :

ov,+v,-V,v, ==V, P and Ov,+v, -V, v, =0, (1.3)
VJ_'VJ_ZO. ‘

Stream function formulation. Those equations have a stream function formulation.

Since V, - v, = 0, there exists a stream function ¢ such that v. = —V X (¢Z); e.g such
that v, = -0, and v, = 0,%. It follows that (i) the z-component of the vorticity field
satisfies : w, = —V2 1 and (ii) the advection of a scalar field can be written in terms of

inner-brackets : v - V. = [¢, .|, with [f, g] = 0, f0yg — 0,90, f.

By taking the rotational of the perpendicular evolution equation, or alternatively by
setting the z-derivatives to zero in the evolution equation of the z-component of the vor-
ticity equation (1.2), one obtains the evolution of w, :

Oyw, = —v| - Vw, = —[1/1,%]- (1.4)

There exists a one-to-one relation between (w,,%) and the two-components of the
perpendicular velocity field. The system of equations (1.3) is therefore equivalent to the
system :

ath + [wvwz} =0 and atvz + W)ﬂ)z] = 07

(1.5)
with Wy = —AQD'l/J.

Agp is the two-dimensional Laplacian : Asp = 02, + 8:33/' One observes that v, does
not exert any kind of retro-action on the perpendicular evolution equation. It is a passive
scalar.

1.1.2 2D flows

2D ideal flows are obtained from translational invariant solutions of the 3D-Euler equa-
tions : they describe the evolution equation of the perpendicular velocity field, confined
on a perpendicular plane (z,y), as given by the first line of the system of equations (1.6).

ov, +v, -V,v,=-V, P and V|- -v =0. (1.6)
Alternatively, they can be described with the stream function formalism of equation

(1.5):

Ow; + [Y,w,] =0 with w, = —Ayp1). (1.7)
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Since there is no 3D-dimensionality left in those equations, we will usually let aside
the “L”, “2D”, and “z” subscripts.

1.1.3 Axisymmetric flows

Geometry. Equations for ideal axisymmetric flows are obtained along the same line, ex-
cept that they require the slightly more cumbersome use of differential operators within
cylindrical coordinates (7,0, z). Let us suppose that D is a domain with a cylindrical ge-
ometry, for example a domain delimited by two cylindrical walls, at minimal distances
R, and R, from the axial symmetry axis. It is convenient — but not mandatory — to sup-
pose that R;, is non-vanishing. It may turn convenient to suppose that the domain has
an infinite vertical extent, or that it is periodic along the z (axial) direction, but one can
also wish to work with horizontal top and bottom walls, and prescribe an impermeability
condition for the velocity field.

Poloidal/toroidal. We consider an axisymmetric solution of the Euler equations : v =
(vp(r,0),v9(r,0),v.(r,0)). The vorticity of such a solution reads

w = —Bvg8 + (Dovy — Dv.)0 + %ar(mg)z. (1.8)

A standard description of the velocity field involves the two-component poloidal ve-
locity field vpo = (vr,v,) and the scalar toroidal velocity field : vg. With axi-symmetry,
the incompressibility condition only involves the poloidal velocity field :

0=V.-v= %&(rvr) + 0, (vy). (1.9)

Hence, the poloidal velocity field can be derived from a stream-function ¢, which is
conveniently taken as :

R 1 1
Vpol = V X (r™'9@), sothat v, = - L and v, = ;3,4!). (1.10)

The stream function is related to the f-component of the vorticity field, through wg =
8-V x (V x (r~'48)). The poloidal velocity field is entirely prescribed by wy and .
Hence, the axisymmetric equations can be written in terms of the toroidal field vy and the
poloidal vorticity wy only. The axisymmetric equations are more compactly written using
the pair of variables (o, &) = (rvg, wp /7).

Equations. An equation for o is obtained directly from the Euler equations (1.1). The
pressure gradient is independent from 6. Hence:

oo =10 - (VX w) =rvw, — ropw, = —0,0,0 — v,0,0. (1.11)

An equation for wy stems from (1.2) :
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0 = 182 (Uwz - Uzrf) - 18,, (vrrf - Uwr>
r r r
1 <(9202 Oro — (9,,—02 8Za> — (v,0,€ +v,.0,8) — & (@vz + 1(9r(7’v7«)> . (1.12)
r r r r

=0

We define an axisymmetric inner bracket [,]® through [f, g]® = E (0rf0,9 — Orgd. f).
We can then use the axisymmetric incompressibility (1.9), and recastrthe advection terms
in equations (1.11) and (1.11) in terms of the axisymmetric bracket. The axisymmetric
Euler equations are then compactly written as :

O]
O+ [,0]” =0 and ¢+ [,6° = | 50| .
T
1 o (1.13)
with §=— {2832 + =0, <8T) } v _A*w.
r 'S T def

This form of the Axisymmetric Euler equations can be found for example in [Szeri and
Holmes, 1988] and more recently in [Leprovost et al., 2006].

The field o will in general be referred to as the “toroidal” field, but also sometimes as
the “swirl” or the “azimuthal” field. The field £ will be referred to as the “poloidal” field.
We note that contrarily to the translational-symmetric case, the swirl is an active scalar.
This feature is not an artifact of the cylindrical geometry. The generation of vorticity by
the swirling field can be interpreted as an effect of the centrifugal forces acting on the
fluids [Vladimirov et al., 1997].

Remark. We will usually omit the “©” superscript. It will also sometimes prove more
convenient to work with the radial coordinate y = r2/2 instead of r. With such a choice,

1
the differential operator A, reads: A, = @852 + agy.

1.2 Equations for Boussinesq flows

(Three-Dimensional) Boussinesq flows are obtained by supplementing the strictly hy-
drodynamical equations (1.1) with a buoyancy term, that acts along a prescribed direc-
tion, say along the y direction (in Cartesian coordinates). In the absence of viscous and
forcing terms, their evolution is governed by the ideal Boussinesq equations, which in
normalized units and in the absence of rotation read [Abarbanel et al., 1986]:

Ov+v-Vv=—-Vp+6Vy, o0 +v-Vo=0,

(1.14)
and V-v=0.

6 is a scalar field, built in to be an active scalar. It can be thought of as a temperature, but
also as a density, a salinity or a combination of several such effects [Fleury, 2006].
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In Boussinesq flows, the vorticity evolves as

Ow =V X (vXxw)+ Vel x Vy. (1.15)

Two-dimensional Boussinesq flows can be obtained from translational-symmetric so-
lutions. A simple symmetry for which the buoyancy remains active is a translational
symmetry along a direction different from the one prescribed by the stratification, say
along the z direction. Considering fields depending on the x and the y coordinates only
(so that “0, = 0”), it is straightforward to generalize the little game played in the purely
hydrodynamical situation. The solutions can be described in terms of (i) the z-component
of the velocity v,(x,y), (ii) the z-component of the vorticity w, (iii) the stream function
¢ defined through v; = —V X (¢2) (iv) the buoyancy 6(z,y). This yields the “2D4C”
system of equations,

ath + [¢;Wz] - [ny]; atvz + [TIZ),’UZ] = 07 ate + [wa 0] =0

(1.16)
with w, = —Agp).

As in the two-dimensional case, the inner bracket is defined through [f, g] = 0, f0,9—
0:90y f. The active effect of the buoyancy is simply given by [6,y] = 0,0. The vertical
velocity field is passive. By restricting our attention to the active interplays, we obtain a
2D3C model of a buoyancy-driven flow, known as a “2D Boussinesq flow” (the subscripts
have been omitted) :

815&} + W]aw} = [evy]a ata + [1/]7 0] =0

(1.17)
with w = —Aq.

1.3 Equations for magneto-hydrodynamical flows

Three-dimensional ideal incompressible magneto-fluids are thought to be described
by the magneto-hydrodynamical (MHD) equations. They describe the joint evolution of a
three-component magnetic field B and of the velocity v of an incompressible conducting
fluid. They read [Biskamp, 1993] :

Ov+v-Vv=—-VP+B-VB and 0:B=V x(vxB),

(1.18)
with V.v=0 and V- -B =0,
They prescribe the evolution of the kinetic vorticity as :
Ow =V x(vxw)+Vx(jxB), (1.19)

where j = V x B is defined as the density of electric current. An other important
quantity is the magnetic potential A. It is defined as B = V x A. Its existence stems from
the divergence-free condition on B. Its evolution is obtained directly from the equation
on B in Equation (1.18) :



22 CHAPTER 1. EQUATIONS FOR IDEAL TWO-DIMENSIONAL FLOWS WITH TWO AND
THREE COMPONENTS

OA =v x (VxA)+ V. (1.20)

A Gauge condition on A, such as the standard Coulomb Gauge (V - A = 0), allows to
completely specify the field ¢ by taking the divergence of the latter equation.

Two-dimensional magneto-fluids are standardly obtained from translational-symmetric
flows. The specification of a translational symmetric solutions requires the specification
of the two perpendicular fields : v, (z,y), B1(z,y), as well as of the two parallel fields
t vy(z,y), B:(x,y). As for translational symmetric solutions in the hydrodynamical sit-
uation, the perpendicular velocity field is entirely prescribed by the z-component of the
vorticity field w., and the scalar stream function defined through v, = —V x (¢2). Sim-
ilarly, the perpendicular magnetic field is entirely prescribed by the z-component of the
electric current j,, and the scalar magnetic potential A, defined through B, = —V x(AZ2).
Those solutions are then entirely prescribed by the six scalar fields : v,, B., w., j., A.. The
final form of the translational symmetric magneto-hydrodynamical equations describe a
“2D6C” fluid :

at’UZ + [¢7UZ] = [Aa BZ], ath + W, BZ] = [Aavz]7
with j, = —AgpA,, and w, = —Aspi).

The bracket is still [f,g] = 0,f0yg — 0.90yf. [A,.] = B, -V.and [¢,.] = v - V.
respectively represent perpendicular magnetic and kinetic advections. The two equations
describing the evolution of the z-component of the velocity and of the magnetic fields are
passive. Therefore, it is relevant to focus on the motions within the perpendicular plane.
This natural restriction yields the two-dimensional magneto-hydrodynamical equations,
which read (without subscripts) :

atw + va] = [Aa]L 8tA + WJ’ A] = 07 (1 22)
with j=-AA, and w=-Avy. '

These are not “2D3C” but rather “2D4C”equations. Howere , the “2D3C” denomina-

tion is mostly a matter of vocabulary and is quite subjective. Due to the incompressibility

condition, two-dimensional (hydrodynamical) flows describe the evolution of a single

component (the scalar vorticity) to which all the other fields (stream function and veloc-

ities) relate: they could therefore be relabeled as “2D1C”. The axisymmetric, the trans-

lational symmetric, the two-dimensional Boussinesq and the magneto-hydrodynamical

flows just described would then all fall into the same category of “2D2C” flows. Such a
labeling would be more accurate but also less self-explanatory.
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1.4 Ideal dynamical invariants.

Description. The analogy between two-dimensional Boussinesq , magneto-hydro and
three-dimensional axisymmetric flows is manifest when comparing the sets of equations
(1.13), (1.17) and (1.22). Those three flows have many invariants associated to them. Their
evolution preserve an Energy, which can be written as the sum of a poloidal/kinetic
energy with a toroidal/(available) potential/magnetic energy. They also preserve two
families of Casimir invariants. The first family is a toroidal /buoyant/magnetic family of
Casimirs Cr : every function of the toroidal /buoyancy/magnetic potential scalar only
integrated over the domain is preserved. The second family could be called a family of
Helical Casimirs Hg: every function of the toroidal /buoyancy/magnetic potential scalar
multiplied by the poloidal/kinetic/kinetic field is also conserved when integrated over
the domain.

The energy and the Casimirs invariants of the various models are made explicit and
summarized on Table 1.1.

Flow 2D Hydro 3D Axisymmetric 2D Boussinesq =~ 2D Magneto-Hydro
w (=—AY) £ (=-A) w (= —AY) w (= —AY)
Fields
o 6 A (=-A71)
E = Eyin E = Etor + Epol E= Ebuoy + Exin E= Emag + Ekin

1 1 L !
Energy | p. — §/Dw¢ Epol = §/D§¢ Eyin = i/pmﬁ Eyin = Q/wa
2

1 /o 1 7 .
Eor=5 | — Ebuoy = /Dey Emag = i/D]A

ch/DF<w) CF:/DF(U) Cp:/DF(Q) CF:/DF(A)

Casimirs

He = /Z')gc:(g) He = /D WG(0)  He = /D WG(A)

Table 1.1: Invariants for 2D and 2D3C ideal fluids.

Derivation It is very easy to check directly from equations (1.13), (1.17) and (1.22) that
those quantities are indeed preserved by the 2D3C dynamics of relevance. The proof
relies on the use of the following quasi-transparent properties of the inner brackets [,] -
representing either the axisymmetric or the bi-dimensional brackets :

for sufficiently regular scalar fields x, ¢, (: D — R and scalar function F:R — R,

(1) [X7 @] = _[¢7 X]/
(ii) [Fo¢,x] = (F"o¢)[¢,x],
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i) [ clood = [ [co+ [ olx.dl,

(iv) / (¢, x| = 0 for periodic fields, or if either ¢ or x vanishes at the boundary.
D

As an example, the conservation of the magnetic Helical Casimirs in a doubly periodic
domain is obtained through :

;t/DWG(A) = /D{G(A)[A,j] + G(A)w, 9] + wG' (A)[A, ¢]}

(1.23)
=[G @A A+ [ GA) {le,v]+ [,ul) = 0.

Rugged Invariants Note, that the Casimir invariants include the familiar rugged in-
variants. For example, taking G as the identity function (G(z) = ) gives one half of the
hydrodynamical helicity H = [ v - w for axi-symmetry and one half of the cross- helicity
H. = [B - v for two-dimensional magneto-hydrodynamics. A quadratic F (F(z) = z?)
yields the enstrophy for two-dimensional hydrodynamical flows and the magnetic poten-
tial squared in the magneto-hydrodynamical case. The enstrophy [, w? is not conserved
for 2D3C models.

“Casimirs” The Casimir invariants are “Casimir” invariants in the Hamiltonian mean-
ing. At a formal level, ideal fluids are Hamiltonian systems, although of an infinite di-
mensional kind [Morrison, 1998].

The Casimir invariants emerge as a consequence of Noether’s theorem and of the
relabeling symmetry of “fluid parcels” when switching from Lagrangian to Eulerian co-
ordinates and from the continuous symmetry (translational/axial) considered [Salmon,
1988, Shepherd, 1990, Morrison, 1998].

We note that the Hamiltonian representation of the two-dimensional Boussinesq, two-
dimensional magento-hydrodynamical and three-dimensional axisymmetric flows can
be achieved using the same Lie-Poisson Structure, but not the same Hamiltonian. This
explains why the Casimir invariants are the same in the three situations [Morrison and
Hazeltine, 1984, Abarbanel et al., 1986,Szeri and Holmes, 1988].

1.5 A side remark on Shallow-Water flows

The various flows that have been derived here have in common that they are incompress-
ible. Such is not the case for example for Shallow-Water flows, which we will sometimes
allude to, and which also describe a 2D3C situation. The Shallow-Water equations de-
scribe a quasi-2D fluid whose height may be slightly varying. The fluid is described in
terms of a two-component velocity field v = (v;(x, y), v.(z,y)) and of a height h(z,y). In
the absence of rotation, the governing equations are [Pedlosky, 1982]:

v +v-Vv=—gVh, and 0:h+ V- (hv)=0. (1.24)

Shallow water flows can also be derived from a Hamiltonian formalism [Salmon, 1983].
The total energy is the sum of a kinetic energy Eyi, = [ hv - v and of a potential energy
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E, = [p gh®. ltis conserved by the dynamics. The velocity field transports the potential
vorticity ¢ = w/h. However, the velocity is not divergence free. Hence, the family of
invariants [, F'(¢) are not conserved. Only Casimirs “of helical type” [, hf(q) are indeed
conserved by the dynamics [Weichman and Petrich, 2001]. In a sense, shallow water
flows are truely “2D3C”: the velocity field cannot be derived from a scalar quantity, as
was the case for the incompressible equations previously described. From this point of
view, they can be be expected to be more delicate to handle.
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Chapter 2

Invariant measures and Theorem of
Liouville

The present chapter aims at defining the concepts of measures and invariant measures
in the context of dynamical systems. For finite dimensional systems, I briefly review the
connection between the Theorem of Liouville and microcanonical or canonical measures.
I then define a formal counterpart to the theorem, which may be relevant for the dynam-
ics of continuous fields. The formal Theorem of Liouville is shown to hold for the ideal
flows described in the first chapter. I briefly comment on the “Hamiltonianity” of those
flows. The chapter stems from discussions with Freddy Bouchet, Oleg Zaboronski and
Philip J. Morrison.
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2.1 (Brief) Introduction.

An informal survey performed at the coffee room of the SPHYNX laboratory® makes it
clear. “ The Theorem of Liouville, huh ? This is something you learn at school ! It tells you
something about the contraction — or more precisely the absence thereof — of the phase

@Room 205, Building 772, Orme des Merisiers, 91191 Gif-Sur-Yvette, France.

29
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space , doesn’t it ? ”, a head scientist from the SPHYNX laboratory — whose anonymity is
here preserved — spontaneously replies when asked about the Theorem of Liouville. This
pavlovian description of the Theorem of Liouville is self-sufficient. However, because the
Theorem of Liouville is essential for statistical mechanics and because many textbooks
on statistical mechanics quite often crudely summarize it as a cryptic condition of the
kind “}~; O
8@-
of this theorem, in the context of finite dimensional dynamical systems and using the
language of invariant measures. This is done in Section 2. In Section 3, I will argue
that the Theorem of Liouville has a very simple and very natural formal counterpart for

= 07, I feel that it is worth to spend a short time giving a brief overview

infinite dimensional dynamical systems, describing the time evolution of a field. The
existence of such a “Formal Theorem of Liouville” — too be defined below — might be
of direct relevance to the statistical mechanics description of ideal flows, at least from a
Physicist’s perspective.

2.2 Theorem of Liouville for a dynamical system in finite dimen-
sions

2.2.1 Definitions

Dynamical system. Let us consider an autonomous set of ordinary differential equa-
tions describing the instantaneous evolution of potentially many, yet a finite number n of
degrees of freedom z; over a finite dimensional manifold R", viz

z="F(z) with F:R" = R" (vector field)

I iy 2.1)
and initial conditions z(t = 0) = zp.

Let us write Z = R" the space of all possible initial states z = (21, ..., 2,). If for any
initial condition zg € Z and any time ¢ € R, there exists a uniquely defined solution
z(t,20) to the Cauchy problem defined by (2.1), then one can unambiguously define the
flow map :

ZxR—=Z
: . (2.2)
(zo,t) — ¢i(z0) = z(t, 20)
The flow map naturally satisfies
do(zo) =20,  Pryv = Pt(¢w(20),1), 2.3)

and 0;¢(zo,t) = F(é(zo,t)) forall zg € Zand t,t' € R.

Equations (2.2) and (2.3) then define a dynamical system S = (Z, ¢), whose dynamics
is given by (2.1), and phase space is Z. It stems from Equation (2.3) that for any ¢, the map
¢ : Z — Z is bijective and has inverse ¢, =g,

Measures and invariant measures. In the context of dynamical systems, what do we
expect to learn from statistical mechanics, and more particularly from equilibrium sta-
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tistical mechanics ? Colloquially, the idea is to consider non-trivial sets of solutions — if
any- , whose statistical properties are left unaltered by the dynamics (2.2). Those “in-
variant” sets of solutions are in a sense a generalization of dynamical fixed points, whose
systematical study allows a classification of bifurcations for low dimensional dynami-
cal systems. An old idea beneath the use of statistical mechanics is that if the invariant
set of solutions is well-chosen, then it is possible to compute “time - averages” of the

kind lim7_, % fOT dt along any trajectory in terms of well-defined “ensemble averages”,
whose treatment may vary in difficulty but may also be made possible by a century of de-
velopments in the field of statistical mechanics and the use of powerful techniques such
as saddle-point approximations, large-deviations theorems, renormalization groups, and
so on. Except in some very specific situations, there is however no mathematical proof in
general that such a crude replacement is justified. This problem is known as “the ergodic
problem” and has kept mathematicians busy for more than a century now. The ergodic
problem in the context of ideal flows is out of the scope of the present manuscript ex-
cept for some brief comments in Chapter 3. Following Khinchin’s prescription, we shall
take the more pragmatic approach of “ attempt[ing] as the ‘ergodic hypothesis’ the very
possibility of such a replacement, and [...] judg[ing] the theory by its practical success or
failure” [Khinchin, 1949, p.53]. Let us now define precisely what we mean by “invariant
sets of solutions”.

Definitions. We suppose that we can define a probability measure on the phase space
Z, so that (2,0, p) is a measurable space for some suitably defined measurable sets in
O. This is obviously the case in the simple case Z = R". For any time ¢, ¢; maps Z onto
itself. Hence, ¢: can be interpreted as a random variable on Z, whose distribution law /i
is defined by

pi(A) = u(é; 1(A))  for any measurable set A of Z . (2.4)

In other words, i is simply defined as the image measure of u by ¢;, sometimes written
as yu; = ¢} pu [Villani, 2006].

An invariant measure for the dynamical system (S = Z, ¢) is then simply a mea-
sure u such that

Vt € R, (A) = p(A) for any measurable set A of Z . (2.5)

Vocabulary. In the language of statistical mechanics, a probability measure defined
over phase space is most often called a “statistical ensemble”, and an invariant measure
sometimes denoted as a “stationary statistical solution”. Also, since the fine mathemat-
ical properties of measurable ensembles is not really the subject of the present study, I
will often talk of “observables” instead of “measurable sets” to describe the properties
of the ensembles at stake. An observable is simply defined as a function Z — R. The
measure y(A) of a measurable set A belonging to a suitably defined probability space
(Z,A, 1), can therefore be seen as the ensemble average of the “observable” O = 14 so
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that (O), = [; u(dz)14(z) = p(A). I will extensively use this terminology throughout
the manuscript.

2.2.2 The Theorem of Liouville

Ensembles. Celebrated examples of statistical ensembles include the “microcanonical
ensemble” which corresponds to uniform weighting over a finite region of phase space,
or the “canonical” and related “grand-canonical” ensembles whose weighting are spec-
ified by Boltzmann weights. However, when studying a dynamical system of the kind
described by Equations (2.3) and (2.2), there is no reason why in general microcanonical
nor canonical nor even grand-canonical ensembles should be singled out. It may very
well be that neither of those ensembles are invariant measures. The reason why they
naturally emerge in the context of finite dimensional Hamiltonian systems owes to the
Theorem of Liouville @, which is a statement of the incompressibility of the flow ¢;. I give
below a general version of the theorem, akin to the one described for example in [Majda
and Wang, 2006, Chapter 7].

More definitions. Let us first introduce two more notations. Unless stated otherwise,
(Z,¢) denotes a dynamical system, whose dynamics is prescribed by the vector field
F(z) = 0:¢(z,1), as described by Equations (2.3) and (2.1).

(i) Divergence with respect to a density of probability : to any function f : Z — R
defined over the phase space Z that has n dimensions, we associate a f-divergence
operator V that converts a vector field F : Z — Z into a scalar field, as

OfF;
0z;

)

Vi-F = Z for any vector field F(z) = (Fi(z),..., Fn(z)). (2.6)
=1

(ii) Jacobian determinant: itis useful to introduce J(t,z) = 9z — (pt(2)1, -, Pt(Z)n)
0z (21, .y 2n)
the Jacobian determinant associated to the mapping z — ¢;(z). It is easily checked
that
Vze Z, O J(tz)=J(tz)> OFi(éu(2)) (2.7)

8ZZ‘

=1

Proof: Using the compact notation z; = ¢;(z), and the multi-linearity of the determinant

@The denomination “Theorem of Liouville” sounds slightly outdated but is also more charming than
the common“Liouville Theorem” or its variant “Liouville’s theorem”. The former denomination is the one
chosen by George Gamow in his translation of Khinchin’s monograph [Khinchin, 1949]. So, I will stick to it.
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form, we obtain

n

|9z se 3Zt Ozt + 6tF1(2), ..., Z¢y, + 6LF(2))
J(t+0t2) = 0z = Il ; NZt1, s Zt1)
6F Zt 2
o (1 + 5tz Ba ) + o(61?),
so that 8,.J( Z az . (2.8)

Theorem of Liouville. The Theorem of Liouville can then be formulated in the follow-
ing way:

Theorem 1 (Theorem of Liouville)

e Let (Z,¢) be a dynamical system, whose dynamics is prescribed by the vector
tield F(z) = 0,¢(z,t).

e Assume there exists a probability measure p defined over Z, that admits a den-
sity of probability f(z) — with respect to the Lebesgue measure—, so that formally

u(dz) = f(z)dz.

If the vector field has a vanishing f-divergence, e.g. satisfies V;F = 0, then y is an

invariant measure for the dynamics.

Proof: We use the notations of the theorem. Let X = ¢;(Z) a measurable set. It stems from

p = o that u(X) = u(2) = [ dafte). Besides, n(X) = plo() = [ dxjx) =
Z 6¢(2)

/ dz |J(t,2z)|f (¢¢(z)). Hence, the following equivalences hold :
z

pis invariant <= p,(X) = p(X) for any measurable set X and any time ¢

= [ dat = [ a1 f @2 9)

for any measurable set Z and any time ¢
Since f is non-negative, the latter condition is surely satisfied if 0; (J(¢,2)f (¢:(2)))
vanishes for any time ¢ and z € Z. Itis easy to check using (2.7), that 9, (J(t, z) f (¢:(z))) =

J(t,z)V - F. Hence a vanishing divergence of the vector field F with respect to f ensures
that y is invariant. [ ]

(@)

@A more compact but more formal proof can be written in terms of observables. We first no-

tice that that p is invariant if.f %(O)m = 0 for any observable O. We then compute (O),, =
. d

fz pe(dx) O(x) = f¢ (2 w(dz) O(¢e(z)) = fz dzf(z) O(¢¢(z)). We can now estimate $<O>M =

[ dzf(2) >, % —[,dz, afF ¢¢(2z)). The last equality is obtained with an inte-

gration by part. We conclude that a vanishing f- dlvergence for the vector field ensures y to be invariant.
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Dynamical Invariants and invariant measures. An immediate corollary to the Theo-
rem of Liouville relates to the use of dynamical invariants to define a family of “natural”
invariant measures :

Corollary 1
e LetS = (Z,¢) adynamical system, and F = 0;¢.

* Let i be a measure with density of probability f such that V- F = 0.

e Assume there exists a dynamical invariant for the dynamics, C(z) satisfying
0,C(¢¢(z)) =0 foranyz e Z.

Then, for any positively valued scalar and sufficiently regular function g, the measure
g, defined through p4(dz) = f(z)g(C(z))dz is also an invariant measure for the
dynamics.

Proof: The corollary stems from the following observation :

Vigoc) F=[goC|Vs;-F+ (g oC)fF-VC(z) =0. (2.10)
=0 =9,C |

2.2.3 Examples
2.2.3.1 Canonical Hamiltonian systems

Definition. The “canonical” illustration of the Theorem of Liouville involves a finite-
dimensional Hamiltonian system, whose dynamics is written in terms of so-called canon-
ical coordinates q = (¢i...qn) and p = (p1...pn) together with a Hamiltonian function

H(q,p)as on .
_ 5 — 2% e [1: . .
o and p; 9 fori € [1; NJ (2.11)

i

Microcanonical ensemble. In this case, the phase space can be identified as R?". If the
¢i; and the p; are respectively taken as the first and second sets of n coordinates, than the

for i € [1; N], so that

0H 0H
vector-field F = (F)...[F5,) is given by F; = — and Fiy,, = —
, ) Ip; 9qi

0°H  0°H
V- F=Y" ——— 4
, Zf_l Opigi  Oqipi ' ' o
is then an invariant measure for the dynamics. In the case of canonical Hamiltonian
systems, it is easily checked that the energy £ = H(q, p) is a dynamical invariant. We

conclude that the microcanical measures po(dgdp) = dgdp 1 H(q,p)=E, defined as the

= 0. The uniform (Lebesgue) measure y(dqgdp) = dqdp

uniform measures over the energy shells H(q, p) = Ej are invariant measures.

Canonical ensemble. Note that it also stems from Corollary (1) that the canonical mea-

dgdp exp (—SH(q,p)) N
sures dqdp) = do also correspond to invariant measures,
#9(d99P) = 1740 dp exp (—5H(a, p) P

for the values of § such that the partition function [; dqdp exp (—SH(q, p)) is not infi-
nite.
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2.2.3.2 Noncanonical Hamiltonian systems

Definition. A somewhat less trivial example, and which besides has some relevance in
the context of fluid dynamics and plasma physics is given by “noncanonical Hamiltonian
systems” [Marsden and Morrison, 1984, Morrison, 1998, Morrison, 2005]. Heuristically, a
noncanonical Hamiltonian system can be seen as a Hamiltonian system of the kind (2.11),
whose “Hamiltonianity” is obscured by a change of variables z. = (q,p) — z(z.). More
precisely, it is a system whose dynamics reads

" 9H
N e 2.12
5= Y g (2.12)

J is called a “symplectic” operator. J is bilinear, antisymmetric (J;; + J;; = 0) and

satisfies the Jacobi identity >, J, Zl@ L 9Ji; + Jj O i
0z Yoz 0z

space Z has a finite even dimension, n’ = 2n, the specific choice

= 0. If the underlying phase

I
J, = < O}’ O") ,  with 0, and I, respectively denoting the n by n zero and unit matrix,
—in n

(2.13)
yields the canonical dynamics (2.11).

Microcanonical ensembles. The vector-field associated to the dynamics (2.12) is F(z) =
JV H(z). Unlike the canonical situation, this vector field is in general not divergence-

H
free, since V- H = }_, 9Ji; 8— may very well be non vanishing. Then, one cannot

Y 9z 0z

conclude that the LebesgueZ me;sure dp = ]];dz; is invariant. However, if J is in-
vertible (det J # 0), a theorem called the Darboux theorem [Morrison, 1998] says that
there exists a local change of coordinates z. = z.(z), such that the dynamics of the
system written in terms of the z. variables is canonical, e.g. satisfies (2.12) with the
canonical operator (2.13). The natural invariant measure that emerges from the Theo-
rem of Liouville is then du = TJ; dzcz-. It can be recast in terms of the z; variables as

0z 1
dp =L dz | —| = dz;
M Hl z 8Z ’det J‘ H

Side note : the case of “Lie-Poisson” systems. In the special case where J is a linear
function of z, J can be defined in terms of structure constants C’fj as Jij = Y11 ijzk.
Such systems are known as “Lie-Poisson” systems, and for those, the Theorem of Liou-
ville may hold without having to insert the extra factor /[ det J|. ®)

@Tn the case det J = 0, the Darboux theorem does not hold any longer, but has a generalization, called the
Darboux-Lie theorem. The theorem states that Z can be written as the direct sum of the kernel of J with a
space of even dimension, on which the dynamics is canonical. It is of no concern to us for this specific point.

®)To determine whether this is actually the case, one has to consider the quadratic form of Killing defined
by the matrix elements g;; = Zp . Cp,Cl.. 1f it is negative definite, than the Theorem of Liouville holds on

any basis of Z [Morrison, 1998].
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2.2.3.3 Truncated Euler equations

In the context of turbulence, it is well-known that the Theorem of Liouville holds for
truncated Euler equations, be it in two , two and and a half or three dimensions. An early
demonstration of the theorem can be found in [Lee, 1952] for three-dimensional dynamics
decomposed over a set of Fourier modes. Let us here take as a landmark example the case
of the two-dimensional Euler equations written in terms of the vorticity field.

Two-dimensional case. Let us consider a domain D for which the bidimensional Lapla-
cian A admits a countable and orthonormal set of eigenmodes ¢;.;> — for a prescribed
scalar product (.). The corresponding eigenmodes are denoted —x7. We write the vortic-
ity field as

w(r) = Y wrér(r),
lez? (2.14)

with  wr = (¢7,w) and (¢, d7) = 017,

and set to zero all but a finite number of modes in a set Sj;. Sy may for instance include
all the modes whose eigenvalues are less than a given cutoff ky;. An ideal dynamics
for the non-zero modes of the vorticity is then directly obtained from Equation (1.7) of
Chapter 1. It reads

wy = Z CﬁKWJWK with C§K = 532((1)]7 [¢J7 (bK]) (215)
(J,K)es3,

It stems from the latter equation that

o
8—“1: > (Chr+Cly)wr. (2.16)
wr JESm

In a doubly periodic domain, the eigenmodes are ¢y (r) = exp(ikr), the scalar product
is defined as (f,g) = [p f*g, and wo = 0 (no net flow). Hence, CX,, , = §(k’ + k" — k) and
for all kin Sy,
8wk = Z (Cll:/k + Cll:k/) WKk = 2 Z 5(k’)wk/ = 2&)0 =0. (217)

8wk Kk’ ES]M kIES]\/[

The uniform measure ], dw(k) = 0 is therefore an invariant measure for the trun-
cated Euler equations.

2.3 Formal Theorem of Liouville for the dynamics of a field

2.3.1 Dynamics of a field

Definition. Let us now consider the continuous counterpart to Equation (2.1) in order
to describe the dynamics of a vector field z : D — R? (here, d = 1,2 or 3) defined over a
prescribed continuous domain D. z(r) denotes the value of the vector field at position (r)
and z,(r) its component along the a-direction. The dynamics of z can then be formally
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written as

Zo(r) = Folr|(2). (2.18)

Issues. F is the continuous counterpart of the vector-field F. It associates to any z
another vector field F(z). F,[r](z) denotes the value of the & component of the the vector
field F(z) at position r. A general question is : does this kind of dynamics give rise to a
dynamical system ? In general the answer is no. In the context of ideal flows, this issue
is related to the “blow-up” problem. As mentioned in the introduction, the existence
of a solution to the Cauchy problem is not guaranteed to exist at all time for Eulerian
dynamics [Bardos and Titi, 2013, Frisch, 1996]. The issue might be of relevance for 2D3C
flows. The existence of a phase space map ¢; is not guaranteed. Besides, it involves
the use functional derivatives, which are not well-defined mathematical objects. It is
therefore awkward to look for an infinite-dimensional version of the Theorem of Liouville
and study 2D3C ideal dynamics using a dynamical system analogy. This is however
what we do. The idea is to find a condition analogue to the vanishing f-divergence of
the vector field in finite dimensions through formal algebraic computations. The “result”
will be called a Formal Theorem of Liouville. The hope is that the existence of a formal
Theorem of Liouville might serve as a guideline to build appropriate measures related to
ideal quasi two-dimensional flows.

2.3.2 Formal derivation of a Theorem of Liouville

Formal divergence in phase space. Let us suppose that we can see the space of vector-
fields as an infinite dimensional phase space manifold Z. The elements of z € Z are
functions D — RY, so that they associate to any position r € D a d-dimensional vec-
tor z(r) = (z1(r), ..., 2z4(r)). The counterpart to the finite dimensional f-divergence (2.6)
involves a mapping F : Z — Z and any sufficiently regular function f : Z — R and

reads

d
Vi FE = [ ar 5zj(r) [FFalt]] (2). (2.19)

Formal derivation of a Theorem of Liouville. Let us now suppose that we can define
a measure ;. defined over Z , that has density f with respect to the formal measure D|z].
It is not clear whether this object is properly defined, and if it is, it should be defined
through an appropriate discretization and limiting process. Anyhow, the average of an
observable A for this measure could then be formally written as

() = [ Dl f(2)A). (2.20)
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Formally,
S = [ Dl 5 A) 2.21)
_ / Dlz]f(z) /D drigi((?)fa[r}(z) (2.22)
_ / D[2) A(z) /D drzd:l(szj(r)( FFalr)) (). (2.23)
VT

The last equality is obtained with an integration by part. Just as in the finite dimen-
sional case, a simple condition for  to be an invariant measure reads

V- F=0. (2.24)

We call such a condition a Formal Theorem of Liouville.

Dynamical invariants and formal invariant measures. If one can identify an invariant
C(z) for the dynamics (2.18), then for any sufficiently regular g, the probability densi-
ties g(C(z))f(z) also define formal probability measures 1, which are invariant for the
dynamics. The formal proof relies on the following identities :

5
Vipar Fio) = [ a3 o (90 O 7l

d
~9(C(a) [ dr Y. s (7l (2
a=1 "¢

V -F(2)=0
: ~ 3C(z)
+1)9(Clo) [dr S ST E ).
dC(z)
30 _

2.3.3 Examples

Condition (2.24) is satisfied for the quasi two-dimensional ideal fluid models presented
in the first chapter.

2.3.3.1 Ideal 2D flows

The transport equation for the scalar vorticity (w = (V x v) - ) reads

Ow ==V - (vw) = F(w). (2.25)
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It is supplemented by the incompressibility condition V - v = 0. The formal divergence
in phase space of the vector field F(w) is

6.7: (w )
/ a5y 72 48 e (2.26)

If the domain is doubly periodic, or has rigid walls, so that a no-slip condition is enforced
at the boundaries, the integral vanishes. In that case, we conclude that a formal Theorem
of Liouville holds, and that the formal measure D[w] is invariant.

2.3.3.2 Ideal axisymmetric flows

In terms of the microscopic variables ¢ = ruy and ¢ = r~lwp, the ideal axisymmetric
equations in a cylindrical domain D (1.13) can be recast as

0 = Ve -Ev+ :—48Z02 = Fe(o,§) and 00 = —Vg-ov = Fo(o,§). (2.27)

Vo = r~19,r+0, is the divergence operator in cylindrical geometry with no dependence
on the coordinate §. The incompressibility condition reads V¢, - v = 0. The vector-field
F(0,8) = (Fo(o,§), Fe(o,€)) is divergence-free in phase space. Indeed, the contribution
from o to the vector field divergence is

0F5[r] d(ov)
/d o) _—l{mds. o (2.28)

It is therefore vanishing if one considers standard no-slip boundary conditions on the

domain boundaries for the velocity field.

The contribution from ¢ to the vector field divergence vanishes as well. It reads

5‘7:5[1'] d(év) 5 -
/ S 729 dS- ey T /Ddrég(r)az(r 10?). (2.29)

The first term of the r.h.s of (2.29) vanishes with no-slip boundary conditions and
the second term vanishes because the quantity 9,0 is independent from £(r). Hence,

we conclude that the formal measure D [¢{]D[o] is an invariant measure for the dynamics
which describes the motion of axially symmetric ideal flows.

Note: A similar computation shows that in the case of ideal 2D magneto fluids , the
formal measure D[A]|D[w] satisfies a formal Theorem of Liouville.

2.3.3.3 Shallow water flows

In the case of the Shallow-Water model, a formal Liouville Theorem holds, but the
variables involved must be carefully chosen. The formal theorem of Liouville can for
example easily be demonstrated for the set of variables (M, = hv,, M, = hvy,, h). In
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terms of those variables, the Shallow-Water equations read

2 2

M, + 0, (%) 10, <Mthy) + 0, (9’; M, = 0) , (2.30)
M? 2

and Oih + 0, M, + 0y M, = 0. (2.32)

The contribution to the formal divergence of the vector field coming from the field & is
clearly vanishing. The contribution from the field M, reads

/D dr 5]Wi(r) {v . (Mx% + 0, <;gh2) + fMy} . (2.33)

The second and third terms in Equation (2.33) vanish because they are independent from
M. The first term can be integrated using Green theorem. It vanishes for doubly-periodic
domains or no-slip boundary conditions. For similar reasons, the M, contribution to the
formal divergence also vanishes and hence a formal Theorem of Liouville holds for the
formal measure D [M,|D[M,|Dh].

2.3.4 Formal Theorem of Liouville and Hamiltonian structure of the ideal Eu-
ler equations

Is the Formal Theorem of Liouville obvious ? It may seem surprising that the deriva-
tion of a formal theorem of Liouville is so direct for all the models that we considered.
This is — I think — a direct consequence of the infinite dimensional Hamiltonian struc-
ture of those ideal flows. The Hamiltonian description of the Euler equations was thor-
oughly explored and exhibited in a series of papers in the 80’s and 90’s in the context
of plasma physics [Morrison and Hazeltine, 1984, Marsden and Morrison, 1984] and geo-
physics [Salmon, 1983,Salmon, 1988,Shepherd, 1990]. It is now well-known that the Eule-
rian description of ideal fluids can be described in terms of a non-canonical Hamiltonian
structure. It turns out that the Hamiltonian structure that accounts for the description of
the ideal 2D, 2D-MHD, axisymmetric, and shallow-water flows involve the exact same
sets of variables than the ones for which a Formal Theorem of Liouville holds. This may
be related to the infinite dimensional symplectic operator involved in the Hamiltonian
description of those flows being of “Lie-Poisson” type, e.g. linear with respect to the
variables describing the dynamics.

Illustrative Lie-Poisson dynamics and the ideal axisymmetric case. Let me just illus-
trate this comment with the Hamiltonian description of ideal axisymmetric flows. Infinite
Hamiltonian dynamics is a subtle topic. I don’t want to — and I can’t — discuss the topic
in details nor in full rigor.

The parallel between finite and infinite dimensional noncanonical hamiltonian dy-
namics (2.12) and the infinite dimensional is made suggestive if we introduce Poisson
brackets. In the finite dimensional case, the dynamical variable z = (2;..z,) belongs to
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R™. Upon defining the Poisson Bracket {, } as:

0 0
{f.9}= > aiJijai

i,je[l;n]? (2.34)
for any functions f = f(z,t) and g = g(z,t) : R" x R — R,
the dynamics (2.12) can be recast into
f=A{rH}. (2.35)

In the infinite dimensional case, z = (Za)ae[[l;d]]/ and each z, is a field, namely z, :
D — R. The counterpart to the bracket (2.34) is [Morrison, 1998]

(F.G} = / dr 7ja0/ 0G
0Zas’ (2.36)
for any functionnals F(z,,t) and G(za, t):(D—-R)xR—=R.

J is now a differential operator acting on the space of functionals . In order for {, } to
describe an actual Poisson Bracket, {, } i/ needs to be antisymmetric ({F, G}+{G, F'} = 0)
and ii/ needs to satisfy the Jacobi identity {F, {G,H}} + {H,{F,G}} + {G,{H,F}} = 0.
In an infinite dimensional Hamiltonian system, the dynamics of a field functional F' can
then be compactly written in terms of the relevant Hamiltonian H as:

F={FH}. (2.37)

The axisymmetric Lie-Poisson bracket. The “axisymmetric bracket” yielding the ideal
three-dimensional axisymmetric dynamics in terms of the poloidal and toroidal variables
¢ and o can be found for example in [Szeri and Holmes, 1988] and reads

(76)° = [ 4 (<0555 79) *+ 0 |5 0 2.38)

The inner bracked [, ] is here given by

10fdg 10g0f

[fvg]:;ga—;ga- (2.39)

The axisymmetric bracket (2.38) is a particular case of (2.36). In this case, d = 2,
z = (€,0), and the 7 are defined by

(2.40)
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The bilinearity of each of those operators make the axisymmetric bracket of “Lie-
Poisson” type, and is the infinite dimensional analogue of the finite-dimensional Lie-
Poisson structure briefly alluded to in Section (2.2.3.2) of the previous Chapter.

The same kind of brackets yields the equations for ideal two-dimensional magneto-
hydrodynamics in terms of the magnetic potential and kinetic vorticity variables ( [Mor-
rison and Hazeltine, 1984, Marsden and Morrison, 1984]) , and for ideal two-dimensional
Boussinesq flows in terms of density and vorticity variables [Abarbanel et al., 1986, Szeri
and Holmes, 1988]. One only needs to replace the inner bracket, and use [f, g| = 0, f0,9—
0y f0rg with standard cartesian coordinates instead of (2.39). The only substantial differ-
ence between ideal two-dimensional magnetohydrodynamics , two-dimensional Boussi-
nesq flows and three-dimensional axisymmetric dynamics relies on the choice of the
Hamiltonian to be used in combination with the bracket to actually describe the appropri-
ate dynamics (2.37). For the three-dimensional axisymmetric dynamics , the Hamiltonian
is HO(¢,0) = [pdr (£(r)(r) + (4y)~to(r)?). For the two-dimensional magnetohydro-
dynamics , it is H™*8(w, A) = [ dr (w(r)y(r) + A(r)j(r)).

2.4 Conclusion

What have we learned so far ? Well, basically nothing very new. We have briefly ex-
plained what invariant measures are and why they emerge as natural objects to study in
the context of finite-dimensional dynamical systems. We have argued that the existence
of a Theorem of Liouville for time continuous dynamical systems allows one to easily
identify some of those invariant measures. We have then identified a Formal version
of the Theorem of Liouville, and argued that this theorem is satisfied for basically all the
ideal flows that we are concerned with in the present work, provided that the sets of vari-
ables are properly chosen. The extension is purely formal. It nevertheless suggests that
microcanonical measures should be worth investigating provided one can find a way to
construct them. Such a construction will be described in chapter 3. Whether those mea-
sures do indeed turn out to be physically interesting and describe relevant features of
quasi-bidimensional flows is not clear at this point.



Chapter 3

Statistical mechanics a la Kraichnan.

This chapter aims at describing the statistical mechanics of truncated 2D3C flows in the
spirit of Kraichnan’s derivation of absolute equilibria for two-dimensional turbulence.
The absolute equilibria for two-dimensional magnetohydrodynamics were derived in
[Fyfe and Montgomery, 1976] but I am unaware of any work describing the axisymme-
tric case. The comparison is however instructive. In spite of the close analogy between
the axisymmetric and the magneto-hydro ideal fluid, the regimes of statistical equilib-
ria are different from each other. The discussion is then extended to a wider family of
2D3C flows, which possess the same quadratic Casimir invariants as axisymmetric and
two-dimensional magneto-hydro flows. It is illustrated by the numerical integration of a

low-dimensional model of 2D3C turbulence.
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3.1 Introduction: Statistical mechanics for finite-dimensional ap-
proximation of ideal flows.

Strategy. The Formal Theorem of Liouville which we described in the previous chapter
suggests that one should try to build up some kinds of “formal” microcanonical ensem-
bles to account for the statistical equilibrium properties of ideal flows. The word “formal”
hides at least two major difficulties. First, as opposed to the discrete description of a gas
of particles, ideal flows are intrinsically continuous. It is not clear how to define an ap-
propriate thermodynamic limit. Second, ideal dynamics are usually constrained by an
infinite set of dynamical invariants. It is not obvious how to use this infinite set to de-
scribe relevant statistical ensembles. One way to circumvent those two difficulties is to
forget about the true ideal dynamics, and instead work on finite-dimensional approxima-
tions of the original equations. That way, classical statistical mechanics arguments can be
used. The program to follow is then clear. One needs to i/ approximate the dynamics
by a truncated dynamics with a finite number of degrees of freedom N, ii/ identify a
Theorem of Liouville for the truncated dynamics, iii/ identify the dynamical invariants
that survive the truncation, iv/ describe some statistical ensembles that are invariant for
the truncated dynamics. One could also add a fifth point that would be v/ discuss the
limit N' — oo of the truncated ensembles.

Absolute equilibria. A systematic and natural way to approximate the dynamics of
ideal flows is to decompose the relevant fields of the dynamics over a convenient or-
thonormal set of modes and set to zero all but a finite set of the coefficients. If Fourier
modes are used, and if only the modes whose wave numbers are below a prescribed cut-
off k4. are kept, the approximation is referred to as a “Galerkin truncation”. The afore-
mentioned approach is the one taken by Kraichnan to build energy-enstrophy canoni-
cal ensembles relevant two-dimensional turbulence. In his 1967 paper [Kraichnan, 1967],
Kraichnan mentions the existence of negative temperature Gibbs states for Galerkin trun-
cations as a hint “towards an upward flow of vorticity, and therefore by the conserva-
tion laws, a downward flow of energy. of two-dimensional ideal flows”. The equilib-
rium ensembles are labeled “absolute equilibria” [Kraichnan, 1967, Kraichnan and Mont-
gomery, 1980, Frisch, 1996] and sometimes referred to as (inviscid) “equipartition ensem-
bles” [Orszag, 1974].

Brief historical comment. Before Kraichnan, other physicists had tried to use this ap-
proach and describe Galerkin truncated ideal flows in terms of statistical ensembles. In a
short, (nowadays) seldom -distributed but much cited paper, T.D. Lee considers trunca-
tions of three-dimensional flows, for which he proves the existence of a theorem of Liou-
ville in the space of the Fourier coefficients. He then obtains the equipartition spectrum
for the energy density E(k) o k? [Lee, 1952] — corresponding to a statistical description
in the microcanonical ensemble based on the energy. Lee writes the footnote remark that
in the two-dimensional case the equipartition of energy should not hold because of the
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“existence of a conservation law on vorticity”. Even though the term “enstrophy” was
not coined yet, the existence of the total “vorticity squared” as an inviscid invariant in
two dimension was known — unlike for instance the helicity for the three-dimensional
inviscid case. Its role in preventing the energy from leaking towards smaller scales of the
problem was explained by Fjertoft in his 1953 paper [Fjortoft, 1953] and an argument can
also be found on the last page of Batchelor’s monograph [Batchelor, 1953]. The ingredi-
ents (i)-(ii)-(iii) for a statistical mechanics a la Kraichnan were therefore already known
in 1953 but somehow not put together until 1967. It was not only a matter a vocabulary,
as the term “enstrophy” was not used in Kraichnan’s 1967 paper. It first appeared in a

paper published by Leith a couple of months later [Leith, 1968, Eyink and Frisch, 2011].
(a)

Layout. In the next section, I briefly review the theory of absolute equilibria for the
landmark cases of two-dimensional hydro and magnetohydrodynamical flows. In Sec-
tion 3, I describe the axisymmetric case, for which the theory is stricto sensu not so insight-
ful. Comments are made about Boussinesq flows. In Section 4, the discussion is widened
to include a class of generalized 2D3C flows, and a shell model of 2D3C turbulence is
used to illustrate some regimes of 2D3C absolute equilibria.

3.2 Two-dimensional hydro and magneto-hydro absolute equi-
libria.

3.2.1 Absolute equilibria for ideal two-dimensional flows.

I here briefly describe Kraichnan’s theory of equipartition ensembles as applied to the
two-dimensional case. The case has been thoroughly commented on since Kraichnan’s
original paper, but is useful to bear it in mind as a landmark example.

(i) Truncated dynamics. We consider a simply connected domain D — with say either
impermeability or doubly periodic boundary conditions and decompose the vorticity
field over a complete and orthonormal set of eigenfunctions (¢x)kez satisfying V2@ =
— 3} ¢ We therefore write w(r) = Y pcz2 wkdk (r) with wy, = ¢y, w. We introduce a high
wave number cutoff r. and approximate the vorticity field as w(r) = 32|, |<x. Wn®n(T).
We write N = N(k.) the number of modes ri such that |rk| < k.. A truncated dynamics
for two-dimensional flows is obtained from the Equation for the vorticity transport (1.7).

N

@The word “enstrophy” comes directly from the ancient Greek verb evotpépo (“enstrephd”), in which one
can spot the root 6 tpo@f (“strophé”), which yields the poetic “strophe”, or the less poetic ”catastrophe”. The
prime sense of evotpépw is “to turn within” and is hence obviously related to the notion of vorticity. Note
that by extension evotpégw also means “to retreat” (from the meditative point of view). Is this secondary
meaning a hidden allusion to Robert H. Kraichnan’s personal situation, who was working in 1967 as a self-
employed physicist in the small town of Peterborough, New Hampshire — 2,963 residents in 1960 according
to the 1960 US census ?
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It describes the evolution of the set of modes wy as

ujk = Z Cklmﬁ;r?wlwm with Cklm - (¢k7 [¢17 ¢m]) if ’,{1| < Ke
I,m (31)
=0 otherwise.

> is used as a short-hand notation for Y, .. <. . The scalar product (, ) is defined
m m:|km|<kc P
through (f.g) = [D|™" Jpdr f(r)g(r). ©

(ii) Liouville property. The underlying phase space is identified as RY, with coordi-
nates given by the wy,,...,wk,. Using integrations by parts, it is immediate to see that
Cr)r()r(m) = —Clam for any odd permutation 7 and C~(x)r(1)r(m) = Ckim for any even
permutation 7. Therefore Cyjy, is zero whenever two indices coincide. A detailed theo-
rem of Liouville stems directly from this observation :

Ouwk

= =" Cikm fim Cra ki “wy = 0. 32
a2 g e+ 2. Qi ”
Oy
Therefore, Z Yo 0 for any cutoff .
k

kikk<ke

(iii) Quadratic invariants.

Definitions. The symmetries of the coefficients Cyjy, imply that the truncated En-
1 1
ergy En({wi}) = 3 S Ky “wi and the truncated enstrophy G ({wk}) = 3 Sk wi are
conserved by the truncated dynamics (3.2). A crude differentiation indeed yields

1

Oy =) wiik = ) WkClmWiWmbn, = ) Y~ (Ciam + Cuiam) wiciwmbig,. = 0, (3.3)
k k,lm k,Im :'0

and similarly £y = 0.

Geometry of phase space. From a geometrical point of view, the presence of the
aforesaid invariants put very strong constraints on the dynamics. Any trajectory in phase
space is constrained to lie at the intersection of a N-sphere >V, wy, = 2G with a N-
dimensional ellipsoid YV, /il;kai = 2F - see Figure 3.1 for an illustration in the case
N = 3. Writing Amin = min,| <, || and Kmax = MaxX|,| <, |k| the smallest and largest
wavelengths of the truncated problem, it is visually clear (see Figure 3.1) that (i) The
values of E and G for which the accessible phase space is non empty are the ones for
which k;2.G < F < k2 G. (ii) Within those bounds, if the total energy is low, say
E ~ Gk2,, then the motion will be confined to small scales - see Figure 3.1b. By contrast,
if the total energy is high, say E ~ G}, , the motion will be confined the largest scales

available ( Figure 3.1c).

@To obtain the dynamics 3.1, it suffices to write : w = > drdx = [w,¥] = >, wi¥m[d1, ¢m] =
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Figure 3.1: (a) A surface of constant enstrophy w? + w3 + w3 = 2G = 1 in a three dimensional
phase space. The axes are sorted by increasing values of the eigenmodes «;. Here,
k1 =1, ko = V2, k3 = V3. (k1 < k2 < k3). The surface is intersected by surfaces of
constant energies (k] *w? + #y “wi + k3 w3 = 2E) for E = E, = 0.35(b), E = E,. = 0.45
(¢c) and F = E4 = 0.55 (d). Note that /-13_2G <E,<E.< nl_QG and E; > nl_QG. The
intersection between the surfaces is non empty provided x5 2G<E< /<;1_2G.

(iv) Invariant measures.

Finite dimensional microcanonical measures. In order to refine those two simple
geometrical considerations, and get quantitative estimates for the distribution of the en-
ergy among the modes, it is extremely natural to investigate energy-enstrophy micro-
canonical ensembles. The finite dimensional microcanonical probability measures M%I%OG
are defined as the uniform probability measures over surfaces of constant energies and
enstrophies. They can be written in terms of the accessible phase space volume Qn (E, G)

as

Zk,l,m W1m (P, [¢1, dm]) Pi.
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i {wk}>:QN(3E7G) Ex({en)) - B)sGn(fwn) - 6) [[ dw (34

kikk<ke

with Qn(E,G) = /]R I dew dEn(ad) - B)oGn () - 6). (35)

ki <ke

From the Theorem of Liouville, we know that those measures are invariant for the
truncated dynamics. Besides, they have a clear geometrical interpretation. As commonly
the case in statistical mechanics, computations within microcanonical ensembles may
however turn out to be very difficult to do. As noted in [Khinchin, 1949, P.113], the
difficulty comes from the fact that within the microcanonical ensemble “the various com-
ponents are mutually dependent due to the constancy of total energy” — and here also of
total enstrophy. Except in the two hmltmg cases E/G = k2 and E/G = k2, and in the
trivial cases E/G > k.2 and E/G < ry2,, the difficulty is apparent. It is much simpler
to consider averages within a canonical ensemble.

maxl

Finite dimensional canonical measures. To define canonical ensembles for the trun-
cated two-dimensional dynamics, an inverse energy temperature 5 and an inverse en-
strophy temperature a [Kraichnan and Montgomery, 1980] are introduced. The canonical
distribution is then defined as

B0 (e} {den}) = = [ dugee PN D -adn ()
ZN(Q’/B) kirkg<ke
(3.6)
with Zy(a, / T de e #etenh—agten),
kfik<f€¢

The quantity SEN ({wk }) +aGn ({wk }) is preserved by the truncated dynamics. Hence,
those canonical measures are also invariant measures for the truncated dynamics. In
order for the canonical measures to define appropriate probability measures over the
phase space, 5 and o must be such that the partition function Zy(a, §) is not infinite. In
this case, the average of an observable O({wy }) within the canonical ensemble is naturally
defined as :

O)s = [ s ({end {drd) O({eac)) 7)

Observables of particular interest will be single-mode observables such as the single-
mode enstrophy Gy = wi or the single-mode energy Ey = r; “w3.

Canonical measures or microcanonical measures ? For small values of the energies
Ey and the enstrophies Gy, it is a traditional textbook exercise to show that microcanon-
ical distributions are well approximated by canonical distributions. Here, because the
energy and the enstrophy are sums of squares, the microcanonical probability ;i (e, g)
that the single mode k has an energy e and an enstrophy ¢ is simply the probability that
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all the other modes have energy F — e and enstrophy G — g :

o QN,k(E1 — €, G — g)
QN(E’ G)

micro ( )
)

Hx (3.8)

Here, Qy x simply denotes the restricted phase space volume, obtained from equation
(3.5) with an integration running on all the NV modes but the mode k. Upon introducing

1 1
the entropies Sy(E,G) = NlogQN(E, G) and Sy (E,G) = NlogQN(E, G) one can
write down, if e <« F and g < G, that

B(N) a(N)
micro QN,k(Eﬂ G) aSN,k 85N,k —Be—a
e g) =g S Py N g ¢ N pxe T G9)
N\,

and a canonical distribution is retrieved.

The case N = 3 may give misleading insights for the case N = oco. However, the
geometrical considerations of paragraph (iii) can make us already anticipate that at least
for some specific values of F and G - E < G/k2;, as in Figure 3.1c for instance — the
requirement e < E and g < G will not hold.

Description of the canonical absolute equilibria. The energy and the enstrophy
are sums of squares. Hence, the canonical partition function Zy(a, 5) can be completely
factorized as

2
W
(B +0)

Zy(B) = [ Zxk(o,f), where Zyy(a,f)= /R dwre (3.10)

k:|kk|<kKec

The partition function takes a finite value provided that 8 + axi > 0 for any wave
number k such that |xk| < k.. If such is the case, the one-point functions Zy x(«, ) can
be computed with a standard Gaussian integration :

2
Znsla, B) = ,/ﬁ*;‘;ﬁ%. (3.11)

Within the canonical ensemble, the average energy and enstrophy per mode are di-
rectly obtained from the Zy k(«, 3) as

log Z 1
(Bx) s = — 0 O%ﬁ Nk _ 23+ anl) (average energy per mode),
n 810g ZN,k /{12{
and  (Gx)Nwgp = — e 3 B+ ard) (average enstrophy per mode).

(3.12)

A typical wavelength k.5 = |3/a|'/? can be defined, and used to make a distinction
between the equilibrium regimes, which are summarized on Figure 3.2 :
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(@ a>0 and - ax?, < B <0,inwhich

1
(Bi) Vs = fi (Ci)Viws = 5 : (3.13)
Kk
2(—p) <K2 - )
aB
(b) >0 and «a > 0,in which
_ N 1
(B)Fims = 1 GV = —7—5v (3.14)
28 (1 + R;‘>
af
(© B>0 and - Br 2, <a<0,inwhich
1
(B)R0 5 = ki 2 (Gr) 0y = — (3.15)

N,a,8 — 2
K
2ﬁ< - 2k>
HO‘B

In regime (a), the distribution of energy is peaked for s — n:ﬁ. The energy is con-
fined on the large scales. In regime (c), the distribution of energy peaks for ki — £ :
hence most of the energy is typically located on small scales. 5 = 0 is a limiting case be-
tween regime (a) and regime (b) and corresponds to an equipartition of enstrophy among
the modes. The case o = 0 is in between regime (b) and regime (c) and corresponds to an
equipartition of the energy among the modes — see Figure 3.2 @.

B4 ara =0
7 T T
/ :< Equipartition of energy
9 (c) : (b) .
: Equipartition of enstrophy
. () S PP -
@
X %2
_2 24, < o _
f
0 2

«

Figure 3.2: Regimes of absolute equilibria in the two-dimensional case, represented in the oo — 3
plane.

(v) Discussion of the limit N — oco.

@One may also want to think in terms of spectra of energy, e(x) = Z (Ex)N.a.5- The equipartition
ki <|x|

of energy yields e(k) & and the equipartition of enstrophy yields e(x) oc £

dr
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Within the canonical ensemble. Until now, we have described finite-dimensional
measures, and have not been concerned by any kind of thermodynamic limit. Simply
letting N — oo in equations (3.12) either yields a trivial limit (the total energy is zero) or
an ultraviolet catastrophe (the total energies and enstrophies become infinite). A slightly
artificial way to avoid the catastrophe is to ask the following question : can we find a scal-
ing for the Lagrange multipliers as a function of N or kmax such that the averaged total
energy and total enstrophy remain finite ? To answer this question, let us first evaluate
the average enstrophy and energy per mode (3.12) in the limit of a large, but finite cutoff
Ke = Kmax-

We write (EN)NT0 5 = Lkcfml<ne (Bk) Vg a0 (GNTD 5 = Xk fne|<ne (Gl) Vg and
liberally estimate the sum Z with a continuous integration in the space of eigen-

k:|kk|<kec

D Kmax
modes |2| / xdr, hereby obtaining :
T JKmin

D| . B+ ax?
£ \cano ~ ’ 1 S
< N>N704w8 N—oo 8T © /8 + O‘ﬁgnin

<gN>can0 ~ |D| {K?nax — "i?nin o B lo 6 + O"‘%nax}
5 —_— 7.

B N oo A 2a B+ ar?.

(3.16)

and

@ To work out a thermodynamic limit as kmax — 00, we look now for an asymptotic
expansion of the inverse temperatures that makes the average enstrophies and energies
converge to finite values G and E :

(Fmax) = K‘?nax(a* +0(1)) and B(Kmax) = B a(Fmax) (1 + N(kmax))- (3.18)

o and 3* are two yet undetermined constants, that can be thought of as normalized
inverse temperatures. 7 is a function that vanishes at co. Plugging (3.18) into (3.16), and
requiring that £/ and G are finite impose to choose

@*:@(G—KJQ E)_l, 5*:_,‘{2

] min min»
2 2 (3.19)
and n(ﬁmax) = Kmin €XP <_G_m:7}?;in£?>

Thermodynamically stated, the limit corresponds to § — —o0, & — 400 and /a —-
2
min*

temperatures and the values of the energies and enstrophies. The thermodynamic limit

K In this limit, there is a one-to-one relationship between the renormalized inverse
describes a condensation regime, in which all the energy concentrates on the largest scale
available. The enstrophy temperature o measures the excess enstrophy on scales smaller
than the largest one. The smallest wavelength — ie the largest scale — acts as an energy

@For example, the formula for the average enstrophy simply comes from the identity, valid for a # 0,

1 Kmax KJB 1 Kmax ﬁ:‘i
- d = — d - 5. 17
2/ Hﬁ—i—a# 2a/ K{Ii ,6’—1—0%2} (3.17)

Kmin Kmin

which is then integrated — and multiplied by |D|/27 — to yield (3.16).
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sink.

Canonical vs microcanonical ensemble. Itisnot so clear which interpretation should
be given to the thermodynamical condensation regime found within the canonical en-
semble. “In spite of the fact that for small components the distribution laws based on
[the microcanonical distribution] and [the canonical distribution] are almost identical,
such is not the case for the large components.” [Khinchin, 1949, p.113]. The latter sit-
uation precisely occurs in the energy-enstrophy canonical ensemble, since the smallest
mode acts as an energy sink on which the energy condensates.

However, a direct asymptotic evaluation of the microcanonical energy-enstrophy mea-
sure (3.5) is possible, although more technical. An example of such a calculation is shown
in [Bouchet and Corvellec, 2010]. In this paper, it is found that the microcanonical energy-

enstrophy microcanonical entropy Sy (E,G) = W has a well-defined asymp-
1

totic limit S(E,G) = log2+ 3 log (G — K2, E). The microcanonical inverse temperatures

are then a = 62 = (G-rK2,E) "and B = 05 _ k2, (G — k25, E)”", exactly akin to

OF
the values of the reduced canonical temperatures in the condensation regime (3.19), apart

DI

from an unimportant geometric factor e
™

The condensation regime obtained through a well-chosen scaling of the canonical in-
verse temperatures may seem dubious. It does in fact correspond to a physical regime,
as it yields the same result than a more technical estimation of the more geometric mi-
crocanonical measure. In this regime, whatever the value of the energy compatible with
an enstrophy constraint, all the energy condensates on the largest scale. Note, that the
geometric picture of paragraph (iii) was useful to understand the construction of the mea-
sures but may also provide a misleading intuition for the case N — oo. In particular, the
2 <G depicted on Figure 3.1c — in which energy is at small scales — does

max
not “survive” the thermodynamic limit, unless in the limit of a vanishing energy.

situation £ ~ k

In a nutshell, the enstrophy prevents the ultraviolet catastrophe.

3.2.2 Absolute equilibria for ideal two-dimensional magnetohydrodynamics.

Truncated dynamics and Theorem of Liouville. The previous calculation is readily ex-
tended to the case of ideal two-dimensional magnetohydrodynamics , using the magnetic
potential A and the vorticity w as independent Liouville variables. With the same nota-
tions as in the two-dimensional case , and upon approximating the magnetic potential as
A = Y ijry|<r. APk and the vorticity as w = > i, |<x. @k Pk, @ truncated dynamics is
obtained :

ax = Z Cklmli;falwm and wy = Z Ckim (n;fwlwm + /ﬁfnalam) , (3.20)

Im Im
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for which a Theorem of Liouville holds :

04 o
Yok Yk _ =2 Z Ckkm Km wm + Z Crik Iik wl =0. (321)

,0 :0

8ak awk

Dynamical invariants. The truncated dynamics (3.20) preserve three rugged invariants,
which we can identify as

= SE“(A,w) = é‘Eag(A,w)
En(Aw) = % Z Kial —i—% Z HEQwi (energy) (3.22)
k:|ky|<ke k:|kg|<kKc
Hy (A w) = Z axwg (cross helicity) (3.23)
k:|rk|<ke
An(A w) = % Z a; (magnetic potential squared) . (3.24)
k:|kk|<kec

Once again, the preservation of those quantities can be deduced from the antisymme-
try properties of the coefficients Cym,. For instance, to prove that the truncated helicity is
invariant, it suffices to write :

Hy = Y Fmaxwiwm (Ckim + Cmik) + Z Fm@m Y Ckimaxai - (3.25)
NS ——

k,lm ~ k.1

=0

The conservation of the magnetic potential squared and of the total energy are shown
similarly.

Geometrical interpretation. It is less clear than in the two-dimensional case to see
how the invariants do indeed constrain the dynamics. One can first observe that the two
following inequalities hold :

2

En > K’IQIliIl‘AN —I— and &n > |Hn|. (3.26)

maXAN

To get a geometrical intuition, one can consider the simple case N = 2, for which
the phase space is determined by only four degrees of freedom, ai, wi, as, we. Four-
dimensional surfaces of constant energies and helicities can be projected on hyper sur-
faces of constant magnetic potential squared A = a? + a3, yielding a three dimensional
space, say wi,wa,a2. In the projected space, surfaces of constant energies E are ellipsoids.
Their equations read wir % + w3k, > + a3k3 — K3 = 2(E Ak?). The surfaces of constant
helicities H are more intricated. Their equations are w?(1 — a3) = (H — wqaz)?.

In the non-helical (H = 0), low-energy situation ( £ ~ Ak, ;,2), the energy is purely
magnetic and concentrates on the smallest wavelength a; (Figure 3.3a). When the helicity
is non zero, low-energies (| H| < E) are still large-scale (Figure 3.3d). However the kinetic
energy is non zero, and is also large scale (w; # 0, wp = 0). For larger energies (0 < |H| <
E), the motion gets confined on the small scales (Figure 3.3b and 3.3c ).

min
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(c) (d)

Figure 3.3: For N = 2 and 2A = 1, we use the relation a? + a3 = 1, and represent surfaces of
constant helicities and constant energies in the three dimensional space determined by
wi,we, az. The eigenmodes are k; = 1 and kg = v/3. The surfaces of constant energies
are ellipsoids, with equation w?s;? + w3k, ? + a3k} — k7 = 2(E — Ax}), shown for
2(FE — Ax?) = 0.1 (a) and 1 (b,c,d). The surfaces of constant helicities have equation

H =
#292 and are here shown for H = 0 (a,b), H=1(c),and H = 2 (d).

V1-—a3

wlzi

Absolute equilibria. The counterpart to the canonical measures (3.6) for two-dimensional
magnetohydrodynamics are canonical measures ()5, = ()~ described in terms of
three inverse temperatures a, /3, y respectively associated to the magnetic potential squared,
the energy and the Helicity. The generalization of Equation (3.6) is straightforward. As
in the two-dimensional case, all the relevant quantities can be expressed in terms of the
single-mode partitions functions

- li72w2+2 A+ (a+ 12142
zN,k<a,ﬁ,v)=/ dayduge 2 et e o 0)0)
T (3.27)

_ 4#2/@%
V(B =) kg +af

The conditions on the inverse temperatures for the latter computation to be valid are
naturally 8 > 0, and 82 — 4% + aB/ki > 0. @ Here, the inverse energy temperature is
always positive but the inverse magnetic potential temperature is not. It plays a role anal-
ogous to the inverse energy temperature in two-dimension. We can distinguish several

@We deduce from those two-conditions that a + kg > 0 is necessary.



3.2. TWO-DIMENSIONAL HYDRO AND MAGNETO-HYDRO ABSOLUTE EQUILIBRIA. 55

regimes, depending on the relative values of the coefficients «,3,7. Those regimes are (a)
a>0and > Be(a, 7, Kmin), (b) @ > 0and 3 > |y|,and (¢) & > 0 and 8 > Be(a, 7, Kmax)-
The critical temperatures /.(a, v, k) are obtained as 5.(a, v, k) = —5.2 + (% +72)1/2 (See
Figure 3.4). A characteristic wavelength that emerges from the inverse temperatures is

1/2
o . . . . .
Ka,By = TBQ . It is smaller than &,y in regime (a) and larger than k.« in regimes

(b) and (c).
Note, that in all three regimes, the average helicities, magnetic potentials and energies
per mode are easily deduced from the single-mode partition functions as

log Z —Vri,
(Hi)y = 9 O%,YNJ( -7 7;;’2‘2 Fapye (average helicity per mode)
k
log Z
Ay = — 0 og8 - Nk _ % 7= ’}/Qf e (average squared magnetic potential per mode) ,
k
Olog Z 1 20KE +
and (Ex)n = — gaﬁN’k =3 _i;; e (average energy per mode)
k

(3.28)

We can also distinguish between the magnetic and the kinetic contributions to the
energy. Their single mode averages respectively read

Bri
(8% = %) ki +af’

. ma 1 i
and  (E"™)n = (B)v — (B"*)n = 3 @ —/ng):ii aB

DN |

(3.29)

The regime (a) for two-dimensional magnetohydrodynamics is analogous to the regime
(a) obtained for two-dimensional flows. In this regime, for v ~ 0, the magnetic part of the
energy per mode peaks as kx — n;ﬁﬁ. Within this regime, x,3, may is smaller than i,
but may be chosen as close to ki as wanted. In the case without helicity (v = 0), one
can notice that values s, S Kmin describe a regime in which the energy concentrates on
the largest mode, and is essentially magnetic(E*") y /(E™38) ; ~ 0). If the helicity is non
zero, than the kinetic energy of the largest modes is not zero, the ratio (EX")  /(E™38) v
can than be estimated as (EX) iy /(E™38) - ~ 42 /3. Regime (c) describe a concentration of
the energy on the smallest scales available, analogous to regimes (b) and (c) described for
two-dimensional flows. Note that regime (c) is in a way opposite to regime (a). In regime
(c), Kapy can be chosen as close to fpax than wanted : Kmax S Kagy- In the non-helical
case, the energy is then essentially kinetic ((E™)  /(EX) ; =~ 0). We can anticipate that
regime (c) has no thermodynamic limit unless one allows for infinitely large values of the

energy.

Limit N — oco. In order to work out a thermodynamic limit for fixed values of E, A,
H, as in the two-dimensional case, one needs to find a right scaling for the inverse tem-
peratures. In the limit of a large number of modes (/N >> 1), and upon replacing the
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D Kmax
summation » by the two-dimensional continuous integration ’2’ rdr one
T S
k:nk§|nc\ min
obtains
(D] [rime Dl B (8% =7°) Finax + B
_ Y A) = = ] . .
A= 57 fo " = e s O
Similarly,
‘D‘ 2 2 2 ’D’ OZB"}/ (/82 - '72) Hr2nax + 05,3
== - =l ]
(1) = = (o =) + (B2 =227 (B =Rt 0B gy
B8 a '
and (&) =——(H)+ (A
(&) =20+ 5A)

We now look for a thermodynamic limit that ensures (A), (H) and (£) to remain finite
as kmax — 00. We look for an expansion :

@ =K (@ +0(1),  B=rpa(F +0(1)) and 7y =kh (7" +o(1).  (332)

Plugging the latter equations into (3.30) and (3.31), and requiring finiteness of the
dynamical invariants as kmax — 00, one gets:

o on e (o (5] e (3)),

wd =T (1 (2)) [ 2 (1 (2)) stad].

(3.33)
We conclude that a thermodynamic limit exists. It can be interpreted as a condensa-
D
tion regime. If there is no helicity, then from H = 0 stemsy* =0and F = 4’7r 5’* + Kpin2 A

1
The energy is then essentially magnetic. The temperature —— measures fluctuations of

the kinetic energy. For non vanishing helicities v # 0, both the kinetic and the magnetic
energies have a non zero contribution on the largest scale — smallest mode. The geometric
pictures which correspond to this condensation regime are shown on Figure 3.3a (for the
non helical case) and on Figure 3.3d (for the helical case).

3.3 Absolute equilibria for axisymmetric flows.

Let us now take a look at axisymmetric flows. Because of the close analogy between
two-dimensional magnetohydrodynamics and axisymmetric flows, we could expect that
absolute equilibria would predict a condensation of the toroidal energy on the largest
mode, akin to the condensation of magnetic energy in the magneto hydrodynamical case.
Is this actually the case ? Quite surprisingly, no.

For axisymmetric flows, it is fairly easy to write down a truncated Galerkin axisym-
metric dynamics for which a Theorem of Liouville holds. However, those truncations
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___« a o? D\ 2
57 Finin r=- 2K i N (4""?1;5.1 " Wz)
/ Al T T
(a) : (b) (a) : (b)
2 ] 2 equipartition of energy

: s and helicity
equipartition of :
N energy N

W : B=1l:

Q. Q. -equipartition of magnetic pot
1 : - 1 P S, (¢)
0 : * 0 %

-2 0 2 -2 0 2
(0% Qv
(b) Cut along v = 0. (c) Cutalong v = £1

Figure 3.4: The different regimes for finite (dimensional) absolute equilibria for two-dimensional
magnetohydrodynamics , represented in a o — 3 — y space (a) and in the plane v = 0
(b) and v =1 ().

will fail to conserve both the energy and an additional enstrophy-like invariant. They
conserve either a truncated energy and truncated helicity or the truncated toroidal field
squared — analogous to the magnetic potential squared — and a helicity. Therefore, the
axisymmetric absolute equilibria are stricto sensu only based on two invariants. The first
subsection shows that the insights given by those absolute equilibria is quite limited. It
can be skipped in a first reading. In the second subsection, I will argue that even if we
were to take into account three invariants, no condensation regime would be obtained.

3.3.1 Two attempts to build absolute equilibria for axisymmetric ideal flows

First attempt : statistical equilibria using toroidal and poloidal variables.

(i) Let us try for instance to approximate and decompose the toroidal field o and
the poloidal field £ over an orthonormal set of eigenmodes of the differential operator
Ay, so that, § = Y <, &xdx and 0 = >y <. OkPk, using transparent notations. (i)
Truncated axisymmetri_c equations for the coefficients & and oy are easily obtained from
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the axisymmetric equations (1.13) as

- ) : 2 5 2 : ,
ok = Y Clmbim 01ém  and & =Y Clambim &1&m + ClamFi010m  if x| < ke ;

I,m I, m
6k=0 and & =0 otherwise
(3.34)

Again, “}) ;,,” is a shorthand notation for “3 "y . <k, 2 mifkm|<x. - The coefficients Cm

1
m/prdr¢k7[¢la¢m] = (%1 [¢1, ¢m]) and

Culm = ((bk, [<Z517 CZ;mD Note the appearance of the position field in the coefficients
Yy

and Ciy are obviously defined as Cyim =

Cxim-

(ii) The Theorem of Liouville is again painless to derive:

96y Ok

£+6€k_220kkmﬁ §m+ZCk1k/<;k & =0. (3.35)

m_o l=0

(iii) What about the dynamical invariants? It is straightforward to check that the

truncated toroidal field squared Gy = 3 Yk 012( is conserved, as well as the truncated

helicity Hy = Y i okk. Ideally, we could also want that the truncated dynamics (3.34)
conserve a truncated axisymmetric energy, say

1 1 _
en =5 X (0 g oo+ 5 Y e (3.36)
k1 \_,_, Kk
=0Qkl1
But this is not the case ! Indeed,
—En = Y &akin OmOk {é'nmk +> aklclmn} ; (3.37)
n,m.k 1

which is not zero unless in the limit of an infinite number of modes. ® Therefore,
strictly speaking, there are only two obvious invariants that survive the truncations ; the
helicity #  and the toroidal field squared Gy.

(iv) The absolute canonical equilibria are then just : @ oc e=*9N =Y~ The cor-

o . . 5 (e 2yoncek)
responding single mode partition functions are Zy(3,7) = [g doxdéke 2 ,

which is non integrable. We conclude, that we need to find truncations for which an

(a)Formally, when considering an infinite number of modes :

Chmk = | ¢n ¢m7$ = [¢>n,¢m]% = (¢1[¢n, dm]) ¢ CinmOx = —chmnakl-
2y

1€Z 1€Z 1€z
(3.38)
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axisymmetric energy is conserved in order for axisymmetric absolute equilibria to be
fruitful.

Second attempt : statistical equilibria using orthoradial velocity and vorticity vari-
ables. In order to conserve the energy, one needs to make the truncated energy local
in the space of eigenmodes. This can be done by considering velocity and vorticity vari-
ables.

(i) To do so, let us write a truncated dynamics for the axisymmetric equations (1.13)
in terms of Bessel-Fourier modes (¢x)kez, defined as the (real) eigenmodes of the differ-
ential operator £(.) = rA,(r.) — with either one of the boundary conditions discussed in

Chapter 1: A*r¢y = —ni%. The eigenvalues —riof £ are all negative (see Appendix
A). g

Naturally, the modes can be set to form an orthonormal set of modes for the scalar
product (.) defined as (f, g) = |D|~! [ drf(r)g(r). We use the coefficients vy, = (¢, 7 10),
wk = (¢k, r€), and approximate the toroidal and poloidal fields as

o(r) = Z rogok(r) and &(r) = Z ok (). (3.39)
"‘iliele‘:c ’ifcegz’:c

The stream function 1 = —A; !¢, is then obtained as ¢(r) = Z Tk (r)with ¢y =

ke7?
’ikg’ﬁc
—2
Ry Wk-

In terms of the coefficients vy and wy, the axisymmetric ideal dynamics (1.13) reads

Wk = Z Aklmwlwm —+ Z Bklmvwm, and Vg = Z Cklmvlwm' (340)

Im Im Im

The coefficients Axim,Bkim,Ckim are defined as

Axlm = (7“¢k [T71¢17 7“<Z5mD , Biim = (réx [ré1, 7ém))

(3.41)
and Cyym = (T_1¢k [T¢1’T¢m]> .

A truncated axisymmetric dynamics is obtained by setting to zero all the modes above

Ke.

(ii) From the truncated equations (3.40), we easily get the following (detailed) theo-

rem of Liouville : o i
Wk Vk
bt STl S ) 3.42
awk (%k 0 ( )

(a)

@To “easily” obtain the theorem, let us first observe that for any functions f,g,h : D — R, the equality
(f,[g,R]) = (g, [h, f]) holds whenever f or g is either periodic or vanishing on the boundaries. This result
is immediately obtained from the definition of (.) and [,] with two integrations by parts. Therefore, the
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(iii) As for the invariants, it is straightforward to show that the dynamics (3.41)

1 -
conserve both a truncated Energy &y = 3 Sk Vg + wik, ? and a truncated Helicity Hy =
1
>k wkvk. The price to pay is that truncations of the toroidal Casimir B Jp o2 now involve

1
non-local couplings between the coefficients vy : Gy = = >y (rékrd1) vivr. The latter are
therefore not conserved by (3.41), unless in the limit of an infinitely large cutoff x., as it
was the case for the truncated energy and the dynamics (3.34).

(iv) Absolute equilibria based on solely the truncated energies and the truncated
helicities, ficano o< e PN ~7HN predict slightly but little more than just an equipartition of
helicity. The canonical averages are obtained from the single-point partition functions

2
ATk

52_7’% . (3.44)

1 _
2(8.7) = | durcdducexp — (Buitric® + o + ) =

The second equality holds provided that |3| > |v|kmax. Hence, no negative tempera-

ture regime is allowed. The average energy per mode is (Ey) = 5 and can only

B2 = 42K2
peak at small scales (ki < |377![). The ratio of toroidal energy towards poloidal energy
is always 1.

3.3.2 Axisymmetric invariants from a “ mock absolute equilibria” perspec-
tive. The case of a Von Karmdn geometry.

Peristrophy and mock equilibria. One may argue that the absolute equilibria that were
found in the previous subsection are trivial because only two invariants were taken into

1
account. Let us try to further include truncations of the toroidal field squared 3 Jpa?. To

avoid the use of periphrases, I will refer to this invariant as the “peristrophy”. @)

Note that equilibria within a canonical helicity-energy-peristrophy are not invariant
distributions for (3.41) unless in the formal limit of an infinitely large cutoff. This is why I
will call those equilibria “mock” absolute equilibria. The purpose of the mock equilibria
is simply to contrast the physics dictated by the invariants of the axsymmetric dynamics
with that of the related two-dimensional magnetohydrodynamics , and to show that the
interplay between the peristrophy and the axisymmetric energy is very different from the
interplay between the magnetic potential squared and the energy for two-dimensional
magnetohydrodynamics . The present analysis is restricted to the case of a Von Karman
geometry (R;,=0), with impermeability condition on the walls.

coefficients given by (3.41) satisfy in particular :

Axik = —Axik =0, and  Auim = —Cikm- (3.43)
: It follows from these two identities that
Owi OUx -2
P + Ton Z (Akkm + Cykm) ¥ 21: Klk W1k 0
m -0 =0

@From the prefix nept (“around”) and the previously described ctpog.
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Pseudo-invariants. Let me reuse the “vorticy-velocity” decomposition in terms of Bessel-
Fourier modes (3.39) :

o(r)= Y rukgk(r) and &(r) = Y rwkgk(r) with k. a prescribed cutoff
kcZ? kez?
K <Kc Kk <kc
(3.45)

In addition to the previously considered truncated energy Ex = B >k 1112( +wik, ? and

truncated helicity Hy = Yy vkwk, we project the peristrophy G/|D| = [po? onto

2\17\
the set of modes ¢y and set to zero the modes with eigenvalues larger than ., and obtain

1 Qakl
Gy = = Z (r¢xrén) vgvr  (truncated —renormalized— peristrophy ) (3.46)
K,

\V)

77

Again, the casual “}_,” denotes “} ..., 1<x.”-

Gn involves a coupling between the velocity modes. Clearly, the physics contained
within the peristrophy may sharply depend on what the coefficients ay = (r¢xr¢)) actu-
ally are. Explicit estimates for those may be found in the case of a Von Kdrmén geometry:.
As explained in Appendix A, those estimates are

0 ifk, £k,
2
ke 27 (k4 5
2R (_1)]%_1% — (_1)1%_% + ! otherwise
w2 \(kr — k)2 (kr+ K. +1/2)2  7(k, + K. +1/2)3 ‘

(3.47)
To grasp the physics hidden in those coefficients, let us work with approximations.

The peristrophy as a sum of squares. Let us crudely approximate the truncated peri-
strophy Gy by setting to zero the non-diagonal coefficients ayy . Namely, let us take

g = R—ékk/ instead of (3.47). Gy can be renormalized so that Gy = =5 Zk vk = B,
and matches the toroidal energy. The canonical distribution within an energy-helicity-
peristrophy canonical ensemble is entirely determined by the partition function Zy, writ-
ten in terms of the inverse temperatures (3,7, and e respectively related to the energy, the
helicity and the peristrophy as

ZN(B,7,€) = /R2N [ dvkdwye PEN 71N =N = TT 2y v (B, 7, €). (3.48)
K K

The single-mode partition functions 2y y are

= ((B+e)vE+8r, w2 +2yvKwy ) 472 /{k

T (3.49)

ZiN (B, € / dvdwye 2
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The last equality in (3.49) holds provided 8 > 0 and 3(3 + €) — v*si > 0 for any k. This
implies 3 > 0 and B( + €) > 722, As in the magneto-hydro case, one can distinguish

—e+ Ve + 49K
2

between a regime (a) for whiche < 0 and g > , a regime (b) for

—€+ \/622—1-472,%%1&}( <5<

which € > 0 and 8 > |ykmax| and a regime (c) ¢ > 0 and
|Ykmax| (see Figure 3.5).

Those regimes can be qualitatively discussed by computing the average toroidal and
poloidal energies per mode :

<Etor>N — _alog ZN,k — 1 B
and (EPOl)y = OlogZnk (BN = ! pte |
N o KN T 2B+ €) — 12K

In the non-helical case (v = 0), the energy is equiparted between the modes, but the
form of the energy is not the same in the three regimes. The ratio of toroidal to poloidal
energy is given by (E') y/(EPY)y = 5/(3 + ¢). The energy is then essentially toroidal
in regime (a) and essentially poloidal in regime (c). In the helical case, the splitting still
holds, but the energy concentrates on the largest energy shells (small scales). The inverse

2 B(B+e€)

= ————=, which is larger than

characteristic length can indeed be defined as ~
Biey +2

2

K‘max °

This shows, that in the axisymmetric case, the helicity is intrinsically related to small
scales, and that in neither regime, does the energy concentrate on the small wavelengths.

(@ (b)

Figure 3.5: The different regimes for the axisymmetric mock equilibria, represented ina e — vy — g
space (a) and in the plane v = (Kmax) ! (b). The vertical line € = 0 describes an equal
splitting of the energy between its toroidal and poloidal contributions. The horizontal
line 8 = |7|kmax corresponds to an equipartition of energy.

Note that we can have an intuitive and geometric interpretation on how the helicity
does indeed favor small scales in the axisymmetric case by looking at the case N = 2, in
which there are only 4 degrees of freedom, v1, v, w1 and wp with 1<k (see Figure 3.6).
What changes from the magneto-hydro case, is that peristrophy constraint v? + v5 = 2G
makes the surface of constant energies be cylinders in a w, v2, w; plane and not ellipsoids.
In the helical axisymmetric case sketched on Figure 3.6d, the intersection of the surfaces
of constant helicities and surfaces of constant energies are obtained for a zero toroidal
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contribution for the largest scale (v; = 0, v2 = £1), hence very different from the helical
magnetic case sketched on Figure 3.3d (a1 = %1, az = 0).
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Figure 3.6: For N = 2 and 2G = 1, upon using the relation v7 + v = 1, we represent surfaces of
constant helicities and constant energies in the three dimensional space determined by
wi,we, v2. The eigenmodes are k; = 1 and kg = v/3. The surfaces of constant energies
are cylinders, with equation wir; > + w?r; > = 2(E — G) = 2E,0. Here 2E,4 = 0.1 (a)

H— Wo V2 and

V1—v3

and 1 (b,c,d). The surfaces of constant helicities have equation w; = +

are here shown for H = 0 (a,b), H =1 (c), and H = 2 (d).

3.3.3 Boussinesq Flows

Galerkin truncations of Boussinesq flows may provide less drama than axisymmetric
truncations. If we Fourier approximate the spatial field as y = >"y..;, <... $x¥k, then the
active retro-action [f, y] of the temperature field on the kinetic field is well behaved in
Fourier space. Therefore, the truncated dynamics obtained along the lines previously

described will preserve the truncated energy En = > y.., <4, OkUk + iwkwk’ the “cross

1
helicity” Hy = Y k., <k, Okwi and the temperature squared Gy = 3 Y ker<n. O The
single mode partition functions read :
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— = { Br; Pwict et +2y0kwi } —Byxbic
Zk7N :/]RQ dedwke 2{ K k }

B3y2 (3.51)

\/ Be — 'y%i

The Gaussian integration requires 3 > 0 and € > 0 and B¢ > 7?s%. Contrarily to the
axisymmetric case, only positive temperature regimes are allowed. The Boussinesq equi-
librium regimes can however be mapped to the mock equilibrium regimes. It suffices
to consider the change of variables (3,¢) — (53,3 + €) in Equation (3.51) to recover the
quadratic part of Equation (3.49).

The coefficients f3, 7,6 are usually interpreted as thermodynamic inverse tempera-
tures. Here, 3 also appears in the linear stratification term —pSyxfx. It could therefore
also be thought of as analogous to an external thermodynamic field. It breaks the sym-

By
2(Be — 12r})
example, the flow is stratified for e close to 0, and large values of 5. However, it is not

metry § — —6. The values of (fx) = . In the non-helical case(y = 0), for

clear, whether the regime 8 — co and € — 0, leads to a thermodynamic limit (kmax — 00).
The average temperature squared is indeed in equipartition: the average (total) temper-
ature squared is therefore either 0 or infinite in the limit of an infinitely large cutoff.

3.4 A toy model of ideal 2D3C flows.

In this section, absolute equilibria are illustrated with the numerical integration of a low
dimensional dynamical model — a so-called “shell model” — of 2D3C turbulence, whose
non-linear interactions involve only nearest or next nearest modes interactions in the
space of modes and whose inviscid limit exactly preserves three invariants. Those in-
variants can be made akin either to the axisymmetric quadratic mock invariants or to the
magnetic quadratic invariants, or even to a wider class of 2D3C rugged invariants.

3.4.1 Description of the model

... in terms of explicit equations. We consider the evolution of 2N modes 1, ...z and
y1...yn under the following general dynamics

Yn

N, is a —non-linear — coupling between the modes, F), is a forcing term and D,, is a
dissipation term.

Let us consider a specific non-linear term involving next-nearest coupling between
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the modes. We choose N,, = (NZ?, NY) as

N; = agn)mn—wn—z + ag")xn_lynﬂ + a;(),n)xn+2yn+1 + ain)xn—Qyn—l
+ aén)xn—i-lyn—l + aén)-rn+lyn+27

(n) (n) (n) (n) (3:53)

and N;{ = b1 Tp—2Tn—1+ b2 Tp—1Tn+1 + bg Tn+1Tn+2 + b4 Yn—2Yn—1
+ bé")ynflynﬂ + bén)ynﬂynw;
where the coefficients a\") and 5" are taken as
o\ = {2,3}™ " = Al (1,3}
oy’ = 3,1} b = ALY (2,10
aén) _ {172}(n+2) Ny bgn) _ Agn+2) {3’2}(n+2)
ol = a,_s071 {2,137 b = anayt (2,3} 4 (2,1}
" = appia;t (3,2} b = apat {3,130 4 (3,2}
ag” = anprag! (1,8} b = anag b (1,2} 4 1,8}
(3.54)

The bracket {I,J}™ = A™ B§n) - A§n)Bf") with which we define the coefficients
involves the quantities A; and B; which are taken as :

Agn) _ Qp—1 — Qp B%n) _ On—1Yn—1 — OnYn
On—1Tn—2 Olp—1
Op—92 — Op— Oy — 9 — Op— _
Aén) _ 9n—2 n—1 and Bén) _ % 2Yn—2 n—1Yn—1 (355)
On—27n Op—9
A:(gn) _ Op — Op_9 Bén) _ QpYn — Op_27Yn—2
AnYn—1 Qo

Quantities labeled by an index which is either negative or strictly greater than IV are
taken as zero. o, and v, can be any arbitrary functions of n.

.. in terms of dynamical invariants. Equations (3.53), (3.54) and (3.55) may look both
arbitrary and cryptic. They are not arbitrary. As shown in Appendix C , such a choice
of a non-linear coupling makes the inviscid dynamics (3.52) — obtained by setting D,, =
F,, = 0 - conserve the three following quantities :

ET EY
——

Let us casually remark that the dynamical equations trivially satisfy a Theorem of
Liouville. Arguments based on absolute equilibria should therefore be valid to describe
the statistical properties of long time integrations of (3.53), (3.54) and (3.55) in the inviscid
limit.

Generalized 2D3C flows. Different choices for v, and «,, produce different ideal invari-
ants (3.56) for the shell-model. For example, a two-parameter family of 2D3C invariants
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can be obtained by choosing

, Y =kr,?, and «a,=k,". (3.57)

Different values of a and g produce different toy models of 2D3C flows. If one sets
a = 0 and g = 2 the invariants £, H and GG mimic the energy ,the helicity and the — ap-
proximated — peristrophy which we used to describe the axisymmetric mock equilibria.
Similarly, if one sets ¢ = 2 and g = 0, then £, H and G match the magneto-hydro rugged
invariants @

More generally, the two-parameter family of inviscid invariants which the toy dy-
namics preserve match the rugged invariants of the following family of generalized 2D3C
flows ®

B + [, w] = [A,5] and A+ [, A] =0,

] (3.59)
with w=-V*9A4 and j=-V°A.

In either one of the two specific magneto-hydro and mock axisymmetric regimes, the
coefficients (3.54) are all trivially zeros. This is not the case when a and g are only close to
those specific limits. Depending on the regime considered, I will stick to the terminology
of magneto-hydro and axisymmetric dynamics to refer to the invariants (3.56).

Absolute equilibrium regimes. The absolute equilibrium regimes based on the three
invariants £/, H , and G strongly depend on the signs of a and g. They are sketched on
Figure 3.7.

In a nutshell, whatever the signs of @ and g, there exists a negative temperature peristro-
phy regime. The negative temperature regime describes a concentration of toroidal /magnetic
energy on the largest scale if a is positive and on the smallest scale if a is negative. The
helicity favors small scales if g is negative and large scales otherwise. In the positive tem-
perature regime, the situation is somehow reversed : positive (resp. negative) values of a
yield a small-scale (resp. large-scale) poloidal /kinetic energy .

3.4.2 Numerical inviscid runs.
3.4.2.1 A close look at a run near the “magnetic regime”

Low dimensional non-helical magnetic runs. As an illustration, let us first consider
the case a = 2 and g = 0.5, which we can consider as a case close to a “magnetic regime”.
Let us put some energy on the first three “magnetic” modes z; = 22 = 23 = /2/3 and
set to zero all the other modes. Such an initial state has a total energy equal to one. Since
it is purely magnetic, it is also non helical. The shell model (3.53) is then numerically

@To see this more explicitly, just consider the change of variables z,, = ana, /2 and y,, = wyan'/2. Then
Equation (3.56) becomes

N N N
Zniai + % Zm;(”g)wi, H= Zanwn, and G =

n=1 n=1 n=1

N | =

E=

N | =

N
Z a2, (3.58)
n=1

®Those generalized 2D3C flows might be seen as a the 2D3C generalization of the already generalized
surface quasi-geostrophic flows considered in [Pierrehumbert et al., 1994].
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Figure 3.7: Absolute equilibrium regimes, as obtained for different signs of ¢ and g (Equation
(3.57). By, and € are the inverse energy, helicity and peristrophy temperatures. The
graphs may seem similar between one another but they differ by their labels. The lines
that delimit the black hatched regions correspond to the case without helicity. In each
case 7 is chosen so that the critical 8 at € = 0is 1. The blue dots indicate the parameters
which we use in section 3.4.2.

integrated with no viscosity nor forcing with N dyadic modes 274, 273 ..., 2V=4, and

N = 7,15 and 30. The technical details of the numerical integration are summarized in
Table (3.1).

What do we expect to see ? Figure 3.7 tells us that for such a choice of a and g, a purely
magnetic large scale initial state should yield a negative € equilibrium. If a statistical
equilibrium was to be reached, then most of the energy should remain on the largest
scales and the rest of the energy should then be in equipartition. Besides, we also expect
the statistics of the single modes z,, and y,, to be Gaussian. The variance of y,, should
be proportional to 7, oc 2"g. The variance of x,, should be proportional to (8 + ea,,) L.
Hence, in the present case, it should scale as 2" for small values of n and be constant for
large values of n.
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Description of the results. To monitor the evolution of the typical scales of E, G, and
H, we compute the “centroids” kg, kg, kg, defined as

EyREy EwKZEw
/N—H —
1 2 2
KE = KnYnYp + KnZp,
2F &~ 2E nzzl . (3.60)

Z Kn |xnyn

1,
kg = — K and &
¢ 2anzzl o " Zn 1 ‘xnyn n=1

Centroids. As shown on Figure 3.8, the peristrophy centroid k¢ stays close to 274,
while the other centroids evolve towards the largest wavelengths. Only the peristrophy
prevents the flow to be totally small scaled. It is hard to get more than qualitative infor-
mation from those quantities : since the weight put on the small scales grows exponen-
tially, a small amount of energy on the largest «,, will make the centroids be essentially
close to it. Note in passing the very good conservation of the quantities £,H and G dur-
ing the run.

Spectra. To have a finer look at the properties of the energies and the helicity, we
can take a look at time averaged spectra of energies and helicities. Those are shown on
Figure 3.9. As the number of modes increases, the magnetic energy < E, > become more
and more peaked on the gravest mode. What remains of of the energy is spread over
all the other modes, with no distinction of its magnetic or kinetic nature. The helicity
spectra have positive slopes, this can be interpreted as consequence of the coefficient g
being positive, and hence favoring a partitioning of helicity at small scales.

Statistics. Many of the modes display Gaussian statistics (Figure 3.10), as predicted
by the absolute equilibria theory. If we probe the Gaussianity of those statistics with a
Kolmogorov-Smirnov test, we find out that for the number of modes whose p-values are
less than the sharp threshold 0.1 — and hence most likely not Gaussian —is 4 for N = 7, 6
for N = 15 and 14 for N = 30. The variance of each of the distribution scales reasonably
well with the wave number, in accordance with the absolute equilibrium scalings. Qual-
itatively, we can observe that the (scaled) variances roughly decrease by a factor 4 as the
number of modes roughly doubles when we double the number of modes from NV = 7 to
N = 15 first, and N = 15 to N = 30 then : the more modes are considered, the less the
single modes distributions fluctuate, except for the distribution of the gravest mode.

3.4.2.2 A brief comparison with the other regimes.

Description of the runs. To check whether the good accordance observed between the
absolute equilibria and the “nearly magnetic” runs (a, g) = (2,0.5) is a generic behavior
or not, we have investigated other pairs of parameters (a, g). As in the nearly magnetic
runs, the runs are initialized by setting z; = 22 = z3 = /2/3 so that the total initial
energy is 1. Results are here shown, that correspond to N = 15, and (a,g) = (0.5,2),
(2,0.5), (2,-0.5), (—0.5,—0.5), (—0.5,2) as indicated by the blue dots of Figure 3.7. More
technical details about the runs are summarized on Table 3.1.
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a=05;9g=2 a=2;9g=05 a=2;9g=-05 a=-05;9g=-05 a=-05;9g=2
N 15 7 15 30 15 15 15
5t 5.107° 5.-100% 5.107° 2.107° 5.107° 5.1074 5.107°
Te 2.0 1.0 1.3-1072 6-1076 7.4 8.0-1073 6.6-1071
Tmax 1.5-10° 3.0-10% 23-.10* 1.9-108 4.1-10% 3.8-10° 4.6-10%

Table 3.1: Parameters used for the runs described in section 3.4.2. N is the number of modes, 6t is
-1
the time step used for the numerical integration, 7. = (m? E) a characteristic time

scale based on the value of the energy inverse typical scale x} for the last iteration.
Tmax 15 the final time of integration, measured in terms of 7.. The numerical integration
uses a standard explicit 4'"-order Runge-Kutta algorithm. For all the runs, the number
of iteration steps is 6 x 107 and the initial state is a state of energy 1 with 1 = x5 =
T3 = \/ﬂ and all the other modes are set to zero. The modes are taken as x,, = 2" %,
with n between 0 and N — 1.

Brief description of the results. The single modes statistics, energy spectra and helic-
ity spectra for each run are displayed on Figures 3.13, 3.11 and 3.12 respectively. A first
look at the energy and the helicity spectra confirms the fact that the respective signs of
a and g substantially modify the properties of the long time dynamical equilibria, in the
way indicated by the absolute equilibrium arguments. For positive values of a, the en-
ergy concentrates on the smallest mode, on which it is mostly magnetic. Contrarily, for
negative values of a, we expect the energy to peak on the largest mode and be of kinetic
nature. Some hints of such a behavior can be seen for the run (a, g) = (0.5, —0.5). For
the run (a, g) = (—0.5,2), we don’t see any peak, but most of the energy has turned into
kinetic energy (Figure 3.11).

Similarly, the slopes of the helicity spectra depend on the sign of g. For positive g, the
helicity tend to be large-scale, while for negative g it tends to be small-scale. Hence, both
the energy and the helicity spectra that we obtained are in reasonable agreement with the
absolute equilibria predictions.

What about the single modes statistics ? For positive values of a and g, many modes
exhibit Gaussian statistics. This is not the case for the other sets of parameters. For
(a,g) = (2,-0.5), the situation is pretty catastrophic, since none of the thirty modes
considered can be considered Gaussian. Such a behavior may be heuristically explained
: since both the energy and the helicity need to be large scale, the dynamical fluctuations
of the small scales are too weak to thermalize the large scales.

The situation is less clear for the runs with a negative value of a. In those two cases, it
is found that while most of the toroidal/magnetic modes z,, are Gaussian, almost none of
the poloidal/kinetic modes y,, are. This feature might be coherent with the outlook of the
corresponding energy spectra. For (a, g) = (—0.5, 2), the small kinetic/poloidal scales do
not seem to be at equilibrium. This might also be the case for run (a, g) = (—0.5,—0.5).
However, such a behavior is also seen in a numerical integration with N = 7 modes,
implying that a longer integration time would not change the observed behavior.
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3.5 Conclusion

The linear inviscid statistical mechanics in the space of eigenmodes has made it clear that
in spite of their formal analogy, two-dimensional magnetohydrodynamics and axisym-
metric/Boussinesq flows are of very different nature. Simple absolute equilibrium argu-
ments show that axisymmetric dynamics are intrinsically “more” three-dimensional than
two-dimensional magnetohydrodynamics, as the rugged invariants do not constrain the
initially large-scale motion to remain on the large scales. More generally, the equilib-
ria are not so much sensitive to the presence of extra rugged invariants — in addition
to the energy — than to the interplay between those. This conclusion is further empha-
sized by the description of the equilibrium regimes of a family of generalized 2D3C flows.
Those flows possess rugged Casimir invariants which match the axisymmetric/magneto-
hydro ones but whose Energies are different. The common feature of teh equilibrium
regimes is that they describe an energy being either essentially toroidal/magnetic or ki-
netic/poloidal. Apart from that, all kinds of equilibrium regimes are predicted. As di-
agnosed by the numerical study of a toy dynamical model for those 2D3C fluids, the
axisymmetric case appears to be a limiting case (“a=0"), for which the extra invariant
( the “peristrophy”) is not anisotropic enough in the space of eigenmodes to yield a
regime analogous the the condensation regime of bi-dimensional hydro and magneto-
hydro flows.

At a more fundamental level, the axisymmetric case has also made it clear that even
though it is both simple and systematic, the program that consists in considering equilib-
ria for some kind of truncated dynamics with the hope that the truncated equilibria may
possess an accurate thermodynamic limit relevant for the original equations is perhaps
not so worth pursuing at all cost. As shown by the axisymmetric case, it may fail in con-
sidering relevant invariants, that are not conserved by any of the truncated equations,
but which might still be of crucial importance for the physics of the problem.

At this stage, while only two or three invariants are needed to describe a thermody-
namic limit for the two-dimensional magnetohydrodynamics and the two-dimensional
equations, it is yet not clear whether one can define a suitable thermodynamic limit for
the axisymmetric and the Boussinesq flows, even if we were to take into account more
invariants. Statistical mechanics a Iz Kraichnan which involves Fourier-like modes and
truncated dynamics is not exactly tailored to explore rigorously this problem. It is there-
fore time to leave the wavelength space and switch to the physical space, using as a
guideline the formal Theorem of Liouville which was described in the previous chapter.
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Figure 3.8: Left : Evolution of the invariants for a nearly magnetic ideal (a, g) = (2,0.5), between
the initial time 79 and the final time 7,,x —see Table (3.1). The total (£), magnetic
(E;), and kinetic (£,) energies are renormalized by the initial energy £y = 1; G is
renormalized by the half of the initial peristrophy Gg. The renormalization of the
Helicity involves the typical energy mode at initial time, K ~ 272-". Right : evolution
of the typical modes (“centroids”) associated to E*, EY, G and H — see the text for a
definition.
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Figure 3.9: Left: Spectra of magnetic/toroidal energies < E,(x) > (-), and kinetic/poloidal en-

ergies < E,(k) > (-), and total energy (---) for the runs ¢ = 2 and g = 0.50. Right
: Spectra of absolute Helicity (|H|). In both cases, <> denotes a temporal average,
computed over 1/12'" of the final time, and 500 instantaneous spectra. The temporal
averages are computed between T = Tyax /2 and Tiax.
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Figure 3.10: Left: Normalized distributions of each of the 2N toroidal/magnetic modes z,, (-) and
ploidal/kinetic y,, (-). Dotted and solid lines indicate distributions whose p-values
obtained with a Kolmogorov-Smirnov test probing their Gaussianity likelihood are
respectively below and above 0.1. The black solid line indicates a Gaussian distri-
bution. Right: Compensated empirical variances as functions of the wave numbers.
The temporal averages are computed between 7 = Ty, /2 and Tyax and involve 3000
data points.
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Chapter 4

Statistical mechanics in physical
space : the axisymmetric case.

In this chapter, we compute microcanonical measures for inviscid (untruncated) axisym-
metric flows and take into account all the invariants. The computation is an extension
of the Robert-Miller-Sommeria theory to the case of axisymmetric flows. To achieve the
computation, we trade off the space of eigenmodes against the physical space, and for-
get about truncated dynamics. To highlight the construction, we use an analogy with a
spin model (Ising like) whose properties are dictated by the dynamical invariants of the
axisymmetric equations. The analogy with the lattice model is very much in the spirit of
Miller’s original papers [Miller, 1990, Miller et al., 1992] about the statistical mechanics
of two-dimensional flows. The microcanonical measure can be seen as a well-defined
thermodynamic limit of microcanonical ensembles defined on the lattice model. Because
of the lack of natural bound for the fluctuations of the poloidal field, the axisymmetric
thermodynamic limit needs however to be taken thoughtfully. The physics highlighted
by the present construction considerably refines the physics of the mock equilibria de-
scribed in the previous chapter. The thermodynamics of the axisymmetric flows de-
scribes an infinitely warm poloidal field interacting with a colder toroidal field. The
same construction applies for two-dimensional Boussinesq flows. The study is described
in a paper [Thalabard et al., 2013] written in collaboration with Bérengere Dubrulle and
Freddy Bouchet, and which has been accepted for publication in Journal of Statistical Me-
chanics. The paper is mostly self-contained. Its physical content is impressionistically
summarized within its five first figures. For completeness, I add some brief comments
concerning previous works involving statistical mechanics and axisymmetric flows, as
well as a short addendum about the statistical mechanics of two-dimensional flows from
the Robert-Miller-Sommeria perspective.
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4.3 Addendum: abrief description of the two-dimensional inviscid equi-
libria from the Robert-Miller-Sommeria perspective. . . ... ... .. 126
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Notation: In this chapter, I refer to the equations of the paper [Thalabard et al., 2013]
as (P1), (P2), and so on.

4.1 Previous statistical mechanic descriptions of axisymmetric
flows.

Theoretical works on statistical mechanics and axisymmetric flows are seldom but do
exist. Several propositions have be made to extend the Robert-Miller-Sommeria @ to the
case of axisymmetric flows. Both the non swirling case and the swirling case have already
been investigated. We report those below.

4.1.1 Statistical mechanics of non-swirling flows.

Non-swirling flows. [Mohseni, 2001] and [Lim, 2003] consider axisymmetric flows for
which the toroidal field is vanishing. Doing so, they describe so-called “non-swirling”
axisymmetric flows. Non-swirling axisymmetric flows can can be used to model jets
or vortex rings, fascinating examples of which are shown on Figure 4.1. It is argued
in [Mohseni, 2001], that the formation of vortex rings involves “ strong mixing between
the shear layer and the ambient fluid”. Hence, vortex rings can legitimately be seen as
non-swirling equilibrium structures.

Figure 4.1: Two examples of non swirling flows. Left : A gas ring emit-
ted in 2000 during a volcano eruption at Mount Etna (taken from
www.flickr.com/photos/etnaboris /4655808536/). Right : Non swirling fountain jets
at the Parc André Citroén in Paris (taken from paris1900.lartnouveau.com).

From a theoretical point of view, one can however remark that the non-swirling case
is very specific. It is also very close to the bidimensional situation. Indeed, if one sets o to
0 in the axisymmetric Equations (1.13) of Chapter (1) — or equivalently in Equations (P3)
of the paper —, then one is left with a transport equation for the poloidal field ¢ :

@1n order not to beat around the bush, the description of the Robert-Miller-Sommeria theory in the context
of two-dimensional flows is not described here, but in a small addendum at the end of the present chapter.
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O+, €] =0 and &= —-Au, (4.1)

where the notations are those introduced in the first chapter.

Hence, the integral of any moment of the poloidal field is conserved by the dynamics.
The poloidal field is therefore as constrained as the vorticity field in two dimensions.
Hence, the statistical mechanics of non-swirling flows and of two-dimensional flows have
avery similar flavor. The large scale structures basically come from the interplay between

a purely poloidal energy EP°! = % Jp EA71[¢] and a strong constraint on the moments of

the poloidal distribtion, such as a poloidal enstrophy constraint % Jpdré?.

Existing Results. In [Mohseni, 2001], it is found that the statistical equilibria only de-
pend on the energy, the impulse and the circulation. Although not many details are given,
it is argued that those equilibria correctly account for the formation of ring vortices both
experimentally and numerically.

In [Lim, 2003], more attention is given to the description of jets. It is found that both
negative and positive temperature equilibria can exist. Negative temperature equilib-
ria are found, that describe large energy, low- poloidal enstrophy equilibria. Physically,
those equilibria describe a mean flow uniform in the axial direction. In the positive tem-
perature regime, no large scale structures emerge. The two regimes are physically related
to the strength of the flow rate (). In both cases, the statistical arguments are substantially
not different than the ones at play in the two-dimensional case.

4.1.2 Statistical mechanics of swirling flows : the case of Beltrami flows
4.1.2.1 Swirling flows.

Examples. The situation is very different if one considers the axisymmetric equations
in their full extent. Let us here not set the toroidal term ¢ to zero. (Not) doing so, we deal
with the more general case of swirling flows. Note that from a practical point of view,
real-life examples of swirling flows are very different from non-swirling flows and we
expect their physics to be also quite different — compare Figure 4.1 to 4.2 !

Dynamical invariants and the “poloidal catastrophe”. At the level of the dynamical in-
variants, the presence of the toroidal term o, however small with respect to the poloidal
term &, makes the axisymmetric swirling inviscid invariants very different from the non-
swirling inviscid invariants — see equations (P4) and (P5). The energy has now two com-
ponents. It can be split into a toroidal contribution and a poloidal contribution. More
importantly, the moments of the poloidal field are no longer conserved by the dynamics
—see equations (P4), (P8) and (P9) of the paper. Only Helical Casimirs are — see Chapter 1.
Hence, the poloidal field is only weakly constrained, and it is not clear at all what statis-
tical mechanics is going to describe. Basically, Miller’s appproach of statistical equilibria
in two-dimension indeed requires that vorticity has a compact distribution, or decays
sufficiently fast.
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Figure 4.2: Left: A swirling twister about to hit Dorothy Gale’s house in Fleming’s 1939 Wizard
of Oz. Right: the SPHYNX'’s von Karman swirling experiment (also known as the
“French Washing Machine”) filled with water at the SPHYNX laboratory.

Previous works. The statistical mechanics of swirling flows is considered in a series of
papers [Leprovost et al., 2006, Naso et al., 2010a, Naso et al., 2010b], in the context of a
Von Karman experiment, which is depicted on Figure 4.2, and on which more will be
said in chapter 6. In those three papers, axisymmetric equilibria are tackled from a very
different point of view than the one we discuss in the present paper. It is worth writing a
couple of words to describe what was found in those papers.

4.1.2.2 Axisymmetric coarse-grained equilibia and least bias approach.

Context. The papers [Leprovost et al., 2006, Naso et al., 2010a, Naso et al., 2010b] inves-
tigate the statistical equilibria from a very pragmatic point of view. Statistical solutions
are not investigated within the context of invariant measures but rather from a least bias
approach perspective. More precisely, Leprovost et al observe that the axisymmetric Eu-
ler equations possess an infinity of stationary solutions. Those solutions are obtained by
setting the time derivatives to 0 in the axisymmetric ideal equations (1.13). They read

o=F(), &r)=r?FW)F(¥)+G{®), and ¢=-Aq, (4.2)

where F' and G can be any sufficiently regular functions.

Observe now that ¢ is supposed to be a smooth field with low spatial variations
over the domain that is considered. Hence, if the flow is stationary and satisfy (4.2) for
prescribed F' and G, then the relations (4.2) must still hold true at a coarse-grained level.
This means, that for “decimated” fields &, £ and v defined through a local coarse-graining
of the fields o, £ and ) respectively, we can expect to have ¢ = ¢ and hence

G=F), E=rFE)F(%)+G{), and {=-Ax. (4.3)

Now, suppose that you observe an experimental realization of an axisymmetric flow,
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and suppose that the information you have access to is only a coarse-grained informa-
tion. This means that although you might know that the fine-grained dynamics does
not distort the distribution of the toroidal field, you do not know what this distribution
actually is. What you have access to are coarse-grained quantities like a coarse-grained
energy, a toroidal momentum or a poloidal circulation. The question is : can you statis-
tically infer from your coarse grained observation what F' and G are ? Can you make an
“ educated guess” on what the typical stationary toroidal and poloidal field should look
like ?

The case of a “mildly fluctuating” poloidal field.

Strategy. Leprovost etaland Naso et al mostly consider the case where the poloidal
fluctations are mild. This is tantamount to work under the hypothesis that { = €. Then,
to make their “educated guess”, the authors use the principle of maximum entropy as
advocated by Jaynes in his 1957 paper [Jaynes, 1957]. The strategy consists in (i) defining
a local probability p(n,r) that the toroidal field takes the value 7 at position r at a fine
grained scale , (ii) introducing a mixing entropy, S™*(p) = [, dr [z dn p(n,r)log p(n, 1)
and (iii) maximizing the mixing entropy S™X over the space of the distributions, subject
to various constraints.

Leprovost et al work out the toroidal distributions which maximize S™* when both
the toroidal Casimirs C,, = [;0", the helicity H = [ &6 , the circulation I' = fpé

1 z
and a coarse-grained energy E“Y = 3 [pdréy + r=252 are prescribed. @ Naso et

al consider a simplified case, and work out the maximization of Smix gver the set of
distributions p and coarse-grained field £. The constraints are chosen to be the (fine-

1 _ - _
grained) energy £ = 3 [pdré&y + r~202, the helicity H = [,dréc and the toroidal
momentum / = C; = [, 6. The qualitative features found in both cases are pretty similar.

Let us for instance further comment on the simplified case of [Naso et al., 2010a, Naso
et al., 2010b] where three invariants are taken into account.

Selection of I and G in a “simple case”. In the case where only the three invariants
E, H and I = () are taken into account to constrain the maximization of the mixing
entropy, the critical points of the entropy are worked out in terms of three Lagrange
multipliers 3, v and «, respectively associated to £/, H and I. The critical distributions p,
satisfy

—\ 2
_ Ay B o+ 98
pe(n,r) = 5 Py, <n+4y 25 ) (4.4)

and the corresponding coarse-grained typical field satisfy

@Note that if one neglects the poloidal fluctuations, then both the helicity, the circulation and the momen-
tum are unaltered by the coarse-graining. This is not the case for the energy.
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(4.5)

Hence, the prescription of maximal entropy restricts the choice of F' and G to respec-
tively linear and constant functions, namely : F'(¢) = By and G(¢) = C. It also gives
a closed system of equations for the coarse-grained toroidal and poloidal fields, that we
can solve using the generic method described for instance in [Chavanis and Sommeria,
1996]. Is this the end of the story ? Not quite. First, it is noticed that for a given value
of the momentum I and H, there can exist infinitely many critical points for the mixing
entropy. Those solutions are characterized by the value of the ratio A = I?/H. From an
experimental point of view, those solutions may be distinguished by the values of their
coarse-grained energy, measured in terms of the parameter B. A typical phase diagram
is shown on Figure 4.3. The value of the initial energy £ does not in general prescribe
the value of the coarse-grained energy E“9. Secondly, one can try to determine which
of the critical points of the mixing entropy are global maximizers of the entropy. But,
none of them are. In fact, it is found that all of the critical points of the mixing entropy at
fixed E,I,H are saddle points of the entropy. This means, that whatever critical point is
considered, one can always find an axisymmetric perturbation, preserving at first order
H, I and FE such that the perturbed entropy is higher than the unperturbed ones.

@)

Saddle points of the entropy and unstable equilibria. Link to the work of [Szeri
and Holmes, 1988].  From a dynamical point of view, the latter observation implies
that none of the statistical equilibria are stable, whether it is for the linear or the non-
linear dynamics. This is however not so surprising. To work out the critical points of
the mixing entropy using the method of the Lagrange multipliers, one studies the first
and the second variation of the quantity 7 = S™X + BE + yHal, which we may call
a “ Free energy” in the context of thermodynamics. Yet, both the mixing entropy, the
energy, the helicity and the momentum are invariants of the inviscid axisymmetric dy-
namics. Hence, in the language of dynamical systems, the free energy F plays the role
of an Arnold functional. By construction, the critical points of F are stationary solutions
of the axisymmetric inviscid dynamics. The definite positiveness (or negativeness) of
the quadratic form §2F computed at a given critical point provides a “formal stability”
criterion, which is a necessary condition for both non-linear and linear stability of the
corresponding stationary point [Holm et al., 1985]. General Arnold functions for the axi-
symmetric inviscid dynamics have been studied extensively in Szeri and Holmes’ 1988
paper [Szeri and Holmes, 1988]. Their equation (3.15) provides a sufficient condition for
formal stability of a stationary axisymmetric flow. In terms of the equilibrium fields o,

@Note that this step is non trivial. To study this, Naso et al argue that the original variational problem
sup, ¢ {Sm”‘|E7 H, I} is in fact equivalent to the much simpler problem inf, ¢ { E“®|H, I'}.
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=
o

Figure 4.3: Phase diagram describing axisymmetric equilibria from a least bias approach in the
case of a mildly fluctuating poloidal field, in the simplified case where only the energy
E, the helicity H and the momentum [ are taken into account. The present phase
diagram is reported in [Naso et al., 2010b]. In the present case R = 1.4 and h = 1.2.
The solutions depend on two parameters B and A = I?/H. The top right insert shows
B as a function of the ratio E“9/H, with E<8 being the coarse-grained energy. For a
given value of A (we have taken here A = 0.05) , the solutions are either “continuum
solutions” (e) or “mixed solutions” (). One observes a multiplicity of solutions : to a
given A correspond several solutions, each associated to a different value for 3. The
left insert shows examples of stream function for the four first solutions. The color
map ranks from blue (negative) to red (positive). For simplicity, we show at each point
only one solution, corresponding to a given sign of I. The solution corresponding to
opposite sign of I can be found by a change ¢ — —¢.



84 CHAPTER 4. STATISTICAL MECHANICS OF AXISYMMETRIC FLOWS.

e, & this condition reads:

o6 dvpe 0. Oy 1 <d¢e>2
Zd > (. 4.
do.do,  2y200, —A;'\do.) ~ 0 (*.6)

The notation can be liberally replaced by 12 with p; either one of the eigenvalue

A7t
of the operator —A;!. Note that —A;!isa posmve definite operator so that the y; = &;
are real and non-negative (see Appendix PB.1 ). As noticed by Szeri and Holmes, this

inequality “cannot be expected to hold in general, for the simple reason that the eigen-

2

values of the operator [A;!] have no upper bound”. In order to obtain general stability
criterion about the formal stability of axisymmetric equilibria, they therefore introduce
a high wave-number cut-off for the class of perturbations they consider. Only for very
specific flows — such as non-swirling flows — is this cut-off not required to guarantee sta-
bility.

In the approach of Leprovost et al, and Naso et al , the presence of a large scale helicity

creates a dependence between the extremal entropy typical toroidal field o and the stream
2

. d . . ..
function . Hence, the term ( is necessarily non-zero. We can foresee, that helicity

do
combined with a mildly fluctuating poloidal field basically prevents stable equilibria to

emerge out of a maximal entropy approach.

The case of a fluctuating poloidal field. Note finally that the case of a fluctuating
poloidal field is commented on in [Leprovost et al., 2006] as a case where the maximal en-
tropy approach yield non-Gaussian statistics. The authors introduce a cut-off for the fluc-
tuations of the poloidal field. They remark, that taking into account the fluctuation yield
an exponential distribution for the poloidal field. If the constraints are treated canoni-
cally, the exponential distribution has a dramatic consequence : it makes the distribution
of poloidal vorticity become divergent. To deal with the issue, they take as a working
hypothesis that the cut-off can be given a physical interpretation, and derive the corre-
sponding axisymmetric canonical equilibria. The equilibria are then very peculiar : the
typical field that the maximal entropy theory predicts are not stationary solutions of the
axisymmetric inviscid equations, while the most probable fields are.

In the present paper, we fix the problem by (i) proposing a different interpretation of
the cut-off (ii) considering stricly micro-canonical equilibria.

4.2 Paper: Statistical mechanics of the Axisymmetric Euler equa-
tions in a Taylor-Couette geometry.
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Abstract

In the present paper, microcanonical measures for the dynamics of three di-
mensional (3D) axially symmetric turbulent flows with swirl in a Taylor-Couette
geometry are defined, using an analogy with a long-range lattice model. We com-
pute the relevant physical quantities and argue that two kinds of equilibrium regimes
exist, depending on the value of the total kinetic energy. For low energies, the equi-
librium flow consists of a purely swirling flow whose toroidal profile depends on the
radial coordinate only. For high energies, the typical toroidal field is uniform, while
the typical poloidal field is organized into either a single vertical jet or a large scale
dipole, and exhibits infinite fluctuations. This unusual phase diagram comes from
the poloidal fluctuations not being bounded for the axi-symmetric Euler dynamics,
even though the latter conserve infinitely many “Casimir invariants”. This shows
that 3D axially symmetric flows can be considered as intermediate between 2D and
3D flows.
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1 Introduction

Statistical mechanics provides powerful tools to study complex dynamical systems in
all fields of physics. However, it usually proves difficult to apply classical statistical me-
chanics ideas to turbulence problems. The main reason is that many statistical mechanics
theories relie on equilibrium or close to equilibrium results, based on the microcanonical
measures. Yet, one of the main phenomena of classical three dimensional (3D) turbu-
lence is the anomalous dissipation, namely the existence of an energy flux towards small
scales that remains finite in the inertial limit of an infinite Reynolds number. This makes
the classical 3D turbulence problem an intrinsic non-equilibrium problem. Hence, micro-
canonical measures have long been thought to be irrelevant for turbulence problems.

A purely equilibrium statistical mechanics approach to 3D turbulence is actually patho-
logical. Indeed, it leads for any finite dimensional approximation to an equipartition
spectrum, which has no well defined asymptotic behavior in the limit of an infinite num-
ber of degrees of freedom [Bouchet and Venaille, 2011]. This phenomena is related to the
Rayleigh-Jeans paradox of the equilibrium statistical mechanics of classical fields [Pomeau,
1994], and is a sign that an equilibrium approach is bound to fail. This is consistent with
the observed phenomena of anomalous dissipation for the 3D Navier-Stokes and suspected
equivalent anomalous dissipation phenomena for the 3D Euler equations.

The case of the 2D Euler equations and related Quasi-Geostrophic dynamics is a re-
markable exception to the rule that equilibrium statistical mechanics fails for classical
field theories. In this case, the existence of a new class of invariants — the so-called
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“Casimirs”) and among them the enstrophy — leads to a completely different picture. On-
sager first anticipated this difference when he studied the statistical mechanics of the point
vortex model, which is a class of special solutions to the 2D Euler equations [Onsager,
1949, Eyink and Sreenivasan, 2006]. After the initial works of Robert, Sommeria and
Miller in the nineties [Miller, 1990, Robert and Sommeria, 1991, Robert and Sommeria,
1992] and subsequent work [Michel and Robert, 1994, Jordan and Turkington, 1997, Ellis
et al., 2004, Majda and Wang, 2006, Bouchet and Corvellec, 2010], it is now clear that mi-
crocanonical measures taking into account all invariants exist for the 2D Euler equations.
These microcanonical measures can be built through finite dimensional approximations.
The finite dimensional approximate measure has then a well defined limit, which verifies
some large deviations properties — see for instance [Potters et al., 2013] for a recent simple
discussion of this construction. The physics described by this statistical mechanics ap-
proach is a self-organization of the flow into a large scale coherent structure corresponding
to the most probable macrostate.

The three dimensional axi-symmetric Euler equations describe the motion of a perfect
three dimensional flow, assumed to be symmetric with respect to rotations around a
fixed axis. Such flows have additional Casimir invariants, which can be classified as
“toroidal Casimirs” and “helical Casimirs” (defined below). By contrast with the 2D Euler
equations, the Casimir constraints do not prevent the vorticity field to exhibit infinitely
large fluctuations, and it is not clear whether they can prevent an energy towards smaller
and smaller scales, although it has been stated that the dynamics of such flows should lead
to predictable large scale structures [Monchaux et al., 2006]. Based on these remarks, the
three dimensional axi-symmetric Euler equations seem to be an intermediate case between
2D and 3D Euler equations, as previously suggested in [Leprovost et al., 2006, Naso et al.,
2010a]. It is then extremely natural to address the issue of the existence or not of non-
trivial microcanonical measures.

The present paper is an attempt to write down a full and proper statistical mechanics
equilibrium theory for axially symmetric flows in the microcanonical ensemble, directly
from first principles, and releasing the simplifying assumptions previously considered in
the literature. Examples of such assumptions included either a non-swirling hypoth-
esis [Mohseni, 2001, Lim, 2003], an hypothesis that the equilibria are governed by re-
stricted sets of “robust invariants” [Leprovost et al., 2006] or a deterministic treatment of
the poloidal field [Leprovost et al., 2006, Naso et al., 2010a,Naso et al., 2010b]. Those sim-
plifying hypothesis have proved extremely fruitful in giving a phenomenological entropic
description of ring vortices or of the large-scale coherent structures observed in swirling
flows generated in von Karmén setups [Monchaux et al., 2006, Monchaux, 2007]. As far as
the 3D axi-symmetric Euler equations ares concerned though, those treatments were in a
sense not completely satisfying. Besides, whether they should lead to relevant invariant
measures is not clear.

To derive the axi-symmetric equilibrium measures, we define approximate microcanon-
ical measures on spaces of finite dimensional approximations of axially symmetric flows,
compatible with a formal Liouville theorem. As the constrained invariant subspace of
the phase space is not bounded, we also have to consider an artificial cutoff M on the
accessible vorticity values. From these approximate microcanonical measures, we com-
pute the probability distribution of poloidal and toroidal part of the velocity field. The
microcanonical measure of the 3D axi-symmetric equations is defined as a weak limit
of sequences of those finite dimensional approximate microcanonical measures, when the
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cutoff M goes to infinity. More heuristically stated, we will show that finite dimensional
approximations of the Euler equations can be mapped onto a long-range lattice model
whose thermodynamic limit, obtained in the limit of the lattice mesh going to zero, defines
a microcanonical measure of the Euler equations. We prove that the limit exists and that
it describes non-trivial flow structures.

Our treatment of the poloidal fluctuations yields a very thought-provoking phase dia-
gram, which describes the existence of two different regimes of equilibrium. The control
parameter is the total kinetic energy. When the kinetic energy is low, the equilibrium flow
is characterized by a positive (microcanonical) temperature. In this regime, the typical
field is essentially toroidal and is stratified as it depends on the radial coordinate only.
When the kinetic energy is higher than a threshold value, the toroidal field is uniform and
the poloidal field is both non-vanishing and non-trivial. While the typical poloidal field is
dominated by large scales, the equilibrium state exhibits infinitely large fluctuations and
is non-gibbsian. As a result, the microcanonical temperature is infinite. In both regimes,
it is found that the average field is a steady state of the axi-symmetric Euler equations,
formally stable with respect to any axially symmetric perturbation.

The paper is organized as follows. In Section 2, we introduce the axi-symmetric
Euler equations together with their associated Casimir functions. We then relate the
axi-symmetric equilibrium measures to microcanonical ensemble described in the ther-
modynamic limit of a well-defined long-range lattice model model. Although the main
result of our paper concerns the case where all the Casimirs are taken into account, we
find it enlightening and pedagogic to consider before hands some toy equilibria obtained
by deliberately ignoring all the correlations between the toroidal and the poloidal fields
induced by the presence of the helical casimirs. The analysis is carried out in Section 3.
Those correlations are restored in Section 4. We find out that the phase diagram obtained
in the simplified case of section 3 is exactly the one that describes the full problem. We
discuss about the physical content of our results in Section 5.

2 Mapping the axi-symmetric Euler equations onto
a spin model

In this section, we introduce the axi-symmetric Euler equations and their invariants.
We discretize them in physical space, and observe that the corresponding equilibrium
statistical model is described by a lattice model in which the “spins” can be pictured as
point-wise Beltrami vortices (to be defined below) with non local interactions. We argue
that there exists a natural microcanonical thermodynamic limit for the spin model. It
describes a continuous axially symmetric field, and induces an invariant measure of the
axi-symmetric Euler equations.

2.1 Axi-symmetric Euler equations and dynamical invariants
2.1.1 Equations

The starting point of the study are the Euler equations for incompressible flows inside a
domain D in between two concentric cylinders of height 2h, with internal radius R;, and
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outer one Ry, and whose volume we write |D| = 2hw (R, — R?)). The Euler equations
read :

Ov+v.Vv=-Vp and V.v=0. (1)

We use cylindrical coordinates (r, 6, z) and consider axi-symmetric flows within a cylin-
drical geometry. Those flows are defined through their three velocity components v,, vg
and v, depending on r and z only. Instead of the usual velocity variables v, it proves

convenient to write the Euler equations for axi-symmetric flows in terms of a toroidal field
w, 0,0, — Opv, .
o = ruvy, together with a poloidal field ¢ = 2= T E Tt also proves convenient
r r
2
r
to use the coordinate y = — instead of r, and we write dx = dydfdz the infinitesimal

cylindrical volume element at position (x) = (y, 6, 2).

In the present study, we focus on velocity fields which are 2h-periodic along the
vertical direction and which satisfy an impermeability boundary condition on the two
cylindric walls, namely v.n|,, = 0 — with n the unit vector normal to the boundary 9D.
Since the flow is incompressible (V.v = 0), we know (Helmholtz decomposition) that
there exists a periodic stream function ¢ and a constant C' such that (2y)%vr =—-0.,9+C
and v, = 0,. The impermeability boundary condition imposes that C' = 0. Besides,
without lack of generality, ¢ can be chosen such that it is vanishing on both the inner
and the outer walls. ! The fields ¢ and 1 are then related through

1
—E=A = gﬁzzw + 0y, and 1 =0 on both the inner and the outer walls. (2)

Therefore, prescribing both the toroidal and the poloidal field (o, ) also completely
prescribes the three dimensional axially symmetric velocity field (v,,vg,v,) — and vice-
versa.

The axi-symmetric Euler equations for the (o, &) variables read [Szeri and Holmes,
1988, Leprovost et al., 2006]

2

0o+ 1,0 =0 and & + [, €] = 822—3/' (3)

The inner-brackets represent the advection terms and are defined by [f, g] = 0, 0.9 —
0.f0,9. We note that the toroidal field is not only transported by the poloidal field
but also exerts a feedback on the poloidal evolution equation. It behaves as an active
scalar. The feature is not an artifact of the cylindrical geometry. The generation of
poloidal vorticity by the toroidal field can be interpreted as the effect of the centrifugal
forces acting on the fluids, which is akin but not completely equivalent to the effect of
the Lorentz force on the kinetic vorticity field in 2D magneto-hydrodynamics [Vladimirov
et al., 1997], or buoyancy effects in the 2D Boussinesq equations [Abarbanel et al., 1986].

Unless stated otherwise, we will assume from now on that R;, is non-zero (R;, > 0),
hereby considering a so-called “Taylor-Couette” geometry.

Ly is defined up to a constant. Since 9 takes a constant value on both the outer and on the inner
walls, one of those constants can be set to 0 without lack of generality. Then, using Equation (1) and the

boundary conditions, one observes that the quantity M, = (2h)71/ dydzv, = 9|2 /2~ | pe s is a
in out

D
conserved by the Eulerian dynamics be it or not axi-symmetric. Therefore, we can choose to consider
the referential in which M. is zero, and in which |- /2= V| g2 o= 0.
in out

5
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2.1.2 Dynamical invariants

1
It is straightforward to check that the kinetic energy £ = — / dx v? is a conserved
D

quantity of the axi-symmetric Euler equations (3). The kinetic energy can be written in
terms of the fields ¢ and £ as

E:%AdXB§+w} (4)

As a consequence of Noether theorem (for the relabelling symmetry) and the de-
generacy of its Hamiltonian structure ( [Morrison, 1998, Szeri and Holmes, 1988]), the
axi-symmetric Euler equations have infinitely many Casimir invariants. They fall into
two families: the Toroidal Casimirs C'; and the Helical Casimirs H,, defined by

Q:Awﬂﬂmm%zéh@@, (5)
where f and ¢g can be any sufficiently regular functions.

Note that the well-known invariants of the incompressible Euler equations corre-
spond to specific choices for the functions f and g. The conservation of the usual helicity
H = [,dxv.w is for instance recovered by setting g(z) = 2z in equation (5). Setting
f(z) = x gives the conservation of the z-component of the angular momentum. Setting
g(x) = 1 gives the conservation of the circulation of the velocity field along a closed loop
following the boundary of a meridional plane.

2.2 Dynamical invariants seen as geometrical constraints

We can give an alternative, more geometric, description of the Casimirs constraints (5).
We introduce the indicator function 1p(,). This function takes value 1 if B(x) is true and
0 otherwise. Now, given a value ¢ for the toroidal field, let us set f = g = 1,x)<q in
equation (5). Doing so, we obtain the specific “Toroidal Casimirs” Cy(0) = [p dx L, (x)<q
together with the specific “Helical Casimirs” Hy(0,§) = [p dx £ (X) 1(x)<q-

C, represents the area of D where the toroidal field is lower than a prescribed
value q. H, can be interpreted as the poloidal circulation on the contour of the domain
corresponding to C,. Deriving C, and H, with respect to ¢, we find that the distribution

1 dC
of the poloidal field A, = Wﬁ together with the partial circulations &, = ———— are
q
dynamical invariants of the axi-symmetric equations.

The conservations of the all the areas 4, together with that of all the partial circu-
lations A} is in fact equivalent to the conservations of the whole set of Casimirs — Toroidal
and Helical — since for sufficiently regular functions f and g we can write Cy and H, as

Cylo] = D] [ daA, 0] f(q) and H, [0.] = |D| [ dg2X, [0,€]g(o). (6)
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KA
Now, consider a discrete toroidal distribution, say f(o) =) ﬁlgzak.

k=1
{01, 09...0k } be the discretized set of possible values for the toroidal field. In this simplified
yet general situation, the conservation of the Casimirs is equivalent to the conservation

of the K areas and K partial circulations :

Let G =

Aufor) = [ dx Ty, and X [0,€] = [ dx ooy ™)

Let us emphasize here that considering the toroidal field as a discrete set of “toroidal
patches” is totally consistent with the ideal axi-symmetric equations. It is completely
analogous to the vortex patch treatment of the vorticity field in 2D, on which more
details can be found for example in [Robert and Sommeria, 1991, Miller, 1990].

2.3 Analogy with an “axi-symmetric” long-range lattice model
2.3.1 Discretization of the fluid

Let us cut a slice of fluid along a meridional plane P, and draw a N x N regular lat-
tice on it. We can consider a discretization of the toroidal field and the poloidal field
(on:En) = (0N,ijy EN,ij)1<i j< - Each node of the grid corresponds to a position (xn ) in
the physical space, on which there exist a two-degree-of-freedom object that we refer to
as an elementary “Beltrami spin”. One degree of freedom is related to the toroidal field,
while the other is related to the poloidal field. The discretization procedure is sketched
on Figure 1. It it simply the axi-symmetric extension to the construction developed in
the 2D case in [Miller, 1990, Ellis et al., 2000].

2.,
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N N
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N TN NN
NN NWN
NN ||| SNNNNN
NORD | (ANNNAN
NN NN
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NN N
EN N \\
U, K ANY N \\\\
\f - o NN
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ug | o \\\
| w N
7 NN
Uy ? N
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Figure 1: Discretization of the axi-symmetric Euler equations onto an assembly of Bel-
trami spins (Impressionistic view). For each Beltrami spin, we represent the toroidal
degree of freedom by an arrow, and the poloidal degree of freedom by a circle whose
radius is proportionnal to the amplitude of the poloidal field. Red (green) circles denote
negative (positive) vorticy.
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We associate to every spin configuration a discretized version of the axi-symmetric
energy (4), that is discretized into the sum of a toroidal energy and a poloidal energy,
namely

g[UNv fN] = gtor [UN] + gpol [§N] (8)
. 1|D o i 1|D
with 5tor[0N] = 1|N—2| Z L d gpol[fN} = §|N—4| Z §N,ijGiji’j/§N,i/j/~ (9)
(i) elL;Ng2 Ye (1.4)€[LNT?
(i',5")€[1;N]?

Gjirj» denotes a discretized version of the Green operator — (A*)_1 with vanishing bound-
ary conditions on the walls and periodic conditions along the vertical direction.

We now introduce the discretized counterparts of the Casimir constraints (7) as

D D
'Ak [JN] = % Z 10N,z‘1:0k and Xk[UNva] = % Z SNyijlo'N,ij:Uk' (10)

(i-7)€;N]? (i-7)€[;N]?

Here, the indicator function 1, , ., is the function defined over the N? nodes of the
grid, that takes value 1 when oy;; = 0 and 0 otherwise. Let us also write the discrete

K
analogue of the total poloidal circulation as X oy, En] = Z Xelon, Enl.
k=1

To make the constraints more picturesque, we have sketched on Figure 2 different
configurations of an assembly of four Beltrami spins with two toroidal patches (K = 2)
and symmetric toroidal levels (&5 = {—1,1}). Each toroidal area occupies half of the

D
domain : A; = A_; = ——. The poloidal circulations conditioned on each one of the

patches are also zero : X; = X_; = 0.

X L
Uy Uy

% U e~

Figure 2: An assembly of four Beltrami Spins satisfying the same constraints on their
Toroidal Areas and Poloidal Partial Circulations.

2.3.2 The (helical) axi-symmetric microcanonical measure

The basic idea behind the construction of the microcanonical measure is to translate the
dynamical constraints imposed by the axi-symmetric ideal dynamics onto a well defined
“microcanonical ensemble”. To do so, we consider the set C of 2K + 1 constraints given
by

C={E {Ah<k<rx, {Xihi<n<r}. (11)

8
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Given N, we define the configuration space Gy (E, {Ax}, {X}) C (K x R)N2 as the space
of all the spin-configurations (oy,{y) that are such that £ < €[on,{y] < E+ AFE and
V1 <k <K, Ailon] = A, and X [on,En] = Xi. As will be clear later on, the number
of configurations increases exponentially with N. Then, in the limit of large N, due to
this large deviation behavior, the microcanonical measure will not depend on AFE.

The salient properties of the present axi-symmetric lattice model stem from the lack of
a natural bound for the poloidal degrees of freedom. Were we to define uniform measures
directly on each one of the configuration spaces Gy, we would end up with trivial measures,
as each one of the N? poloidal degrees of freedom can span the entire R range. To
deal with this issue, we therefore introduce bounded ensembles Gy, v made of the spin-
configurations of Gy that satisfy (sup;; [{n,;| < M). For every ensemble Gy n, we can then
define a M, N dependent microcanonical measure dPy; v together with a M, N dependent
microcanonical average <>j; y by assigning a uniform weight to the spin configurations
in Gy n. The construction of APy y and <>y is explicitly carried out in sections (3.1)
and (4.1).

M plays the role of an artificial poloidal cutoff. A priori, it has no physical meaning
and is not prescribed by the axi-symmetric dynamics. It is natural to let it go to infin-
ity. The present paper aims at building a thermodynamic limit by letting successively
(N — 00) and (M — oo) for this set of microcanonical measures, and to describe this
limit. We will refer to this measure as the (helical) axi-symmetric measure.

Let us emphasize, that the two limits (N — oo) and (M — oo) most probably do not
commute. We argue that the relevant limit is the limit (N — oo) first. Taking the limit
(N — o0) first, we make sure that we describe a microcanonical measure that corresponds
to the dynamics of a continuous field (a fluid). The microcanonical measure at fixed M
then corresponds to an approximate invariant measure, for which the maximum value of
the vorticity is limited. Such a fixed M measure could be relevant as a large, but finite
time approximation if the typical time to produce large values of the vorticity is much
longer than the typical time for the turbulent mixing. Finally, for infinite time, we recover
the microcanonical measure by taking the limit (M — oo). For these reasons, we think
that the physical limit is the limit (N — oo) first.

As for the physics we want to understand out of it, it is the following. Consider an
assembly of Beltrami spins with a given energy E. What is the fraction of E that typically
leaks into the toroidal part and into the poloidal part 7 What does a typical distribution
of Beltrami spins then look like ?

2.4 How is the axi-symmetric microcanonical measure related
to the axi-symmetric Euler equations ?

Interpreting the invariants as geometrical constraints on a well- defined assembly of
spin-like objects has allowed us to map the microcanonical measure of discretized hydrody-
namical fields and invariants onto an long-range, “Beltrami Spin”, lattice model. Taking
the thermodynamical limit (N — oo) allows to retrieve continuous hydrodynamical fields
and invariants. How is the limit microcanonical measure related to the axi-symmetric
Euler equations 7 Is it an invariant measure of the axi-symmetric Euler equations ?
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The answer is positive but not trivial. The very reason why this should be true relies
in the existence of a formal Liouville theorem — i.e. an extension of Liouville theorem
for infinite dimensional Hamiltonian systems — for the axi-symmetric Euler equations.
An elementary proof concerning the existence of a formal Liouville theorem can be found
in [Thalabard, 2013]. It is a consequence of the explicit Hamiltonian Lie-Poisson structure
of the axi-symmetric Euler equations when written in terms of the toroidal and poloidal
fields [Szeri and Holmes, 1988, Morrison, 1998]. The formal Liouville theorem guarantees
that the thermodynamic limit taken in a microcanonical ensemble induces an invariant
measure of the full axi-symmetric equations.

The same issue arises in the simpler framework of the 2D Euler equations. A similar
mapping onto a system of vortices that behaves as a mean-field Potts model, and definition
of the microcanonical measure can be found in [Miller, 1990, Ellis et al., 2004, Bouchet and
Venaille, 2011]. In [Bouchet and Corvellec, 2010], it is discussed why the microcanonical
measure is an invariant measure of the 2D Euler equations. The proof is adaptable to the
axi-symmetric case but goes beyond the scope of the present paper.

It is thus expected that the microcanonical measure of ensembles of Beltrami spins is
an invariant measure of the Euler axi-symmetric equations, therefore worth of interest.
This motivates the present study.

3 Statistical mechanics of a simplified problem with-
out helical correlations

In the present section, we investigate a toy measure which corresponds to a simplified
instance of the full (helical) ensemble. In this toy problem, the total poloidal circulation
is the only Helical Casimir that is considered. The simplification makes the equilibria
more easily and pedagogically derived, and provides some intuitive insights about the
physics hidden in the Casimir invariants. Besides, the phase diagram that we obtain
in this toy,non-helical problem will turn out to be relevant to describe full, helical one.
Impatient readers can skip this section and jump directly to section 4, where the main
results of the paper are described.

3.1 Definition of a non-helical toy axi-symmetric microcanonical
ensemble

For pedagogic reasons, let us here suppose that the microcanonical measure is not
constrained by the presence of the whole set of 2K Casimirs and kinetic energy but instead
only by the Toroidal Areas , the poloidal circulation X;, and the total kinetic energy.
This new problem will be much simpler to understand. The set of 2K + 1 constraints C
is here replaced by a “non-helical” set C, ;. of K + 2 constraints, defined as

K
Con. = {E, {Ah<n<r, Xiot = Y Xy} (12)
k=1

In this new problem, the correlations between the toroidal and poloidal degrees of
freedom due to the presence of Helical Casimirs are crudely ignored. The only coupling
left between the poloidal and the toroidal fields is a purely thermal one: the only way
the fields can interact with another is by exchanging some of their energy. In order to

10
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make this statement more rigorous, we now need to get into some finer details and build
explicitly the non-helical microcanonical measure.

3.1.1 Explicit construction of a non-helical microcanonical measure

In order to exhibit a configuration of Beltrami spins (ox,y) that satisfies the constraints
Cun., it suffices to pick a toroidal configuration oy = (on.j)1<ij<n With areas Aj and
toroidal energy Ej,. together with a poloidal configuration {y = (&nj)i<ij<n With a
poloidal circulation Xy, and poloidal energy FE,, = E — FEj,,. It is therefore natural to
introduce the toroidal spaces of configurations G"(E, {Ax}) together with the poloidal
spaces of configurations Gj7 ol ~(E, Xior) as

or(B {Ax}) = {on € BN | Eior (o) = E and Vk € [1; K] Ay [on] = A}, (13)
and Gh7'\ (B, Xir) = {&n € [-M; MY | Epor (En) = E and X [En] = Xy} (14)

For finite NV, there is only a finite number of toroidal energies F,,, for which the space
of toroidal configurations G&"(E, {Ax}) is non empty. The space of bounded Beltrami-
spin configurations Gy v (E, {Ax}) is then simply a finite union of disjoint ensembles, that
can be formally written as

Gun(BAAYL X)) = U G (Bior, {AL}) X Gi'N(E = Eior, Xior).  (15)

0<FEior<E

Definition of the M, N-dependent microcanonical measure.

The M, N- dependent microcanonical measure dPy n is defined as the uniform
measure on the space of configurations Gy n(E, {Ax}, Xior). In order to specify this
measure explicitly, we need to define the M, N-dependent volume Qs n(E, {Ar}, Xior) of
Gun(E,{A}, Xiot). To do so, we write Q" (E, {Ax}) the number of configurations in

tor (B, {Ap}) and Q%' (E, X,0) the hypervolume in RN” of Qp"l (E, Xi0t), namely

QU (E A4} = > 10Neg1tvm" (E{A})> (16)
O'NEGN
and 7y (B, X)) =[] / deniilevegre (5 Xim): (17)
(6.) €[ L:N]2

Note that the integral defining the poloidal volume is finite since gﬁij(ﬂXm) is a

bounded subset of RV, Using equation (15), the phase-space volume can then be written
as

E
Wiy (B A4}, Xior) = [ ABoor OF (Bror, {AY) Bl (B = Buors Xp)- (18)

The microcanonical weight dPys y(C) of a configuration C = (oy,&y) lying in the
space Gy v (E, {Ax}, Xiot) can now be explicitly written as

1
dén i
Qv (B, {Ar}, Xiot) (- H ENij

(4,9)€[1;N]?

dPun(C) = (19)

11
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Provided that G is a compact subset of & KN * w R™® it is convenient to use the
shorthand notation

1
dpP =
/g AN QM,N (Ev {Ak‘}7 Xtot)

H /Oodngij) 1(UN:£N)€g7 (20)

S—e ((imem;w -

so that the M, N dependent microcanonical average <>,; y of an observable O can now
be defined as

<O>M,N = / dPM,N (@) [UNafN] = /OE dEier / dPM,N (@) [UN7§N] . (21)

Gm,N (B {Ak}, Xtot) gf\?r(Etom{Ak})ng;’lN(E—Etor’Xtot)
Definition of the limit measures.

It is convenient to use observables to define the limit microcanonical measures. We
define the M-dependent microcanonical measure <>,; and the microcanonical measure
<> by letting successively N — oo and M — oo, so that for any observable O, < O >,
and < O > are defined as

N—o00

M—o0

3.1.2 Observables of physical interest

Without any further comment about observables and the kind of observables that we
will specifically consider, equations (21) and (22) may appear to be slightly too casual.
Let us precise what we mean. In our context, we need to deal both with observables
defined for the continuous poloidal and toroidal fields and for their discretized counter-
parts. Given a continuous field (o, &), we consider observables O that can be written as
O = [pdx f(%(a, ¢) where f(% is a function defined over Gx” x RP x D. The discrete
counterpart of O is then defined as

D
O(on,én) = ’N—J Z fch ij)(UN7§N)7 (23)
(@) €lL;N]? ’

and the distinction between discrete and continuous observables is made clear from the
context.

To learn about the physics described by the microcanonical measure, a first non trivial
functional to consider is the toroidal energy functional &, defined in equation (9), whose
microcanonical average will tell what the balance between the toroidal and poloidal en-
ergy for a typical configuration Beltrami spins is. In order to specify the toroidal and
poloidal distributions in the thermodynamic limit we will then estimate the microcanon-
ical averages of specific one-point observables, namely

O({a},{¢}) = /D dx 6 (x — xo) 0 (x)" € (x)" = 0" ({o}) O™ ({¢}) (24)

with O ({o}) = o (x0)" and OP°L({£}) = € (x0)" defined for any point (x¢) € D. The
microcanonical averages of those observables provide the moments of the one-point prob-

12
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ability distributions and therefore fully specify them. 2

Just as for the 2D Euler equations, and slightly anticipating on the actual compu-
tation of the microcanonical measures, we can expect the axisymmetric microcanonical
measures to behave as Young measures, that is to say that the toroidal and poloidal
distributions at positions (x) are expected to be independent from their distributions at
position (x') # (x). Therefore, specifying the one-point probability distributions will
hopefully suffice to completely describe the statistics of the poloidal and of the toroidal
field in the thermodynamic limit.

3.1.3 Specificity of the non-helical toy measure

Looking at equation (21), it is yet not so clear that our non-helical toy problem is easier
to tackle than the full pronlem, nor that the limit measures prescribed by equation (22)
can be computed. The reason why we should keep hope owes to large deviation theory.
Using standard arguments from statistical physics, we argue hereafter that the non-helical
problem can be tackled by defining appropriate poloidal and toroidal measures that can
be studied separately from each other.

Let us for instance consider the Boltzmann entropies per spin
1

S (B, {A4x}) = 15

0 1 0
lOg Q?(/W(E7 {Ak})a Sﬁl,lN(Ev XtOt) = N2 lOg Qllj\ll(Ev XtOt)v (25)
1
and ;S&W}]\/‘(.E‘7 {Ak}, Xtot) = —N2 log QN(E, {Ak}, Xtot)- (26)

As N — o0, it can be expected that the toroidal entropies S¥"(E, { Ax}) together with
the poloidal entropies Sg}’fN(E , Xiot) converge towards a finite limit if they are properly
renormalized. If this is the case, then those entropies can be asymptotically expanded as

SN(EAAY) = o ({Ae}) + S (B, {Ar}) + o (1), (27)

and SK7' (B, Xior) e AT (Xior) + SEHE, Xyor) +0 (1), (28)

N:oo

Plugging the entropies into equation (18), we get, when N — oo

O (B) = N (e o) [ ¥ B, V(5 B +SE7 (B=Ero) (29)
0

For clarity, we have dropped out the {Ax} and Xy, dependence of the different entropies.
Using Laplace’s method to approximate integrals, taking logarithm of both sides of equa-
tion (29), dividing by N?, and setting car v ({Ax}, Xiot) = " ({Ax}) + c’;v‘}lN (Xiot) we
obtain

Sun(E) = ern+S"T(Ey) + SEHE — Bjy) + o(1),

where E}, = arg max{S"" (z) + S¥(E — x)}. (30)
z€[0;E]

20ne can observe that one-point moments may be ill-defined in the discrete case so that their limit may
be ill-defined too. One way to deal with this situation is to consider dyadic discretizations, namely choose
N = 2™, Then for any point (x) whose coordinates are dyadic rational numbers, the discrete quantities
are non trivially zero when n is large enough. The microcanonical averages can then be extended to any
position in D by continuity.

13



hal-00829488, version 3 - 16 Nov 2013

98 CHAPTER 4. STATISTICAL MECHANICS OF AXISYMMETRIC FLOWS.

A heuristic way of interpreting equation (30) is to say that when N > 1, “most of” the
configurations in Gy v (E, {Ar}, Xior) have a toroidal energy equal to E}; and a poloidal
energy equal to £ — E},.

We can refine the argument, and ask what the typical value of a one-point observable
O = OO as described in equation (24) becomes in the thermodynamic limit N — oco.
Let us write the M, N dependent toroidal and poloidal partial microcanonical measures
as

1

1
% (&, {(A:) Il a1

d,PtorE( N) _ e
QP ! N(E, Xior) (4,5)€[1;N]2

and APy (En) =

and introduce the shorthand notations

tor,Fl __
/ dPy Qtor(E {AL}) 2 doxeo:

ones?

1
polE _
and / apre = M)( 1 / dgNU) leyeo. (32)

(i,)E[1;N]?

Respectively defining the M, N dependent toroidal and poloidal partial microcanonical
averages as

(Ot = [ aPE O on] and (0P = [ AR O[], (33)

glem(B{Ax}) gﬁ;w Xtot)

it stems from equation (21) that

E
(O)un = /0 dEyor Parn (Eor) (O3 Frer (Opehypah 5= Frer (34)

QtOT(Etor) QpOl (E - Etor)
QM’N(E)

The latter equation means that the full microcanonical measure <>,y can be de-
duced from the knowledge of the partial measures <>%"" and <>fé}f}§. As N — oo, the
limit measure can be expected to be dominated by one of the partial measures, provided
that the limit measures <>%"F <>FhE _ defined accordingly to equation (22) behave
as predicted by equations (27) and (28).

with PM,N(Etor) = (35)

If for example one considers an observable O that is bounded independently from N
, then its microcanonical average can be estimated from equation (34) as

pol,E— EM

<O>M — <Otor>tor,EK <Op0l> (36)

Thermodynamically stated, this means that the non-helical statistical equilibria can
be interpreted as thermal equilibria between the toroidal and the poloidal fields. It is
therefore relevant to first study separately the toroidal and the poloidal problem separately
from one another. This is what we do in the next three sections.

14
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3.2 Statistical mechanics of the toroidal field

It is possible to estimate the toroidal entropies S (FE,{Ax}) for very specific values of
the energy using standard statistical mechanics counting methods. We first present those.
Then, we show that those specific cases are retrieved with a more general calculation
involving the theory of large deviations.

3.2.1 Traditional counting

The contribution to the toroidal energy of a toroidal spin oy, € Gk placed at a radial
2 l | 2

r o
distance y = ) from the center of the cylinder is NISO

. Clearly, the energy is extremal

when the o7 are fully segregated in K stripes, parallel to the z axis, each of width wy =

R:,—R})A 1
( ‘””2 |D[m> L0 (—) The minimum (resp. maximum) of energy Epi, (resp. Emax)

N

is obtained when the levels of o7 are sorted increasingly (resp. decreasingly) from the
internal cylinder. The number of toroidal configurations that corresponds to each one of
those extremal energy states is therefore at most of order N. Using definition (25) and
equation (27) , one therefore finds S™" (Epin, {Ar}) = S (Enax, {Ar}) = 0.

Further assuming that S (E, { A }) is sufficiently regular on the interval [Eyin; Frax]
, the latter result implies that there exists an energy value E* € [FEyin; Emax| for which
the entropy S*"(E,{A}) is maximal. The value of S*"(E*, {A;}) can be estimated by
counting the total number of toroidal configurations — regardless of their toroidal energies
3. Indeed,

NQ! Bmax Emax NQStor E{A
W:/ dEgggr(E,{Ak}):/ AE N*SE(ELAD), (37)
k=1 k- Ermin Emin
here Nj — - Ay
where N, = ———.
D]

Then, taking the limit N — oo, using Stirling formula for the L.h.s and estimating the
r.h.s with the method of steepest descent, we obtain

Str(B* {AL}) = — i ﬁ log ﬂ (38)
D]~ [D|

k=1

This value corresponds to the levels of o7 being completely intertwined.

3.2.2 Large deviation approach

We can work out the entropy for any value of the energy by using the more modern
framework of large deviation theory.

For a given N, let us consider the set of random toroidal configurations that can be
obtained by randomly and independently assigning on each node of the lattice a level of oy,
drawn from a uniform distribution over the discrete set & x. There are KV * such different
configurations. Among those, there exist some that are such that Vk € [1; K] Ax[ony] = A
together with £"[oy] = E. The number of those configurations is precisely what we

3We here tacitly work in the case where the o2 are all distinct —otherwise we need to group the levels
with the same value of o2.

15
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have defined as Q" (F,{Ax}). Can we estimate Q" (E,{Ax}) for N > 1?7 The answer
is provided by a large deviation theorem called Sanov theorem — see for example [Ellis,
1984, Cover et al., 1994, Touchette, 2009] for material about this particular theorem and
the theory of large deviations.

Through a coarse-graining, we define the local probability py (x) that a toroidal spin
takes the value o, in an infinitesimal area dx around a point (x). With respect to the
ensemble of configurations, the functions (pi, ..., px) define a toroidal macrostate, which
satisfies the local normalization constraint:

Vx €D, pp(x) =1 (39)
k=1

We denote Q™" the set of all the toroidal macrostates — the set of all p = (py, ..., )
verifying (39). From Sanov theorem, we can compute the number of configurations cor-
responding to the macrostate p = (p1, ..., px). This number is equivalent for large N to
the exponential of N? times the macrostate entropy

Sl =~ . dx Zpk )log py (x) (40)

The toroidal areas Ay, occupied by each toroidal patch oy, as well as the toroidal energy
constraint, can be expressed as linear constraints on the toroidal macrostates:

Vk € [1; K] Ag[p) / dx pr (x) and &, [p] /dx Zpk (41)

where &, [p] and Ai[p] are the energy and areas of a macrostate p = (p1,...,pr). As
the log of the entropy is proportional to the number of configurations, the most probable
toroidal macrostate will maximize the macrostate entropy (40) with the constraints Vk €
[1; K], Axlp] = Ay and &, [p] = E. Moreover, using Laplace method of steepest descent,
we can conclude that in the limit of large N, the total entropy is equal to the entropy of
the most probable macrostate. Therefore,

SN (B, {A)) = Jim_ s o O (B, {Ax)) (42)
- gggw{St“[p] | Vk € [1; K] Axlp] = Ay and E,[p] = B} (43)

The optimization problem which appears in the r.h.s. of equation (43) can be stan-
dardly solved with the help of Lagrange multipliers «y and (3, to respectively enforce
the constraints on the areas Aj and on the energy E. The critical points p~¥ of the
macrostate entropy for the constraints £ and Aj can then be written as

. 1 .
pk,E (x) = 7 ) exp{ay, — B } with Z* ( Z exp{ay — ﬁ } (44)
ay, and By, are such that

dlog Z* (x) B dlog Z* (x)
/ dox T8 = A and /D dx S = B (45)
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Note that if we don’t enforce the energy constraint in (43), it is easily checked that

the maximum value of the macrostate entropy is S [p*] = — K, | | log — | D| obtained

A
for the macrostate p defined by p; (x) = —. This shows the consistency of our cal-

k
D)
culation since the latter macrostate can also be found by setting S, = 0 in (45). A
vanishing (3, corresponds to the energy constraint E = E*, so that S (E*, {A;}) =

A A
— i ﬁ log ﬁa and equation (38) is retrieved. The value of E* can be computed
A ou
from (41) and (15) s 5 = 1L, 7% g Mo,

Equation (45) can also be used to numerically estimate the toroidal entropy for

abitrary values of E. Such an estimation is shown on Figure 3 for the specific case where
D
K =2, = {0,1}, and A = A, = 12]

0 B 1
E= (E E??L)l’7l)/(E7t‘V(l)(’7,I - E;(z)zrn)

Figure 3: Numerical estimation of the toroidal entropy for K=2 | &, = {0,1} and Ay =
A = %. The height of the domain is 2h = 1, its outer radius is Ry = V2 and its
inner radius is R, = 0.14 ,0.63 or 1. Insets show typical toroidal fields (o (x))!"¥ for
R;, = 0.14. They correspond to £ = 0.1, £ = 0.5, and E = 0.9 from left to right. The

grayscale ranks from 0 (white pixels) to 1 (black pixels).

Finally, the microcanonical toroidal moments can be deduced from the critical dis-
tribution p*¥ that achieves the maximum macrostate entropy. Those moments read

(o (x)P)lorE Zp (x) of. (46)

In the thermodynamic limit, the microcanical measure <>%"F= limy_,., <>4%" ¥ behaves
as a product measure, so that equation (46) completely describes the toroidal micocanon-
ical measure.

3.3 Statistical mechanics of the poloidal field

The statistical mechanics for the poloidal field is slightly more subtle than for the toroidal
field. It requires two steps: first use a large deviation theorem to compute <>, then let
the cutoff M go to oco.
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3.3.1 Computation of the M-dependent partial measures <>7" ol E

The poloidal energy constraint cannot be exactly expressed as a constraint on the poloidal
macrostates. We however argue that Sanov therorem can still be applied because the
poloidal degrees of freedom interact through long range interactions, which gives the
poloidal problem a mean-field behavior.

We consider the set of random poloidal configurations that can be obtained by randomly
and independently assigning on each node of the lattice a random value of £ from the
uniform distribution over the interval [— M, M]. We then define through a coarse graining
the local probability pas (€, x) that a poloidal spin takes a value between ¢ and £ + d¢ in
an infinitesimal area dx around a point (x). With respect to the ensemble of poloidal
configurations, the distributions pys = {pa(§, -) fec|-m;nm) define a poloidal macrostate.
Each poloidal macrostate satisfies the local normalization constraint :

M
Vx €D, Mdpr (&, x)=1. (47)

We denote QP the sets of all the poloidal macrostates — the set of all pys verifying (47).
The number of configurations corresponding to the macrostate pj; is then the exponential
of N? times the poloidal macrostate entropy

SpOl[pM |D\/dx/ dépar (&, )logPM (€,x). (48)

The constraint on the total circulation X;,; can be expressed as a linear constraint on the
poloidal macrostates

Kl = [ ax [ dcepu (6%, (49)

The subtle point arises when dealing with the constraint on the poloidal energy.
The energy of a poloidal macrostate is defined as

] = 5 [ dxu(x) [ dcem €., (50)
with v (x) = [ dx'Glx,x)(€ ())RE (51)

G(x,x’) being the Green function of the operator —A, with vanishing boundary condi-
tions on the walls and periodic boundary conditions along the vertical direction. The
energy E[¢n]| of a poloidal configuration (9) is therefore not exactly the energy of the
corresponding macrostate (50). In order to deal with this situation, one needs to make
the coarse-graining procedure more explicit. Dividing the N x N lattices into N, x N,
contiguous blocks each composed of n? = | N/N,|? spins, and taking the limit N — oo at
fixed IVp, and then letting N, — oo , one obtains

el = el +o (5. 52)

Np—o0

We see that in the continuous limit, the energy of most of the configurations concen-
trates close to the energy of the macrostate pys ( see [Ellis et al., 2000, Potters et al.,
2013] for a more precise discussion in the context of the 2D Euler equations). This is a
consequence of the poloidal degrees of freedom mutually interacting through long range
interactions. We can therefore enforce the constraint on the configuration energy as a
macrostate constraint.
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Following the argumentation yielding to (43) in the toroidal case, we conclude that
in the limit of large IV, the total poloidal entropy is equal to the poloidal entropy of the
most probable poloidal macrostate which satisfies the constraints. Therefore,

SPOZ(EaXtot) = sup {SpOl[p] | ')(tot[pM] = Xtot and gpol[pM] = E} (53)

pymEQPO

The critical distributions pj, (£, x) of the poloidal macrostate entropy can be written in

terms of two Lagrange multipliers ﬁ;z[) and hM) | respectively related to the constraints
on the poloidal energy and on the poloidal circulation as

(M)
o (€, %) mexp{ (h(M) Bpol w( )) e,

with Z%, (x / d¢ exp{ (h(M) Bl w x )) MeY. (54)
The Lagrange multipliers A(*) and ﬂé%) are defined through
. 0log Z3, (x) alogZM( )
Xtot = /D dx W / dx . (55)

aﬁ pol

The moments of the one-point poloidal distribution can now be estimated from equa-
tion (54) as

M oPlog Z73; (x)

Yp € NI = | deph (6%) € = = 50

Taking p = 1 in equation (56) and using equation (51) yield the M-dependent self-
consistent mean-field equation

(56)

dlog Z3; (x)

Sran = —A. (57)

We now need to let M — oo to describe the microcanonical poloidal measure. A word
of caution may be necessary at this point. For finite M, it is possible to estimate the
poloidal energy in terms of a macrostate energy as the correcting term in Equation (52)
goes to zero when N goes to oco. However, the correcting term depends on M, which
we now want to let go to co. Therefore, there might be a subtle issue in justifying the
rigorous and uniform decay of the fluctuations of the stream function to zero in the limit
M — oo. In order to make the theory analytically tractable, we will suppose that that
such is the case.

3.3.2 M — co: Computation of the partial limit measures <>P°\F

We suppose in this section that the energy is non zero. Otherwise 1» = 0 and the equilib-
rium state is trivial.

Scaling for the Lagrange multipliers.
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In order for Equation (55) to be satisfied whatever the value of M, the Lagrange
multipliers need to be M-dependent. At leading order, the only possible choice is that

1
51%) and h™) both scale as ik when M goes to oo.

The scaling is crucial to derive the microcanonical equilibria — whether or not helical.
Let us briefly detail its origin. It seems reasonable to assume that 3™ and A™) can be
developed in powers of M, when M — oco. Let v be a yet non-prescribed parameter, and
let us define h* and 8* as :

g = lim M73%) and h* = Jim MR, (58)

M —00
h* and §* are the first non-vanishing terms in the asymptotic development of h and 3
respectively. They can be interpreted as “reduced” or “renormalized” Lagrange Multipli-
ers, associated to the poloidal circulation constraint and the energy constraint respectively.

We now consider a fluid element in the vicinity of a point (xo) where the quantity
fi=h— % *1) (Xp) is non zero — this point exists otherwise the stream function ¢ would
be constant over the domain D and the poloidal energy would be zero. ¥ being continuous
in the limit N — oo, we may assume ¢ (xg) > 0 on a small volume of fluid |dxo| centered
around (xg). To leading order in M, this small volume of fluid contributes to the poloidal

energy as

M (xo) |dxo| [ dEgefsM ™™
2 S5, dgefsmTiE

0log Z3, (Xo)
CESE

E (o) |dxo| = — |dxol = (59)

If v+ 1 >0, then F(xq)|dxe| — oo, and the divergence is exponential when v > 1.

M7 +24) (%)

Therefore, v+ 1 < 0. It stems that E (x¢) |dxo] o D o |dxo|, so that it is
—00

finite and non zero only when v = —2.

Therefore, the correct definition of the reduced Lagrange multipliers, in the case where
the poloidal energy is non-vanishing is

lim M) = p* < 400, and Jim M?BM) = g% < 4o, (60)

M—o0

Mean-field equation and infinite temperature

To describe the microcanonical poloidal measure, we use the scaling (60) and let
M — oo in Equations (54) and (56). This yields

€60y = -0 L It wp > 1, g 07)] = oo, 1)

The limit mean-field equation stems from Equation (61) combined with Equation (57).
It reads
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The latter equation is very reminiscent of the equation that describes the low energy
equilibria or the strong mixing limit of the 2D Euler equations (see e.g. [Chavanis and
Sommeria, 1998, Bouchet and Venaille, 2011]). Standard techniques can be used to solve
it. Its solutions are thoroughly determined in Appendix A, following a methodology
detailed in [Chavanis and Sommeria, 1996]. We qualitatively describe those below.

The differential operator —A, is a positive definite operator. We denote by ¢ and
ki the eigenfunctions and corresponding eigenvalues of —A,, such that [, dx ¢ # 0. We
denote ¢}, and &}, the eigenfunctions and corresponding eigenvalues such that [, dx ¢}, =
0. As shown in Appendix A, three kinds of situations can be encountered for a solution
1 of Equation (62).

o If —/3*/6 is not one of the eigenvalue r3;,, equation (62) has a unique solution
»(p*, h*), which is non-zero if h* is non zero. If h* # 0, each ¥ (f*, h*) can be
expressed as a sum of contributions on the modes ¢; only. This family of solution
is continuous for values of —/3* /6 between two eigenvalues x2,, and diverge for —3*/6

2 . . . . * o /72
close to k;. In particular, it is continuous for —3*/6 = k};.

o If p* = —6/£§€2()l0, v is the superposition of the eigenmode ¢} , with the solution
from the continuum at temperature g* = —6/{;20 l,- In this case, ¥ is named a

“mixed solution”.

o If 5* = —6/&%010, 1 is proportional to an eigenmode ¢y, -
Entropy and phase diagram.

All of the solutions described above are critical points for the macrostate entropy.
For given E and X, we selected among those critical points those that have the correct
E and X;,;. If more than one solution exist, we select the ones that do indeed maximize
the macrostate entropy. The computation of the entropy and the selection of the most
probable states is carried out explicitly in Appendix C.

The type of solutions for which the macrostate entropy is maximal depends on the
2

quantity ﬁ There exist two threshold values T < T, for this quantity, whose values

are here not important but can be found in Appendix C. The value T_ depends on the
geometry of the domain. It is close to T, for thin cylinders (h > R) and close to 0 (but
not 0) for wide cylinders (h < R). We recall that 2, is the minimal eigenvalue of the
operator —A,. We denote x> the minimal eigenvalue associated to the eigenfunctions ¢/,
so that k' = k{, for wide cylinders and ' = &/, for thin cylinders.

Then:

2

tot

e For > T, there is only one set of values (5*,h*) such that the critical points

»(p*, h*) satisfy the constraints on the energy and on the circulation. This is a
solution from the continuum with 3* strictly greater than —6x2,. This unique
2

X
critical point is the entropy maximum. When ﬁ > T, the typical poloidal field

2
tot

is uniform. As — T, the typical poloidal field gets organized into a single

large-scale vertical jet.
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2

ﬁ € [T_;T,], the entropy is maximized for a solution from the continuum.
X2

The value of h* and (* are not uniquely determined by the value zf and the

X2
selected solution is the one that corresponds to |5*] < 6k'. As ﬁ — T+, the

e For

vertical jet gets thinner.

2

e For ﬁ < T_, the entropy is maximized by a mixed solution, associated to the
2

eigenvalue x/. As =%

— 0, the vertical jet gets transformed into a dipolar flow.

The dipoles are vertical for wide cylinders and horizontal for thin cylinders.
Those results and the equilibrium poloidal fields (£ (x))P°! are summarized on the phase
diagram shown on Figure 4. Note, that the entropy of the equilibrium state is

. e |
Sulpi¥) = log2M + (B ~ "X +0 (1) (63)

1
2|D| M2 M?

where for each value of the energy and of the poloidal circulation, the corresponding values
of f* and h* are the ones described above.

3.4 Statistical mechanics of the simplified problem

As explained in Paragraph 3.1.3, we will now couple the toroidal and the poloidal
degrees of freedom in order to solve the non-helical problem and describe the non-helical
axi-symmetric measure. The total entropy is then

Sur(E) = sup{ S} (E — Eyor) + 5" (o)}, (64)

tor

where E},, is the toroidal energy, E'— E,,,. the poloidal one. Recall that the toroidal entropy
St is depicted in Figure 3, and the poloidal entropy is given by Equation (63). The
extrema condition leads to the equality of the poloidal and toroidal inverse temperatures

pol _ 8S§;Z(EP0l7Xt0t)
M 8Epol

aStOT(Etom {Ak}

__ ntor —
B B aEtor

) Weno (65)
{Ar}

Xtot

The fundamental remark is that in the limit M — oo, the number of poloidal degrees of
freedom scales with M. Hence, the inverse poloidal temperature is equal to zero whenever
the poloidal energy is non zero — see Equation (63) — and use that 5* — oo for E,,; — 0.
When the inverse poloidal temperature is zero, so is the inverse toroidal temperature.
This prescribes that the toroidal energy reaches its extremal value E* — see Figure 3. We
are therefore left with two alternatives:

o [/ < F* then E,; =0 and E,, = E.

e /> F* then E,, = E — E* and £, = E™*.

The phase diagram corresponding to the non-helical problem is then quite simple,
although also quite “extreme”. It is shown on Figure 5, and we can describe the two kinds
of equilibria it exhibits.
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Figure 4: Left : Minus the poloidal entropy M?D,; = 2|D| M?*(log2M — Sy) as a
function of the circulation X;,; and of the poloidal energy E. The entropy was numerically
estimated for a domain with height 2 = 1, outer radius R, = /2 and inner radius

R,ut = 0.63 (up) and Ry, = 0.14 (down) . X, is rescaled by a factor ¢; = 4/ % and the

2
entropy by a factor ¢, = (%) so that the value of T); is 1. Right: The corresponding

poloidal phase diagrams. The typical poloidal fields (¢ (x))?°F are shown E = 1 and
various values of X;,;. Those fields are renormalized by a factor supp ‘(5 (x))Pol-E ‘ so that
the colormap ranks from -1 (blue) to 1 (red). With our choice of units the blue parabola
has equation X?, = 2E. The red parabola separates the solutions from the continuum
from the mixed solutions (see text and Appendix C for details).

For small energies, (e.g E < Ef ), there is a large scale organization of the toroidal
flow. In this region, the microcanonical temperature S, * is positive. The smaller E is,
the smaller the toroidal temperature is and the less the toroidal energy fluctuates. As for
the poloidal flow, it is vanishing. In the case where X, is non-zero, the limit £,,; — 0
exists but yields a singular distribution for the poloidal field, since it corresponds to a
typical poloidal field having a non-zero momentum while having a vanishing energy.

For high energies, (e.g E > Ej ), the equilibria describe toroidal fields that are
uniform, the levels of Gk being completely intertwined. The poloidal fields have infinite
fluctuations. This is a consequence of the microcanonical temperature being infinite.

1
When the poloidal energy is small, typically E,,; < §Xt20t, the typical poloidal field is

uniform over the domain. For larger poloidal energies, the typical poloidal field gets

1
organized into a single vertical jet (Epy =~ §Xt20t) or a large-scale dipole (E,, > §Xt20t).
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Figure 5: Phase diagram for the non-helical problem.

4 Statistical mechanics of the full problem

We now consider the full problem, in which the constraints induced by the presence
of the Helical Casimirs are no longer ignored. The construction explicitly carried out
in the simplified non-helical case is easily extended to the general case. A long but
straightforward calculation needs to be done to describe the limit microcanonical measure,
by letting N — oo and M — oo subsequently. In the present section, we shall not describe
the calculation in full details, but rather put an emphasis on the main theoretical results.
Quite surprisingly, we find out that the energy phase diagram described in the non-helical
case is also relevant for the helical case. In particular, in the high-energy regime, we
find out that the correlations play no role in the large scale organization of both fields.
This is quite a striking result which is due to the temperature being infinite whenever
the poloidal energy is non vanishing. As a result, the correlations average themselves out
at every point of the domain, so that the coarse-grained equilibria only depend on the
poloidal circulation and on the total energy. Some mathematical developments related to
the full problem are presented in the next three subsections. The axi-symmetric equilibria
are described in (4.4).

4.1 Construction of the (helical) axi-symmetric microcanonical
measure

Unlike in the previously described non-helical toy problem of Section 3 , the poloidal
and the toroidal fields are now coupled not only trough their respective energies, but
also through the K partial circulations {X;}. In this case, there is no obvious need to
separate the configuration space into a toroidal space and a poloidal space. We therefore
cut through this step and directly define the space of bounded Beltrami-spin configurations
Gun(E,{Ar},{Xk}) together with the phase space volume Qus n(E, {Ax}, {Xk}) as

Gun(E, { A}, {Xk}) = {(UNvgN) € (&g x [-M; M])m | E(on,én) =E
and Vk € [1; K], Ai[on] = Ax and Xy [on,En] = Xk},

“+o00
and Qv (B, { A} {Xe}) = Y 11 /Oo dEN,ij (0w £x)eGarn (B (AL} {X0) -

UNGG%Q (,9)el;N]2 "

(66)
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A straightforward extension of Equations (19) and (21) is used to define the micro-
canonical weight dPys n of a configuration C = (on,én) € Gun(E, {Ar}, {Xk}), together
with the M, N-dependent microcanonical averages <>); y. The microcanonical averages
<>y and <> are then defined by letting successively N — oo and M — oo, accordingly
to Equation (22).

4.2 Estimate of <>,

To describe the limit N — oo, the central object that we need to investigate is
the asymptotic estimate of the phase space volume Qy n(E, {Ar}, {Xi}). As in the toy
problem, we can use a large deviation analysis to relate it to a macrostate entropy.

Randomly and independently assigning on each node of the lattice a random value of
¢ from the uniform distribution over the interval [—M; M| together with a random value
of o, drawn from the uniform distribution over Gy, we then define through a coarse-
graining procedure the local probability py s (€, x) that a Beltrami spin takes a toroidal
value o}, together with a poloidal value between £ and £ + d€ in an infinitesimal area

dx around a point (x). The distributions pr = {pr,m (&, )} repx) define a poloidal
ge[-M;M)
macrostate, whose entire set we denote as @. The macrostates satisfy the local normal-

ization constraint :

vx €D, 2/ A€ s (€:%) = (67)

The macrostate entropy is given by

M
Sm[pum] ]D\ / dX 1/_Mdfpk,M (&,x)logpn (€,x)/ (68)

The constraints on the Conﬁguratlons of Beltrami spins can be mapped to constraints
on the macrostates through :

Ailpm] = /dX/ d€ pear (§,%), Xilpum] = /dX/ d€ Eproar (€,%),
(69)
and E[pu] = /dxz/ aé { k+¢< ) Ebpar (6:%)

The total entropy is then given by the entropy of the most probable poloidal macrostate
which satisfies the constraints. Therefore,

S(E, { A} {Xi}) = sup {Smlpul | VE € [1; KT Ak[par] = Ag,

Xk[pM] = Xk and S[pM] = E} .

(70)

The critical distributions p}, (£, %) of the optimization problem (70) can be written using
2K + 1 Lagrange multipliers as

1 (M) 52 (M)
Pk (fax) = W() eXP{al(cM) - 54—?;k + (hl(cM) - ﬁTdJ(X)> f}, -
with 23, ( / d¢ exp{a - 4y02 (h,(CM) - B(M)g (X)> M¢},
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(M) hl(c]\/[) B(M)

where the Lagrange multipliers o, are determined through

810gZM (ﬂogZM X)
A= | ax ErROEE X = [ ax ,
81 Zh (%) (72)
__ 7708 2 (X)
and £ = /D dx 950D
From (72), we can compute the one-point moments as
K M
(0" ()1 = Z / AL pian (€x) and (€ (O = 3 [ A (€x). (73
In particular, the stream function solves
K Olog 73, (x)
A (x) = —(§(X))m = — Z 8/1—(% (74)
k=1 ke
Finally, note that the average one-point helicities read :
K M
(0 () EENw =3 [ dEEonpi (&%), (75)
k=1""

4.3 Estimate of <>, and mean-field closure equation

In order to obtain a microcanonical limit M — oo from Equations (73) and (74), one has
to find the correct scaling for the Lagrange multipliers, as derived in the purely poloidal
case. We need to consider two cases, depending on whether or not the poloidal energy
E,q is vanishing .

The case E,; # 0. With an argument similar to the one previously exposed in Section
3.3.2, we find out that the correct microcanonical scaling for the Lagrange multipliers is

ay = A}iz)nooMOa,(cM), hy = J&@MM%,QMK and §* = lim Mg, (76)

Using those latter scalings to take the limit M — oo in Equations (74) and (73), one
obtains

Vp 2 1{0” (x)) = o}, (77)
together with (¢ (x)) = —%w( )+ %h_z, and Vp > 2 [(€P (x))]| = +oo, (78)

where for any {Op}i<p<k, Oy is defined by O = Z ]D| Oy. The closure equation is

similar to Equation (62) obtained for the non—helical toy poloidal problem. It reads :

B 1
Ay = —1p — =h}.
v="c0- 30 (79)
The one-point helicities are obtained from Equation (75). They read
Ukhz
(o (x) € (x)) = == + (0 (x)){€ (x)). (80)

Hence, the toroidal and the poloidal fields remain correlated in the limit M — oc.
The first term of the r.h.s can be interpreted as an extra small-scale contribution to the
total helicity.
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Now, the distributions p}, are critical points of the macrostate entropy (68) but do
not necessarily maximize it. We still need to determine which values of hf and 8* actually
solve the optimization problem (73), at least for the case under consideration here, that
is to say for large values of M. It turns out, that the asymptotic expansions of the critical
values of the macrostate entropy read

KA, Ay 1

Sulpy] = log2M — log —4+———

3 (Xp X 1
+2M2<A—k_ |D|> +O<W>'
Some technical details about the derivation can be found in Appendix B.2. The crucial
observation here is that Equation (81) compares with the non-helical poloidal macrostate
entropy given by Equation (63). We conclude that the selection of the most probable
poloidal state only depends on the value of E,; and X;,. In other words, given a value

of F,, and X4, the most probable macrostates are the same in the non-helical problem
as in the full helical problem, whatever the specific values of the X, are.

(ﬁ* pol — h—thot)
(81)

The case E,,; = 0. In this case, the stream function 1 is necessarily vanishing. The
correct scaling for the Lagrange multipliers is then :

. M N . M :
ap = 1\/}1l>noo Moc)z,(C )7 hy = A}l_{nm MQh,(g ), and [* = A}l_{noo MO (82)
For the toroidal field, such a scaling yields :

SE ofesiro

p
<U (X)> Zszl eag_ﬂo—iﬂly . (83)
For the poloidal field, it yields
K * ,af —fo2 /4y
(€ (x)) = S TN e () = too forp > 1. (84)

- * 2 9
3 Zszl e —Boi /4y

Just like in the toroidal problem which was treated in the non-helical case described in
Section 3.2, the Lagrange multipliers o and S* are then uniquely determined by inverting
the system made of the K + 1 equations

Sics (op /Ay)es—F ok
o D ZkK—l eak_ﬁ*gz/4y

)

A, ok~ B2 /4y (85)
and—:/ — forall 1 <k < K.
D]~ Jp oK e o/
, , . . « o Xi|D|
It is not difficult to check that the reduced Lagrange multipliers i} satisfy h} = 3 T
k

Therefore, in the case where the poloidal energy is vanishing, the helical correlations
do not affect the typical toroidal states: the toroidal equilibria are exactly those described
in Section 3.2 and depicted in a simplified two-level case on Figure 3. The poloidal field
is however “enslaved” to the toroidal field. It does not contribute to the total energy.
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4.4 Phase diagram of the full problem

In the last section, we have obtained that in the case where the poloidal energy is
non-vanishing that the toroidal levels o) are completely mixed — Equation (77). As a
consequence, Fy,. = E*. We thus deduce the same alternative as in the reduced problem:

o If £ > E} | then £, = E}, and E,, = E — E},

tor» tor tor-

o If < E}

tor

then £, = F and E,; = 0.

Akak lo Rout
2|D| " R,
helical case. Therefore, the phase diagram describing the splitting of the total kinetic
energy between the toroidal and the poloidal degrees of freedom is exactly the same as
the one described in the simplified problem of Section 3. It is therefore shown on Figure
5. It displays a high energy (E > E*) and a low energy regime (F < E*). In each of
those energy regime, the axi-symmetric equilibria are very much akin to the non-helical
equilibria described in Section 3.4, with just a small alteration for the typical poloidal
field in the low energy regime. To make this result stand more clearly, we summarize
below the characteristics of both regimes.

E'*

tor

is computed from Equation (77) as B, = Y& | just as in the non-

In the low energy regime (F < E*), the typical fields are characterized through

K * o —Bo? /4y
Y e

YK | eai—hoi/y

SK | geat -6t/
<U (X)> o Zf:l ea%*ﬁo’i/ﬁly

and ¥ = 0.

, (E(X)) = (),

(86)

The Lagrange multipliers are determined through Equation (85). The poloidal fluc-
tuations are infinite. Qualitatively, the flow (poloidal and toroidal) is stratified along
the radial direction. In the limit of a very low energy (E = E") the toroidal patches
are completely segregated, and sorted by increasing toroidal values from the inner to the

outer wall. When the energy gets close to Ej ., it becomes uniform — see Figure 3.

In the high energy regime (E > E*), the typical fields are characterized through

B B* K Ak
1= S i (€00 =~ Gee0 33
7

B* 1 K .
with A, = 0 (x -5 Z Ay

The Lagrange multipliers 5* and h} can be completely determined — see Appendix
B.2. The poloidal energy is prescribed as E,, = £ — Ef,.. Qualitatively, the toroidal
field is uniform. This corresponds to the toroidal patches being completely intertwined,
regardless of their position in the domain D. The poloidal field exhibits infinitely large
fluctuations around a large scale organization. The latter is completely prescribed by the
values of the poloidal energy and of the poloidal circulation and does not depend on the
specific choice of the partial poloidal circulations Xj.

For prescribed values of the constraints, the entropy of the full problem as given by
Equation (81) matches the non-helical poloidal entropy (63) up to some constants terms.
Therefore, the large scale organization of the poloidal field is exactly the one depicted on
Figure 4.
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4.5 Further Comments
4.5.1 Stationarity and formal stability of the equilibria

We can observe that the axi-symmetric statistical equilibria described in the previous
Section 4.4 describe average fields which are stationary states of the Euler axi-symmetric
equations (3). In the low energy regime, this is due to the stream function 1) being van-
ishing and to the typical toroidal field being a function of the radial coordinate only. In
the high energy regime, this is due to the typical toroidal field being constant, and to the
poloidal field being a function of the stream function 1. Note that this is in itself a result,
and not an input of the theory.

Besides, we can also note that not only are those typical fields stationary, they are also
formally stable with respect to any axi-symmetric perturbation. For infinite dimensional
systems, formal stability is a pre-requisite for non-linear stability [Holm et al., 1985].
In the case of axi-symmetric flows, a sufficient criterion for formal stability based on
the general Energy-Casimir method can be found in [Szeri and Holmes, 1988, Eq 3.15].
With the notation at use in the present paper, and with an “e” subscript to denote an
axi-symmetric stationary solution, this criterion reads

2
age d'(/}e n O¢ 8?/ . 1 d¢e > 0.
do.do, 2y?0c. —A7! \do,

(83)

The notation 1/(—A;') can be liberally replaced by any 1/k? with x? either one of the
eigenvalue of —A_ !, which are real and non-negative — see Appendix A. As noticed by
Szeri and Holmes, “the inequality cannot be expected to hold in general, for the simple
reason that the eigenvalues of the operator [1/A;!] have no upper bound”. However,

the criterion is fulfilled for the very limited set of equilibria obtained from our statistical

mechanics approach. In the low energy regime, only the term @ %y

2y? 0(o)
It is however positive, as the stratification causes the values of () to increase from the
inner to the outer cylinder. Hence the criterion is fulfilled. In the high energy regime,
every term involved in Equation (88) vanishes. Therefore, the stability criterion is also —

trivially — fulfilled.

is non-vanishing.

4.5.2 Link to previous work

The axi-symmetric equilibria (87) and (87) which we obtained in the present paper sub-
stantially differ from the ones described in previous works about the statistical mechanics
of axi-symmetric swirling flows. We can note that an attempt to bound the poloidal
fluctuations with an extraneous cutoff can be found in [Leprovost et al., 2006, Appendix
E]. In this appendix, a set of canonical equilibria are derived and the authors assume
that a physical interpretation can be given to the extraneous cutoff. Those canonical
equilibria are however “dramatic” : they depend exponentially on the extraneous cutoff.
The authors note that the average fields which are described by this statistical mechanics
approach are not steady solutions of the axi-symmetric Euler equations.

For this reason, [Leprovost et al., 2006, Naso et al., 2010a] rather prefer to work out the
statistical mechanics of the axi-symmetric Euler equations by analogy with the 2D Euler
equations, setingthe poloidal fluctuations 0, and considering a toroidal mixing subject to
a “robust” set of three constraints, namely the energy, the helicity and the toroidal mo-
mentum. In [Naso et al., 2010a, Eq (36-37)], it is found that the typical fields correspond
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to large scale Beltrami flows, such that (o (x)) = Bt (x) and (£ (x)) = B{o)/2y + C,
where B and C' are related to the Lagrange multipliers associated to the constraints of
energy, helicity and angular momentum. From a physical point of view, and as far as
the axi-symmetric Euler equations are concerned, those equilibria have in a sense two
“drawbacks” : i) they predict a multi-stability of solutions and do not predict the emer-
gence of large scale structure as maximal entropy structures and ii) they predict that the
average fields are steady states of the FEuler axi-symmetric equations, yet of an unstable
kind. More explicitly, for the Beltrami flows just described, the presence of a large scale

helicity creates a dependence between the typical toroidal field and the stream function.
2

This makes the term | — | in the criterion (88) be non vanishing and hereby prevents
o

the steady states from being stable.

In our statistical approach, both of the issues have been fixed, although their outcome
was not a priori known. The main ideas were to consider infinitely large poloidal fluctu-
ations, and to work exclusively in the microcanonical ensemble so as to find out a good
scaling for the Lagrange multipliers at stake. Besides, we managed to take into account
all the invariants. The price to pay is that the equilibria that we get within our approach
are in a sense more extreme and more limited than the ones previously found. They are
however more natural.

5 Discussion

Some additional technical comments.

It was not obvious from the beginning that the construction of microcanonical mea-
sures @ la Robert-Miller-Sommeria for the axi-symmetric Euler equations could be carried
out extensively, nor that it would yield non trivial insights to understand the physics of
axi-symmetric flows. What can be considered as the key point here is the accurate renor-
malization of the inverse temperature and associated Lagrange multipliers with respect to
the phase space volume. This allowed us to build an asymptotic limit consistent with the
physical constraints and prevented us from encountering an avatar of the Jeans paradox.
The renormalization was not carried out in the previous works concerning axi-symmetric
equilibria. Here, it is crucial in order to take into account the invariants related to the
poloidal degrees of freedom that live in an infinite phase space.

Other choices could have been made to renormalize the phase space. Instead of a cut-
off M, it is also possible to make the divergent integrals converge by integrating over the
v dependent measures e"’def — rather than over the M dependent measures 1_jz,27d§
— . This is tantamount to restricting the set of macrostates on which the suprema of the
entropy are taken, to those whose poloidal fluctuations are bounded. To work out the
microcanonical limit, one then needs to introduce some v-dependent Lagrange multipliers
BY =vpB*, h¥ = vh* and let v — 0 subsequently. The limit measures obtained with the
latter renormalization are completely consistent with the ones we described in this paper.
They are also in a sense more general as they allow to retrieve the previously found Bel-
trami states by considering the other limit v — 0.

Note also that in order to carry out our analysis, we have restricted ourselves to
the case where the inner cylinder has a non-vanishing radius R;,, so that we worked

30



hal-00829488, version 3 - 16 Nov 2013

4.2. STATISTICAL MECHANICS OF THE AXISYMMETRIC EULER EQUATIONS. 115

in the framework of a “Tayor-Couette geometry”. It is yet not so clear how to extend
the analysis to the limit case R;, — 0, which can be thought of as a “von Kéarméan
geometry”. The problem comes from the blow up of the equilibrium toroidal energy
Apo? R
E;m" = Zszl hk .

]
20| *® R,

if we simply let R;, — 0. *

Physical insights about axi-symmetric turbulence

The physics described by the micrononical measure is interesting. Let us first com-
ment about the role of the invariants. We may have built a measure by taking into account
every kind of inviscid invariant of the axi-symmetric Euler equations, it turns out that
most of the physics comes from a reduced set of invariants, namely the energy, the toroidal
Casimirs and the total circulation. In particular, our result shows that the helicity — which
relates to the correlation between the toroidal and the poloidal degrees of freedom — plays
no role in the description of large scale structure at the level of the macrostates when
the energy is high enough. This is consistent with the traditional picture of a downward
helicity cascade in 3D turbulence. This may also explain why previous attempts to find
axi-symmetric equilibria by neglecting the fluctuations of the poloidal field while keeping
a constraint on the helicity would only lead to unstable equilibria, likely to be destabilized
by small-scaled perturbations.

The axi-symmetric equilibria are very different from those obtained in the 2D case.
In the low temperature, low energy regime, the large scale stripes come from the inter-
action of the toroidal degrees of freedom with the position field — the interaction being
inhomogeneous and invariant with respect to vertical translations. As for the infinite
temperature, high energy regime, the Toroidal Casimirs play no role in it. The linear
relationship between the poloidal field and the stream function may be seen as the axi-
symmetric analogue of the low energy limit of the sinh-Poisson relation in 2D turbulence.
Yet, the infinite fluctuations related to the poloidal field may be heuristically interpreted
as a very 3D turbulent feature and may be related to the tendency of vortices to leak
towards the smallest scales available in 3D turbulence. Therefore, neither regimes have
strict analogues in 2D.

Some perspectives.

Extensions to closely related flows. Let us mention the close analogy between
axi-symmetric flows and other flows of geophysical and astrophysical interests such as two-
dimensional stratified flows in the Boussinesq approximation (Boussinesq flows) [Szeri and
Holmes, 1988, Abarbanel et al., 1986] and two-dimensional magnetohydrodynamics (2D
MHD). In the former case, it almost suffices to replace the word “poloidal” by the word
“vorticity” and the word “toroidal” by the word “density ” in the present paper to obtain
mutatis mutandi a statistical theory for ideal Boussinesq flows. The case of 2D MHD

4One naive way to cope with this issue and obtain a specific class of equilibria for the von Karman
2

Tk
Rout

geometry is to renormalize each toroidal level a,% in 6k as a,ﬁ — Another possibility is to

log

in
impose a local smoothing condition near the center of the cylinder that could be enforced at the level
of the macrostates. It would suffice for instance to prescribe < o (x) > = O(r€) with e being non
T—

negative in order to avoid a blow up of the equilibrium toroidal energy. A third alternative is to rule out
the existence of infinite temperature states in this geometry.
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is slightly more subtle. The Casimir invariants of ideal 2D MHD are similar to the axi-
symmetric Casimir invariants but the energies slightly differ. It would therefore be very
interesting to generalize the method described in the present paper to the 2D MHD case,
which is more documented than the axi-symmetric case, and for which inviscid statistical
theories have recently been reinvestigated [Weichman, 2012].

Are microcanical measures relevant for real turbulence 7 It is finally tempt-
ing to ask whether some of the axi-symmetric equilibrium features can be recognized
in real turbulent experiments. Examples of a turbulent flows likely to be modeled by
the axi-symmetric Navier-Stokes are von Karmén turbulence [Herbert et al., 2012, Saint-
Michel et al., 2013] or Taylor-Couette turbulence [Smith and Townsend, 1982, Dong, 2007].
There however exist many caveats concerning a thorough investigation of the link between
axi-symmetric ideal measures and turbulent experiments, examples of which include re-
quirements on a “separation of scales”, the relevance of fragile invariants in the presence
of forcing and dissipation, the intrinsic “3Dness” of a turbulent experiment. We therefore
postpone the discussion to a forthcoming paper.
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A Solutions of the mean-field equation

We show here how to solve the closure equations (62) and (79) in terms of the eigen-
modes of the operator A*, for fields that are 2h-periodic along the z direction and are
vanishing on both the inner and the outer cylinders. Recall that those equations both

read g h* )
Ay = ~¢ — — with A, 2y82z + Oyy- (89)

A.1 Explicit computation of the eigenmodes of the operator A*

The eigenmodes of A, are solutions to the eigenvalue problem A, ¢,, = —k2¢,, — with the
prescribed boundary conditions. Let ¢, be such an eigenmode. We can Fourier decompose

tkrz
¢ and write ¢k (y, 2 Z Jr(y) exp

h
iff each one of the functlons fr satisfies

1)+ ( - ’i) fily) =0,

2 2

2h%ky

. ¢k is a solution to the eigenvalue probleme

(90)

or equivalently f;'(7) + (1 ) fi(@) = 0 putting § = sy and fr(7) = fu(y).

The latter equation is known as a “Coulomb Wave equation” [Abramowitz and Stegun,
1965].

If k =0, then fo(y) = Asink(y—"Yin) + Beosk (y—Yin). fo(Yin) = 0 gives
I

Y:)ut - Y;n
éo is an eigenmode of A*| such that A,y = —kdPe. The

B =0. fo(You) = 0 gives K = kg = For each value of [ > 0, we write

sin [kor (y — Yin)] .

¢0l =
h(Yout - Y;n)

Yout

2h
dy / dz? = 1.
0

normalization factor is chosen so that /

If k #0, fu(@) = C1Fy (i, §) + CoGo (mk, §) where Fy and Gy are respectively the
k2m?

. . . . . N Ah?k
The non trivial solutions are determined using the vanishing boundary condition for ¢ on
the walls. For each value of k, the horizontal eigen modes correspond to the values ki

for wich the quantity
k.? 2 k2 2

W(fi) == kQ 2 k’2 2 iS Vanlshlng (91)
Fy (m7 ﬁYout) Go (m; HYout)

regular and singular Coulomb Wave functions associated to the parameter 7, =

krz
Each mode £y, is therefore related to two eigenmodes qﬁkl = A exp (:l:z*) fr(kry),

Yout 2h

such that A, ¢y = —n%lgbkl. The normalization factor is taken such as to enforce / dy
1.
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The Fourier decomposition of ¢ can now be rewritten as ¢x (y,2) = > audu(y, z).
kl€Z
Two modes corresponding to two different eigenvalues are orthogonal for the scalar prod-
uct (flg) = / dydzfg. Hence, ¢ is a solution of A*p = —k?pg iff there exists (k,1)
D

such that k3, = k2.

As an illustration, a numerical estimation for different domain shapes of the first eigen-
values of A* together with their corresponding eigenmode is provided on Figure 6.

SR

z/, %/
0

0 =067 2 4 6 8
2}L(Yout - )/;',77)71/2

Figure 6: Numerical estimation of the first eigenvalues of A* as functions of the domain

. . . . . - R . .
size. The eigenvalues x are adimensionnalised and & = W The estimation was
T\ Yout — ¥y

made with a fixed height 2k = 1 and fixed outer radius R,,; = V2. The inserted pictures
represent maps of the corresponding eigenmodes.

A.2 Types of solutions for equation (89).

Let 1 be a solution of equation (89) and let us decompose ¥ as 1) = mebkl. Then
kL

necessarily,
*

vk ez (it 5 ) = 8 aion (92

Let us note that the only modes with a non vanishing integral over the domain, —
namely such that (1|¢x;) # 0 — are the modes obtained for £ = 0 and [ odd. To describe the
solutions of equation (92) we now need to consider the three following different cases. We
hereby follow an existing terminology, as found for example in [Chavanis and Sommeria,
1996, Naso et al., 2010a].

i) Continuum solutions. If V(k,1), 3* # —6k},, then necessarily

Wl 1) g = e R (93)
3 (Hzl + ?)
In this case, 1) can be written as
h* 1 h* 1
Y= £l > Lklﬁ)*(bkz =3 > ng*%z (94)
Kyl (K%l + E) lodd (Hgl_i_ F)
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For any odd value of [, this family of solution is continuous for values of —/3*/6
between two eigenvalues x3;, and k3, , and diverge for —3*/6 close to £§,. In particular,
it is continuous for values of —3*/6 = k2, such that (1|¢y,) = 0.

ii) Mixed solutions and eigenmodes. Otherwise there exists (ko,ly) such that §* =
h*(1
—6kj ;- Then necessarily V(k, 1) # (ko,lo) pr = (] w)

2 2\’
3 (K/kl - Hozo)

ii.a) Mixed Solutions. If (1|¢x,,) =0, — e.g if ko # 0 or Iy is even —, then 1) can be

h* 1
written as ¥ = Prgi, Orolo + = %qﬁm. The coefficient py,;, can take any value.

2
3 lodd (’fol — Rkolo
1 can be seen as a superposition of a solution from the continuum with the eigenmode
Droly, and we therefore call these solutions “mixed solutions”

ii.b) Odd eigenmodes. Otherwise, (1|¢g,,) # 0 — e.g ko = 0 and [ is odd. Equa-
tion (92) considered for (k,1) = (0,ly) implies h* = 0. In this case v is proportionnal to
the odd eigenmode ¢y, namely ¢ = Ay, .

B Explicit derivation of the macrostate entropies

We hereafter show how to derive the expressions (63) and (81), which correspond to the
critical macrostate poloidal entropy of the simplified problem, and the critical macrostate
entropy of the full problem in the high energy regime.

B.1 Deriving the non-helical poloidal critical macrostate en-
tropies.

Recall that the critical distributions pj\’f related to the non-helical poloidal problem are
described by Equations (54) and (55). Recall that their macrostate entropy reads —
Equation (48) — :

1 M
St =~y [ dx [ A6 (€ ) logpi (6%
1 M
=~ o [ denit €0 (00 - 500 B0 ) ¢ o a1 — 10w i ()

| 1 .
= IOgM — W (h(M)XtOt - /B(ZVI)E) + @ /Dlog ZM (X) .

M
The last equality is obtained using / dépif (€,x) = 1 on one hand, and remem-
-M

bering that

M *, B _ M 7/1 *, o
dx dépy (€,x) = Xy and [ dx d¢ =¢&pyy (§,x) = E on the other hand.
D -M D -M 2

The asymptotic development of log Z}, (x) for large M now yields
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log 73, (x) e log{2 +/ dSQMQ < - ﬁ*@)Q +o0 (%)}

1 X 1
e R

Therefore,

* 1 * * 1
/Ddx log Z3, (x) e |D|log2 + e (WXt — B*E) + 0 <W> . (96)

From Equation (95) and Equation (96), we finally obtain (63).

B.2 Deriving the (helical) critical macrostate entropies in the
high energy regime.

For the full problem in the case of a non-vanishing poloidal energy, recall that the critical
distributions p}, are given by Equation (72) and the scaling of the Lagrange multipliers
by Equation (82). In addition to the reduced Lagrange multipliers defined in (82), we
also define af = limy; o MQ(a,gM) — ).

It is useful to express the Lagrange multipliers A} and oy in terms of the constraints.
It is easily obtained from Equation (69) and Equation (72) that

exp g, Aht BA, /
Ay =Dl g d X, = _ d 97
‘ | ‘ 2521 exp Qg an k 3 6 |D| D Xw (X) ) ( )
from which it follows that ay, = log - ]D\ — up to an unphysical constant that can be
Xiot  Xg 1 ,—
bsorbed in th tition function — and =0t — 2k~ (hx — p*).
absorbed in the partition function — an ]D\ N 3( ¥ k)

The critical points of the macrostate entropy then read

Sulpi = |D| 51 Jo @ 3 [ A€rine 630 ogis (€
2
-5 /de / depigu (630 {alt” - 00 5k (99
- (h,&”” - 6<M>@) § —log M —log 7, <x)}

K 1
=logM — — (Z a™ AL+ 3 M X, - 5<M>E> + / log Z3; (x). (99)
D] Pt D[ Jo

The last equality is obtained using / d&pyy (5 ,x) = 1 on one hand, and using

Equation (69) to compute Ay, Xi, and E on the other hand. The asymptotic development
of Zy, (x) for large M then yields

7 (x) = 2Zeak{1+ [ ﬁ*%-i-%(flz—ﬁ*@)Q +0<%>}. (100)
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Hence,
/ dx log Z3, (x) = |D|log2+ — ¢ |D|af — B*E}, + ! i hp X —EE
> g 2\ Moo g M2 k tor T 5 ] Kk Ty Hpol

“o(35)

. (101)

From (101) and (99), we finally obtain

Ak X 1
* = ] 2M — *Eoe X — ), (102

k=1

and equivalently the expression (81).

C Maximizers of the macrostate entropy for the non-
helical poloidal problem.

The constraints £ and X, being prescribed, we want to determine the values of h* and
£* which minimize the poloidal macrostate entropy (48). We start from Equation (63).
We want to determine which among the critical distributions achieve the maximum of the
macrostate entropy, when M is large. In the next paragraphs, we will rather work with
the reduced “neg-entropy” D(f*, h*), whose minima are the maxima of the macrostate
entropy :

D(p*, ") = lim {~2M?|D|S{7'[p}] +log2M} = (WX — °E). (103
It is convenient to define some auxiliary functions :

f(Z) _ z <1|¢OZ)2/{01 and F = f2

foan (K —2) 7 f/
[ is defined on R — {K§y 1), € N}. F is defined continuously over R by taking F (o) =
(1|¢o)?K2, = 167/ |D| for every odd value of I. Those functions are sketched on Figure 7.

We can now relate h* and 5* to ' and X, for each kind of solutions, in terms of f and
F

(104)

For a continuum solution,

* h*? _ A% _ A%
Xior = ~f< ﬁ) 2E:?f’< g),andeot:2E]:( 65) (105)
For a mixed solution,
h* 2 2 2 h*2 / 2 2 2
Xi = = f (K2) s 2B = posysido, + 5/ (Wi, and X2, < 2EF (k7). (106)

For an odd eigenmode,
Xt20t = QEOH(Q)I(](1|¢OIO)2 = 2EO’F ("i(Q)lo) N (107)

It is clear from Figure 7 and Equations (105), (106) and (107) that we need to make
2 2 2

X
, and QtEOt < F(rd).

~—

X
a distinction between the cases ﬁ > F(kd), 22’; = F(k3,
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0 -Rp2-Ko1 0 Kol Ko2\Ko3 Ko4 Kos Ko -Ro2-Ko1 (0 Kol K02 Ko3 Koa Kos Koo

K K> ko2 K

Figure 7: F and f as functions of k. The minimum value x* for which both F and f are
zero is greater than k..

X?
Case 2;; > F(k3)

In this case, the Lagrange multipliers (h*, 5*) are uniquely determined from the con-
straints. They describe a solution from the continuum, which is therefore the maximal
entropy solution. From a practical point of view, there is a one to one correspondance

2
tot

between the value of §* and the value of — see Figure 7. We can therefore write

X2
without ambiguity 8* = —6F ! (ﬁ)

X2, . X2,
O * * — % . O >
If 55 < F(0) , then f* < 0 and we define k(5*) = /—p*/6. Otherwise, 5p 2
F(0), and g* > 0. We then define x(5*) = —/*/6. In both cases, x(5*) < ko1 and the

3X 3X
other Lagrange multiplier is uniquely determined as h* = ot Lot

f(=B7/6)  f(3/Ik])

X2
Case 2? < F(K3))

This case seems at first sight more intricated. First, there exist an infinite number

of solutions from the continuum for which the constraints are satisfied. Indeed, for any
odd value of [, there exist two values for the inverse temperature /—/3*/6 in the interval
[koi; [Koi+2] — denoted by « and £" on Figure 7. Second, there can exist an eigenvalue £,
associated to an eigenmode ¢y, with (1|¢k,,) = 0 such that F(k,) > X2,/2E. In this
case, there also exists a mixed solution associated to the eigenvalue s ;, for which the
constraints are satisfied.

The situation is however easily settled because the following result holds true. It is a

non-trivial but fairly standard result [Chavanis and Sommeria, 1996].

Result C.1 Between two solutions that satisfy the same constraints, the one associated
with the lower value of |B*| has the lower reduced neg-entropy — and hence achieves the
higher macrostate entropy.

From the latter result, we deduce that if x.;, denotes the smallest eigenvalue whose
associated eigenfunction has a vanishing mean on the domain, then
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2

X
o if F(rZ;) < % < F(k3,), the selected solution is the solution from the contin-
uum with inverse temperature —63* = % < k2. and h* = 3X,,;/f(k?) uniquely

determined from (105).

2
o if ﬁ < F(x%,,), the selected solution is the mixed solution, with inverse tem-

2
min

perature satisfying —68* = x2,,, and h* = 3X,,;/ f(x2;,) uniquely determined from

(106).

What remains to show is that (C.1) actually holds true. This is what the next two
paragraphs are devoted to.

Maxima of the macrostate entropy achieved by the continuum solutions. Let
us first focus on the continuum solutions. Those solutions are uniquely determined by

the value of the inverse temperature 5*. Indeed, from Equation (105), and given a value
2

X
p* such that F (—5*/6) = 2—?, then h* is uniquely determined as h* = 3X,,/f(—/5*/6).
Defining x(8*) = y/—/*/6, we can write the reduced neg-entropy of such a continuum
solution as

3X?2
DO (k(B*) = 6K(8*)*E + —— ot __. 108
(8(5)) = OR(3VE + s (108)
Let us now define 2
k= min{x’ | F (/{'2) = ﬁ : (109)
It is clear from Figure 7 that x € [ko1; £*[ where £* is the first zero of F.
Then, k also achieves the minimal value of the reduced entropy (108), namely
D (k) = min{D* (&) | F (k%) = Xfot}. (110)
2F
;XTQ
To see this, let £” > & be such that F(x"*) = F(r?) = ﬁ
o If f(k"*) > 0, then
<0
<0
©) (©) (1 > o2 2 1 1
D (K})—D (K) ) :6E (K/ — K )+3Xt0t W—W <O (111)

e Otherwise, let x = sup{x|x < #” and F(x?) = F(k"*)}. Then f(x'*) > 0 (see
Figure 7), and

n2 2
DOK) — DOK') < 6B(x” — 1) + 3X30t% <. (112)

The first inequality of equation (112) is obtained by using Tayor inequality at first
order and by noticing that (1/f)" = —1/F, while the second inequality stems froms
the fact that X2, = 2EF(x'*) = 2EF(k"*). Therefore,

DY (k) — D(x") = DY(k) — D(x') + D(x') — D(K") < 0. (113)
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Maxima of the macrostate entropy for continuum and mixed solutions. Let
us now determine whether mixed solutions can achieve a higher macrostate entropy than
solutions from the continuum for the same prescribed contraints. Consider for instance
a mixed solution associated to the eigenvalue k§ = £ ,,. Equation (106) tells that this

solution exists provided X2, < 2EF(x3). Let us suppose this is the case. For this solution,

3X4o
the Lagrange multipliers are then uniquely determined as * = —6x2, and h* = 1 t;).
K
The corresponding reduced neg-entropy reads
X2
D™ (ko) = 6K2E 4 31 (114)

f(R3)
We know from the previous paragraph, that the minimum of D (k') is achieved for

some K € [Ko1; k| which is uniquely determined. We therefore need to compare D (k)
and D™ (k).

o If ko > K4, then inequalities similar to the inequalities (111) and (112) yield
D©(k) < D)(kg), so that the continuum solution f has a lower reduced neg-
entropy and hence a higher macrostate entropy than the mixed solution.

e Otherwise, we need to have kg < k < k* in order for both solutions to exist. Then,

2 _ 2
m) c 2 2 2 K- — Ky
D™ (r0) — D) (k) < 6E (k3 — %) + 3thm <0, (115)
and the mixed solution has a lower reduced neg-entropy than any solution from the
continuum that correspond to the same values of E and X;..

Similar inequalities show that when two mixed solutions can coexist, it is the one
associated with the lower value of x that also achieves the higher macrostate entropy.
This concludes the proof of (C.1).

X2
tot 2
Case Yo F(k§)
On this parabola, the only solutions that can exist are mixed solutions and pure odd
mode solutions. For the odd eigenmodes, h* = 0, the reduced entropy simply reads
D (ky) = 6Ek2,. Tt is then clear, that the eigenmode with the lowest value of D is
the gravest mode Ko;.
One can also notice that D (kg +¢) = D (kg;). We can then extend by continuity
e—

2

Inequality (115), so that if there also exists a mixed solution on the parabola —'% =

2F

F(k?)), it is the gravest odd mode that solves the extremization problem.

Conclusion

We can now conclude the discussion. Recall that k., denotes the smallest eigenvalue
with vanishing mean on the domain. Note that x, is lower than the first zero of F (see
Figure 7).

e For X2, > 2EF(r?,), the selected solution is a continuum solution, with £ < kg
uniquely determined by E and X;..

e For X7, = 2EF(k3,), the selected solution is the gravest eigenmode r3;.

Oi
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o For 2EF (k%) > X2, > 2EF(k2;,), the selected solution is the one from the con-
tinuum associated to the value 2, < k% < x*2.

o For 2EF(k2,,) > X2, the selected solution is the mixed solution associated to the

eigenvalue x2,, .
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4.3 Addendum : a brief description of the two-dimensional in-
viscid equilibria from the Robert-Miller-Sommeria perspec-
tive.

For thoroughness, a brief and pedagogic description of the two-dimensional Euler in-
viscid equilibria from the Robert-Miller-Sommeria could be insightful. This description
provides the opportunity to add a few words about microstates and macrostates, and
make the discretization process alluded to in equation (P52) more precise and more vi-
sual. It is largely inspired from the original papers of Miller [Miller, 1990, Miller et al.,
1992] and the more recent and pedagogical description of [Potters et al., 2013].

Inviscid Invariants in physical space. For simplicity, let us consider a two-dimensional
rectangular domain D, with size (L, L,). We assume no-slip boundary conditions. We
work with cartesian coordinates r = (z, z). The Casimir invariants in the two-dimensional
case are then well known : any function of the vorticity field integrated over the domain
D is conserved by the dynamics. Those invariants are akin to the toroidal Casimirs de-
scribed in the axisymmetric case. In the special case where only a finite number of vor-
ticity levels, say wi, .., wg account for the initial vorticity distribution, the inviscid con-
servation of the Casimir invariants for two-dimensional flows is equivalent to the con-

—w,+ As for the two-dimensional

. 1
servation of each one of the K areas A; = ) Jpdrl g
kinetic energy, which the inviscid dynamics also preserves, it can be written in terms of

the Green-function G associated to the two-dimensional Laplacian —A as

£lw] = % /D dr /D dr'eo(r)G(r, 1 )w(r'). 47)

Away from the boundary, G(r,r’) « log |r — 1|/ Ry, with Ry a prescribed length.

Discretization and microcanonical ensemble. To build a microcanonical measure, we
proceed exactly as described in paragraph §2.3 of the paper. We discretize the physical
domain D onto a N x N lattice, with mesh L, /N and L,/Nalong the = and z direction,
and consider a discretization of the vorticity field wy = wy ;; over the lattice. We then
define the discrete areas A;, and the energy £ as

D D
Ag[wn] = |N2| > luy=w, and Elwy] = 2’N4 Yo wniwng Gijirg-

(i-)€[;N]? (i:4)€[L;N]?

(i) €[1:N]?
(4.8)
Gijij is a discretized version of G(r,r’). For prescribed values of the areas and the
energy, a N-dependent microcanonical measure is then easily built. It is defined as the
uniform measure over the (finite) set of lattice configurations wy, such that (i) the number
of lattice sites occupied by each vorticity level wy, is exactly Ny = N?Ag /D, and (ii) the
discretized energy £[wy| takes a value between E and E + AE . The number of such
configurations defines a microcanonical “volume”, Qn(E,{A}). The microcanonical
measure is then defined by taking the large N — oo limit of the N-dependent micro-
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canonical averages, as described in equation (P22) — but without the need to introduce
a cutoff M. To describe this limit, we basically need to estimate the large /N limit of the
microcanonical volume Qx (E, { Ax}).

Coarse-graining and macrostates. How do we estimate Qx(E, {Ax}) ? One way to
answer this is to straightforwardly generalize equations (P43), (P52) and (P53). Let us,
however try to be more pedagogic and do some elementary counting. As explained in
the paper, a fundamental concept to estimate wy is the concept of macrostate distribution,
which is defined through a coarse-graining procedure. Let us make the coarse-graining
process explicit. It is obtained by grouping together assemblies of contiguous n x n lat-
tice sites into N blocks, so that n x N, = N ®). The process is made visually explicit on
Figure 4.4.

Let us write rp the central position of a given block B. Each one of the block B is made
of n? lattice sites. We now uniformly randomly and independently assign one of the K
vorticity value w;... wg to each one of the N 2 lattice site, and write nﬁ the number of
lattice sites belonging to the block B on which the vorticity is equal to wx. The K em-
pirical frequencies (n{’/n?, ...,nf/n*) define an empirical probability distribution pf y.
for the block B. The collection of those N7 probability distribution define an empirical
macrostate p, n,. It is “visually” clear, that if we let n — oo at fixed N, and subsequently
let N}, — 00, one can define a local probability py(r)dr that the vorticity takes value wy, in
an infinitesimal area dr around the position r , anywhere on the domain. The collection
of those local probability functions (p;...px) defines one —continous— macrostate p — see
Figure 4.4.

Entropy of a macrostate. For each block B, the number of microscopic configurations
that corresponds to an empirical probability distribution pZ . = (nf /n?,...,n%/n?) is
2)

given by the ratio Hence, the number of microscopic configurations which

HK nB1 ’

. k:1 k ) . . . .

share a same prescribed empirical macrostate p,, y, is then simply
2

Ny 2)

ﬁNb H n=!

_— (4.9)
B=1 Hk 1”3'

We take the logarithm of this number and divide it by N? = NZn? to define the
entropy Sy, n,[p] of the empirical macrostate p,, n, : ®)

B
n
Sn. i P) = 75 logtian NbQ BZMZI K log £ (4.10)

We then define the entropy S|[p| of a macrostate p as S[p] = limn;, 00 limy 00 Sp, N, [P)-

Taking the limit n — oo (with IV, kept fixed) allows us to liberally substitute the ratios 7”%(

@Without loss of generality, and to avoid blocks composed of solitary cells, we can restrict ourselves to
the case where both N, n and N, are powers, and only consider say dyadic or triadic discrete lattices.

®)The empirical macrostate entropy can be alternatively thought of as an “entropy per spin”. This explains
why the definition involves a factor 1/N2.
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by the distributions px (rg). The limit N, is carried out by replacing the (2D) Riemann
1 2
sum N7 Zgb:l by the integral |D|~! [, dr.

The computation of those two limits yields the following expression

1 K
Slbl =~y , 3o e palr)log () @11

that we interpret as the entropy of a macrostate. We have therefore pedagogically justified
the use of equation (P40).

Lz
X X X
ry r Ty
™0 X X X [
ry rs Tg
- X X X
ry ry r3
B=1 E .
0
0 L,
T
@N,=3,n=9 (b) N, = 3, “n — 00” (c) “Ny — 00”, “n — 00”

Figure 4.4: An illustration of the coarse-graining procedure, for the case where the vorticity value
can only take two values, say -1 (¢) and +1 (e). We can illustrate some notations with
figure (a) . It contains N? = 9 boxes, labelled from B = 1 to B = 9, whose central
positions r; are indicated. If we count the number of blue and green dots in the box
B =1, one finds n; = 7and n! = 2. We therefore compute p} 5 = (7/9,2/9).

Energy and areas of a macrostate. We define the area and the energy of a macrostate p
accordingly to equations (P41) and (P50) :

1 1 X
Ayl = 7 [Ldrm). and €lp] =5 [ drut) 3 wune) "

K
where 1/1(1'):/Ddr’G(r,r’)Zpk(r’)wk.
k=1

As noticed in (P52), while the areas associated to a corresponding a microscopic configu-
ration and the areas associated to a macrostate do coincide, such is not exactly the case for

b
of this claim can be found in the last paragraph of the section.

the energy but we can show that £[wy]| = E[p] + O ]\12> . A rather technical justification

Most probable macrostate. From these two observations, we can now estimate the
phase space volume Qy (E, {Ax}). The latter is dominated by the microscopic configu-
rations whose corresponding macrostate achieves the highest macrostate entropy under
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the constraints of prescribed macrostate energy and macrostates areas, namely

% log QN E, {Ar} = sgp {S[p]|€[p] = E and Vk Ag[p] = A} . (4.13)

The critical points of the macrostate entropy are reached by the macrostates p* such
that

K
pri(r) = Z(r) texp {—gwwk + ak} , with Z(r)= Z exp {—gwwk + ak} ,
k=1

_ OlogZ _ Olog 2
= a5 and A, = Doy

(4.14)

The mean-field equation is more complicated than its axisymmetric counterpart. It reads

Sh ) wk exp {—§¢wk + Oék}

_AY = (W) = (4.15)

S iy exp {_§¢Wk + Oék}

This differential equation has been studied quite extensively since the initial work of
Miller and Robert and Sommeria, [Miller, 1990, Robert and Sommeria, 1991, Miller et al.,
1992]. Its solutions are highly non-trivial. The low-energy limit (1) — 0), also known as
a strong mixing limit, was considered for instance in [Chavanis and Sommeria, 1996]. In
this limit, the equation becomes linear. J is then prescribed by the value of the smallest
eigenvalue of minus the Laplacian the domain. If the latter eigenvalue is non-degenerate,
the typical state is then a large scale jet. When considering higher energies, or when ad-
ditional invariants such as the momentum or the total circulation are not zero non triv-
ial thermodynamic transitions towards jets or dipolar flows can occur. Such transitions
have been investigated both theoretically [Chavanis and Sommeria, 1996, Chavanis and
Sommeria, 1998, Bouchet and Barre, 2005] and numerically [Whitaker and Turkington,
1994, Turkington and Whitaker, 1996, Potters et al., 2013].

A technical justification that Ejwy]| = E[p] + O (&)2) .
Proof: We start from the expression of the microscopic energy as given by equation (4.8).
Let us write Jpp’ a discretization of the Laplacian over the N, x N, lattice obtained by
considering the central positions rp of each box B. Let us first relabel each site of the
lattice, as (B, 1, j) where the two coordinates (i, j) from 1 to n and the label B of the box
the lattice belongs to run from 1 to NZ. The value of the vorticity field at position (B, 1, 5)

is now written w¥ | ;- The discretization of the Green function on the microscopic lattice
: . 0 ’
is now written as G277,

as

.. It is just a change of labels to recast the microscopic energy (4.8)

D /
(B,BNElLN? (ig)€[1im]?
(".5")elL;n]?
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Let us first identify the energy of the empirical macrostate energy as

D) 1
g[pn7Nb — 2N4 Z BB Z CL)NZJWN,LIJ/ (4.].7)
B;éB’ 7,8’ ,7’

The coefficients i, j, i, j' run from 1 to N; B and B’ run from 1 to N?. Upon taking the
two limits n — oo and N, — oo subsequently, glibly identifying the sums n=2 ", g Wi Y
with the coarse grained field (w(rp)) = S i, pr(r)wi, and generously substituting the

Riemann sum N, * 3" +p by the integral -—— E Jp2 drdr’, one can remark that the empir-

|D
ical macrostate energy gives the correct macrostate energy (4.12).

Let us now show how to bound the quantity A, n, = E[wn] — E[pn,n,]- We compute
Ay N, as

D IDI B BB
’VLNb_ ZTL4 Z Gl_]lj/wNZJ NLJ’+ Z Z wNz]wNz {Gl_]lj -G }

1,53 ,5' B#B’ i,,1",5"

@ @
(4.18)

D|su g w2 1
The term (D) can be bounded as |D)| < D pk;]E]lg’lK]] add >B Y i g |G| T

1
Ny is chosen to be large enough, we can bound — >~ ., ,|GET,/| by a term of the kind

fDE drdr’|Gy ,|. The latter integration runs over a disk D, whose radius can be chosen
as small as wanted, provided that NV, is large enough. Switching to polar coordinates,
one observes that the integral converges. Hence, the first term is at most of order 1/N?.
Assuming the discrete Green functions to depend only on the distances between the grid
lattice sites, and upon using a triangular inequality, one can bound @) in a similar way.
We conclude, that |A,, n,| < Asupycp. gy lwkl?/N;, as was claimed. @ [ ]

@The present justification implies that one should rather replace the term O(N, ?) by a term O(M?N, ?)
add a M? term in equation (P52). This doesn’t change much, though, as in the ax1symmetr1c case, the hm1t
M — oo is taken only after the mean field arguments are advocated.



Chapter 5

Magnetohydro and axisymmetric
Monte Carlo dynamics.

In the present chapter, a Microcanonical “Creutz” Monte-Carlo algorithm is devised and
used, which highlights the axisymmetric equilibria described in the previous chapter,
and allows for further comments on the limit // — oo of infinitely fluctuating poloidal
fields. The discussion is then extended to two-dimensional magneto-hydro fluids. From
a lattice-model point of view, the magneto-hydro equilibria are more complicated than
the axisymmetric equilibria as they involve an interplay between a long-range Energy
(the kinetic energy) and a short-range one (the magnetic energy). A simplified two-level
“MHD Ising model” is used to illustrate this interplay, and discuss the properties of the
relevant statistical magneto-hydro equilibria from a completely microcanonical
perspective. The equilibrium regimes which we find are consistent with those
previously obtained in [Jordan and Turkington, 1997] and [Weichman, 2012].
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5.1 Introduction.

Issues. It is not so clear whether the axisymmetric microcanonical measures which we
described in the previous chapter can account for “real life” dynamics. Numerical simu-
lations of ideal fluids typically only conserve quadratic invariants ; real flows are rarely
axisymmetric and even more rarely ideal. From this perspective, both axisymmetric
flows and their associated microcanonical measures involving all the axisymmetric ideal
invariants seem to be at best purely conceptual issues. We can however reverse the issue
and consider specific dynamics built in to be described by axisymmetric micronanonical
measures. Examples of such dynamics can be provided by random Metropolis-Creutz
flows — defined below. The use of such random flows will allow us to check the accuracy
of the theoretical construction of the previous chapter and get more practical. Such ran-
dom dynamics were recently used to sample numerically the microcanonical measures
of inviscid two-dimensional flows [Potters et al., 2013].

Another pending question of Chapter 4 was whether our construction of axisymme-
tric measures could be extended to the less confidential case of two-dimensional magneto-
fluids. If no cross-helicity is included, the generalization is straightforward. In the gen-
eral case, it is not so clear. Metropolis flows will allow us to comment on the similarities
and differences between the axisymmetric and the magneto-hydro equilibrium regimes
from a purely microcanonical point of view.

Layout. The chapter is organized as follows. First, we intuitively describe the Creutz
algorithm. The description is illustrated by results from Monte-Carlo simulations of the
well-known Ising model. We then use the Creutz algorithm to sample the microcanonical
ensembles of a two-level “Axisymmetric Ising model”, which allows us to highlight the
axisymmetric microcanonical equilibrium regimes. Finally, we use the Creutz algorithm
to investigate the properties of a helical two-level “ MHD Ising Model”, and discuss
the statistical equilibria of two-dimensional ideal magneto-fluids from a microcanonical
perspective.

5.2 The Creutz algorithm explained on an Ising Model.

In this section, I explain what the Creutz algorithm consists of, and illustrate its use with
the landmark example of the two-dimensional (2D) Ising-model. I explain how the al-
gorithm can be used to sample microcanonical measures, and estimate quantities such
as microcanonical averages, microcanonical temperatures and so on. I illustrate the de-
scription with microcanonical Monte-Carlo simulations of the (2D) Ising-model using a
Glauber dynamics. I compare those to standard canonical simulations of the 2D Ising
model.
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5.2.1 The Ising Model.

Description. “Ising-model” is almost a common noun in contemporary condensed-
matter physics. However, to set some ideas, and also set some notations, let me first
briefly describe the model.In its most simple, bidimensional, square-lattice version, the
Ising model describes an assembly of N? “spins”, dispatched on a regular N x N square
lattice. Each lattice site contains a spin o, whose value is either —1 or +1. Each one
of the 2V spin configurations o, has an energy & [on] = =X (i) Oi0j- The latter sum
runs over the 2N? lattice edges, so that only nearest neighboring spins directly interact
with each other. In order to have a more hydrodynamical vision of the energy, we will

rather normalize the energy of a configuration as E[on] = 1 — oN? > i) 0i0j - The en-
ergy now runs from 0 to 2. With this definition, £[o x| can naturally be interpreted as an
energy per site, but it can also be interpreted as a discrete hydrodynamical energy in a
domain D = [0; 1]?, akin for instance to the two-dimensional kinetic energy described by
Equation (4.8) in the previous chapter.

Ensembles. Let us write Gy the set of all 2V lattice configurations — regardless of their
energies —, and assign a probability weight to each one of the oN? configurations in Gy.
Specific choices for the weighting yield different statistical ensembles.

The canonical ensemble corresponds to the choice

e~ BN?E[on]

pnglon) = Zn ()

with Zy(8) = > e #NEonl (5.1)

oNEGN
The microcanonical ensemble corresponds to the choice

1
—— fE<E&[ony]| < E+0F
pN,E(O'N) = QN(E) [ N] . (52)

0 otherwise

Qn(E) is here simply the number of lattice configurations whose energies lie between
E and E + §E. Microcanonical and canonical averages () .z and () g of observables
Ol[on] are then defined using the standard definitions of statistical mechanics [Khinchin,
1949, Tolman, 1938] as

(O)ve= D, Olonlpye(on). and (O)ng= > Olonlpns(on). (5.3)

oNEGN oN€EGN

Much work has been devoted to give exact expressions for those averages since On-
sager’s incidental remark at a 1948 conference at Cornell university that the mean magne-
tization per site had an exact expression [Montroll et al., 1963]. It is now well known, that
in the canonical ensemble, the 2D square Ising model is exactly soluble [Baxter, 1982, Mus-
sardo, 2010]. In the microcanonical ensemble, fewer analytical results exist, but the phase
diagram of the Ising model is pretty much understood [Kastner, 2002]. Here, we want to
compute those averages numerically.
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5.2.2 Canonical Monte-Carlo sampling : the Metropolis algorithm.

Markov Chains. An other informal survey performed at the coffee room of the SPH-
YNX laboratory gives rise to another Pavlovian answer concerning canonical sampling :
“So, you want to estimate canonical averages on your laptop, huh ? Well, this is some-
thing you learn at school ! You should use Markov Chains. And Monte Carlo methods.
And check for the Metropolis algorithm,” an anonymous SPHYNX head scientist would
typically reply. Once again, the answer makes it clear. Canonical sampling is pretty con-
ventional. It involves the use of Markov Chain Monte-Carlo (MCMC) methods. The
basic idea is to implement a biased random walk in the space of configurations Gy, say
Co — C1 — C2 — ...C; — ... @ trough a Markov Chain, whose stationary probability ex-
ists, is unique and precisely matches the canonical measure we want to sample. Canoni-
cal averages are then estimated by replacing the sum 3°, ;. O[on]pn s(on) by a more

1 .

manageable quantity of the kind — >t O[Ci] , where nj is the number of iterations of
it

the Markov Chain.

Metropolis algorithms. To find such a Markov chain, it suffices to choose some transi-
tion probabilities P (C; — C;;1) which (i) make the Markov Chain irreducible ® and (ii)
satisfy the detailed balance condition :

pna(C)P (Ci = Civ1) = PN g(Cita) P (Civ1 — Ci) . (54)

Condition (ii) ensures the canonical distribution to be a stationary measure for the
Markov Chain. Condition (i) ensures that it is the only one (see for instance [Landau and
Binder, 2009] and references therein or [Wikipedia, 2013b]). Numerical implementations
of such Markov Chains are now called Metropolis algorithms, an early implementation
of which can be found in [Metropolis et al., 1953]. Algorithm 5.1 is a standard Metropolis
algorithm that can be used to sample the canonical ensemble of an Ising model at positive
temperature 1//.

@Here, “C;” denotes a configuration in Gn
®)This means that for any configurations C and C’ the probability to obtain C’ if you iterate the Markov
Chain from C sufficiently long is non zero
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Algorithm 5.1 (Metropolis dynamics for the Ising model)

(2) Whilei < ny

- Else

(iv) i+—i+1

(1) (i) Pick any configuration Cyp in Gy .

(ii) Initializei < 0

(i) Pick a random configurationC’ € Gy.
(i) Compute 0FE = E[C'] — E[C,].
(iﬁ) - If6F < 0, then Cit1 C’

- Pick a random number 1 uniformly between 0 and 1.
- - If’l? < efNQ'B(;E, then Ci+1 — Cl

- Else Ci+1 — Cz

To fully specify the algorithm, it remains to choose how we pick at random the new
configuration C’ in step 2.i. A basic and simple choice is to consider so called “Glauber
moves” [Landau and Binder, 2009]. The new configuration C’ is then obtained from con-
figuration C; by picking at random a site (k, ) on the lattice, and switching oy, ; into —oy, ;.
More subtle choices are possible, but the discussion of their comparative advantages is

clearly not the subject of the present chapter. Note, that in order to sample canonical

ensembles at negative inverse temperatures 1/, step 2.iii of Algorithm 5.1 needs to be

slightly altered. This yields Algorithm 5.2 — the step that has changed is step (iii) .

Algorithm 5.2 (Metropolis dynamics for the Ising model at negative [3.)

(2) Whilei < ny,

- Else

@iv) i+ i+1

Numerical Illustration.

(1) (i) Pick any configuration Cyp in Gy.

(i) Initialize i + 0

(i) Pick a random configurationC' € Gy.
(i) Compute 0E = E[C'] — E[C,].
(iii) - If6E >0, thenC;1 < C’

- Pick a random number 1 uniformly between 0 and 1.
- - Ifn< e NPE then(Cipq + C'

- Else Ci+1 — Cz

For each one of the algorithms 5.1 and 5.2, we define one Monte-

Carlo time 7,,, .. as N? iterations of step (2). On average, after one Monte-Carlo time, each
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spin on the lattice has been considered once for a flipping. The use of algorithms 5.1
and 5.2 is illustrated on Figure 5.1 for a 64 Ising model in a doubly- periodic domain,
sampled at three different temperatures. The initial configuration is taken to be the con-
figuration where all the spins are +1.

5.2.3 Microcanonical Monte-Carlo sampling : the Creutz algorithm.

Creutz algorithm. To sample the microcanonical averages defined in equation (5.3), we
remain in the MCMC framework. All we need to find is a way to implement a random
walk on the set of configurations which samples the microcanonical measure <>y g.
This means that we need to find “suitable” transition probabilities P(C; — Ci11). We
shall then need to alter step (2).(¢i7) and possibly (2).(i¢) of the Metropolis algorithms to
fit our needs.

A way to achieve such a sampling could be to prescribe a dynamics which automat-
ically conserve E [Landau and Binder, 2009]. In the case of the Ising model, where the
energy can only take discrete values, such a choice could be possible, although possi-
bly slightly cumbersome to prescribe at a numerical level. Let us keep the possibility in
mind for the future sections though. Another way to achieve the sampling is to allow
for small fluctuations in the energy, and perform a random walk in the space of con-
figurations whose energies £[oy] lie between, say E~ and E* with E- < E < E*t .
Such samplings were originally discussed by Michael Creutz back in the 1980’s [Creutz,
1983, Creutz, 1985, Creutz, 1986]. The Metropolis algorithms are then easily adapted to
yield Algorithm 5.3.

Algorithm 5.3 (Creutz dynamics for the Ising model)

(1) (i) Pick a configuration Cy in Gy such that E~ < £[Cy] < E*
(ii) Initializei < 0
(2) Whilei < ny
(i) Pick a random configurationC' € Gy.
(i) Compute E[C’].
(i) - IfE- <&|C'| < ET, thenCiyq + C'
- Else Cz‘+1 — Ci
(iv) i i+1

Just as in the canonical case, a standard low-level programing choice for step (2).(7)
is to consider Glauber moves in the space of lattice configurations. )

@In his original papers, Creutz advocates use of additional degrees of freedom to allow for fluctuations
of the lattice energy. Those additional degrees of freedom are picturesquely interpreted as small “demons”
or even “whole battalions” of demons, which carry with them little “sacks of energy”. The demons hop
from sites to sites on the lattice either deterministically or stochastically. They have the ability to allow the
switch from one configuration to another by either giving some energy to the lattice if they carry enough
in their bags, or storing some excess energy from the lattice if their bags are large enough. The whole
process is done in such a way that the system {spins + bags of energy} is kept at constant energy. Creutz
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Figure 5.1: Left: evolution of the energy as a function of the Monte-Carlo time 7, .. for three
Metropolis runs of the Ising model, with N> = 64 and 3 = 0.40, 0.10 — and —0.20
(-), from bottom to top. Right: the corresponding time distribution of the energy
0E = E — (E). The histograms include the value of the energy samples every Monte-
Carlo step from 7,,.. = 100 to 7,,,.. = 1000. Negative 3 samplings are obtained with
Algorithm5.2. Positive 8 samplings are obtained with Algorithm 5.1.



138 CHAPTER 5. MAGNETOHYDRO AND AXISYMMETRIC MONTE CARLO DYNAMICS.

Stationary measures and microcanonical averages for the Creutz dynamics. At this
stage questions that could legitimately be asked are : Does the Markov chain induced by
Algorithm 5.3 converge towards a stationary measure? If yes, how must we choose £~
and E7 so that averages computed using the Markov Chain match the averages com-
puted within the true microcanonical ensemble ?

Quite clearly, Algorithm 5.3 is designed to sample a measure which weights equally all
the configurations in Gy whose energies lie between E~ and E*. Let us write py g- p+
such a measure. It is quite obvious that the Markov Chain which the Algorithm 5.3 sim-
ulates satisfies a condition of detailed balance for the measure py - p+. At any step i,
both £[C;] and £[C;41] lie between E~ and E™. Hence, the transition probabilities satisfy
P(C; — Ciy1) = P(Ciy1 — C;). Hence, py - g+ is a stationary measure of the Markov
Chain.

A drawback of the algorithm is that py p- g+ may not be the only stationary measure
consistent with the detailed balance condition. In other words, it might very well be that
the dynamics that we choose make the Creutz Markov Chain not irreducible. @ It has
to be considered as a working hypothesis, that the Creutz algorithm correctly samples
PN,E- g+ This is probably the major drawback of the algorithm.

Link between py - g+ and py g. Choice of £~ and E*. We assume from now
on that the Creutz dynamics correctly samples the measure py - p+. How should E~
and E* be chosen so that averages computed through the Creutz dynamics are good
estimators of the microcanonical averages <>y g ? The answer turns out to depend on

the local behavior of the Boltzmann entropy per site S(E) = limy_ o log(JZV]\;(E)’ and
hence on the sign of the microcanonical inverse temperature 3(E), defined as
dS(E
B(E) = d(E) (5.5)

Let us for instance consider the case a strictly positive 5. In this case, the entropy
S is locally an increasing function of the energy. This means that if IV is large enough,
most of the configurations whose energies are between £~ and E have in fact an energy
E™T. This is simply a consequence of Laplace method of steepest descent to estimate the
number of configurations §(E~, E™) with energy between E~ and E* as

$(E~,ET) = dEQN(E) ~ (Et —E7)eNSED, (5.6)

E— N—o0

In this case, it we take £~ small enough and E* = E, then computing averages from
the Creutz dynamics allows to estimate the microcanonical averages. In practice, a small

argues that the fluctuations of energies within the sacks of the Demons then allows the measurement of the
microcanonical temperature 3(E) — to be defined more explicitly in the next paragraphs. As noted in [Potters
et al., 2013], the use of such demons is not really needed, and may lead to misleading interpretations, when
the microcanonical temperatures are negative. In our use of Creutz algorithms, the demons are therefore
exorcized .

@ An easy way to see this, is to run the Creutz dynamics on a space of configuration made of three states
C1, C2,Cs with E[C1] = E[Cs] = E £[C2] # E and only consider moves that allow to go from C; to Cs only
by transiting through Ca. Then, if E~ and E* are chosen such that £[Cs] is not within [E~; E™], then the
probability to reach Cz from C; is 0. Hence, the Markov chain is not irreducible.
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enough £~ means that we can crudely take £~ = 0. The case of a negative (3 is similar :
in this case, the choice E~ = F and E* = +oo ensures that averages computed through
a Creutz dynamics yield an estimate of the microcanonical averages.

The practical morality is therefore the following : if you expect to sample a negative
temperature state, set £~ = F and E = +oco. On the contrary, if you expect to sample
a positive temperature state, set E~ = 0 and E* = E. The next paragraph — combined
with Figure 5.2 — explains how to measure the temperature 3(E).

Temperature Measurements The Creutz algorithm provides a ready-to-use microcanon-
ical thermometer. It is very easy to measure microanonical temperatures from the time
series of the energy. Let me explain this at a heuristic level. Let us suppose for instance
that the sampled energy level Ej has a positive microcanonical temperature, and that
the values E™ and E~ have been chosen as prescribed in the previous paragraph. If N
is large enough, then the empirical frequency of observing a prescribed level of energy

E < Ej close to Ej, within a narrow band of energy dE should be close to the quantity
@

ppi p(B)dE = —NE)AE 1 NsE)-sE) g o ¢ NIENE-EgE.  (5.7)
’ JyQn(EYdE — E

Hence, the histogram of the quantity 6€[C;] = Ey — £[C;] sampled say at every Monte
Carlo step, should — for small |0€[C;]| - follow an exponential distribution with parameter
N2B(Ep). In practice, the whole distribution is generally well fitted by an exponential
distribution — see Figure 5.2 and subsequent examples. Hence, it suffices to measure the
empirical average (§E)emp of the time series of 6 to deduce the inverse temperature
B(Ep)~1. In the case of the Ising model simulated with Glauber moves, the quantity
N?2§F can only take a discrete set of values 0, 1,2,3.... Hence, the empirical frequency
that N2§E takes the value k should be well approximated by the probability :

(1 _ e—ﬁ(Eo)) e BENE if | >0
p(k) = , (5.8)
0 otherwise

We conclude that 5(Ey) ~ log (1 + ) If we take 0E = £[C;] — Ep, the same

1
N2(6&) emp
formula accounts for negative values of 3.

Therefore, the Creutz algorithms for the Ising model allows to “measure” the inverse
microcanonical temperature J as

E)loe (14— + h s&ic] = . 5.9
B(Eo) og< + N2(55>emp> wit €] { E[C] — Ey otherwise )

Finally, let us remark that if the values of the energy span a continuous range, then
the empirical probability that N2J E lies between x and x +dx follows an exponential law

@_ obtained from the Taylor approximation S(E) ~ S(Fo) + 3(Eo)(F — Eo) -
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Figure 5.2: Left: evolution of the energy as a function of the Monte-Carlo time 7, .. for three
Creutz samplings of the Ising model, with N? = 64 and Ey, = 0.41, 0.90 — and 1.20
(=), from bottom to top. Right: the corresponding time distribution of the energy
|0E] = |E]Ci] — Ey|, built from the value of the energy taken at each Monte-Carlo
step, from 7,, .. = 100 to 7,,,... = 5000. The distributions are fit by an exponential fit,
whose parameter S is measured on the time series of |§E| displayed on the insets, as
explained in the body of the text. Each run is initialized with the last configurations of
the Metropolis runs displayed on Figure 5.1.
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with parameter 5(Ey). 3(Ep) can therefore be measured as

5.2.4

with 4€[C] = { Eo—£lC] #ET=Ep (5.10)

B(Ey) =
(Bo) E[C] — Ey otherwise

1
N2(6&) emp

Numerical illustration of the Creutz Algorithm.

To check the accuracy of the “Creutz thermometer”, let me show what the Metropolis
dynamics and the Creutz dynamics typically yield when used on Ising models.

Description of the simulations.

1.

Lattices of size N2 = 322642, 1282, 2562 with doubly periodic boundary conditions
are considered.

At time 7, .. = 0 @, all the spins are set to +1 at time 0.

The Metropolis algorithms 5.1 and 5.2 are iterated for 5000 Monte-Carlo steps. A
wide range of inverse temperatures is considered , from § = 0 to § = 1 with incre-
ments of 0.02 or 0.01. For N2 = 642, we also span the negative temperature regime,
and perform a hundred runs from 5 =0to § = —1.

For each Metropolis run, the final configuration C; is used to initialize the Creutz
algorithm 5.3. The Creutz algorithm is then also run for 5000 Monte-Carlo steps to
sample the energy level £[Cy].

Averages are then typically computed by using the configurations obtained at each
Monte-Carlo step, over the last 4900 Monte-Carlo steps. A similar process is used
to measure the microcanonical temperatures.

Comments on the results. The results are shown on Figures 5.1, 5.2 and 5.3.

We note that the two kinds of dynamics (Creutz and metropolis) have a very different

behavior - see Figures 5.1, 5.2. The Metropolis algorithms allow for way more fluc-
tuations in the energy than the Creutz algorithm. For the latter, the distributions
of the increments of the energies are very well described by an exponential distri-
bution whose parameter is measured as prescribed by Equation (5.9) — see Figure
5.2.

The values of the microcanonical temperatures measured from the Creutz dynamics at a

prescribed energy are in excellent agreement with the values of the average energies
measured from the Metropolis dynamics at a prescribed inverse temperature — see
Figure 5.3. Both the plots f— < E >cano and Smicro — £ show an inflection point
around 5 ~ 0.45, i.e T" ~ 2.2, compatible with the theoretical value of the critical

-1
temperature for the 2D square Ising model : T, = [tanh_l (V2 — 1)} ~ 2.26 — see
for example [Baxter, 1982, Mussardo, 2010].

@Recall that one Monte-Carlo step or Monte-Carlo unit time 7, .. corresponds to N2 iterations within the
algorithms in use.
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Figure 5.3: (a) The magnetization and the susceptibility plotted as functions of the temperatures
(measured or prescribed). (b) The inverse temperatures plotted in regards of the ener-
gies (measured or prescribed). (c) The magnetization and the susceptibility plotted as
functions of the energies. In each plot, the results are shown for N? = 32 (Metropolis
: A, Creutz : o), N? = 642 (Metropolis : A, Creutz : o), N? = 256 (Metropolis : 4,
Creutz : o). In the negative temperature regime, ( E > 1), we show the case N? = 642
(Metropolis : A, Creutz :0). Note that the vertical line in plot (b) is obtained by mis-
using the Metropolis algorithms. For example, its part comes from the sampling of
negative 3 with Algorithm 5.1 instead of Algorithm 5.2. A misuse of Creutz algorithm
would have led to a horizontal line.

There is no substantial difference between the averages of the magnetization per site

1
ulon] = N2 >iei;n]2 on,i computed with the Creutz algorithm or with the Metropo-

lis algorithms — see Figure 5.3.

One can however spot some differences within the two dynamics when one looks for
example at the susceptibility ¢ = 3 ((4?) — (u)?) below the critical temperature. I
don’t have a clear explanation for this behavior.

A final word. At an empirical level, the heuristic argument yielding the estimates of the
inverse temperature seem to work very well even when the number of degrees of free-
dom is moderate. This is a consequence of the very low level of fluctuations of the energy
that can be observed numerically. This low level of fluctuations has however a dynamical
drawback, which is mentioned in Creutz’ 1983 paper and that may be worth keeping in
mind when we consider more subtle microcanonical measures : “Finite size effects differ
from those in the canonical approach ; on small systems, trapping in metastable states
is potentially more serious” [Creutz, 1983]. One could finally pleasantly remark, that
both Metropolis and Creutz algorithms could be sorted into the same refined rubric of
“MCMCMC” algorithms, the additional “MC” either standing for “Metropolis Canoni-
cal” or “Microcanonical Creutz” !
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5.3 The Axisymmetric statistical equilibria from a Creutz per-
pective.

In the previous chapter, we have argued that the microcanonical Axisymmetric inviscid
equilibria could be built using an analogy with a well-defined lattice-spin model. We
have argued that a well-defined thermodynamic limit within the microcanonical ensem-
ble for this model which could be given a hydrodynamical meaning and could be analyt-
ically computed. The purpose of the present section is not so much to discuss the analogy
further, but rather to confirm the analytical results discussed in [Thalabard et al., 2013]
and gain some physical and intuitive insights about the limit “A/ — co” of infinitely large
poloidal fluctuations. To do that, a Creutz Algorithm is used.

5.3.1 The “Axisymmetric Ising model”.

Definition. To avoid any ambiguity and recall some notations, let me briefly redefine
the lattice model which we used to build the “stationary microcanonical measures for
the axisymmetric Euler equations”. In the previous chapter, the construction was pretty
general. For the sake of clarity and simplicity, I here simply discuss the case where the
toroidal spins can take only two values, say +1.

The lattice model that we consider describes an assembly of N? “Beltrami spins”,
dispatched on a regular N x N lattice. Each lattice site (7, j) corresponds to a position in
physical space (y;, ;). It contains a Beltrami spin (o;;, &;;) with two degrees of freedom,
one named “toroidal”, the other one named “poloidal”. The toroidal degrees of freedom
o;; can take only the two values +1 . The poloidal degrees of freedom &;; can take any real
value. An assembly of N 2 Beltrami spins defines a configuration Cy = (on, {n), to which
is associated a toroidal energy £°°[Cy] , a poloidal energy EP°![Cy], a total energy £[Cn],
together with two toroidal areas A+ [Cn] and two partial poloidal circulations X4 [Cn],

defined as
1 1
X:I: = m Z 52]7 A:l: = m Z 17
(1.4)€[LN]? (i.4)€[LN]?
and O'ij::tl and O'i]'::‘:l
and E[Cn] = £ [Cn] + EP'[Cw],
: tor 1 Ui2j pol 1 ij
with & [CN] = 373 Z r and €& [CN] = W Z Jklfijfkl.
(etisng Y Gk DELNT?
(5.11)
g 1
J;J denotes a discrete Green function for the differential operator —A, = —2—632 -2,

with vanishing boundary conditions along the y-axis (radial direction), at y = Y}, and
y = Yout, and 2h-periodic boundary conditions along the z-axis (vertical direction). Here,
J ,g is naively defined by inverting a discrete version of A, defined on the lattice through
a standard five-point stencil approximation [Wikipedia, 2013a]. I will slightly abusively
refer to such a lattice model as an “Axisymmetric Ising Model”.
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Microcanonical measure. As described in the previous chapter, it is convenient to de-

fine a truncated microcanonical measure py; y as the uniform measure on the set Gy v (E, A+, X1)
of every configuration Cy that satisfy X4 [C] = X4, AL[C] = A4, and E[C] € [E; E + 6E].
Axisymmetric absolute equilibria are then obtained by taking the “thermodynamic limit”

of pyr,v by letting N — oo first and M — oo then . We want to use a Creutz algorithm

to sample pys, v, make the latter limit visual and confirm the analytical results previously
described. In particular, the expected M ~2 behavior of the energy inverse temperature
requires some kind of numerical confirmation.

5.3.2 The Axisymmetric Creutz dynamics.

“Built-in” vs “fluctuating” treatment of the invariants. To sample the axisymmetric
microcanonical measure pys.n, we consider a Creutz algorithm which allows for some
fluctuations in the energy — just as the algorithm 5.3 — but in which the additional con-
servation laws X1 [C] = X4 and AL[C] = A are directly encoded within the random
moves. Such a dynamics will allow a very simple measurement of the inverse energy
temperature as was the case for the Ising Model. @

We replace the Glauber moves at use for the Ising model by a set of smarter moves in
the space of configurations. Those moves are described by Algorithm 5.4, in which (3, j)
and (k, ) denote two distinct pairs of indices, and M the prescribed poloidal cutoff:

Algorithm 5.4 (“Axisymmetric M-moves”)

(1) Pick (i,j) € [1; N]? and (k,1) € [1; N]? uniformly at random.

(2) (i) Ifo;; = oy, then
- Pick uniformly at random d§ € [-M, M].
- &ij + &ij +d§
- Skl 4 & — dE
(ii) Else
- Switch &;; and &

- Switch Oij and Ol

Move (2).(i) aims at sampling the poloidal degrees of freedom. Move (2).(ii) = is
designed to provide some mixing for the toroidal degrees of freedom. Starting from
a configuration C, the configuration C’ that we get after either move (2).(i) or (2).(i7)
does clearly have the same number of plus and minus toroidal spins as the initial con-
figuration, A+[C'] = AL[C]. The same holds true for the poloidal partial circulations :
X4 [C] = X4[C']. In this sense, A1 and X are “built-in invariants”, embedded in the dy-
namics. This is not the case for the energy, which is allowed to fluctuate slightly . We can
note that move (2).(i7) is very reminiscent of the Kawasaki dynamics sometimes used in
Monte-Carlo simulations of Ising-like models.

@Note that the obvious drawbacks of such a choice are (i) that the Creutz algorithm won’t allow for a
measurement of the “areas” or the “helicity” temperatures, and (ii) that it will allow for less fluctuations in
the space of configurations, and thus might enhance the chance of an unwanted “dynamical trapping”.
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Creutz dynamics Anyhow, it is now easy to define a Creutz dynamics to sample the
microcanonical measure pys n. Such a dynamics is for example given by Algorithm 5.5.

Algorithm 5.5 (“Axisymmetric Creutz dynamics”)

(1) (i) Initializei < 0

(i) Pick a configuration Cy in Gy (E, Ay, X+ ) such that E- < £[Xy| < ET
(2) Whilei < ny

(i) Pick at random a new configuration C' = (¢',¢’) as prescribed by Algo-
rithm 5.4.

(i) Compute E[C’|

(iii) Compute M' = supy; jci;ny2 16751

(iv) -IfE- <E&[X'|<Eftand M' < M, thenC;1 + C'

- Else Cz’+1 < Cz
(v) i+i+1

Note the additional step (2).(ii7) and the additional condition (2).(iv) that we need
to impose in order to enforce the cutoff prescription. As explained in the previous sec-
tion, with a convenient choice of E~ and E7, the algorithm should allow to sample the
microcanonical averages pa, n(E). At a numerical level, note that step (2).(ii) can be
quite time-consuming. In our naive implementation, the discrete Green function has size
N? x N2. Hence, step (2).(ii) requires N? operations. @ Let us however move forward,
and accommodate ourselves with our gullibility.

Initialization of the algorithm. In order to be able to sample some energy levels with
the Creutz algorithm, it remains to specify a way to initialize it.

Let us suppose that we want to sample the energy level E, at fixed A4 and X.. Let us
assume that we have strong hints that its microcanonical temperature is negative.

We can start by disregarding the energy constraint and create a configuration from scratch
with the good areas and helicities. One way to do that is to pick N, = N2A, Beltrami
spins at random on the lattice and set their toroidal degrees of freedom to +1. The
toroidal degrees of freedom of the remaining ones are then set to —1. Then, we assign

to each poloidal degree of freedom the values {1 = % accordingly to the sign of their
+

corresponding toroidal degree of freedom. We now have in our hand a configuration C
such that A+[Cy] = A+ and X4[Cy] = X4 — this is simply checked using the definition
(5.11). What about the energy ? It has no reason to be close to the value E that we want
to target at. If the energy FE is say higher than the energy £[Cy], one can however run the
“ exploring Algorithm” 5.7 until a configuration with energy higher than E is reached. It

" (b)

is also convenient to define a “Frozen Creutz algorithm” ). Both algorithms are defined

@It consists in updating each one of the N? values of the stream function. Each of those updates takes
O(1) operations. Hence, the step (2).(ii) indeed requires N? and not N* operations.

®)When run at M = 0, the “Frozen Creutz algorithm” is simply a Creutz dynamics where new configura-
tions are obtained from shuffles of the Beltrami spins already on the lattice.
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below.

Algorithm 5.6 (Axisymmetric Frozen Creutz dynamics)

(1) (i) Initializei < 0
(i) Pick a configuration Cy in Gy (FE, Ay, X+ ) such that E- < £[Xo| < ET

(2) Whilei < ny
(i) Pick at random a new configuration C' = (¢',¢’) as prescribed by Algo-
rithm 5.4.
(ii) Compute E[C’]
(iii) -IfE- <E[X'|<ET, thenCiq < ('
- ElseCiy1 <+ C;

(iv) i+ i+1

Algorithm 5.7 (Axisymmetric exploring dynamics)

(1) (i) Initializei <+ 0
(ii) Pick the configuration Cy with A+ [Co] = A+ and X4 [Co] = X+.
(iti) B « +oo.

(2) Whilei < ny

(i) E_ «+ &[Cy)
(ii)) Run Algorithm 5.6 during 1 Monte-Carlo Step taking C; as the initial con-
tiguration. Keep the last configuration C;.

(i) Ciy1 + Cy

We now know how to initialize the Axisymmetric Creutz dynamics ab nihilo !

5.3.3 Description of the simulations.

I present some numerical results obtained with the axisymmetric Creutz algorithms run
on assemblies of 322 and 642 Beltrami spins, sampled at three energy different levels
E, < Ey < Ejs, for the choice X4 = 0.1 and various values of M and A, reported on
Table 5.1. The reader may have already noticed that since the toroidal spins o can only
be +1, the toroidal energy is constant, whatever the choice of X4, A+. We can therefore
identify the energy to the poloidal energy. With such a choice, we loose the interplay
between E™F and EP°!, but we can take a closer look at the infinite temperature regime
described for instance in the previous chapter.

The runs are initialized with the exploring algorithm 5.7 at “M=0", which we use to
obtain specific configurations at £y ~ 2.0 - 107, By =~ 1.1-10"%and E3 ~ 2.0 - 10~
Figure 5.4 typically shows the range of energy that is spanned by the algorithm. For each
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N2 322 64>
Geometry Yin=0 Y,u=1 2h=1
Xy, X +0.1 F0.1
Final time 1200 7.
Ay 0.1 03 05 07 09 0.5
M 0, 01 02 03 05 1 2 3 5 0 07 1 3 5 7 10
Energies | By ~2.0-1075, B, ~1.1-107%, B3 ~2.0-1074 E3~20-10"1
Table 5.1: Parameters for the Axisymmetric Creutz dynamics simulations reported in section
5.3.3.
X
of those levels we then increase the value of M. We run Algorithm 5.6 if M < max ’Ai’
+

and Algorithm 5.5 otherwise.

(x107%)
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Figure 5.4: A typical use of the exploring algorithm 5.7 showing the energies of the configurations
as a function of the number of iterations —in Monte Carlo time. In the present case
N =32,AL =05Xy =+0.1and M = 0. Ey, E; and Ej3 are as indicated in the body
of the text.

As explained in section 5.2, we can very easily measure the inverse microcanonical
temperature using Equation (5.10) for each run —see for instance Figure 5.5. The statistical
averages involve the last 1100 Monte-Carlo steps. To measure 3, we use the time series
0€ = &[C] — E sampled every 7,,../10.

5.3.4 Results

The main results obtained from the Algorithm are summarized on Figures 5.6, 5.7, 5.8
and 5.9. Figures 5.10 and 5.11 show the typical fields which the Creutz dynamics may
yield.

Large M behavior. Although the spin assemblies that we consider are quite small, let
us try to spot a “large M limit” in our simulations. First, we observe numerically, that
if we try to increase M at fixed A4, X4, F and fixed N, there exists a critical value M.,
which seems to depend on those six parameters, and above which the Creutz algorithm
measures only positive temperature. For M lower than this critical value, the Creutz
algorithm yields negative temperatures. In this negative temperature regime, we can
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The typical time series (left) and distributions (right) of the energy increments 6E =

&[C] — E5 obtained with the Creutz Algorithm 5.6. In the present case, N? = 32, M = 0,

X+ = £0.1, Ay = 0.5, and £ = E3. The red dotted line is an exponential law with
1

arameter 8 = ————— measured on the times series on the energy.
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observe that the inverse temperature scales with M ~2; and that the average poloidal

fluctuation per site scales with M2, which is in remarkable agreement with the theoretical

limit M — ooN — o0, as shown on Figure 5.6. At a heuristic level, we can understand
that when the fluctuations of M are small enough (M /N < 1), the contribution of each
poloidal spin to the total energy is small. Hence, high energy states can be obtained using

the long range interactions between the spins, and are substantially mean field states.
Such is however not the case when M is large (M /N Z 1). In this case, the fluctuations
of the energy per site are of the order of the energy level that we want to sample. The

most probable states are states where the energy are almost entirely contained in a small
number of poloidal degrees of freedom.

log, 3

Figure 5.6:

Vanishing cutoff and Frozen behavior.
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Scaling laws in the negative temperature region. As a function of M are plotted (mi-
nus) the inverse temperature (a), the microcanonical averages < 2 > (b) and < £ > (c)
both integrated over the domain. Data are shown for N? = 322, X, = +0.1, Ay = 0.9
(), 0.7 (=), 05 (=), 0.3 (), 0.1 (—), and Ey(x), E2(M), and E3(e). The N? = 642
run corresponds to the dotted line. The scaling laws that we expect to see in the limit
M — coN — oo are shown in solid black.

Let us focus on the negative temperature re-

gions. In this region, the scaling laws agree with the theoretical prediction. Is it the case
for the mean field relations which relate the typical toroidal field to the typical stream
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function ? In the case of a vanishing poloidal cutoff (M = 0), the poloidal field can-
not fluctuate independently from the toroidal field. Each Beltrami spin has therefore a
“frozen” poloidal degree of freedom. Hence, in this case, as in the 2D case, both the typ-
ical toroidal fields and the typical poloidal field should be related to the stream function
through the 2D mean field equations (4.15). In the visual case of symmetric toroidal lev-
els (A1 = 0.5), we therefore expect to see (o) = o4 tanh By and (§) = &4 tanh By
with B, = —f3¢, —see Appendix E for more details. This is pretty much what we get,
as shown on Figure 5.7. Note that there is no “fitting parameter”, as the temperature is
independently measured on the time series of the energy.

e 0r ﬂ b

—_6.003 -0.002 -0.001 0 0.001 0.002 0.003

Figure 5.7: The mean field relation (o) — ¢ obtained for N? = 322, X, = 40.1, A+ = 0.5 and
E = E; (o), E3 (o), E5 (o). The dotted lines indicate the theoretical prediction with the
temperature measured independently from the time series of the energy.

Large cutoff and strong - mixing behavior. By contrast, if we let M increase within
the negative temperature region, the typical toroidal field becomes uniform and the tanh
relation disappears. Similarly the typical poloidal field becomes a linear function of the
stream function. As M becomes larger, the empirical averages exhibit more and more
fluctuations. Those behaviors are shown on Figures 5.8 and 5.9.
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Figure 5.8: The average toroidal field (o) plotted as a function of the average stream function
for various values of M . Here, N? = 642, A+ = 0.5, X4+ = +0.1 and E = E5. The
dotted lines indicate the theoretical predictions for the case M = 0( tanhlaw) and
M = oo (horizontal line). They use the value of the inverse temperature measured on
the time series of the energy for the run M = 3.

As a final illustration on the axisymmetric case, Figures 5.10 and Figures 5.11 show
the average toroidal and poloidal fields obtained for the various values of the parameters
A+ and X4 that were used. As M increases, the equilibrium state given by the Creutz
algorithm is either a negative temperature state for which the poloidal field is a vertical
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Figure 5.9: The average poloidal field (¢) plotted as a function of the average stream function
for various values of M . Here, N2 = 642, A+ = 0.5, X4 = +0.1 and E = FE3. The
dotted lines indicate the theoretical predictions for the case M = 0 (tanh) and M = oo
(linear behavior). They use the value of the inverse temperature measured on the time
series of the energy for the run M = 3.

jet, or a positive temperature state in which no structure is apparent.

5.3.5 Conclusion

It is remarkable that some predictions made by taking two limits at co are pretty well
illustrated by even fairly small assemblies of spins. The Creutz simulations and the
limit discussed in the previous chapter are therefore self-consistent. One could complain
though, that no big surprise came out of the axisymmetric MCMCMC dynamics. We
pretty much seek and looked for the scalings that we wanted to see. One could further
complain, that we have not studied the interplay between the poloidal and the toroidal
energies, because the symmetries of the toroidal levels made us focus on the “high en-
ergy” regime. The case of two-dimensional magento-hydrodynamics will allow us to
make up for such a default.

5.4 2D MHD Equilibria from the microcanonical perspective.

It is quite tempting to see whether magneto-hydro measures can be defined in the same
spirit. We expect the physics of magneto-hydro measures to be different. Recall from
Chapter 3 that Kraichnan’s absolute equilibria yielded basically two-regimes. Depending
on the sign of the negative magnetic potential squared temperature (“a”), the absolute
equilibrium regime either describes a condensation of magnetic energy on the smallest
wavelength (a < 0), or a spread out of kinetic energy over the largest wavelengths(ow >
0). No thermodynamic limit was found for the positive o regime. In the lattice model
approach, it will turn out, that both regimes can be given a thermodynamic description.
The “positive a” magneto-hydro regime is given a more refined description, and found to
be closely related to the axisymmetric high energy microcanonical regime. The magneto-
hydro ensembles are only explicitly computed in the non-helical case. Comments on
the helical case are illustrated by the use of an appropriate Creutz dynamics. Note that
inviscid equilibria for magneto fluids from the Robert-Miller-Sommeria perspective have
been described in [Turkington and Jordan, 1995, Jordan and Turkington, 1997], and more
recently in [Weichman, 2012]. In both papers the “lattice model” point of view is present.
I will comment on those works at the end of the section.
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Figure 5.10: For N? = 322 and X, = +0.1, we show for each value of the magnetization y =
A, — A_ and of the energy E,,; both the average toroidal field — grayscale — and the
average poloidal field. The toroidal gray scale ranges from -1 (black) to +1( white).
The poloidal color scale is normalized and ranges from -1 (blue) to +1 (red).
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Figure 5.11: Same as Figure 5.10 except that X1 = F0.1
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5.4.1 The“MHD Ising model”

Definition. Recall from Chapter 3 and Table 1.1 that except for the magnetic part of
the energy, the invariants of the two-dimensional magneto-hydro ideal equations are in
a one-to-one mapping with the axisymmetric ideal invariants. The “Axisymmetric Ising
Model” described in section 5.3.1 can therefore be readily modified to yield a companion
“2D MHD Ising model” . The correspondence between the two models is given by Table

5.2. In the MHD lattice model, the Beltrami spins have a magnetic degree of freedom A;;

that can take only two values +ao, and a continuous kinetic degree of freedom wj;.

Axisymmetric Ising Model

2D MHD Ising Model

Beltrami spin

Configurations

Generalized Helicities

Areas

Total energy

Poloidal/Kinetic Energy

Toroidal/Magnetic Energy

Discrete Stream function

Oij = +1, fij eR
Cy = {(Uz‘ja&j)}ij

Z §Zj

U'”—il
ﬁ 0,5 = +1
AL[Cn] = {JNQ}
ElCN] = £ [Cn] + EPOCN]
EPliey] = 2N4 Z zfijszl

(4,9,k,0)

N2zi

gtor CN

|
Vij = ~5 > Ghu
NG

Az’j = =ay, wij € R
Cn = {(Aij, wij) };

ij

Z Wij

AZ]—:tao
ﬁ Az = *+a
E[Cn] = EmB[Cy] + EXN[C]
kin 1 ij
£ [CN] = W Z lewijwkl.
(1:7-7'7]{:’1)
1
EMBICN]| = N2 > Ti A A

.5,k

Yij = N2 Z lewkl

Table 5.2: From the “Axisymmetric Ising model” to the “2D MHD model”. The sums run from 1

to N for each index.

Some additional comments are needed :

The values allowed for the levels of the magnetic toroidal are chosen to be symmetric

and are denoted +ay, yet non-precribed.

To avoid a possible misinterpretation of the magnetic areas “.4.” in terms of the mag-
netic degrees of freedom “A;;”, let us rather work with the “magnetization” of a

configuration u[Cy] =

= AL[Cn] —

A_[Cn]. The sum of the magnetic areas is one.

Therefore, The magnetization of a configuration fully specifies its magnetic areas.

In the present case, the MHD Ising model is considered on a doubly periodic domain D,
of size 21 x 27J, described by cartesian coordinates (xz, y). The lattice has therefore
a mesh 27 /N in the z-direction and 274 /N in the y-direction.
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The tensor G is a discrete Green function for the Laplacian —A on the doubly periodic
domain D, computed for instance with a Discrete Fourier transform.

The tensor J is minus a discrete Laplacian over the lattice. It depends on N. An explicit
expression for J can be given through a five-point stencil estimate of (minus) the

Laplacian as
2

ifi=kandj—1=+1

47262
i _ ) N o .
T
%(1+5—2) ifi=kandj =1
s

Hydrodynamic limit. In the hydrodynamic limit (N — oo) the quantities A4, X3 and
&+ match the invariants of inviscid two-dimensional magnetohydrodynamics , expressed
using the vorticity and the magnetic potential variables. @ If one takes for granted the
Formal Theorem of Liouville described in Chapter 2 — which in the case of the 2D MHD
equations precisely involves the magnetic potential field A and the vorticity field w —,
one can easily get convinced, that well-defined statistical ensembles of the MHD lattice
model can be used to define measures of possible relevance to inviscid magneto-fluids.
Note that we could consider a more general model, — more akin to a Potts model — and
take K levels or even a compact distribution for the levels of the magnetic potentials. For
the sake of simplicity, those cases are not considered here.

Microcanonical ensemble. We can remark that just as in the axisymmetric case, the ki-
netic degrees of freedom are not bounded. To define a microcanonical measure, we need
to normalize the finite dimensional measures appropriately, for example with the use of
a kinetic cutoff M. The microcanonical measure Mﬁj%Hi, ®) is then given the standard
definition of a uniform measure over the set of configurations Cy satisfying p[Cn] = 1,
Xi[Cn] = X4 and €[Cn] = E and whose kinetic degrees of freedom are bounded by M.
We then follow the construction of the microcanonical ensemble prescribed in the pre-
vious chapter — and recalled in paragraph 5.3.1 — by taking the two limits N — oo and
M — oo successively.

5.4.2 Condensation and “weak-A" equilibria.

Condensation Regime. A € [—1;1] In the magneto-hydro case, the physics described
by the microcanonical statistics equations turns out to depend on what we choose to
consider for the levels of magnetic potential A. A natural and obvious choice is to con-
sider a distribution with compact support, and allow the magnetic degrees of freedom
to take only the two values —1 and +1. For such a choice, the “thermodynamic” limit
“M — ooN — o0” yields a condensation regime, akin to the magnetic squared potential
negative temperature states that we obtained from a Kraichnan-type of argument. Here,

1
@In particular, the discrete magnetic energy correctly yields E™® = D] Jpdz(-AMHA =
1
2/D|
®)whose averages are written <>, v for short

2 . T
Jp dr [VAJ? in the hydrodynamic limit.
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the statistical explanation of the condensation regime relies on a fairly simple argument :
the conservation of the magnetic areas makes the magnetic energy an extensive quantity,
as opposed to the kinetic energy, which is akin to a thermodynamic energy per spin, and
therefore intensive. The argument is explained more extensively in Appendix D.

Weak magnetic potential. A € [-1/N;1/N] One can make other choices for A. To
induce a non-trivial balance between the magnetic energy £™? and the kinetic fluctua-
tions — prescribed by M —, one can choose to consider an initial very weak —but non zero
— magnetic distribution, whose discrete gradients are non zero. To do that, one can sim-
ply take A € [-1/N;1/N]. Such a choice has no consequence on the helical invariants
or on the magnetic areas : those invariants only depend on the number of levels of A.
However, it changes the balance between the magnetic energy and the kinetic energy @.
Such a choice might seem arbitrary. It makes the link between the statistical ensembles
and the stationary measure of the magneto-hydro equations shaky. However, it will turn
out that the equilibrium regimes that arise from such a choice can be interpreted as the
microcanonical counterparts of the magneto-hydro absolute equilibria. It will also turn
out, that those regimes can be be put in perspective with the previous descriptions of the
magneto-hydro relaxed states [Jordan and Turkington, 1997, Weichman, 2012].

5.4.3 Description of the “weak-A" equilibria.
5.4.3.1 Brief theoretical considerations.

A comment on the Magnetic Energy. With the choice of A € [-1/N;1/N], the mag-
netic energy is bounded. Up to a constant multiplicative geometric factor 1/47? that we
consciously omit, it takes its values between 0 and 4(1 + 1/4), whatever the mesh size.
The most probable energy level is E* = 2(1 + 1/4). The physical origin of the energy
then lies in the gradients of A, which , unlike the field A, take finite but non necessarily
vanishing values as N — oo. The magnetic potential is vanishing in the limit N — oo.
Such is however not necessarily the case for the magnetic field B = (9,4, —0, A) , nor for
the more convenient scalar current J = —V A.

Analogy with the axisymmetric case. The “weak-A Ising MHD model” describes an in-
terplay between magnetic degrees of freedom whose total energy is bounded and kinetic
degrees of freedom whose potentially large fluctuations may make the kinetic energy be-
come very large compared to the magnetic energy. This feature is very reminiscent of the
axisymmetric equilibria. Besides, once again, except for the magnetic energy, it is only
a matter a vocabulary to pass from the Axisymmetric Ising model to the present MHD
model. So, are those MHD equilibria akin to the axisymmetric equilibria ? At a technical
level, note that the magnetic energy involves only nearest neighbor interaction. Up to a
factor 1/2, it is very similar to the hydrodynamical energy “E”of the Ising configurations
defined in the first paragraph of the present chapter — and at use for example in Figure

1
@We can observe that other scalings ag o wa are in principle possible. If a > 1, the result is a favoring of

the kinetic energy. Ifa < 1, the magnetic energy is favored. Only in the case a = 1 are the two energies on
the same “footage”.
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5.3. More generally, it corresponds to the energy per site of a short-range ferromagnet.
In general, the magnetic energy cannot be mapped onto a macrostate constraint. Such a
mapping could be made using a Braggs-Williams type of approximation, but in the gen-
eral case, one cannot rely on the asymptotic counting of microstates provided by Sanov
theorem. However, because one pretty much knows what the entropy of a 2D ferromag-
net is supposed to be, one can understand the phase diagram for the MHD model, at least
in the case of weak helical correlations.

Unhelical Phase diagram. In the simplified case where the helical correlations are not
taken into account, and rather replaced by a constraint on the total circulation X =
X + X_ — which we require to be zero for doubly periodic domains —, the kinetic de-
grees of freedom and the magnetic degrees of freedom are only coupled through the
energy constraint. Therefore, just as in the axisymmetric case, the ratio of kinetic energy
over magnetic energy for a typical configuration is prescribed by the equality between
an inverse magnetic microcanonical temperature with an inverse kinetic microcanonical
temperature. For the magnetic degrees of freedom, the evolution of the temperature as a
function of the energy is typically as shown on Figure 5.3. As for the kinetic part, it suf-
fices to remember Figure P4 of the previous chapter, to see that if the kinetic energy is to
be non vanishing, then the inverse temperature needs to be zero in the limit of a large ki-
netic cutoff M. Therefore, we conclude the same alternative as in the axisymmetric case :
one has two make a first distinction between a high energy regime (£ > E* = 2(1+41/9)),
and a low energy regime (E' < E¥).

In the high energy regime, the stream function 1+ is necessarily non-vanishing. The
most probable M-dependent macrostate distribution of the kinetic field is simply ob-
tained from equation (P54) (Chapter 4) as

—ﬁ(M>w1/)(r)+h(M>w M '
c with  Z3,(r) = dwe A" e +hte —(513)
-M

p?%(wvr) = ZX/[(I')

For the doubly periodic boundary conditions, the vanishing total circulation makes the

Lagrange multiplier 2(™) be zero. The limit M — oo, is then computed using the scalings
(P58). At the end, one obtains an expression for the average kinetic vorticity field in terms

of the reduced inverse temperature 3* = M?23M)_ Tt reads :
(w(r)) = —Ew and (|w(r)|?) =+o0 ifp>1 (5.14)

The most probable macrostate is obtained when 5*/6 is equal to the smallest eigenmode
of —A. Due to the choice ag = 1/N, (A)y vanishes as N — oco. There however exists a
counterpart to the axisymmetric toroidal field being completely intertwined. It is given
by the statistics of the sign of the magnetic potential. Equation (P75) can therefore be
translated into - 14

(sign(A)P) = S (1P —L.

+

(5.15)

Since (A) = 0, one could think that the average of the electric current (j) should also
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be vanishing. This is however not the case. The choice ag «x 1/N yields finite dimen-
sional magnetic potentials whose gradients are continuous in the hydrodynamic limit,
but whose second variations may diverge with N. Therefore, in general limy_,oo (AA) p N #
A(A) . The correct definition of the average currentis (j) = limp/— o0 limy 00 = (J) m,N-

It is therefore not necessarily vanishing.

In the lower-energy regimes (£ < E*), the stream function ¢ is necessarily vanishing.
The energy is then strictly magnetic. Because of the short-range nature of the interactions,
there exists a critical energy E° and one needs to make a further distinction as to the val-
ues of the total energy.

The intermediate energy regime F. < E < E* can be thought of as a paramagnetic
regime : the signs of the magnetic potential A are intertwined, and no spontaneous is-
lands of same sign magnetic potential emerge. Therefore, the average electric currents
are strong, but they are not organized at large scale. This intermediate energy is some-
how analogous to the axisymmetric low-energy regime.

If the energy is lower than E., then there exists a ferromagnetic self-organization of the
signs of the magnetic potential A into macroscopic islands. This yields a vanishing cur-
rent J except at the interfaces of these islands, where it gets infinite.

To sum up, the unhelical, “weak A” MHD Ising model therefore admits three regimes,
(i) a high energy (HE) regime E > E* = 2(1 + 1/¢), characterized by a large scale orga-
nization of the vorticity field, and strong fluctuations, (ii) an intermediate energy (IE)
regime E. < E < E* with a vanishing kinetic energy and no obvious large scale orga-
nization, and (iii) a low energy (LE) regime £ < E., characterized by the presence of
macroscopic strong electric currents. Those regimes are highlighted on Figure 5.12.
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Figure 5.12: Non-Helical, “weak A” regimes for the MHD Ising model — see the text. The arrows
indicate a large () or a small (1) scale organization. The crosses show the values of
the energies for the which Creutz simulations are performed.
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5.4.3.2 An illustrated description of the (helical) equilibria.

In the general case with cross-helicity, the equilibria for the MHD Ising model are not
so easily derived, although the counting argument could probably be used for £ < E.
- see Appendix D. However, one can sample the helical microcanonical measures using
the Creutz dynamics (5.5). The presence of helical correlations does not alter the inter-
play between the magnetic and kinetic energies. It however creates a helical alignment
between the velocity and the magnetic fields, which is visible at the level of the kinetic
vorticity and of the electric density current fields.

Creutz helical and unhelical dynamics. To sample the helical microcanonical measure
of the MHD Ising model, the Algorithm 5.5 is used, initiated by the exploring Algorithm
5.7. In those two algorithms, the label “0” is just replaced by the label “w” and the la-
bel “¢” by the label “w”. In order to sample the non-helical ensembles, the moves in
the space of configurations were taken slightly differently. Instead of the “Axisymmetric
M-moves” of Algorithm 5.4, I have used the “Non-helical M-moves” described by Al-
gorithm 5.8. In both cases, an attempt to rotate the system by £7/2 at each Monte-Carlo
step was also added. If the attempt was successful, the next attempt to rotate the system
could only rotate it back to its initial state.

Algorithm 5.8 (“Non-helical M-moves”)

(1) Pick (i, j) € [1; N]? and (k,1) € [1; N]? uniformly at random.
(2) Pick a random number n between 0 and 1.

3) (i) Ifn > 0.5, then
- Pick uniformly at random dw € [—M, M].
- wij — wij + dw
- Wy — Wy — dw
(ii) Else

- Switch w;; and wyy

Runs and Parameters. We run the Creutz dynamics at three different energies, £y = 1,
E, = 3, E3 = 10, in order to respectively investigate the low-energy, the intermediate and
the high energy regime for a square domain (6 = 1) —see Figure 5.12. The magnetization
was taken to be zero. The initial correlations X were taken as 0, 0.25- or 1.25, and M was
typically ranging from 1 to 10. The resolutions were pretty modest : from 322 to 128%. The
runs were performed over 4007,, . and the averages performed over the last 300 steps.

The high energy regime : £ > E*. The presence of helical correlations does not seem
to alter the interplay between E™3 and EX", as shown on Figures 5.13 and 5.14. In both
cases ( helical and non-helical), the presence of a large poloidal cutoff forces the magnetic
energy to be equal to E*. At fixed M, increasing N makes the kinetic fluctuations de-
crease. At a fixed “large” N, increasing M enhances the kinetic fluctuations. The inverse
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temperature measured on the times series of the energy display the correct “axisymme-
tric scaling law” in M ~2? whether or not the correlations are present — see Figure 5.15.
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Figure 5.13: Evolution of the kinetic and magnetic energy in the high energy regime (E = 10),
using the non-helical Creutz dynamics for various values of NV and M.
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Figure 5.14: Same as Figure 5.13 but this time in the presence of helicity (X4 ~ 1.25).

The instantaneous vorticity fields are highly fluctuating, both with and without cross-
helicity. In both cases, a clear mean field relation (w) — (1) emerges out of a monte-carlo
time averaging. The relation is in accordance with Equation 5.14 : it is linear and the slope
is —/3*/6 = 1, which corresponds to the smallest eigenvalue of the 27w x 27 domain — see
Figures 5.25 and 5.26 at the end of the chapter. Note, that in order to make those rela-
tions emerge more clearly, a local averaging of the time-averaged fields was performed,
yielding coarse-grained, time-averaged fields. The coarse-graining process consists in
computing a local average over contiguous blocks of 2 x 2 spins. As an example, Figure
5.16 shows the result of such an averaging process on the vorticity field, in the non-helical
case.

The magnetic potential is also very fluctuating. In the helical case, one can however
spot an emerging, vanishing structure after both a time averaging and a coarse-graining.
However, because of the high level of fluctuations, no such structures are visible for the
current j = —V?2A. There is however a hint of a linear relation between the average cur-
rent and the average vorticity in the helical case — see Figure 5.13 and 5.14. One could
therefore expect, that a non-uniform average current would emerge out of a longer aver-
aging process.
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Figure 5.15: Evolution of the measured inverse temperature as a function of the vorticity cutoff
M. Open (filled) symbols indicate a helical (non helical) run. Their shapes indicate
the resolution ; 322 (A\),642 (),128%(o). For the high energy regime E > 4, thee color
indicate the value of the energies : £ = 6 (-), 8 (-), 10(-). The solid lines indicate a
M ~2 behavior.

Finally note the very strong non-uniform distribution of the instantaneous vorticity
fields, shown on Figures 5.19 and 5.20.

Intermediate energy regime. In the intermediate energy regime, no substantial differ-
ence between the correlated and the uncorrelated dynamics are either visible at the level
of the interplay between the kinetic and the magnetic energies — see Figure 5.17. The
microcanonical temperature obtained from the time series of the energy is independent
of M — see Figure 5.15. The helical distributions of the instantaneous vorticity fields, are
also strongly non uniform, and are peaked for the extreme values of the vorticity — see
Figures 5.19 and 5.20.

The inverse temperature as measured on the times series of the energy does not dis-
play any longer a M ~2 behavior. It is a consequence of the stream function being zero -
see Figure 5.15. The two “weird points” that can be observed in Figure 5.15 correspond to
two 642 runs. In those two runs, the helical correlations are high : X1 /AL < M. The time
distribution of the energy was found not to be exponential, yielding a wrong estimate for
the inverse temperature.

Scatter plots and coarse grained fields are shown on Figures 5.24 and 5.23. In both
the helical and the non-helical case, the consequence of the vanishing kinetic energy is
the vanishing of the stream function 1. The dispersion of the vorticity is lower in the the
non-helical case than in the helical-case. This behavior is compatible with the non-helical
prediction of a vanishingly uniform vorticity field. In the helical case, the vorticity is
not uniform any longer. It is clearly proportional to the average current (.J). The linear
relation between the current and the vorticity is a signature of the alignment between
the average magnetic field and the average velocity field. The alignment emerges even
though no large scale structure is present. It is due to the presence of cross-helical corre-
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(a) w (instantaneous) (b) <w > (c) < w >, after one coarse graining

Figure 5.16: Illustration of the averaging process for the vorticity field in the high energy regime
(E=10), N? = 1282 and M = 4 in the non helical case. The colormap is scaled to the
maximal value of each field.
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Figure 5.17: Evolution of the kinetic and magnetic energy in the intermediate energy regime (E =
3) , in non-helical (a,b) and helical (c) situations.

lations.

Low Energy Regime. In the low energy regime, the helical runs have been made for
a lower value of the helicity. As in the two other regimes, the presence of helicity does
not alter the interplay between the kinetic and the magnetic energies (Figure 5.18). As
expected, there exists a ferromagnetic large-scale organization for the (signs of) the mag-
netic potential, which yields the emergence of a large-scale current : the latter is vanishing
everywhere except at the frontier of the same-sign clusters of the magnetic potential. In
the helical case, the proportionality between the current and the vorticity translates into
the emergence of “large scale” vorticity filaments to appear — see 5.22 and 5.21. Note that
the “chess game” look of the average magnetic potential and (sign of the) stream function
in Figures 5.22 and 5.21 owes to the time averaging taking into account both non-rotated
and +7 /2 -rotated fields — as for the two other regimes.

Conclusion : In both three regimes, the presence of helicity does not alter the balance
between the kinetic and the magnetic energies. In the high energy regime, it is not clear
whether a mean non vanishing current does indeed emerge whenever some helicity is
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Figure 5.18: Evolution of the kinetic and magnetic energy in the low energy regime (E = 1), in
non-helical (a,b) and helical (c) situations.
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Figure 5.19: Density of probability of the instantaneous vorticity field. Helical case. M = 4.
N? = 1282

incorporated in the model. It is anyhow blurred by the high level of fluctuations. If such
was the case though, the helicity has here the role to enslave the current to the vorticity
field. In the low energy regime, the situation is somehow reversed. Without helicity,
it is the electric current which spontaneously emerges as a large-scale quantity. With
helicity, the vorticity field is proportional to the current : the helicity therefore enslaves
the vorticity to the current. The same might be said for the intermediate energy regimes,
except that no coherent organization for the electric current is visible.

5.4.4 Conclusion and link to previous works.

In a nutshell. The microcanonical equilibria of the MHD Ising model that we have in-
vestigated share similarities with those obtained for the axisymmetric Ising model. They
however exhibit a richer phenomenology. This is due to the competition between the
long range kinetic energies and the short range magnetic energy and non trivial inter-
actions due to the presence of helical correlations. In the non-helical case, four regimes
can be distinguished. The first regime corresponds to the condensation regime described
within the framework of absolute equilibria. It is obtained when the gradients of the
magnetic potential are far greater than the fluctuations of the kinetic energy. The three
other regimes are obtained in the case of a vanishing average magnetic potential. In this
case three regions of energies can be distinguished : (i) a large energy regime with a large
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Figure 5.20: Density of probability of the instantaneous vorticity field. Non-helical case. M = 4.
N? =128?

scale mean kinetic flow (ii) an intermediate energy regime in which the current and the
vorticity are proportional to each other but where no large scale organization emerges,
(iii) a low energy regime, in which filaments of current should emerge. In both three
regimes, the distribution of the vorticity fields is peaked towards it extrema. We remark
that the high energy regime may be seen as the analogue of the the magnetic squared
potential positive temperature regime discussed in Chapter 3 in the context of absolute
equilibria. Whether this thermodynamic regime is of physical relevance and not only an
artifact remains to be discussed. Anyhow the phase diagram is now considerably refined.

We note that other choices of magnetic levels could have been considered. Had we
wanted to describe non-infinite hydrodynamics current, we would have considered the
case ap o 1/N2. However, in this case, the magnetic energy would have become neg-
ligible with respect to the kinetic energy in the limit of large N. Among all the choices
ap < 1/N? only a = 1 allows for a balanced interplay between the two-kinds of en-
ergies. The price to pay is the existence of infinitely large, localized currents. This is a
consequence of the Casimirs acting on a large-scale variable (A) — contrarily to the two-
dimensional hydrodynamical case.

Link with [Jordan and Turkington, 1997, Weichman, 2012]. The picture that we get
from our low level MHD lattice model is very related to the global picture given in [Jor-
dan and Turkington, 1997]. Using a separation of scale hypothesis, which is tantamount
to assume that the equilibria can be described in terms of a Gibbsian macrostate proba-
bility, it is found in [Jordan and Turkington, 1997] that for low values of the macrostate
energy the fluctuation are low, while for high values of the macrostate energy the fluctu-
ations “obliterate the coherent structures”. The states that we get in our model are quali-
tatively similar. In the low energy regime, the microcanonical temperature is low: hence
the fluctuations of the energy are small. In the high energy regime, the temperature is
formally infinite. However, taking the two limits M and IV to oo one after another allows
us to “zoom” on the high energy regime and find out that the statistics of the fluctuations
are not Gaussian in this regime. The zoom yields a ratio of E™# / EX" being not necessar-
ily greater than 1 in our model, as opposed to [Jordan and Turkington, 1997]. Note, that
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in the present model, the separation of scale hypothesis is not always valid : this is due
to the Liouville variables A;; being already large scale, “coarse-grained” variables.

In the more recent and quite compact work of Weichman [Weichman, 2012], the MHD
equilibria are derived within a grand canonical ensemble, using the “spin variables” A;;
and 1;;. Within those variables the problem of the unboundedness of the vorticity is cir-
cumvented by the assumption that the fields A and ) have Gaussian fluctuations around
their typical state. The balance between the kinetic and magnetic energies is then non
trivial. The equilibria are found to describe an alignment of the mean velocity field
with the mean magnetic field. Those equilibria also depend on a microscale energy e,
which may be related to the kinetic cutoff M of our model. The author observes that
“for a spatially irregular initial condition with comparatively large energy, one will have
€ > |vo|?, | Bo|? and the physical equilibrium fields will be masked by fluctuations”. One
could make the same observation for the model discussed in the present chapter.

5.5 Conclusion.

The use of Monte-Carlo dynamics allowed us to check the plausibility of the analytical
developments related to the axisymmetric microcanonical measures. It led to a practical
visualization of those equilibria and made the analogy between stationary measures and
lattice models quite vivid. At a yet more heuristic level, it allowed us to comment on
the analogy between magnetic ideal flows and axisymmetric flows, using a very simple
MHD Ising model and simple physical considerations. In the case where the kinetic fluc-
tuations are disregarded, one retrieves the magnetic condensation regime. In the case
where the fluctuations of the kinetic field are taken so as to induce a non trivial balance
between the short range magnetic energy and the long-range kinetic energy, one can iden-
tify three different regimes, depending on the initial value of the input energy. The high
energy and the intermediate energy regime share a striking resemblance to the axisym-
metric equilibria. In the present chapter, the algorithms that were discussed were quite
naively implemented. Therefore, the presence of long range interactions made it difficult
to make finely tuned new predictions. This is an indirect consequence of the velocity
field and magnetic field being incompressible. In the case, where the calculation of the
energies could be implemented locally, one could however hint that the Creutz algorithm
can be a very powerful tool to investigate non trivial hydrodynamical measures. Such an
observation could be speculatively of interest for Shallow-water flows.
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Figure 5.21: E = 1. Low energy regime. Helical. Scatter plots of (w) against (1) (a) and (J) (b).
The insets show the corresponding average fields.
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Figure 5.22: I/ = 1. Low energy regime. Non-helical.
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Figure 5.24: E = 3. Intermediate energy regime. Non-helical.
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Figure 5.26: E/ = 10. High energy regime. Non-helical.
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Chapter 6

Application : stationary states of a
Von Karman flow.

I hereby discuss whether the highly turbulent coherent states that are observed in ex-
perimental Von Karman turbulent flows can be explained from an equilibrium inviscid
statistical mechanics perspective. I argue that there should be no reason to expect that. I
then show some experimental evidence that inviscid theories may account for the prop-
erties of the Von Karman steady states. They also give insights about their physics.
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6.1 Introduction

Von Karman setups. The experimental Von Karmdn setup, in which a fluid inside a
cylindrical tank is stirred by two propellers located at both ends, has been very popular
over the last thirty years. The literature is abundant — see [Ravelet, 2005] for a concise
review up to the year 2000. The setup allows to generate a highly turbulent flow using a
human size apparatus. The class of flows generated by Von Karman setups is both fun-
damental and practical. At a practical level, Von Karman flows are laboratory models of

171
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geophysical flows, the most emblematic example of which being perhaps the “VKS” ex-
periment — in which the propelled fluid is sodium —, which provides a laboratory model
of the turbulent geodynamo [Berhanu et al., 2007, Monchaux et al., 2007]. At a fundamen-
tal level, the Von Karman setup has been used to explore both standard characterizations
of swirling turbulence, such as spectra, intermittency, structure functions [Moisy et al.,
1999, Moisy et al., 2001, Herbert et al., 2012], and less standard out-of-equilibrium phe-
nomena, such as pressure and power fluctuations [Fauve et al., 1993, Labbé et al., 1996].
More recently, studies have focused on the dynamical properties of the large-scale aver-
age structures which exist in highly turbulent Von Karméan flows. Many intriguing phys-
ical mechanisms have emerged, among which hysteretic cycles [Ravelet, 2005,Monchaux,
2007], spontaneous “momentizations” and symmetry breaking [de la Torre and Burguete,
2007, Cortet et al., 2010, Cortet et al., 2011], zero-mode mechanisms [Saint-Michel et al.,
2013a]... Those phenomena have very strong statistical mechanics connotations, but their
study is mostly out of scope of the present chapter. Fresh developments about the dy-
namics and the out-of-equilibrium properties of Von Karman flows were recently carried
out by Brice Saint Michel, in a thesis [Saint-Michel, 2013] companion to the present one.

Aims. We shall be quite modest here, and focus on the description of the steady states
of a Von Kérmdn setup filled with water. Those steady states are “well-known” : if the
forcing is symmetric, one typically observes the appearance of four large scale recircula-
tion cells each filling a fourth of the tank. If the symmetry of the forcing is sufficiently
broken, the recirculation cells merge into two cells, which each fills one half of the tank.
In the symmetric case, the presence of the cells has a clear mechanical explanation : “The
fluid is ejected radially from the disks by centrifugal force and loops back towards the
axis in the mid-plane between the impellers. A strong differential rotation is superim-
posed on this poloidal flow, which generates a high shear in the mid-plane” [Berhanu
et al., 2007]. We shall adopt a slightly different point of view here, and discuss whether
those large circulation cells are close to a statistical equilibrium. We clearly have in mind
to discuss the use of axisymmetric inviscid theories described in the previous chapter to
account for the presence of such states. There is no reason why it should be the case. A
preliminary connection of Von Karman steady states with inviscid axisymmetric equilib-
ria was however observed during the PhD thesis of Romain Monchaux, and is reported
in [Monchaux et al., 2006].

Organization of the chapter. The chapter is organized as follows. We first present the
Von Kérmén experimental setup currently at use at the SPHYNX laboratory, and from
which the data that we analyze stem from. We then argue about the reasons which make
more than dubious the use of axisymmetric inviscid theories to describe the large-scale
steady states observed in such a Von Kdrman experiment. We finally show that in prac-
tice, two inviscid theories, Leprovost’s mixing theory and a “frozen axisymmetric” the-
ory, can be used to describe the Von Kdrman steady states. The insights provided by
both theories are different.
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6.2 The “VK” experiments.

I give a rough description of the Von Karmén experiments performed at the SPHYNX
laboratory. Such a basic description is partial but is sufficient for our concerns. A thor-
ough description of the present Von Karman setup at the SPHYNX can be found in Ro-
main Monchaux’s or Brice Saint-Michel’s thesis papers [Monchaux, 2007, Saint-Michel,
2013]. Older versions of the experiments are described in Louis Marié’s and Florent Rav-
elet’s [Marié, 2003, Ravelet, 2005].

6.2.1 Experimental setup

Loose description. Ina Von Kdrman experiment, a fluid confined in a cylindrical tank
is stirred by two counter rotating propellers located at both extremities of the tank. The
Von Karmén experiments that have been built and studied at the former GIT and now
SPHYNX laboratory are human size Von Karmén experiments. The latest version of the
experiment —from which the data of the present chapter come from —is for example 2H =
270mm tall, and has a radius R = 200 mm. The propellers are separated by a distance
2h = 180 mm. Their radius rank from 0.5 to 0.925 times the radius of the cylinder. This
version of the experiment goes by the code name of “VK2”®. It was built during the
PhD thesis of Romain Monchaux [Monchaux, 2007]. Sketches and photographs of the
VK2 experiment are shown on Figures 6.1 and 6.2.

(a) e fl
er et B

Figure 6.1: Sketch of the VK2 experiment. Taken from [Dubrulle and the VKEteam, 2013].

Intuitive control parameters. One can intuitively expect two parameters to play a sig-
nificant role in the physics of VK flows. The first one is the (macroscale) Reynolds number
Re, estimated as [Ravelet, 2005]

Re = 2nfR*v L. (6.1)

The Reynolds number is built on (i) the injection scale, estimated as the radius of

@Qlder versions are the “VKE”, and “VKR” experiments. I will refer to the flows obtained within all those
experiments as “VK” flows.



174 CHAPTER 6. APPLICATION : STATIONARY STATES OF A VON KARMAN FLOW.

Figure 6.2: The VK2 experiment at rest (a) and in activity (b). Courtesy of Brice Saint-Michel.

the tank R, (ii) the time scale f = # with fi and f» the rotation frequencies of the
propellers, and (iii) the viscosity of the fluid which can be tuned by considering appro-
priate mixture of water and glycerol. In the VK2 experiment, it is possible to explore four
decades of Reynolds number from 10% to 10%, upon playing both with the rotating fre-

quency of propellers and/or the dynamical viscosity of the fluid stirred inside the tank.

The second intuitive control parameter is given by the rotation number

= [
0_f1+f2’

which measures the relative influence of global rotation over a typical turbulent shear
frequency. The exact counter rotating regime corresponds to ¢ = 0. When 6 is non zero,

the experimental system is similar, within lateral boundary conditions to an exact counter
fit /e
2

(6.2)

rotating experiment at frequency f =

# [Marié, 2003].

There exist however less obvious, hidden parameters that may deeply alter the physics
observed in the Von Karmdn tank, and on which we shall say a word at the end of the
section.

with an overall global rotation at frequency

Measures. To characterize the flows obtained in the VK experiments, one has access to
two kinds of time series measurements. The first kinds of measurements are made at the
level of the propellers. They provide quantities such as the frequencies of the propellers
f1,2, and also the torques K2 exerted by the propellers on the fluid. Those quantities
are important to monitor the forcing. The second kinds of measurements are time series
of the coarse-grained three components of the velocity field measured on a prescribed
meridional plane (e,, e,). In the VK2 experiment this information is provided trough PIV
and SPIV measurements ®. The PIV and SPIV techniques give access to time series of the
three components of the velocity fields measured on a two-dimensional meridional plane

@“PTV” stands for Particle Image Velocimetry and “SPIV” for Stereoscopic Particle Image Velocimetry
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Figure 6.3: Instantaneous fields reconstructed from a SPIV measurements at Re ~ 3 x 10° and
6 = 0. Details in text.

v (7, 2), v9(r, 2), v2(r, 2) and sampled on a 58 x 63 mesh grid. The spatial resolution is ap-
proximately 1 cm [Herbert et al., 2012]. The samplings typically vary from 1.7 to 15 Hz ,
so that one typically gets one velocity map every 1 to 10 rotations of the impellers. Again,
a detailed description of those techniques as used for the VK experiments can be found
in Romain Monchaux” thesis paper [Monchaux, 2007].

The take-to-the-next-paragraph message is simply the following : the SPIV measure-
ments map a three-dimensional continuous time (fine grained) Von Karman flow onto a
discrete-time, coarse-grained 2D3C flow, defined by the time series of the three compo-
nents of v,.(, z), vg(r, 2), v, (r, 2) on a prescribed meridional plane. As an example, Figure
6.3 shows three components of such a 2D3C flows, namely an instantaneous toroidal ve-
locity vg, a poloidal vorticity wy = 0,v, — 0,v, and a stream function v reconstructed from
the PIV measurements of a three-dimensional turbulent Von Kdrman flow at Reynolds
approximately 3 x 10° — such as the one depicted on Figure 6.2. One could observe that
the toroidal and poloidal fields seem discontinuous at » = 0. Such a discontinuity is how-
ever not physical : it comes from the discrete nature of the Eulerian grid which is used to
reconstruct the fields from the PIV measurements.

It is crucial to emphasize that the instantaneous vorticity and velocity fields are not
axially symmetric. This can be seen on Figure 6.3 : neither of the fields are symmetric
with respect to the transformation r — —r @ as it should be the case, if the flow was
indeed axially symmetric.

Coarse-Grained quantities.
quantities such as coarse-grained energies, helicities and so on can be computed. Note

From the instantaneous PIV fields v,, vy, v, coarse -grained

that the coarse-grained quantities computed from the instantaneous fields may be very
different from their fine-grained analogues (i) as a result of the coarse-graining and (ii)
because the PIV window does not cover the entire meridional plane, but only a small
region Dpy of it. To make things unambiguous when needed, I will write X the value

@or rather§ — 6 + 7
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of the observable X computed from the instantaneous fields. The energies, meridional
helicities, toroidal momenta computed from the instantaneous field will for instance be
computed as :

poiv rdrdz (v + vZ +v3) poiV rdrdz wgvg poiv rdrdzruvg

E= H= I= 6.3
2poiv rdrdz ’ Jp,rdrdz poiV rdrdz ' (6.3)
and so on for the other observables.
6.2.2 What do we see in a Von Karman flow ?
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Figure 6.4: The fields of Figure 6.4 averaged over 600 snapshots.

Axisymmetric time averages. It is natural thing to compute “ensemble averages” using
the time series of the PIV instantaneous fields. We will write (X) the ensemble average
of the quantity X. With respect to the true dynamics, the averages () are not really time
averages, though : the sampling frequency is not synchronized with the rotating frequen-
cies of the propellers. Therefore, averages made on the times series of the PIV measure-
ments are both time averages and azimuthal averages. The notation “()” therefore hides

1 T 27

an operation of the kind “ﬁ / df#”. Hence, it is natural to expect and to assume
wl Jo Jo

that the average flow defined by the three quantities (v,),(vp), (v.) is axisymmetric. The

symmetry » — —r which emerges on Figure 6.4 shows that this assumption is more than
reasonable.

Since the average flow is axisymmetric, it is natural to compute an axisymmetric
stream function 1), obtained from the poloidal velocity fields v, and v, as
1

UT:—% L), ve = Y and  YP(r=20,z) =0. (6.4)

For the instantaneous PIV flow, the incompressibility condition V - v = 0 involves a non-

vanishing term %8909. The instantaneous stream function is therefore ill-defined. It is a
way to encode the poloidal velocity field rather than a physical quantity. It is only after
the averaging operation () takes place, that ¢) can be thought of as a genuine axisymmetric
stream function.
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What do VK flows look like ? At a dynamical level, the phenomenology of Von Kér-
man turbulence is both complicated, rich and potentially complex. It exhibits many in-
triguing physical phenomena : zero modes mechanisms, hysteretic cycles, phase transi-
tions, spontaneous toroidal magnetization, chaotic dynamics... The description of those
phenomena is mostly out the scope of the present chapter. The average stationary states
of the VK flows are more simple to describe. This is what we do here.

Mean flows. What does a stationary flow typically look like ? The most obvious
feature of Von Karman flows is the presence of a large scale average Beltrami flow : the
average large scale vorticity is proportional to the average large scale velocity. In the
exact counter rotating regime (6 = 0), and provided that the Reynolds number is large
enough (Re 2 10%), the standard mean flow is divided into two toric recirculation cells,
separated by an azimuthal shear layer, as shown on Figure 6.4 @. If § is driven away
from zero, a change of topology occurs at a critical value 6. : the mean flow bifurcates
from the two-counter rotating recirculation cells to a single cell [Ravelet, 2005]. The criti-
cal value 6. and the sharpness of the transition depend on the geometry of the propellers,
the forcing, and so on.

Transitions. The transition between the two-recirculation cells towards the single
cell has a very strong statistical mechanics flavor when put in perspective with the Reynolds

d(1)

number. The susceptibility of the flow x = a0 to symmetry breaking is found to be pos-

sibly divergent near Re = 105 [Cortet et al., 2010, Cortet et al., 2011]. If one replaces the
words “toroidal momentum” ( (I)) by the word “magnetization” , the word “rotation
number ” by the word “external magnetic field”, and thinks of the (logarithm of the)
Reynolds number as an inverse temperature — 7" < 1/log Re as proposed in [Castaing,
1996] -, the analogy between this transition and a paramagnetic-ferromagnetic phase
transition is striking. We shall say later a few more words about this analogy.

Spectra. At 6 = 0, the turbulence inside the tank is very anisotropic. The energy
spectra is steeper than Kolmogorov’s, with an exponent varying between —2 and —2.4,
depending on the Reynolds number [Herbert et al., 2012]. The exponent can be obtained
using a phenomenological reasoning 4 Iz Kolmogorov, under the three assumptions (i) of
a downward cascade of helicity, (ii) local or non-local interactions between the modes,

and (iii) a “maximal helicity”, “Betrami” working assumption that the velocity is propor-
tional to the vorticity — not only at large scale.

Forcing dependent turbulence. At a finer level of description, one finds out that
the turbulence inside the tank may strongly depend on hidden, or at least no so obvious
parameters. Von Karmén turbulence is forcing-dependent in at least two aspects. First,
different propellers produce different kinds of turbulence. The radius of the turbines, the
presence of blades, their height, their curvature, their number are as many parameters
that change the properties of the turbulence within the tank [Ravelet, 2005]. For instance,

@From now on, we describe the structures in the half-meridional plane r > 0.
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Figure 6.5: (a) Partial zoology of the propellers currently at use in the VK experiments. A “TM60”
propeller is visible at the bottom right of the picture; a “TM73” propeller at the bottom
center. (c) shows the influence of the curvature (b) of the blades on the ratio between
the large scale poloidal component of the velocity field < P > and the large scale
toroidal component < T > for reynolds numbers Re ~ 10° and a vanishing rotation
number. Taken from [Ravelet, 2005].

at a qualitative level, the higher the blades, the more helical is the forcing of the exper-
iment; the curvier the blades the more poloidal is the large scale flow — see Figure 6.5.
In the present chapter, the turbulence is obtained with either “TM60” propellers, with 16
blades and a curvature oo = 72° or “TM73” propellers with 8 blades and o = 24°.

Secondly, different stirrings produce different steady states. If one monitors the in-
jected power inside the experiment by controlling the torques that the turbulence exerts
at each propeller, one obtains a richer phase diagram than if one monitors the rotation
frequencies fi2 of the propellers [Saint-Michel et al., 2013b].

6.3 Inviscid Statistical mechanics and Von Karman experiments:
general considerations.

Compared to the rich variety of dynamical and out-of-equilibrium properties of VK flows,
the aim of inviscid statistical mechanics is quite modest. What do we expect for it ? Basi-
cally, we could want the inviscid theory to provide a good qualitative description of the
stationary states, correctly predicting the presence of a mean large scale Beltrami flow,
giving some hints about the distribution of vorticity and velocity fluctuations and about
the interplay between the different kinds of energy at stake (poloidal/toroidal). There
are however not too many reasons to expect that. One can think of many reasons why it
should not be the case.
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Figure 6.6: The averaging along the z direction in a 5123 Taylor Green Direct Numerical Simula-

tion, forced at k¥ = 4 in a triply periodic box, at a late time (7 =~ 15 turn-over time).
Courtesy of Duane Rosenberg.

7 Reasons which make the use of an axisymmetric inviscid theory dubious for Von

Kéarman flows.

(i)

(ii)

(iii)

We have in mind to use some results obtained for the axisymmetric Euler Equations
to account for the properties of forced-stirred VK flows. But as already remarked,
it is only at the level of the mean flows that such a comparison is legitimate. The
dynamics of the flows inside the tank is not axisymmetric. It would not preserve the
axisymmetric invariants even if the forcing and the dissipation were weak ! There
is either no reason why the dynamics of the average flow should described by the
axisymmetric Euler equations. For example, let us take for granted the argument

that the average () is an azimuthal averaging QL 02” dé. Let us also assume that the
forcing is weak. It is then well known that the dynamics of the velocity (v) involve
interactions of the kind (((v;) — v;)({v;) — v;)) that will add a turbulent viscosity —
through a Reynolds stress — to the dynamics. There is no reason to expect that the
2D3C average flow which is measured will be close to a non-trivial axisymmetric
stationary state. If one looks at the vorticity field obtained in a numerical simulation
of 3D turbulence forced at large scale with a Taylor Green flow and average the
vorticity on one direction, one does not find an obvious large-scale self-organization
of the average vorticity field, as predicted by two-dimensional inviscid statistical
theories — see Figure 6.6.

The presence of forcing and dissipation puts the system clearly out of equilibrium.
This is confirmed by the presence of an energy spectra consistent with the assump-
tion of an upward (from large to small scale) helicity cascade [Herbert et al., 2012].

The presence of a forcing does not automatically rule out the use of inviscid theo-
ries. In the limit of weak forcing and weak dissipation, computer simulations of the
stochastic two-dimensional Navier-Stokes equations have shown that the station-
ary states were close to inviscid equilibrium states [Bouchet and Simonnet, 2009].
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(iv)

(v)

(vi)

(vii)

The presence of a Large-Scale forcing might however be more of a problem. In par-
ticular, one can hardly invoke a separation of scale working hypothesis : the struc-
tures that we want to describe are at the same scale than the injection scale.

The presence of a viscosity, even small, might be problematic in the intrinsically
three-dimensional Von Karman flows. The limit Re — oo might very well be a
singular limit.

What kind of statistical mechanics description should we use : microcanonical ?
canonical ? Grand Canonical ? The relevance of the canonical description to account
for the properties of small scaled stirred turbulence have been suggested in [Turk-
ington et al., 2001, Chavanis, 2005, Salmon, 2012]. In the presence of a Large scale
forcing, this is less clear. At a very qualitative level, if one reminds himself of the
Kraichnan’s mock equilibria for axisymmetric turbulence described in Chapter 3,
the ratio of the poloidal to the toroidal energy was found to be given by the ratio of
two Lagrange multipliers @. In the experiment, this ratio depends on the curvature
of the propellers — see Figure 6.5. This suggests that canonical temperatures could
be used to measure the properties of a forcing. However, we can anticipate that
the statistics of the fields will turn out to be strongly non-Gaussian. Hence, rugged
invariants would need to be supplemented by other invariants.

In the present case, it is hard to see how to make a good use of a fully microcanon-
ical statistical theory to account for the properties of Von Kdrmaén turbulence. For
example, we do not know what the total kinetic energy of the flow (£ or (E)) is.
All we have access to are coarse grained quantities (£), (H), and coarse-grained
distributions. This suggests that an inviscid theory can at best describe Von Kar-
mén flows a posteriori. If one measures (E), (H), and relevant coarse grained dis-
tributions, one may make relevant predictions. However, one cannot predict those
quantities from scratch, knowing say only the properties of the forcing or the power

injected in the apparatus.

How many invariants should we take into account ? Only a finite set of them, as in
Leprovost’s theory ? Or potentially many ?

Conclusion. It is not so clear whether one could counter argue those objections one by
one. But it may be good to have them in mind. Let us however move forward. We will
show, that in spite of those a priori considerations, the stationary states obtained in Von
Kéarman are very reminiscent of the axisymmetric ideal equilibria, and can be interpreted
as quenched axisymmetric equilibria.

6.4

Inviscid Statistical mechanics and Von Karman experiments:
practical considerations.

We discuss the stationary states obtained in the Von Karman experiments, when the flow
is stirred by TM60 or TM73 propellers.

@Recall “(Eior)/(Epot) = B/(B +€).”
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Figure 6.7: Instantaneous and average toroidal and poloidal fields obtained with “TM60” pro-
pellers at @ = 0 and Re ~ 3 x 105.
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Figure 6.8: characterization of Von Karmén stationary solutions “TM60” propellers at § = 0 and
Re ~ 3 x10°. [|(¥)||oc = maxp, (|1|). Opaque points are the points measured far from
the propellers. The dotted lines show (¢) = By and (o) = (r?¢)/B. B is obtained
from (a).

6.4.1 Von Karmdn average flows vs ideal axisymmetric flows

Von Karman Stationary states are close to inviscid axisymmetric stationary states. To

begin with, let us put the statistical mechanics considerations aside, and observe that
the Von Karman average states are reasonably close to inviscid axisymmetric stationary
states. The ideal axisymmetric stationary flows were already mentioned in passing in
chapter 4 — Equation (4.2). We recall that those flows are many : they can be any flow
satisfying

o=F(), &r)=rF@)F(¥)+G®), and ¢=-Aq, (6.5)

with F' and G any sufficiently regular functions.

Empirically, it was observed that the average toroidal and poloidal fields (o) and ()
do satisfy the relations (6.5). Let us look for example at the central region of the tank,
far from the propellers. On the PIV fields, a bulk region can be defined as |z| < 0.5 and
r < 0.5. Within those bounds, one finds out that a linear F' (F'(x) = Bx) and a constant G



182 CHAPTER 6. APPLICATION : STATIONARY STATES OF A VON KARMAN FLOW.

(G = C) reasonably fit the data, as shown on Figures 6.7 and 6.8. Hence, it is reasonable to
assert that the average states of the Von Karman flows are close to inviscid axisymmetric
steady states, almost entirely described by two parameters, B and C':

(0(r) = B(), (@) =r°B%() +C, and €=-Ad,.  (66)

The observation is not new. It was made during the PhD thesis of Romain Monchaux
[Monchaux, 2007] : in spite of the three-dimensionality of the experiments, the averages
of Von Kdrmaén steady flows are somehow close to some steady axisymmetric inviscid
flows.

6.4.2 Practical description of the steady states using Leprovost’s statistical the-
ory.

Reminder of the theory. Based on the observation of Monchaux, Nicolas Leprovost,
with the help of Pierre-Henri Chavanis and Bérengere Dubrulle proposed a “practical
use” of the maximum entropy principle, as accounted for in Chapter 4. They found that
extremizing a mixing toroidal entropy under the constraints of prescribed macrostate
energies, helicities and toroidal momenta, precisely yields the set of equations (6.6). The
reader can check that there is no magic trick : the set of equations (4.5) of Chapter 4 is
exactly the same as the set of equations (6.6) of the present chapter. The theory provides
a very elegant and fruitful interpretation of the equilibria. The coefficients B and C can
be expressed as functions of the prescribed macrostate quantities. It happens that the
macrostate quantities are precisely related to the quantities that can be measured from the
PIV average fields. The macrostate energies, helicities and toroidal momenta introduced
in Chapter 4 were the axisymmetric quantities :

H@zl/fa Ec'f’:l/aer&/; and I, :1/0 (6.7)

DJp>" © " 2/D| Jp 1?2 "Dl Jp

with the “7” denoting a local averaging. The coefficients B and C are then prescribed as
B = B(I3/Hy) and C = C(I, Be) - see [Naso et al., 2010b] or Figure 4.3 of Chapter 4.

Inside the tank. The counterparts of the latter quantities in the experiment need to be
measured directly on axisymmetric quantities, that is to say on the averages of the PIV
fields :

—\2
Ho= [0, =g [ CF @) and fo= o [ @) 69

Recall that the PIV window does not cover the entire tank, so the integrals estimated
from the PIV are rather poiV instead of [,,. To fix this, one needs to normalize the the-
oretical curb by putting an effective height 2* and an effective radius R* instead of the
true dimensions of the tank. But then, if one measures B, I, and H independently from
the PIV fields, and plot B as a function of [ % /Hg, it is found out that the measurements
agree extremely well with the theoretical prediction — see for instance Figure 6.9, as the
preliminary work of Monchaux et al suggested [Monchaux et al., 2006].
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Figure 6.9: B as a function of A for TM73 propellers at Re = 10°. The blue line is the theoretical

prediction, the yellow squares are the points corresponding to the experiments.

What we do learn ...and do not learn from Leprovost’s theory. Looking at Figure 6.9,
it seems pretty hard to do better than Leprovost’s mixing theory. The data fits well,
and the theory is linear — therefore not too complicated. The latter provides a compact
framework to interpret and classify the Von Karman steady states. It highlights the role
of the toroidal mixing and shows that an inviscid theory can account for forced steady

turbulence. This was by no mean obvious. In spite of this successful description, there
remain some issues, that may be significant to address :

(a)

(©

When one looks closely at Figure 6.9, one can remark that although many ‘B’ are
compatible with the same value of A, the experiment selects a “small” B, which
corresponds to a single cell or a dipole — in the half cylinder. The mixing theory
does not tell why this particular “B” is selected: it simply accounts for it.

It does not explain the role of the invariants that are singled out. It is mostly a
data driven choice : to obtain linear fits, one hast to plug in the maximization of
the entropy some quadratic invariants. We don’t know whether the data that are
not fitted by the linear fit (the points closer to the propellers) are close to a more
complex equilibrium or if the theory only works in the bulk of the tank.

The mixing which is invoked in the theory is mostly conceptual. We have already
mentioned that the instantaneous 2D3C flow as obtained from the PIV measure-
ments was not axisymmetric, and that the 2D3C axisymmetric averages flow had
no reason to be described by an axisymmetric ideal dynamics. Since the quantities
that control the parameters B and C are computed directly from the axisymmetric
static state, it is not clear whether the use of a mixing entropy accounts for an un-
derlying physical mixing process. From the coarse grained point of view, it rather
resembles to an inference theory (a Ia Jaynes).
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In the next section, we will adopt a slightly different point of view, that may shed some
light about those three issues and about the nature of the steady states in the Von Karman
flows.

6.4.3 Steady Von Kidrman flows from a frozen, helical perspective.

We focus on the case of a vanishing rotation number 6 ~ 0, and discuss the statistics of
the signs of the poloidal and fields, in the spirit of the analogy with an axisymmetric long
range lattice model. We study the influence of the Reynolds number on the stationary
states. The analysis shows that the Von Karman steady states can be interpreted as
experimental analogues of the M = 0 frozen axisymmetric equilibria mentioned in the
previous chapters and described in Appendix E.

Statistics of the signs of the fields. Instead of trying to describe the average fields,
let us here only focus on the statistics of the signs of those fields. As explained in the
first section, a Von Karman acquisition yields a discrete time series of instantaneous PIV
tields. Instead of studying the full statistics, we restrict ourselves to the time series of
the signs of the toroidal and poloidal field. In order words, we play the following game

: we deteriorate each instantaneous field o by mapping them onto the two-value fields

sign(o) defined as

+1 if >0
if o(r) 6.9)

—1 otherwise ,

sign(o)(r) = {

We perform a similar operation for the toroidal fields £&. We then compute the averages
of those binary fields, (sign(o)), (sign(§)) — see Figure 6.10.

1 05 0 05 1 1 05 9 05 1
(a) signo (b) (signo) (d) (sign¢)

Figure 6.10: The instantaneous and average signs of the toroidal and poloidal fields, using TM60
propellers at = 0, Re = 3 x 10%.

Toroidal areas and generalized helicities. With the axisymmetric Beltrami-Ising model
analogy in mind, it is quite natural to look at the temporal evolution of those quantities
that play a key role in the inviscid theory :

-Ai(T) :/D 7ﬁd"adz]-sign(cr)::l:l7 Xi(t) :/D 7ﬁd"ndzé-]-Sign(cr)::l:l7
piv piv (6.10)
and  &po(T) :/ rdrdz&y.

Dpiv
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Ay () — A(7)

A (1) + A_(7)
those quantities are not constant throughout time — see Figure 6.11. We can remark that

there is no substantial difference between the behavior of the poloidal energy &,01(7)
— which is not an ideal invariant— and the behavior of the toroidal areas AL (7) or the

We also write p(7) = and X (1) = Xy (1) + X_(7). As can be expected,

generalized helicities /parital cicrulations X (7). Thoses quantities fluctuate around a
mean value. The fluctuations are rather mild. Their distributions are not displayed here
but are essentially Gaussian.

14l T T T T 7]
12F - A(r)
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Figure 6.11: (a,b,c) : Time evolution of the inviscid toroidal invariants A+, X, and of the poloidal
energy Fpo1, 0 = 0, at Re = 3x10* and using TM 60 propellers. The time is in seconds.

It is interesting to observe that the mean values (X ) of the generalized helicities are
very distinct from one another. The two time series of X’ (7) remain distinct throughout
time.

This feature is significant. If we now look at the distribution of the toroidal field, built
from the 600 instantaneous fields, we find out that the distributions P(¢|sign(o) = £1)
(conditional probabilities) and P(¢) distinct from one another. The most probable values

&+ of P(¢|sign(o) = £1) are very reasonably approximated by the quantity (ji) — see
+

Figure 6.12(a).

Besides, the three distributions are strongly non Gaussian. Their tails are fatter. This
is not a spurious effect due to a bad numerical reconstitution of the poloidal field near
the central vertical axis of the cylindrical tank — see Figure 6.12(b).

These observations call for two comments. (i) The non-Gaussian behavior of the
poloidal field is reminiscent of the non-Gaussian statistics that was predicted by the in-
viscid axisymmetric microcanonical theory of Chapter 4. (ii) The existence of distinct
maxima is an indication of a tendency of the poloidal field to get aligned or anti-aligned
with the toroidal field. The values &4 are finer indicators of the presence of vorticity ve-
locity correlations than the total average axisymmetric helicity given by equation (6.8),
which in the present case is close to zero.

“tanh” laws and “frozen” equilibria. The next natural step to take is to see what kind
of mean-field relation — if any — the averages of the toroidal and poloidal signs do satisfy.
Scatter plots at Re = 3 - 10° are shown on Figure 6.13.

The scatter plot of (sign(¢)) against (1) indicates the presence of a linear relation be-
tween both quantities : this is very reminiscent of the axisymmetric equilibria described
in Chapter 4. The scatter plot of (sign(c)) against (¢)) is however not so reminiscent of
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Figure 6.12: (a) : probability density function for the toroidal field ¢, computed from the time
series of the fields (involving 56 x 61 x 600 ~ 2 - 105points). (b) Probability functions
computed without considering the points below a treshold radius 7miy.

those. Instead, a “tanh ” law emerges. A “tanh” for the toroidal field is not prescribed by
the full inviscid theory, which prescribes that the stream function and the toroidal field be
independent. One way to see things is to conclude is that the Von Kdrmdn steady states
are not inviscid axisymmetric equilibria. We did not really expect them to be anyway.
This makes the story end here. Another way to see things is to observe that the toroidal
scatter plot has a very “two-dimensional” connotation. As explained in Chapter 4, tanh
laws emerge naturally when one works out a mean-field statistical mechanics for the 2D
Euler equations with only two levels ( or two signs) of vorticity. Closer to the present
chapter, one can remind that a similar toroidal law was obtained from a Monte-Carlo
dynamics in Chapter 5 — see Figure 5.7. This was the case when the poloidal cutoff was
not high enough to mix the poloidal degrees of freedom independently from the toroidal
degrees of freedom (“M = 0”). We had casually described this regime as a “frozen”
or “quenched” regime, in which not only the conditional poloidal averages but the full
conditional poloidal probability distributions are prescribed. Those equilibrium regimes
emerge naturally from the maximization of a macrostate entropy and a detailed deriva-
tion of those equilibria can be found in Appendix E. For now, it suffices to say that in the
present case, where we can assume from experimental facts that the conditional distribu-
tions are symmetric P({|oc > 0) = P(—¢|o < 0) (Figure 6.12), those equilibria yield the
following mean field frozen equilibria :

(sign(0))(r) = tanh(By(r)), and (sign(€))(r) = sign(€) tanh(By(r)),
BEs —E) (6.11)

2

with B = —

In the latter formula, § is a microcanonical inverse temperature. £+ are the most prob-
able values of the conditional probabilities, as defined on Figure 6.12. In the present case,
we approximate those quantities as {1+ = (X1 /A4 ). Those formula are the ones at use to
fit the scatter plots of Figure 6.13. The toroidal scatter plots points are quite accurately
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Figure 6.13: Scatter plots of the averages of the toroidal and poloidal signs against the stream
function ( = 0,Re = 3 x 10%). The opaque dots are the dots located in the restricted
window described in Figure 6.8. The black “sinh” dotted lines are the quenched
equilibria predictions, with the coefficient “B” measured on the toroidal data. On
Figure (b), an additional linear fit of the data is shown, which maps the sinh law for
low values of the stream function. to the More details in the text.

titted. For the poloidal scatter plots, the fit only works for small values of the stream
functions, indicating that a more refined description might be in need. We however stick
to the two-level description.

Influence of the Reynolds number. We use the frozen approach to study a set of 70 Von
Ké&rmaén experiments obtained at § = 04 2.5- 1073, with TM60 propellers and a Reynolds
number going from 10% to 10°. Averages are typically computed using sequences of 600
instantaneous fields.

We have gathered the scatter plots of the average fields obtained for each one of the
experiments on two plots, displayed on Figure 6.14. Whatever the Reynolds number,
the tanh law remain visible for the toroidal field. This provides a fair validation of the
frozen equilibrium scenario. It is less evident to interpret the poloidal scattering laws.
The frozen predictions provide an accurate picture of the scattering for low values of
the stream function. This is not the case when ¢ is larger. The poloidal scatter plots
seem however to be better described by the two-level prediction for the higher Reynolds
numbers (blue points).

Technical aparté: units and normalization We want to put the frozen scatter plots in
perspective with comments on the energies and of the fluctuations measured in the ex-
periments. Prior to doing that, a technical aparté is here needed. As explained in Section
6.2.1, knowledge about the flow inside the Von Karman setup is obtained both from
PIV measurements and analogical measurements. Both kinds of measures generate date
with units. Frequencies are measured in hertz, the velocities in meter per second, the
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Figure 6.14: Collapse of Scatter plots obtained at § = 0 for the 70 experiments taken into account.
Different colors indicate different ranges of Reynolds number : Re < 10%,

, , 10° < Re. The same color code is used throughout the

chapter.

energies in joules, and so on. Now, in order to look at the influence of the Reynolds
number on the steady states profile, we need to make all the measures non-dimensional.
Indeed, to generate a flow at high Reynolds number 6.1, one may either play on the flow
viscosity or play on the frequency f = (f1 + f2)/2. Figure 6.15(a) shows the values of
the rotation frequency of the impellers for the flows at stake in the present chapter. In
particular, note that low values of f were used to generate very high Reynolds number
experiments at Re ~ 10°. Therefore, in order to compare the different experiments with
each other, itis crucial to make the fields and the coarse-grained quantities under scrutiny
non-dimensional. This ensures that we investigate not only the effects of the forcing, but
also the effects of the viscosity, hereby analysing the effects of the turbulence. Figure
6.15(a) shows that if we do not consider non-dimensional quantities, then false or weird
insights about the Reynolds number dependence can be obtained, however only related
to the forcing frequencies.

In the remainder of the chapter, we therefore deal with non-dimensional quantities.
A typical length scale is given by the radius of the propeller R, a typical time is given
by 1/f. A typical energy is therefore given by |D|(Rf)?, a typical vorticity is given by
f, a typical velocity is given by Rf. We here discuss only “TM60” propellers. We can
therefore work in units in which the radius R is 1. To It is however crucial to divide the
quantities that we consider by f (for the velocity or the vorticity fields) or f? (for the
energies, the helicities, and so on).

Energies and fluctuations. Let us now investigate how the energies and the poloidal
fluctuations depend on the Reynolds number.

The total energy does not depend on the Reynolds number, as long as the Reynolds
number is large enough (here Re > 10%). The energy for the non-turbulent case
(Re ~ 10?) is smaller than the energy observed for Re > 103 - see Figure 6.16(a).
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Figure 6.15: (a) The rotation frequency as a function of the Reynolds number for the 70 experi-
ments discussed in the present chapter. (b) The non-normalized energy as a function
of the Reynolds number. The inset shows the dependence of the non-normalized
energy with the rotation frequency. The color code is the same as in Figure 6.14.
The data come from 70 experiments, but there are 242 and not 70 points on those
two pictures : for some of the experiments several time series of 600 PIV fields were
recorded.

Whatever the Reynolds number, the toroidal energy measured at large scale is commen-
surate with the poloidal energy measured on the instantaneous fields, even though
it is systematically higher — see Figure 6.16(b). This feature corroborates the frozen
scenario, in which contrarily to the strong mixing scenario, where the poloidal de-
grees of freedom can freely vary, the poloidal and toroidal energies are coupled.

The most probable values £+ show only little variation with the Reynolds number — see
Figure 6.16(b).

Intuitively, we could think that the relevance of the frozen equilibria should be only
restricted to low Reynolds regimes, where the poloidal fluctuations would be very
low. This is not the case. For the particular Von Karman steady flows studied
here, the fluctuations of the poloidal field are far greater than the most probable
poloidal values (Figure 6.17(a)), whatever the Reynolds number that is considered.
The level of poloidal fluctuations is approximately constant for Re > 10?, but peaks
of fluctuations are measured around Re ~ 3 x 10%.

Insights from the frozen axisymmetric theory. The scatter plots of the average signs of
the fields show a fairly good agreement between the predictions of the frozen equilibria
and the Von Karméan data.This provides some physical insights about the turbulence
created within the tank and allow us to partly address the three comments made about
the axisymmetric mixing theory.

(a) The frozen theory describes why the selected structures are large scale dipoles®,

@We consider the structures obtained in the half meridional plane r > 0.
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Figure 6.16: (a) The total coarse-grained energy as a function of the Reynolds number, as mea-

(©

sured in the experiments and normalized by f?. The inset shows the dependence
of the (non-dimensional) energy with the rotation frequency. (b) The toroidal and
poloidal fraction of energy plotted against the Reynolds number. The color code is
the same as in Figure 6.14.

and not for instance octopoles or dodecapoles, the maximal frozen entropy struc-
tures being related to the smallest modes of the domain.

As far as only the signs of the fields are taken into account, the toroidal scatter plot
needs not to be considered only in the region far from the propellers. This implies
that the region where a statistical description holds extends to the entire PIV win-
dow. The price to pay is that only rough observables are here taken into account.
In a sense, the frozen theory has more invariants than the mixing theory, since it
requires the prescription of the conditional poloidal distributions — see Appendix
E. In practice however, in the case of a symmetric forcing, the only control param-
eters are the most probable conditional poloidal values (£+), the magnetization ,
and the poloidal energy.

The tanh laws give insight about the nature of the steady states observed in the
tanks. The Von Karman average steady states are not strictly speaking inviscid axi-
symmetric maximal entropy equilibria. However, they can be interpreted as the av-
erage states obtained from the physical/dynamical mixing of microscopic toroidal
degrees of freedom (here taken as +1), whose mutual long-range interactions is
prescribed by some frozen-in poloidal degrees of freedom.

Catches of the frozen axisymmetric theory. Clearly, as in Leprovost’s theory, there are
a couple of catches in the present theory.

(a)

The frozen axisymmetric theory is a data driven theory. From the observation that
the areas, the helicities, the coarse-grained energy do not vary too much, we can
derive a prediction (the “tanh” law), but the theory does not explain why the dis-
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Figure 6.17: (a) The coarse-grained poloidal fluctuations as a function of the Reynolds number.
The inset shows the dependence of the poloidal fluctuations with the rotation fre-
quency. (b) The most probable conditioned poloidal values &+ against the Reynolds
number. The poloidal values are normalized by f. The color code is the same as in
Figure 6.14.

tributions of the poloidal signs needs to be frozen. It is therefore only an a posteriori
description.

(b) The instantaneous fields are not axisymmetric. Hence, the instantaneous poloidal
energy used in the theory should not be called that name before it has been az-
imuthally averaged. Indeed, while it is true that the instantaneous pseudo stream
function satisfies £ = —A,1), it is wrong that multiplying the quantity [, rdrdz&y
by 27 gives the coarse-grained energy of the flow within the tank, unless one as-

sumes that the instantaneous flows are axisymmetric — which is not the case.

The temperature of Von Kdrmdn turbulence. At a qualitative level, the global shape
of the scatter plots is quite independent of the Reynolds number, if properly scaled. The
toroidal scatter plots can therefore be used to associate to each of the time series, a mi-
crocanonical temperature 1/|3|, hereby obtaining a temperature of turbulence, rooted in
statistical mechanics. For each experiment, the (frozen) microcanonical inverse temper-
ature [ is given by the “B” of Equation (6.11) @, as measured from the scatter plots,
divided by the quantity ({4 — &), as obtained from the time series of the 2D3C PIV flows.
In the light of the frozen equilibrium theory, the temperature is truly a microcanonical
temperature. The dependence on {1 with the Reynolds number is displayed on Figure
6.17(b), the dependence on the inverse temperature with the Reynolds number on Figure
6.18.

This “ Von Kdrman temperature” 37! is vanishing in the non-turbulent case but not in
the turbulent regimes (Re > 10%). In the latter regimes, whether the temperature slightly
increases or is essentially constant with the Reynolds number is not clearly determined.

@Note that this “ B” is numerically akin to the “B” of the mixing theory, at stake in Figure 6.9.
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The fluctuations of the temperature are quite high. This plot however suggests that high
Reynolds turbulent states correspond to finite temperature “warm” states.

More iconoclastically, one can decide to forget about the Reynolds number and take
the temperature 37! as the driving parameter, hereby obtaining a thermal vision of Von
Kéarman turbulence. This thermal vision of Von Karmén turbulence is displayed on Fig-
ure 6.19. We observe, that the variations of the poloidal energies, the poloidal fluctuations
and the poloidal most probable values were not obviously when the Reynolds number
was taken into account. The temperature however provides a good collapse parameter,
which highlights those variations.

We note, that the temperature 3! seems to behave linearly with the poloidal energy
- see 6.19(b). Quite interestingly, we see that the peaks of the poloidal fluctations at
Re ~ 3 - 10" observed on Figure 6.17 translates into a low-temperature peak at 1/8 ~
2 x 1072, This peak may be seen as a § = 0 mark of the high Reynolds number divergence

I
of the toroidal susceptibility x = % previously observed in the present Von Karmén

experiment, and reported in [Cortet et al., 2010, Cortet et al., 2011]. This divergence is
highlighted on Figure 6.20.

6.5 Conclusions

Insights from the inviscid theories. In spite of their intrinsic out-of-equilibrium char-
acter, the steady-states obtained within the VK setups can be interpreted, at least partially,
in the light of inviscid equilibrium theories. On the one hand, Leprovost’s mixing theory
achieves a remarkable description and classification of those averages Beltrami flows, in
terms of two coarse-grained, axisymmetric parameters : the coarse-grained axisymme-
tric energy, and the ratio of a coarse-grained axisymmetric toroidal momentum squared
over a axisymmetric coarse-grained helicity. The theory however predicts the existence
of quadrupoles, octopoles and other “n-poles” that are not observed within the experi-
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ment. It fails to account for the non-Gaussian behavior of the poloidal and the toroidal
fields. On the other hand, the axisymmetric frozen theory makes clearer the fact that the
Von Karman steady states are not ideal axisymmetric equilibra states, but can still be in-
terpreted as the maximizers of a macrostate entropy. This may explain why the ”(large)
n-poles” flows are absent from the experiment. The theory does not predict anything
about the shapes of the poloidal distributions, as it uses the latter as inputs. In both
cases, some insights about the role of the forcing are given. In the light of the mixing
theory, the forcing provides a stabilization of the metastable states of the axisymmetric
Euler equations. In the light of the frozen theory, the forcing provides extra-correlations
between the toroidal and poloidal fields. It emphasizes the role of the helical correlations
in the formation of the large scale Beltrami cells.

Openings. If those two theories do apply more generally than in the case studied here,
than some qualitative predictions can be made. For example, there should exist a geo-
metrical transition : for “flat” geometries (h < R), a vanishing rotation number should
yield vertical dipoles rather than the horizontal ones observed in the experiment.

A more exciting but speculative use of the statistical theories is to provide new eyes
to look at turbulent flows. Here, a steady-state temperature of turbulence was defined, in
analogy with the frozen equilibrium case. The (frozen) turbulent temperature gives the
vision of very high Reynolds number corresponding to a “warm” but finite-temperature
turbulence. We note that the “frozen” temperature somehow conflicts with the phe-
nomenological temperature of turbulence proposed by Castaing [Castaing, 1996] T'
1/log Re, which implies that a High-Reynolds number yields a “cold” turbulence. The
situation is not conflictory as the two-temperatures are distinct from another. The frozen
temperature is based on equilibrium considerations and dynamical invariant. Castaing’s
turbulent temperature is derived from a “scale invariant” and a dynamical cascade argu-
ment. It is therefore intrinsically an “out-of-equilibrium” temperature.
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Figure 6.19: The average fractions of poloidal and toroidal energies (a), the (non-dimensional)

poloidal energy (b), the conditional most probable poloidal values (c) and the
poloidal fluctuations (d) plotted against the temperature |3|~!. The color code for
the Reynolds number is still the same as in Figure 6.14. The dotted lines are guide-
lines for the eyes. They indicate a linear behavior with a 42 slope (b), and £20 slope

(0).
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Chapter 7

Is quasi-2D Turbulence critical ?

The present chapter might seem slightly disconnected from the previous ones. We forget
about the ideal world of purely 2D3C flows and we also partly forget about the largest
scales of Turbulence. Instead, we relate the existence of possible hints of a weak form
of conformal symmetry in terms of “Schramm-Lowner traces”, in two quasi-two dimen-
sional turbulent regimes. This form of conformal invariance has recently been discovered
in the inverse cascades of two-dimensional turbulent flows [Bernard et al., 2006, Bernard
et al., 2007], and is more commonly found in the continuum limit of many short range
lattice models. It is here also possibly found in a laboratory soap film experiment of
two-dimensional turbulence, as well as in a self-similar regime of three dimensional tur-
bulence with rotation and helicity. If correct, the observation may suggest unsuspected
further analogies between quasi-2D turbulence and (short-range) lattice models at criti-
cality. The chapter is composed of two papers, obtained from a collaboration with Annick
Pouquet, Pablo Mininni, and Duane Rosenberg. The chapter is supplemented by two ad-
denda. The first briefly explains what the inertial ranges in rotating helical turbulence
can be expected to be. The second gives transparency to the “Schramm-Léwner” analy-
sis presented in both papers.

Contents
7.1 arXiv paper : Experimental evidence of conformal invariance in soap
film turbulentflows . ... ..... ... ... ... ... . . . .. 197
7.2 PRL paper : Conformal invariance in three-dimensional rotating tur-
bulence. . ... ... .. ... e 202
7.3 Addendum : Phenomenology of 3D turbulence with rotation. . . . .. 207

7.4 Addendum : Conformal invariance and “Schramm-Lowner” ensembles.209
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Experimental evidence of conformal invariance in soap film turbulent flows

S. Thalabard!, M.I. Auliel?, G. Artana?, P.D. Mininni®*', and A. Pouquet®
! Computational and Information Systems Laboratory, NCAR,
P.O. Box 3000, Boulder, Colorado 80307-3000, USA.
2 Laboratory of Fluid Dynamics, Facultad de Ingenieria,
Universidad de Buenos Aires and CONICET, Paseo Colén 850, C1063ACV Buenos Aires, Argentina.
3 Departamento de Fisica, Facultad de Ciencias Ezactas y Naturales,
Universidad de Buenos Aires and IFIBA, CONICET,
Ciudad Universitaria, 1428 Buenos Aires, Argentina.
(Dated: December 9, 2010)

We present experimental evidence of statistical conformal invariance in isocontours of fluid thick-
ness in experiments of two-dimensional turbulence using soap films. A Schlieren technique is used
to visualize regions of the flow with constant film thickness, and association of isocontours with
Schramm-Lowner evolution (SLE) is used to identify conformal invariance. In experiments where
an inverse energy cascade develops, statistical evidence is consistent with such an association. The
diffusivity of the associated one-dimensional Brownian process is close to 8/3, a value previously
identified in isocontours of vorticity in high-resolution numerical simulations of two-dimensional
turbulence (D. Bernard et al., Nature Phys. 2, 124, 2006). In experiments where the inverse energy
cascade is not sufficiently developed, no statistical evidence of conformal invariance is found.

PACS numbers: 47.27.-i, 92.60.hk, 68.15.+e, 11.25.Hf

Two-dimensional (2D) turbulence displays important
differences with the three-dimensional (3D) case [1].
While turbulent flows in 3D tend to create smaller scales
and disorder, flows in 2D tend to self-organize and cre-
ate long-living coherent structures [2]. These differences
are not just of academic interest, as many flows in na-
ture are quasi-2D. This is often the result of volume
forces that impose a preferred direction, as e.g., rota-
tion and/or stratification in the atmosphere, and mag-
netic fields in the interplanetary medium. In particular,
the atmosphere can be considered to a good degree of
approximation as a shallow layer of fluid, as most of the
weather takes place in a thin layer (the troposphere) of
approximately 10 km depth, while the larger horizontal
scales are of the order of thousand kilometers [3].

2D turbulence is far from being completely understood.
If injected at intermediate scales, enstrophy (the squared
vorticity) is transferred towards smaller scales, in a so-
called direct cascade, while energy is transferred towards
larger scales in an inverse cascade [1, 2]. Besides the di-
rection of the cascade, and unlike its 3D counterpart, the
energy cascade is scale invariant: while in 3D turbulence
strong intermittent events develop that make the flow
multi-fractal, 2D flows are absent of such intermittency
at large scale [4, 5].

An even stronger form of symmetry was identified in
recent years: that of conformal invariance [6]. While
scale-invariance is a global property, often quantified us-
ing two-point correlation functions, conformal invariance
is a local property involving invariance under confor-
mal (angle-preserving) transformations. Conformal in-
variance is used in quantum field theories, including ap-
plications in condensed matter [7]. In fluid dynamics, it is
often used to solve Laplace equation for ideal incompress-
ible and irrotational flows in 2D domains. That 2D tur-
bulence (a much harder problem where non-linear effects

are dominant) may be conformal invariant was originally
proposed in [8]. Its confirmation requires measurement
of multi-point correlation functions. Instead, in a recent
work [6], evidence of conformal invariance in numerical
simulations of 2D turbulence was shown using Schramm-
Léwner evolution (SLE) [9]. SLE applies to a special set
of random curves without self-intersections in a 2D space,
and it was shown that if the conformal transformation
that maps curves in the 2D space into the real axis gives
a one-dimensional (1D) Brownian process (BP), then the
original curves are statistically conformal invariant. This
result was used to show that isocontours of zero vorticity
in simulations of 2D turbulence are conformal invariant
(and moreover, they are generated by an SLE process)
[6]. The analysis also allowed identification of the class
of universality to which these curves belonged, identified
by the diffusivity & of the BP, and noted SLE,. These
classes share common statistical properties, such as criti-
cal exponents. More recently, the result was used to show
that isocontours of temperature in a quasi-geostrophic
model also were SLE, with a different x [10].

It is unclear however how these results can be extended
to more realistic configurations. Under favorable condi-
tions, flows in nature can be considered as quasi-2D at
best. They are not exactly 2D as they may have small
(but finite) thickness, or translation symmetry in the out-
of-plane direction. As a consequence, motions outside
the plane of interest can develop. Are conformal invari-
ant properties still relevant in such cases? Moreover, the
method used to detect conformal invariance in 2D tur-
bulence relies on the vorticity, a quantity which is hard
to measure with small uncertainties in experiments or
observations. In many cases, vorticity is obtained af-
ter applying a curl to particle image velocimetry (PIV)
measurements. This results in a loss of spatial resolution
(PIV gives, as a rule, the velocity field every six or more
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FIG. 1: (Color online) Left: Typical raw Schlieren image of
the soap film for configuration A. Right: Extraction of paths

with constant thickness. The shortest paths in light gray
(green), whose lengths are below li., are eliminated.

image pixels, per virtue of the interrogation window used
for the correlation), and in an increase of error per virtue
of the numerical derivatives required to compute the curl.
In some cases, spatial resolution of the correlation tech-
nique can be improved by using flow optic approaches
with PIV images. However, an artificial smoothing of
the results may still take place as a consequence of the
regularization employed.

In this letter, we show evidence of conformal invari-
ance in experiments of turbulence in soap films [11-13].
Such experiments approximate 2D turbulence, although
deviations arise from variations in the soap film thick-
ness, and also because of the friction in the presence of
rough boundaries [14]. Indirect vorticity measurements
have been done [12, 13] and despite these effects, its dy-
namic is in some cases consistent with predictions for 2D
turbulence. Also, to lowest order in the film thickness,
thickness is advected as a passive scalar, and a strong
correlation between thickness fluctuations and vorticity
has been reported [13]. However, both weak and strong
intermittency effects have also been observed, in the di-
rect and the inverse cascade, attributed to finite thickness
effects [15]. The experiments we present here share these
properties; a detailed description of PIV measurements
is left for the future.

Given these similarities and differences, it is interesting
to know whether conformal invariance can be identified
in the system at hand. In the experiment, grid turbu-
lence is generated using grids with different spacing of
wires, while the fluid flows through a vertical channel
as a result of gravity. To avoid indirect vorticity mea-
surements and loss of resolution associated with PIV, we
rely for the analysis on raw images of film thickness vari-
ation. The thickness variation in the film is visualized
using a Schlieren technique [16]. When employing this
technique, gradients of film thickness act on light rays as
density gradients do in volumetric flows. Changes in the
thickness act as changes in the refraction index, and the
deviation of the light rays can be used to obtain an inten-
sity image proportional to thickness variations. The use
of this method allows us to have images with high con-
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FIG. 2: (Color online) (a) The zipper algorithm: the original
path (black) is gradually conformally squeezed down onto the
z-axis (indicated by the gray paths and the dashed arrows).
This defines a 1D path an(7.) (see [17]). (b) Cumulative
PDF of the increments da-, displayed here for L = 800 pixels
for configurations A (black dots) and B (gray or red dots);
the dashed (blue) line corresponds to a cumulative (normal-
ized) Gaussian distribution. The inset shows the Kolmogorov-
Smirnov probability pks, testing the null hypothesis that the
increments fall into a Gaussian distribution. Black lines are
for dataset A and long-dashed gray (red) lines for dataset B;
the dashed (blue) line indicates a conventional threshold at
0.1. (d) Scaling with error bars of the variance of a with
driving time 7; the best fit for configuration A (black dots)
yields k = 2.5 + 0.3 (solid blue line). Configuration B (gray
or red dots) has a less clear scaling and does not pass the
Gaussianity test.

trast and resolution. Conformal invariance is then exam-
ined studying isolevels of constant film thickness. As an
illustration, we present two experimental configurations:
one with a grid size such that a wide inverse cascade of
energy develops, and another with a grid size such that
only a short range of inverse cascade is available. In the
former case, evidence of conformal invariance is found,
while in the latter conformal invariance is not observed.

The experimental setup is as follows. We use a z-type
Schlieren configuration with two mirrors of 50 cm in di-
ameter and 3.0 m focal length. Two razor blades per-
pendicularly disposed at the sagital and meridional focal
planes enable us to obstruct the deviated light rays and
to improve the contrast of the otherwise shadowgraph
image that would form at the CCD of a monochromatic
high-speed video camera (3000 fps with a resolution of
512 x 512 pixels). Images are captured at a rate of 2500
fps, with one pixel corresponding to 0.161 mm (corre-
sponding to an area of 82.4 x 82.4 mm? centered in the
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middle of the channel width). The vertical soap film
channel has a width of 160 mm, and a length of 0.6 m
in the region of constant width (the expansion and the
contraction of the tunnel have the same length). In the
first configuration (configuration A), a grid with a sepa-
ration between wires of 5.1 mm and a width of 65 mm
is used to create turbulence downstream. The mean flow
velocity is 1400 mm/s, the mean film thickness is 5.6 pm,
and the Reynolds number (based on the injection scale)
is Re =~ 870. When the third order structure function is
computed from PIV data, a range with negative energy
flux (corresponding to an inverse cascade) can be identi-
fied for scales between ~ 30 and 110 mm. In the second
configuration (configuration B), a grid with a separation
between wires of 0.3 mm and a width of 45 mm is used
instead. The mean flow velocity is 1930 mm/s, the chan-
nel width is 160 mm, the mean film thicknes is 4.1 pm,
and the Reynolds number is Re ~ 70. Configuration B
has an estimated inverse cascade range (from third order
structure functions) between ~ 25 and 45 mm.

Figure 1 shows a Schlieren image of the soap film. In
each analysis, 2000 snapshots of the film are used. An
average of all snapshots is used as the background image,
that we remove to undertake the analysis. The resulting
image corresponds to thickness gradients, with zero value
associated to constant thickness. For each image we then
look at its four possible orientations, and for each one of
those we set up an arbitrary z-axis (see the right panel in
Fig 1). From each axis, we then explore all curves with no
thickness variation until the curve goes out of the image
or it returns to the xz-axis. When the paths are not self-
avoiding, we erase the loops similarly to how the loops
are erased in loop erased random walks (LERWs) [9].
Finally, only the paths whose length are above a given
threshold [, are kept. Here we consider Iy, = 500 pixels.
We thus obtain a collection of paths which are correlated.
In order to avoid redundancies (as the flow has a typical
time-correlation given by its turnover time), we impose
that the paths coming from two different snapshots have
to be separated by a certain number of snapshots ng.
The results given below are obtained with ng = 8, but
we checked that ng = 4, 8, 12, 16, and 20 give the same
results. For ng > 20, similar results are obtained al-
though with worse statistical accuracy as less curves are
preserved (ng = 20 roughly corresponds to the turnover
time of the eddies at the injection scale in configuration
A). With ng = 8, the number of paths above 500 pixels
is 1934 for configuration A, and 2216 for configuration B.

These curves are projected with a conformal map into
1D paths (the driving functions, which we will label
a(t)), as done in [6]. The zipper algorithm is used to
obtain the 1D paths; see [17] and Fig. 2(a). The para-
metric variable 7 (the “time”) here only labels the succes-
sive points of the 1D paths, and should not be confused
with the actual time corresponding to the different snap-
shots in the experiment. For increasing 7, all curves in
the 2D plane are generated in the direction that keeps
positive vorticity to the right. Following Schramm’s re-
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FIG. 3: (Color online) Probability that a path keeps a given
point zo to its right. The dashed (blue) line indicates the
SLE prediction given by Eq. (1) with x = 8/3. Black dots are
for dataset A and gray (red) dots for dataset B. In the latter
a larger departure is observed from the predicted behavior.
The inset shows a sketch of a 2D path that keeps the given
point zo to its left, and indicates how the angle 6 = arg(zo)
is defined.

sults [9], in order to check whether the measure of these
curves is conformal invariant, we have to test whether
these driving functions are likely to be seen as Brown-
ian 1D paths. In other words, the paths must be of the
form a(r) = \/kB(7), where k is a diffusion coefficient,
and B(7) is a standard Brownian motion. To test this,
we first perform a Kolmogorov-Smirnov test, testing the
null hypothesis that the increments of the driving func-
tions fall into a Gaussian distribution (whose mean and
variance are data driven). To compute the increments, a
length L is picked, and all driving functions with length
larger than L are selected. Then, the minimum driv-
ing time 7 for which L is reached in all these functions
is found, and the increments are defined as da, = a(7)
with 7 the minimum driving time for the given L. As
an example, the cumulative probability density function
(PDF) of the increments for datasets A and B and for
L = 800 pixels is shown in Fig. 2(b). The pxs values
of the Kolmogorov-Smirnov test for different minimum
driving times 7 (i.e., different lengths L) are shown in
the inset of Fig. 2(b). For configuration A the null hy-
pothesis is rejected. Finally, we study the dependence of
the variance of a as a function of the driving time 7 for
datasets A and B to evaluate x; see Fig. 2(c). For con-
figuration A we obtain k & 2.6; configuration B presents
slightly larger deviations from the linear behavior and
does not pass the Gaussianity test.

The procedure described above was also tested on syn-
thetic 2D paths generated from LERWSs, and from self
avoiding walks (SAWs). The former are generated with
a 2D Brownian motion in the upper plane whose loops are
successively erased, while the latter are generated with
a Markov chain Monte Carlo algorithm (the “pivot algo-
rithm” [18]). In each case, 1000 paths are used. Both
synthetic datasets pass the Gaussianity test and have
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variance k = 2.0 £ 0.2 (LERWSs) and 2.9 £+ 0.3 (SAWSs).

The driving functions for configuration A show good
prs values as well as good scaling of the variance with
7. The analysis thus indicates that the isolines used are
good SLE candidates. The value found is compatible
with k = 8/3, reported previously in numerical simu-
lations [6], under the hypothesis that we are measuring
here the properties of the envelope of the paths, thus
accessing to the dual. This value corresponds to the con-
tinuum limit of SAWs. Configuration B, with a smaller
Reynolds number and a narrower inverse energy cascade
range, may not be sufficiently turbulent for conformal
invariance to develop and be identified.

To confirm these findings, we now consider two prop-
erties that isocontours should exhibit if they are confor-
mal invariant. First, we calculate the fractal dimension
dy of each of the paths, and study the distribution of
Rk =1+4dy/8. For the two synthetic datasets mentioned
before, the distributions of & based on the fractality of the
2D paths have mean 1.9 and variance 0.3 in the LERWsS,
and 2.4+ 0.5 in the SAWs. For dataset A, & = 2.4+ 0.4,
while for dataset B, & = 2.3 + 0.6. In other words, frac-
tality (as given by a measure of dy) obtains in both cases
A and B, and we observe good agreement between x and
the value derived from the distribution of the fractal di-
mensions of the 2D paths.

Second, we verify a non-trivial result predicted by the
SLE theory. If the curves are conformal invariant, then
the probability that a path keeps a given point zg to its
right depends only on x and § = arg(z(), namely [17]
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where T" is the Gamma function, and o F; is the Gauss
hypergeometric function. This is a good example of non-
trivial exact predictions that can be obtained if 2D or
quasi-2D turbulence is conformal invariant (see [6] for
other examples). Results are shown in Fig. 3. Although
both configurations show good agreement with the pre-
diction, the agreement is better for dataset A.

The results indicate that the soap film flows studied
here exhibit a behavior consistent with conformal invari-
ance when an inverse energy cascade is sufficiently de-
veloped, at least to the point that SLE predictions are
in good agreement with the experimental results. Note
that an experimental result for SLE in a different context,
that of the rugosity of tungsten oxide surfaces, has been
reported recently [19], identified in their case with the
Ising model (k = 3). Given the role played by 2D and
quasi-2D flows as simple (although incomplete) models
of atmospheric an oceanic turbulence, it is to be hoped
that studies which bring together fluid dynamics and crit-
ical phenomena, together with the link to conformal field
theory, will shed new light on the statistical properties of
such flows.
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7.2 PRL paper : Conformal invariance in three-dimensional ro-
tating turbulence

The letter was published in Physical Review Letters in 2011.



1104.1658v1 [nlin.AO] 8 Apr 2011

arxXiv

7.2. PRL PAPER : CONFORMAL INVARIANCE IN THREE-DIMENSIONAL ROTATING TURBULENCE

Conformal invariance in three-dimensional rotating turbulence

S. Thalabard!2, D. Rosenberg!, A. Pouquet! and P.D. Mininni'-?
L Computational and Information Systems Laboratory, NCAR, P.O. Boz 3000,
Boulder CO 80307, USA. % CEA Saclay, I’Orme les Merisiers, France.
3 Departamento de Fisica, Facultad de Ciencias Fxactas y Naturales,
UBA & IFIBA, CONICET, Ciudad Universitaria, 1428 Buenos Aires, Argentina.
(Dated: April 12, 2011)

We examine three—-dimensional turbulent flows in the presence of solid-body rotation and helical
forcing in the framework of stochastic Schramm-Lowner evolution curves (SLE). The data stems
from a run on a grid of 1536 points, with Reynolds and Rossby numbers of respectively 5100 and
0.06. We average the parallel component of the vorticity in the direction parallel to that of rotation,
and examine the resulting (w,), field for scaling properties of its zero-value contours. We find for the
first time for three-dimensional fluid turbulence evidence of nodal curves being conformal invariant,
belonging to a SLE class with associated Brownian diffusivity x = 3.6 £0.1. SLE behavior is related
to the self-similarity of the direct cascade of energy to small scales in this flow, and to the partial
bi-dimensionalization of the flow because of rotation. We recover the value of x with a heuristic

argument and show that this value is consistent with several non-trivial SLE predictions.

PACS numbers: 47.32-y,05.40.-a,47.27.-1,47.53.4+n

Self-similarity in physics is a common phenomenon,
with identical properties of a system when considered at
different scales. Rugged coast lines, fractals, traffic in
computer networks, growth processes, geometrical prop-
erties of interfaces, phase transitions in critical phenom-
ena such as in the Ising model for spontaneous magneti-
zation, classical and quantum field theory, often display
power-law scaling of some variable and such scaling ex-
ponents have been the object of intense investigations
resulting in the finding of broad classes of universality.

A property stronger than scale invariance is conformal
invariance, under transformations that preserve angles
with rescaling that depends on position; it is difficult to
test, since it implies the need to investigate the scaling
of multi-point high-order correlation functions. However,
recent developments by Schramm in particular (see e.g.
[1] and references therein) allow in some cases for a sta-
tistical characterisation of conformal invariance. Such
scaling laws can be related to Brownian motion (which is
scale invariant, and conformal in two dimensions) in what
is now named Schramm-Léwner evolution (SLE), with
as sole parameter the diffusivity x associated with this
Brownian motion. In this approach, the driving of the
Lowner equation (Eq. 2 below) is stochastic, with a con-
formal map allowing to go from static (fixed time) two-
dimensional (2D) paths in the complex plane C to “dy-
namic” one-dimensional (1D) motions. In other words, it
allows one to describe paths in C by a succession (convo-
lution) of conformal maps obeying a differential equation.
Schramm’s theorem (see, e.g., [1]) states that if and only
if the driving is Brownian is the measure of the 2D paths
conformally invariant.

Two-dimensional turbulence differs in many ways from
the three-dimensional (3D) case because of the presence
of an extra invariant in the absence of viscosity, the en-
strophy S = <\V X u\2/2>, leading to an inverse cascade
of energy E = (|ul?>/2) to large scales [2], with u the

velocity field. It was shown in [3] that this inverse cas-
cade, which is known to lack intermittency and is self-
similar, can be viewed in the framework of conformal in-
variance when examining zero-vorticity lines; it belongs
to the universality class with x = 8/3 (the enstrophy
cascade to small scales, however, is not SLE [3]). These
results stem from direct numerical simulations (DNS) on
grids of up to 16, 3842 points, with forcing at intermedi-
ate wavenumber, kg /kmin &~ 100, with kp, = 27/Lo,
Lg being the size of the vessel.

In the case of 3D Navier-Stokes (NS) incompressible
flows at high Reynolds numbers, the cascade of energy to
small scales is not self-similar, because of the presence of
strong vorticity gradients. Only one time scale is present,
the eddy turn-over time 7ni, ~ £/ug, with u, the veloc-
ity at scale £, and dimensional analysis gives an energy
spectrum E(k) oc k~5/3 that is quite close to observed
spectra in the atmosphere or in laboratory experiments.
However, when introducing solid body rotation €2 with
inertial time 7 ~ 1/Q, E(k) steepens and its spectral
index can be recovered by taking into account the weak-
ening of nonlinear interactions due to the inertial waves
[4]. In this case, self-similarity and Gaussianity in the
3D direct energy cascade was found recently both in the
laboratory [5, 6] and in DNS [7, 8], more clearly so in the
presence of helicity, i.e., velocity-vorticity correlations [9].

Since rotating flows tend to become quasi-2D (but not
strictly 2D, as our results will confirm) when strong ro-
tation is imposed, the question thus arises as to whether
SLE can be identified in such flows. To this end, we ex-
amine the large data set produced in a run of rotating
helical turbulence on a grid of 15363 points, with Ly = 27
and forcing at kp=7; an inverse cascade of energy to large
scales (with constant negative flux) is observed, but with
too little extent in wavenumber to allow for a SLE analy-
sis similar to that performed in [3] for the 2D NS inverse
cascade. We concentrate instead on the direct energy
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FIG. 1: (Color online) Perspective volume rendering of vor-
ticity intensity in a snapshot of the flow. The slice in the
middle of the box shows a 2D cut of w,, while the slice at the
bottom shows the same field averaged vertically. The inset
is (wy),, with super-imposed nodal paths, the traversing ones
(top to bottom, red online) being discarded from the analysis.

cascade to small scales (with constant and positive flux,
see Fig. 9 in [8]), and analyzed for its classical statis-
tical properties and structures in [9]. A pseudo-spectral
code with periodic boundary conditions was used, with
at the onset of the inverse cascade a Reynolds number
Re = Up2n/[vkr] =~ 5100 (with v the viscosity), and the
Rossby number Ro = Upkp/[27Q)] ~ 0.06; Uy ~ 1 is the
r.m.s. velocity. We integrated the 3D NS equations in
the rotating frame for an incompressible flow (V-u = 0);
with w = V X u the vorticity, they read:

O0u 9
E+wxu+29xu:—VP+uVu+F; (1)
P is the total pressure modified by the centrifugal term,
and F is a helical Arn’old-Beltrami-Childress forcing [7,
8]. The rotation is imposed in the vertical (z) direction,
with € = 92. The code is fully parallelized, uses the 2/3
de-aliasing rule, and the temporal scheme is a second-
order Runge-Kutta. Note that in 3D, besides energy,
total helicity H = (u - w) is also an ideal invariant [11].

The procedure: Considering the symmetries of Eq. (1),
we construct a 2D field by averaging in the vertical di-
rection the parallel component of vorticity, which we de-
note hereafter (w,),; we also compute a transverse aver-
age (wz>y to compare with. Starting from an arbitrary
line, say the z-axis, we explore iso-contours of zero field
as trajectories in the 2D plane that keep positive field
to their right. The direction along the trajectories is

parametrized by a “driving time” 7. The path is stopped
whenever it returns to the initial axis. The end-point
is then sent to infinity through a holomorphic (Mdbius)
transformation as in [3], with a cut-off A chosen to be
such that the tip of the curve is within a small arbitrary
distance of the chosen axis; results are insensitive to the
choice of A in a range of 1 to 10 pixels, and agree as
well with a procedure in which the Md&bius conformal
mapping is not applied. Note that, because of periodic-
ity, the procedure is not affected by the boundaries, and
that all trajectories are renormalized to 7,4 = 1.

We have shown numerically for this flow the existence
of scale invariance for the direct energy cascade and the
Gaussianity of the velocity in [9] (see Figs. 7 and 8), also
examining anisotropy at different times using a SO(2) xR
decomposition (see Figs. 2 and 3 in [9] for the actual
scaling ranges). We now probe the conformal invariance
of these 2D curves viewed as paths in the upper com-
plex plane; the paths are encoded in a “driving function”
&(7) obtained through the chordal Léwner equation be-
low, with g,(¢) (¢ € C) a conformal map (see, e.g., [12]):

J— 2 .
B 9-(¢) —&(7) ’

&(7) is the unknown 1D real continuous stochastic driv-
ing function for the path. In order to estimate £(7) nu-
merically, we use the zipper algorithm (ZA) with vertical
slits [14]. Then gq.6-(¢) = a + +/[(¢ — a)? + 467] confor-
mally maps the upper plane minus the vertical slit in C,
[(a,0); (a,24/7)], into the upper plane: ZA gradually zips
the whole path onto the z-axis using the composition of
functions gq s~ (¢) for different §7. We thus transform the
erratic nodal line in the plane (inset in Fig. 1, described
below) into an unknown motion along the real axis, £(7).
To test for conformal invariance, we therefore must
ask: Is £(7) a Gaussian process? Does it correspond to
a Brownian motion? And if so, what is its diffusivity?
To answer the first question, one can use the classical
Kolmogorov-Smirnov (KS) test, and check (i) whether
its pr s value is above a given threshold for a wide range
of driving times 7, and (ii) whether the steps in this mo-
tion are independent. When both tests are favorable, we
then consider the scaling of the variance of £(7). If the
scaling is reasonably linear with 7, we will conclude that
the set of driving functions likely stems from a Brownian
process, and hence that the vorticity isolines obtained as
indicated above are likely to be conformally invariant.
The linear scaling also gives us the diffusivity « which
describes entirely the statistics of the SLE process.
Results: We now apply the procedure to the 15363
DNS data. After performing the average (either in z or
in y), fifteen temporal snapshots are analyzed, separated
by approximately one eddy turn-over time. The resulting
dataset has in excess of 3.5 x 107 points for each aver-
aging direction. In Fig. 1 is given a snapshot of |w(x)|
in 3D, a 2D slice of w,(x) (in the middle of the box),
and the same field component when vertically averaged,
(wy), (bottom slice). The flow displays features of both

9-9-(C) (2)
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FIG. 2: (Color online) SLE analysis for (w,), (circles) and
(wz), (triangles). Filled symbols comprise the full data, and
open symbols correspond to paths in the dataset filtered at
¢ < 27/10. Driving time 7 is in log coordinates. Top: KS
test; inset: PDFs of driving function increments for (w,), for
71 and 72 as marked on the T7—axis; the dashed line indicates
a Gaussian. Bottom: Diffusivity & for (w,), with error bars;
inset: scaling of variance for (w,), , with dash line indicating
linear variation with 7.

2D and 3D behavior [7, 9]; prominent are tangles of vor-
tex filaments loosely organized parallel to Q2, and Bel-
trami core vortices, smooth long-lived helical columns.
The inset shows (w,), face-on with a few examples of su-
perimposed paths that are analyzed below, noting that
we discard the traversing paths, only keeping returning
paths (loops at the top, blue online), as done in [3, 10].
Figure 2 summarizes the analysis, for w, averaged ei-
ther parallel (full circle) or transverse (y, full triangle) to
Qz. Since a barely-resolved inverse cascade of energy de-
velops in the DNS between the forcing scale and the box
size, we also performed the analysis in a dataset in which
w, was filtered so as to only preserve scales smaller than
the driving scale: for £ < 27 /10, the results are now dis-
played with open symbols. Figure 2 (top) gives the pxg
values of the KS test with abscissa 7 in log scale. The
value pxs ~ 107° for (ws), (triangles) shows that the
transverse y-averaged field is not Gaussian, and we shall
not analyze further such y-averaged data. On the other
hand, pxs > 0.6 for most values of 7 for (w,), (circles).
These opposite results imply that our test can eliminate
non-Gaussian behavior, and that, due to the anisotropy
of the flow, only parallel z-averaging may lead to confor-
mal invariance. To confirm the Gaussianity of the process
with parallel averaging, we show in the inset the proba-

0 /2 0 x

FIG. 3: (Color online) Winding angle probability P.p as a
function of the angle 0, as illustrated by the sketch at the
bottom. Inset: Mean gyration radius D of nodal lines as a
function of the number of pixels N. Dashed lines: theoretical
predictions for ks = 3.6; open and filled circles as in Fig. 2.

bility distribution functions (PDFs) for two driving times
71 and 7y; the dotted line is a Gaussian with zero mean
and unit variance [13]. Note that Gaussianity also im-
plies independence of increments (we show the evolution
of the PDFs for different 7 in Fig. 2).

Figure 2 (bottom) gives the variance of the motion nor-
malized by 7 with error bars for the datasets that are not
discarded by the KS test. The resulting diffusivity for the
associated Brownian motion is (¢2) /7 = k = 3.6 + 0.1
for the full data set (full circles), and x = 3.5+0.2 for the
data in which the scales comparable to or larger than the
forcing have been filtered out (open circles). The inset
shows the actual scaling of variance with driving time,
in log-log coordinates, with the dashed line for linear
variation. Note that, within error bars, the results are
insensitive to whether or not we filter the numerical data
(keeping only Fourier modes k > 10, thereby making sure
we restrict the data to the direct cascade of energy).

Finally, we confirm the scaling we found for k by ex-
amining some of the predictions on statistical properties
of nodal lines of (w,), that can be made using the SLE
framework (see [1]). A classical one concerns the fractal
dimension of the nodal lines, but less trivial features pre-
dicted by SLE include for instance the so-called “winding
angle” or the gyration radius. The winding angle predic-
tion states that the probability P.p of a SLE line to leave
a point zg = pe'? in C to its left depends only on « and
6 following a known expression [1]. Figure 3 shows the
results obtained from our datasets as a function of 6, as
well as the mean gyration radius of the nodal lines as a
function of their length in pixels in the top-right inset. In
both cases, the SLE predictions for k = 3.6, given with
the dashed lines, appears convincing.

We thus conclude that our analysis identifies confor-
mal invariance for nodal lines of the vertical component
of the vorticity field when averaging parallel to the di-
rection of rotation, and fails to identify such invariance



206 CHAPTER 7. IS QUASI-2D TURBULENCE CRITICAL ?

in its transverse average. For the parallel-averaged ver-
tical vorticity, the associated diffusivity is x ~ 3.6 £ 0.1.
Moreover, SLE predictions for this value of k agree well
with our results. It is also important to remark that our
analysis could fail to reject the hypothesis of Gaussianity
if data were insufficiently resolved; this is not surprising
since it is hard to distinguish SLE behavior from some-
thing close to SLE [14]. In spite of these limitations, the
data analyzed here up to the spatial resolution considered
is found to be consistent with SLE behavior.

Discussion: Rotating helical turbulence may be per-
haps the first documented case presenting SLE scaling
for three-dimensional flows undergoing a direct cascade
of energy and of helicity to small scales, when properly
averaged in the direction of rotation. Conformal invari-
ance is a strong local property and allows determination
of a series of scaling laws, as exemplified in [3, 10] for
2D NS and other related 2D cases such as surface quasi-
geostrophic (SQG) flows, and as found here as well. SLE
obtains convincingly for the vertical component of the
vorticity averaged along the direction of rotation, with
K = 3.6, close (but not identical) to the value identified
in [10] for SQG flows for an inverse cascade. Note that
anisotropy of this 3D rotating flow must play an essential
role, since the direct cascade of enstrophy in strictly 2D
NS is not SLE as shown in [3].

The fractal dimension D < 2 of SLE curves can be re-
lated to x [3], as well as to the cancellation exponent k¢
which measures how fast a field changes sign [15]. With d
the dimension of space, we have Dp = 1+£/8 = d—2k¢.
It is straightforward to relate the diffusivity of the SLE
process « and the exponent e of the energy spectrum,
E(k) ~ k~¢, under the assumption of self-similarity, ¢, =
asp; (p are the exponents of the pth-order longitudinal
structure functions of the velocity field, (Suz (r)P) ~ ré,
where duy, is the variation of the velocity projected along
the direction of the spatial increment r. We use that
ke =( =ag, (g =e—1for 1 <e <3, and that dimen-

sional analysis for a given dynamics gives ag. Then,
g:d—e:d—lfms. (3)

Hence, the value of & is quite sensitive to e or ag [16]. For
2D NS, as=1/3 and k=8/3, as found in [3] (with dual
value k* = 6). For rotating helical turbulence, ag=3/4,
using a phenomenological model based on three assump-
tions [7, 9]: wave-modulated energy spectrum; domina-
tion of the helicity cascade to small scales; and maximal
helicity. The first hypothesis allows to write that the
transfer of energy to small scale is slowed down in the
proportion 7n1./Tq; the second one stems from the fact
that the energy undergoing an inverse cascade to large
scale, little energy is left to feed the small scales, whereas
helicity only possesses a small-scale cascade and thus
is the determining factor in this direct cascade. These
two concepts lead to e + h = 4, with helicity spectrum
H(k) ~ k=", The third assumption gives h = e — 1 and
thus ¢, = 3p/4, a value reported experimentally as well
[6, 16]. From Eq. (3), we then obtain x = 4, close to the
value we find given the statistics.

The connection between SLE and statistical proper-
ties of turbulence allows one to look at such flows with
a new eye, and to build bridges between fluid dynam-
ics and other research areas in mathematics, condensed
matter, percolation, and quantum field theory. Other
three-dimensional flows may be studied with the same
tools when the flow is self-similar and symmetries allow
for a reduction of dimensionality. As an example, we
leave for future work an investigation of SLE properties
in the inverse cascade of rotating turbulence.
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7.3 Addendum : Phenomenology of 3D turbulence with rota-
tion.

Inertial Ranges. It may seem strange to look for a conformal invariance property in a “
direct cascade of energy” of a 3D turbulent run, where it is not clear if even scale invari-
ance should hold. It happens that the inertial regime studied in the PRL paper is very
specific to 3D turbulence with rotation. It is a wave regime, which is “sufficiently large
scale” to be affected by the presence of rotation. The existence of this meso-scale regime
can be understood through phenomenological arguments, a plausible example of which
we relate here. The arguments are taken from [Pouquet and Mininni, 2010], in which a
way more detailed état de I'art can be found. The plausible phenomenology of forced 3D
turbulence with rotation and helicity which is described in the next paragraphs is sum-
marized on Figure 7.1.

In forced 3D non-rotating helical turbulence, a well-accepted scenario is that of a dual
direct cascade : one cascade of energy, in which the energy cascades from large to small
scales at a constant energy rate e ~ kE(k)/7g, and one cascade of helicity with its own
transfer rate ey ~ kH(k)/7y . If the typical times are taken to be the usual turn-over
times, 7z = 7y = l/u;, one obtains -5/3 laws for both the spectrum of energy and the
spectrum of helicity [Pouquet and Mininni, 2010].

When rotation is added, the phenomenology of turbulence changes. For scales larger
than the injection scale, the Taylor-Proudman theorem may be used to argue about the
existence of a 2D-like inverse cascade energy regime, and thus of a —5/3 spectrum of
perpendicular energy. For scales smaller than the energy injection rate, one expect to
see cascades of energies and of helicities, as in the non-rotating case. However, another
characteristic time comes into play 7q = 1/2 in addition to the standard non-linear time
T = vi/l. Equating those two time scales yield a new characteristic length, now known
as the “Zeman” scale kq. It introduces a thumb threshold between the “large scales”
(k < kq) that feel the rotation, and the small scales (k 2 kq) for which the effect of the ro-
tation is transparent. If the Zeman scale is larger than the dissipation scale, then one can
therefore expect to see a small-scale inertial range, with the same dual energy-helicity cas-
cade as in the non-rotating case. The dissipation scale can then be standardly estimated
as k, =~ ¢/v3)!/4. The condition for the small-scale inertial range to exist is ko < k,. It can
be formulated in terms of a condition involving the Rossby number Ro = U;/(L ;) and
the Reynolds number Re = UsL¢ /v — with Uy a typical velocity at injection scale L — as
kq < k, if and only if ReRo? > 1.

For the scales in between the injection scale and the Zeman scale, the existence of a
wave regime has been proposed. It is phenomenologically obtained by assuming that
the characteristic time for the transfer of energy to smaller scales is 72, /7 instead of7,,;.
Such a scenario does not prescribe a power law for the specific spectrum of energy and
the specific spectrum of helicity, but rather a “joint behavior” E(k)H (k) ~ k~*. Due to
the effect of rotation, the energy and the helicity spectra can be expected to be essentially
perpendicular.
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Figure 7.1: Cartoon of the cascades in three dimensional turbulence with and without rotation.

1/4
The dissipation scale is the standard Kolmogorov-dissipation scale k, = (%) .
v

Simulation The scenario does well account for the spectral behavior of the 15363 ro-
tating run at use in the numerical simulations, which display k* law behavior for the
quantity E(k)H (k) — see Figure 7.2. In this run, the Reynolds number can be estimated
as Re ~ 5.1 x 10% and Ro ~ 0.06. Hence, ReRo? ~ 18. The Zeman scale is therefore only
moderately resolved. The moderate resolution is in fact our luck since it allows us to
focus on the mesoscale regime without having too much of an interference with a three-
dimensional, isotropic, Kolmogorov -like turbulence.

VUV E

Figure 7.2: Compensated spectrum of energy times the helicity for the 15362 rotating helical run
at late time. The dotted line represents the parallel (z) component of the spectrum.
Taken from [Pouquet and Mininni, 2010].

For the regime under study, there are good indicators of scale-invariance for the incre-
ments of velocity field, given by the scaling of the exponents of structure functions. More
—v(r+1)]

precisely, longitudinal increments are defined as év(r,1) = [v(r + 1) : ’h, and

the p-order structure function as S,(r,1) = (§v(r,1)), expected to scale as |1|*. Detailed
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measurements for the 1536° run are presented in [Mininni and Pouquet, 2009]. It is found
that the exponents &, display a linear scaling with p. A similar scaling is found for helical
increments and structure functions constructed as (Jv(r,1) - dw).

This is a signature of a scale invariant property for the increments [Frisch, 1996].

———
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¢ helicity A7 ]
o
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= p/3..
/% P ” 3
# & ¥ 7 ]
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: & ¥t + * velocity
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Figure 7.3: Scaling of the exponents of the structure functions for 1536 rotating helical run at
late time, compared with that obtained for the same run but without rotation.Taken
from [Mininni and Pouquet, 2009].

74 Addendum : Conformal invariance and “Schramm-Lowner”
ensembles.

Most of the present account is inspired by John Cardy’s review paper about SLE [Cardy,
2005] and numerical review papers by Tom Kennedy [Kennedy, 2009].

From scale to conformal invariance (Statistical) Scale invariance is the assumption that

under the change of variable r — Ar = r’ (A > 0), the statistical properties of a field ¢(r')

are related to the initial field ¢(r) as ¢(Ar) = Mg (r). Conformal invariance is a genet-
aw

alization of this property to include the set of all maps r — w(r), that locally preserve
the angles : ¢(w(r)) = [w'|"¢(r). In two-dimension, the physical domain can be identi-
fied with the complex plane, and conformal transformations coincide with holomorphic
functions, (i.e functions derivable with respects to complex variables). Conformal invari-

ance imposes strong constraints on the shape of n-point correlation functions [Ginsparg,
1988].

Random paths, Invariant measures In two-dimension, an alternative formulation of
conformal invariance is the “Schramm-Léwner ” formulation, which expresses confor-
mal invariance through the language of random paths, growth processes, conformal
mapping... and invariant measures. It stems from the combination of “old” conformal
mapping theorems due to Bernhard Riemann (in the 1850’s) and Karl Lowner (in the
1920’s) with some state-to-the art contemporary mathematical developments in the the-
ory of probability over the past decade, and theorems proven by Gregory Lawler, Oded
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Schramm, Wendelin Werner, Stanislav Smirnov among others.

At a basic level of understanding, the global ideas behind Schramm-Léwner Evolu-
tions can however be partly understood intuitively, and used practically to find hints of
conformal invariance in two-dimensional physical systems.

Consider a two-dimensional domain D. And define some rules to generate self-
avoiding (random) paths from a starting point ry to an endpoint r; on the frontier of
the domain. The paths  can be seen as continuous functions from [0; 1] — D, such that
7(0) = rg and v(1) = r;. We suppose that we can define a probability measure on the set
of paths from ry to r; and we write jir,—r, (7, D) the probability of finding a prescribed
path v joining ry to ry — within a a small distance d+ for a conveniently defined topology.

Naturally, in order to define and build those measures, one might require to use a
discretization process and have a lattice picture in mind. One can first consider N x N
regular discretization of the domain D. The number of paths starting from ry and ending
at ry is then necessarily finite, whatever the rules for generating those paths are. One can
then define a uniform measure of this finite ensemble of paths and extend this measure
to a continuous measure by letting the mesh of the lattice go to zero. The lattice picture
is useful to define “interesting rules” in order to define ensembles of non-intersecting
paths. Examples of “rules” to generate non intersecting paths include the pivot algorithm
to generate so called “Self Avoiding Walks” (SAW), the generation of two-dimensional
Brownian motions in which the loops are gradually erased, yielding “Loop Erased Ran-
dom Walks” (LERW), percolating paths obtained in the percolation problem. One may
also think of the frontiers of spin domains in lattice models such as the Ising or the Potts
model, and so on.

A Schramm-Lowner ensemble of paths is obtained when the two following properties
hold :

(i) (Markov property) : divide a path v into two subpaths : ~, starting from ro and
ending at an intermediate point r’ in the domain D and ~, starting from r’ and
ending at rq. Ask that for any such quantities, the probability of finding the path -,
in the restricted space D\, be the same as the conditional probability of finding
knowing v, :

frr'—r1 (9, P\Va) = pirg—r1 (V67a, D)- (7.1)

(ii) (Conformal Invariance property) : given an invertible conformal mapping ¢ : D —
D, ask that y be an invariant measure for ¢, that is to say that the probability ; and
the image probability 1*¢ of finding a path 4 going from ry = ¢(rg) to ¥; = ¢(r;) in
D coincide :

/’Lg'((z))—)f‘l (ﬁlﬂ D) = Mf{)—}f‘l (’77 D) . (7,2)
———

Mro —r] (77'D)

Now, it is yet not so clear whether measures defined on ensembles of continuous path
are really much easier to handle than correlation functions. It turns out to be the case. It
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involves a 1920 equation obtained by Lowner and a 2000 theorem proven by Schramm.
The idea is to interpret paths in the two-dimensional domain D as growth processes.

Lowner equation. For simplicity, let us here take D as the upper half complex plane.
Let us first consider a path v; composed of a segment going from 0 to z;. It is possible
to find a conformal mapping g; : D\[0;z;] — D. If z; was imaginary and ~; a vertical
segment, the application g; : z — [z + y2]/?, would do the job, with “z'/2” meaning the
square root located in the upper half-plane. In general, g; may not be as simple though.
However, because D\[0;z;] and D are two simply connected domains, the existence of
g1 is nevertheless guaranteed by a now standard theorem called the Riemann theorem.
It can be made unique by imposing g(z) ~ z + 267/z 4+ o(1/z) at co. The effect of ¢; is
clear : it “zips” the slit v, onto the z-axis. In particular; the tip z; is sent to a real number
a1 = g1(2z1). 07 is necessarily positive. It can be interpreted as a time, which will be called
th “Lowner time”.

If we now add N vertical slits to the paths ~, we see that we can zip the entire path
until 2z with the application g(z) = gy o gn—1 © ...g1 and map the path onto a sequence
a1,a2...ay of real numbers, parametrized by a Lowner time 7y = 071, 2 = 71 + 072, ...
T~ = TN + 07n. Hence, the process maps a “static” complex valued path v of the upper
half-plane the complex plane onto a dynamic real valued process a.

The continuous version of the process has been known since 1920. It was discovered
by Lowner. It is described by the Lowner equation :

0-9-(2) = g.r(z)Q—aT with  a; = g-(a). (7.3)

The Lowner equation describes the “Lowner time” evolution of the conformal map-

ping g-(z) that maps an infinitesimal parcel of the path onto the z-axis at Léwner time

7. & is the image of the tip of the path sent onto the z-axis at time 7. It therefore maps

the path v in the two-dimensional space D onto a one dimensional process a(7). The
mapping is a one-to-one mapping.

At anumerical level, the discrete Léwner process can be implemented by choosing the
functions g; as g;(z) = R(2;) + [((z — R(2:))? + S(2:)?] 1/2 [Kennedy, 2009]. The function
g; zip the vertical slit [R(z;); z;] onto the real-axis —instead of zipping the tilted slit [0z;].
Each zipping “takes” a Léwner time 67 = $(z;)2/4. The Léwner zipping process is made
visual on Figure 7.4.

Schramm theorem and “SLE,” For ensembles of random curves satisfying both the
Markov property (i) and the Conformal property (ii), and which are symmetric with re-
spect to the property x — —x, Schramm’s theorem tells that the driving functions are
proportional to a standard Brownian motion B;: a; = \/kB;.

The diffusivity « is not prescribed by the theorem. It depends on the ensemble of ran-
dom paths that is under consideration. Once an ensemble has been identified as SLE,,,
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(a)

Figure 7.4: (a) A path in the upper plane. (b) the zipping process. (c) The driving function corre-
sponding to (a).

knowing x allows to compute and deduce both standard and unsuspected geometric
properties for the random paths. The fractal dimension dsof an SLE,; pathisdy =1+ g,
but less trivial quantities are amenable to an exact expression involving « : winding an-
gle distributions, distribution of the Radii, typical number of fjords , probabilities to keep
a prescribed domain point on one side, crossing probabilities ... examples of which are

shown on both papers.

It is believed and sometimes proven that the one parameter SLE, family of random
paths describe the continuum limit of the interfaces which emerge in many short-range
lattice models at critical temperature, including the Ising model (x = 3) or Potts model,
and of many natural random paths in two-dimensions : critical percolation paths ( x = 6)
, self-avoiding walks (x = 8/3), loop erased random walks (k = 2)... Both the Markov
and the conformal properties are natural properties to expect for such models. They
give a translation in the language of random measures on ensemble of paths of the two
essential ingredients common to those models : (i) the short range nature of the inter-
actions : the paths keep forgetting their past and (ii) the conformal invariance property,
expected to hold at at criticality. Note, that for systems with short range interactions,
conformal invariance stems as a consequence of scale invariance, translational invari-
ance (“homogeneity”), and rotational invariance (“isotropy”), as proven by Alexander
Polyakov [Polyakov, 1970, Mussardo, 2010]. Note however, that there are only a limited
number of cases (critical percolation on hexagonal lattices, loop erased random walks, ...)
for which the convergence to the SLE description has indeed been proven at a mathemat-
ical level.

Schramm’s theorem can be given a very practical use. To check that an ensemble of
paths is likely to be described by SLE, it therefore suffices to compute driving functions.
To do so one may use the Discrete Zipper Lowner process described previously. Then, the
test of whether or not conformal invariance holds can be made at the level of the driving
functions. We need to determine whether or not the sets of driving functions have a
chance to represent a set of Brownian processes. Statistical tests can then be used to test
the linear scaling of the variance, the Gaussianity of the increments, their independence.
As noted in [Kennedy, 2009], it is in fact not so obvious to distinguish ensembles “close
” to SLE from truly SLE ensembles. Therefore, those tests can only provide hints as to
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whether or not sets of the random paths considered are both Markovian and conformal
invariant. Due to the intrinsic long-range nature of the interactions, there is no reason to
expect that SLE paths should be present in turbulent flows. But such hints of conformal
invariance can however be identified in the two quasi-2D situations that we took a look

at.
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Chapter 8

Conclusion

Contributions. At a theoretical level, we have given some predictions based on count-
ing arguments to argue about non-trivial long time behavior of three different 2D3C
flows : magneto-hydro, axisymmetric and Boussinesq flows. Those three examples of
2D3C flows share many properties in common : i) they are incompressible ii) their en-
ergies are the sum of two well-identified contributions iii) they possess two families of
Casimir invariants iv) the advecting field is not bounded by those. The study reveals
that the long-time behavior of 2D3C flows is not generic. It can be expected to be of
a very different nature than the long time behavior of two-dimensional hydro and re-
lated quasi-geostrophic flows. This substantially implies that ideal arguments based on
the quasi-conservation of enstrophy to argue about the existence of long-lived coherent
structures in the atmosphere should be handled with care.

Statistical arguments in Fourier space based on the use of rugged invariants show that
the behavior of 2D3C flows is not generic : they yield small scales regimes for Boussi-
nesq/Axisymmetric flows; and the possibility of a large scale magnetic regime and a
small scale regime for two-dimensional magneto-hydro fluids. We have also extended
the argument to a wider class of 2D3C flows, obtained from the magneto-hydro model
by changing the integral relations between the vorticity and the stream-function on one
hand, and the current and the magnetic potential on the other hand, in such a way that
the other rugged invariants were left unchanged. The conclusion is not ground-breaking
but deserves some mention : the crucial ingredients for the emergence of large scale struc-
tures is not so much the presence of extra-rugged invariants (in addition to the energy)
but rather the interplay between those.

To obtain a clearer view, we have proposed a construction of an invariant microcanon-
ical measure for the axisymmetric Euler equations, taking into account all the invariants
and the stretching of the vorticity. The construction yields a very clear, but nuanced pic-
ture of the axisymmetric equilibria. The energy is essentially toroidal when it is low and
essentially poloidal when it is high. In the latter case, the poloidal energy is large scale
while the toroidal energy and the helicity are small scale, and the typical poloidal field
very irregular at small scale. The construction was extended to the magneto-hydro case,
with only a partial success, as no explicit expressions for the average physical quantities
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was found in general, except for some very specific regimes. The construction however
reveals the existence of at least four different kinds of magneto-hydro regimes, obtained
by considering a non-helical situation. Depending on the regularity of the magnetic
field, the equilibria either describe axisymmetric-like regimes or a magnetic condensa-
tion regime, in which all the energy is magnetic and on the largest scale.

We do not know whether 2D3C flows are well-defined mathematical objects : as men-
tioned in the introduction, they may very well exhibit a finite-time singularity for a wide
range of initial data. It is therefore not so clear whether the ensembles we have con-
structed are relevant to describe long time properties of such flows. In other words :
“if the system blows up, then its long time properties are trivial !”. If this was the case,
the present construction may provide a physicist proof ab absurdio that regularity for the
poloidal/kinetic field is lost at long time : this is what the divergence of the high-order cu-
mulants for the poloidal/kinetic equilibrium distributions suggests. More pragmatically,
those two constructions @ still provide a useful analogy between ideal flows and some
conveniently defined “spin” lattice models that accounts for the interplay between the
different geometric constraints provided by the Casimirs. The sought after limit measure
is then seen as the thermodynamic limit of a statistical ensemble of spin configurations.
The picture allows to account for the difference between the magneto-hydro and the axi-
symmetric cases from a condensed matter point of view : in the magneto-hydro case
the magnetic energy is mapped onto a short-range lattice energy of ferromagnetic type,
while in the axisymmetric case the toroidal energy induces no interactions between the
toroidal spins. At a thermodynamical level, the analogy reveals three kinds of large scale
organizations : the large scale magnetic condensation in magneto-hydro dynamics is a
zero (positive) temperature “paramagnetic” self-organization, the large scale vortices in
two-dimensional ideal (hydro) fluids are negative temperature states, the axisymmetric
large-scale poloidal jets are infinitely-warm states — yet “colder” than the 2D states.

Whether or not those ensembles can be used to describe long-time properties of forced-
dissipated flows is even more dubious. It may be that predictions based on those kinds
of ideal ensembles dramatically fail when forcing is put into the game. However, a literal
and liberal interpretation of the lattice model analogy can again provide some insights
about experimental flows : it is the case for the Von Kdrmén experiments which we de-
scribed in Chapter 6. The reasons why the interpretation works is not crystal clear, and
its scope is surely limited. However, it gives an original definition of a “temperature of
turbulence”.

Openings. Concerning the ideal theories, one can wonder whether lattice models argu-
ments, which may pave the way to a clean definition of a random ideal measure, might be
used for more complicated flows than the incompressible 2D3C ones that we considered.
In two-dimensions, a natural model to investigate would be the shallow-water model,
which includes a compressibility effect. But the real question might be whether such an
approach could be used to describe the equilibria of three-dimensional flows, possibly

@_ or three if we include the straightforward generalization to the Boussinesq case —
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stratified. A fruitful example to consider might be the three-dimensional magneto hy-
drodynamical case, whose Casimir invariants are known [Padhye and Morrison, 1996],
and whose rugged invariants lead to an inverse cascade of magnetic helicity [ A-(V x A),
obtained both Fourier space arguments [Frisch et al., 1975] and observed in magnetically-
forced simulations [Alexakis et al., 2006]. The statistical mechanics of such flows could be
all the more relevant to describe as the analogy between Stratified Boussinesq turbulence
and Magneto-hydro turbulence extends to the three-dimensional situation, [Gibbon and
Holm, 2010, Pieri et al., 2013].

Ideal statistical theories provide an enjoyable playground, but are not the ultimate
scope of statistical mechanics. They can provide trends, sometimes approximate solu-
tions, usually thermodynamic inequalities to account for non-equilibrium phenomena
but certainly not a precise description of those. They can however also provide ideas to
develop the non-equilibrium statistical mechanics needed for turbulence. But to trans-
form those ideas into a consistent non-equilibrium framework is far from being under-
stood. Many non-equilibrium statistical theories for turbulence have been proposed, that
rely on subtle interpretations of equilibrium physics. The inclusion of additional con-
straints such as a finite energy dissipation constraint in inferences theory [Verkley, ], the
parametrization of small scale forcing through the use of mixed ensembles [Ellis et al.,
2000] and canonical prior distribution [Chavanis, 2008, Majda and Wang, 2006], the use of
“maximum entropy bubbles” [Chavanis and Sommeria, 1998] and more recent reduced
partition functions [Herbert, 2013] to account for a possible loss of ergodicity provide
such examples.

We note that it could also be that the appropriate non-equilibrium statistical mecha-
nics at use to describe turbulence at a dynamical, coarse-grained level may involve en-
sembles and concepts that are very distant cousins of the ideas depicted in the present
work. The dynamics of coherent structure may be obtained from ensembles of paths
[Bouchet et al., 2011, Monthus, 2011], they may be computed from effective equations de-
rived from optimization principles [Turkington, 2013] or maximum entropy production
principles [Chavanis et al., 2010, Herbert and Paillard, 2013], and apprehended by the
use of direct statistical simulations of turbulence [Marston, 2011]... The applications of
statistical physics to describe turbulent flows are potentially many. Much work remains
to be done to make them explicit.
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Appendix A

Technical computations related to the
Bessel-Fourier modes.

This appendix details some technical computations related to the Bessel Fourier modes,
as used in chapter 3 and 4. Those computations are akin to computations described
in [Leprovost et al., 2006, Naso et al., 2010b].

Contents
A.1 Explicit computation of Bessel-Fouriermodes. . ............. 217
A.2 Explicit estimates of integrals involving Bessel-Fourier modes. . ... 219

A.1 Explicit computation of Bessel-Fourier modes.

Explicit expression. We consider the case of a cylindrical domain with no inner radius
( Von Karman geometry). The radius of the outer cylinder is R. The height of the domain
is 2h. The cylindrical coordinates are (r, 6, z), and we assume no dependence of the fields
with respect to 6.

We define the Bessel-Fourier modes as the eigenmodes of the differential operator
L = —rA,(r.), defined in chapter 1, with vanishing boundary conditions. We also impose
that those modes vanish for r = 0.

A Bessel Fourier-mode ¢y is labeled by an index k = (k,k,) € N2 It is explicitly
given by

N . 1oy, o\ 2
qbk(T‘? Z) = Ak sin WJ]_ <]k7R> with Ak = (2‘]22(]kr)> . (Al)

Its corresponding eigenvalue reads

-2 2 2
o Ik, kim
Ky = 55 T ek (A.2)

In the last two equations, J; and J; respectively denote the first and second Bessel
functions of the first kind — see for example [Abramowitz and Stegun, 1965] —, and jy, is
the k" zero of .J;. Besides,
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(@) ¢k is non trivially zero provided both k, and k. are non zero;

(b) the choice of Ay in (A.1) make the ¢ be an orthonormal family for the scalar prod-
R 2h
uct (, ) defined through (f,g) = 1 / / rdrdzf(r, 2)g(r, 2).
hR? Jr=0 Jn=0

Note, that for large values of k., the kf,h zero jy, of J; can be expanded as ji, = (k» +

1 1
Z)ﬂ' + o(1). For large k,, the coefficients Ay can then be estimated as Ay = my/k, + 1(1 +
o(1)). @

The eigenmodes made explicit (technical computation). Let ¢ be an eigenmode of £ =
—rA,(r.), such that £(¢) = x%¢y. Let us assume that ¢ vanishes both at the boundaries
and at the center of the cylinder. Note that x? can be negative if « is imaginary. ¢ satisfies
the differential equation :

0= —L(9) + K26 =17 0%r6 + 0, (r0,70) + K% = 0. (A.3)

We now solve (A.4) by the method of separation of variables. Let us write ¢ as
o(r,z) = f(r)g(z). In terms of f and g, (A.4) becomes

B g//(z) 2\ _ f”(?“) f/(T) _i L
<9(z) * )_ f(r) +7~f(r) 2 ; (A4)

where « is a yet nonprescribed constant, to be determined by the boundary conditions.

g. The differential equation on g reads
g+ (/i2 — a2) g=0. (A.5)

¢ needs to vanish both at the upper wall and at the bottom wall of the domain. The

quantity k? — o? is therefore necessarily non negative, and g can be written as g(z) =

Asin zvk? — a? + Beoszvk? — o?. From g(0) = g(2h) = 0, we conclude that B = 0 and
2

. n .
that k2 — a? can be written as k%> — a® = (2Z> ,withn € N.

f. The differential equation on f reads
r2 () +rf(r) + (r2a2 — 1) f(r)=0. (A.6)

The change of variables “z = |ra|” and “f(z) = f(r)”, yields more familiar differential
equations :

@This is easily proven by using the estimates J, (z) = ~ 2 cos (:v ~I E), so that Ji(z) ~
\V Tz

- isin (I - x) and Jo(z) ~ — icos (z - E). Note, that it is also true that Jo(z) ~
T 4 —00 T 4 r—00

1/ 2 cos (m — %) [Abramowitz and Stegun, 1965].

™
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22 f"(x) + zf (x) + (x2 - 1) f(z)=0, ifa’>0 (A7)
or 2?f'(z) +2f(z) ~ (22 +1) f(z) =0. ifa® <0 (A.8)

Equation (A.7) is a Bessel equation and Equation (A.8) is a so called “modified” Bessel
equation [Abramowitz and Stegun, 1965]. Solutions of modified Bessel equations are
either exponentially growing or decaying and are not oscillating. They cannot describe
-non trivial - solutions vanishing both at the center and at the outer wall. We conclude
that o? is non-negative. The solution of A.7 can be expressed as a linear combination
of the first Bessel function of the first kind J; and the first Bessel function of the second
kind K, so that f(z) = CJi(x) + DK;(z). From ¢(0,z) = 0, we obtain D = 0. From
#(R, z) = 0, we obtain J;(aR) = 0. Therefore, the quantity aR is one of the zeros jy, of
Jl.

¢. Putting the pieces back together, we therefore get ¢ in terms of two integers m

and n as ¢(r,2) = Gmn(r,z) = Appdi ( "}%T> sin % The corresponding eigenvalues
2

. . n’m? 42
2 2 2 m
k“ is non negative, and reads x* = & = +

& ! m,n 4h2 R2

1 ’
®mn s. From the identity/ xdx Ji(xjm)J1(Tgm) = 6m2’m JZ(jm) [Abramowitz and
0
Stegun, 1965], we immediately see that (i) the qb(m n) are mutually orthogonal for the

scalar product defined through (f, g) =52 / / rdrdzf(r, z)g(r, z); (ii) the choice

(m.n)e€z2 orthonormal, namely (¢(m7n)¢(m/7n,)) =

9. —-1/2
Amn = <JQ(2W> makes the set of {¢,,, n}

6mm/6nn’ .
A.2 Explicit estimates of integrals involving Bessel-Fourier modes.

Below are some estimates of quantities involving the ¢y, valid provided k, and k. are
both non vanishing. Those quantities appear mostly in chapter 3. They deserve no par-
ticular further comment.

Estimate of (r¢y).

o), = QR(U’%HM (1 +o (:)) | (A.9)

Proof:

2h R 1 1
(rok) = #/ dz/ drriy(r,2) = QRAk/ dzsinkzwz/ dun? Jy (g, w)
0 0 0

0
1—(=1)*= Jy(4
ona L= U i)
2T Tk,
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|
Estimate of (r—!¢y).
(Tlo) = = ()™ (1 + (k>) (A.10)
" k kr:OO Rm 1 1/2 ? k'z . .
4
1 2h R 1 1
(rlow) = —2/ dz/ droy(r, z) = 2R*1Ak/ dz sin kzﬂz/ duJi (j,u)
hR? Jo 0 0 0
., I=(=1k 1 4
=2R 1Akk()~ (1= Jo(k,)) -
2T Ik,
Estimate of kk! = (T2¢kqf)k/).
0 ifk, £k,
2
v Bt
N 271'2 (kr + 4>
212 (-1t - (D + ! otherwise
72 \(kr — k)2 (k. +Kk.+1/2)2  7(k.+k.+1/2)3 '
(A.11)
Proof:
1 2h R
(r2 o) = h—m/ dz/ drr3 gy (r, 2)bw (1, 2)
0 0
1 1
:2R2AkAk// dzsinkzwzsink;wz/ duw® Jy (i, w) J1 (k) -
0 0
1 Q
=501
9 kzkl

The contribution near 0 being smoothed by the factor 23, it is legitimate to approximate
2

Q upon estimating .J; with its asymptotic development .J;(x) ~ —4/ — sin (% - a:) This
m

1
approximation — combined with liberal substitutions of ji, by (k, + Z)W —yields an esti-

mate for Q. If k, = k], one gets, using two successive integrations by parts :

1 —cos(m/2 —2jp,u) 1 1 1
3 2(k,+1/4)272 )

2 1
~— duu? =
@= - ) duu 2 72(ky + 1/4)

If k. # k., the calculation is slightly more lengthy. With a couple of integration by
parts and using the short term notations S = ji, + ji, =~ 7/2 + 7(k, + k;) and A =
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Jkr = Jr, ~ w(k,. — k), one gets

2 boow?
Q~ 7/ du— {cosuA — sinuS
T\ Ik kg Jo 2 t f
N 1 sinA+2cosA 2sinA+cosS 281n5+2(17COSS)
e gk N A A2 A3 S 52 53

1 (2(—1)kr—k’r 2(—1)kr—Hhr 2)

o~ — + ==
m2y/(ky + 1/4) (k. + 1/4) A2 52 S3
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Appendix B

Mock equilibria including nearest
neighbor interactions for the
peristrophy.

This appendix details the technical computations related to the evaluation of the partition
function within a helicity-energy-peristrophy canonical ensemble in the case where we
include some nearest neighbor interactions in the approximation of the peristrophy, as
sketched in Figure B.1.

Factorization of the partition function. The partition function is
Zy = / [T denectuy e=<Ov—FEn 7Hx (B.1)
R2N Kk

with N(k.) = Card{k, sk < kc}, HN = Swkli, EN = SV + ki wi and Gy =
>k Okk'VkVk (see the notations of Chapter 3), and
2
L ifk =k’
3

— 2R?
e =3 2 ek and [k - k=1 (B-2)
7T

0 otherwise.

In this new approximation, the peristrophy can be renormalized and written as
1 2 . 6
On = B ka — azv(kr,kz)v(kr-i-l,kz) with a = 2 > 0. (B.3)
k k

The partition function Zy can be factorized in terms of vertical partial partition func-
tions as

Zv= [ Zulk), (B.4)

kzili(r sy Ske

where n = n(k,) = max {z RG] < HC} (see Figure B.1 for an illustration). The partial

partition function Z,(k.) is defined as
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_—:\;;J% 5 \
————» — . .
4 '
(<===>>)] I
U Z4 (K = 2)
2 \
1 \\

W

[SIANR

Figure B.1: Bessel-Fourier Modes for R = 2h = 7. The mode k = (k,, k.) has eigenvalue ki =

0

1
k2 + (k. + 1)2. For a cutoff k. = 5, the (non trivial) modes that describe the truncated

axisymmetric equations in a Von-Karman geometry are depicted with a green dot.
The inserts show contour plots of the modes (1,4),(1,1) and (4,1). The red links show
the nearest neighbors couplings induced by the conservation of the peristrophy . The
modes within the dotted box are the ones taken into account to compute the vertical
partial partition function Z,(2) (see the text for a definition).

1
s X Ap X
Zn(ky) = H / dwpdvge 2 ,
2
kel (ke ko) | Ske R (B.5)
and X, =' (U(l,kz)av(Z,kz)7 s V(nks)s W(Lks ) W(2,k2) -"7w(n,kz)) ;

where

[B+¢ —ea 0 y 0
—ea ’
R .
A — 0 —ea f4+e 0 ~y (B.6)
gl 0 B/r? 0
| 0 ¥ 0 B8/ka A

Computation of the partial partition functions Z,(k,). If A, is positive definite, one

. iy : . | 22720 :
can compute the partial partition function as Z,,(k,) = Qet A It remains to compute
€ n

det A,,. To do so, one can first perform the following substitution of the ith . C; — C; —
v62C;4n/B. One then obtains
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det 4, = 8" ( /eﬁ) My
=1

2.2
B+e— /ﬁg —ea 0
(B.7)
with M, =|
—ea
2.2
0 —eav fB+e— K”ny

It is straightforward to notice that the determinants M; obey the recursion relation :

2,2
K

B

M; = (ﬁ +€— ) M; 1 — 62012MZ',2. (BS)
In order for A, to be positive definite, 3 needs to be strictly positive and every M; for
i < n needs to be strictly positive —it is also a sufficient condition.

Non helical case Let us consider the non-helical case, v = 0. The M,, can be explicitly
found. The discriminant associated to (B.8) reads A = (3 + €)? — 4e2a?. If A < 0, the
solutions of (B.8) are oscillating solutions and A,, won’t be positive. Let us focus on the
limiting case A = 0. The M, are then explicitly given by M,, = (1 4+ n)27"(8 + €)" which
are all positive provide § > 0 and A = 0.

The partial partition functions then satisfy up to a constant term

> log Br;? — - log(B + €). (B.9)

The toroidal energy per mode and the poloidal energy per mode are then just as in the
case without coupling :

_,0log Z 1
Etor n=—n 1 no_
(B op —1-16 2(8+¢€) (B.10)
and (EPY), == %5

As 3 — 0 we find the ratio of poloidal energy to toroidal energy goes to co. Note
however that the condition A = 0 imposes, when € < 0, that 3 + € = —2ea > 0. This is
a difference with the regime (a) depicted in Figure 3.5 : the nearest neighbor interactions
prevent the energy from beeing completely toroidal.
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Appendix C

A derivation of the shell model
preserving energy, helicity and
peristrophy-like invariants.

We here show how to derive the shell model defined by the equations (3.52), (3.53), (3.54)
and (3.55) of Chapter 3.

Strategy. We wish to find a local dynamics with 2N degrees of freedom (z1, ..., zN, Y1, ..., YN)
which preserves the following quantities

1 al 1§
FE = 5 Z .75% + 'Yny?m H = Z InYn, and G = 5 Z a"‘ri’ (Cl)
n=0

where the o, and the +,, are assumed to be strictly positive.
To achieve such a task, we look for a dynamics involving nearest and next-nearest

neighbor coupling, so that the time derivatives of z,, and y, will be given by a sum of
terms of the kind, agfj )l'n+7;l'n+j, bq(fj )mn+iyn+j, and c%” )ynﬂynﬂ with ¢ and j between —2
and 2. Typically, the time derivatives of £, H, N will vanish by telescopic sums : each con-

servation law either imposes some coefficients to vanish or to cancel out with one another.
For example, if the time derivative of z,, contains terms of the kind a%_l_Q)xn_lxn_g,
(_11)xn_1xn+1 and a%m):cn“xmrg, then the conservation of peristrophy imposes that the

sum anal, D + an_laﬁ;ll_l) + Ozn_QCLSE% is zero. It also imposes for example that al ¥

a

is zero.

The first step consists in determining for each one of the quantities F/, H, and G the
terms that need to be vanishing and the pairs or triplets of terms that can cancel out with
one another. The second step is to run a manual Sieve algorithm, to determine a small
set of modes which needs to be included in the model, in order for both invariants to be
conserved. The algorithm can for example be implemented with the help of a piece of
transparent paper.

Equations yielding the conservation of £/, H, G Among the ninety initial terms, a set
is found, which includes only twelve coefficients. They are constrained by eleven equa-
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tions. The notations here match the notations of equation (3.53). Those terms are con-
strained by
the conservation of the Helicity, through
agn )+ain) b(n—2) -0

(C2)
(">+a(6" ") s " 0

o + ol 1ol =0
the conservation of the Energy, through

T

(n) —l—aé” 2 + Y_2 b(" Y_p
(n—2)

; (C.3)

aé )—i—a —i—’ynb(n):()

and the conservation of the Peristrophy, through

Oty 2(1:(,) 2>+ana( " =0

anag R an_laé D_y . (C4)

(n—1)

n—2
105 + an_gaé ) — 0

Explicit expressions for the coefficients. The set of equations (C.4) tells us that we can
eliminate afln)aén 2 (n ?) from the sets of equations (C.3) and (C.2). (C.3) and (C.2) now
contain eight equatlons for nine unknowns. Solving the b; in terms of aé 2, ag ), a(n Y

one obtains the compatibility condition :

0= Al 4 AL ) 4 400D _ g ) | p) (o) | gl ) ()

where
Agn) _ Op—1 — an7 Aén) _ Op—2 — O‘nfl’ and Agn) _ Qp — Qp—2
Ap—1Tn—2 Ap—27n OnYn—1
Bgn) _ Ap—1Yn—-1 — an’}/n’ Bén) _ Ap—2Yn—2 — an—an—l’ (C.6)
Qp—1 Qp—2

QnYn — Op—27Vn—2
o, '

and Bé”) =

In the most general case, a, and 7, make the compatibility condition (C.5) be made
of two independent equations, from which we obtain
agn) _ t(")(A(n)B3n) _ Agn)Bén)), aénfl) — ¢() (A:(in)BYL) _ Agn)B(n))

3
(C.7)
and a{"? =M AW BM — a0 M)y,
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where (" is an arbitrary sequence.
We can then obtain the explicit expressions for the remaining six unknown parame-
ters, given by equations (3.54) and (3.55) for the case tn) =1,

Comment. Note that if we change the coefficients of (3.54) as
Q) 4 )y g g )00 )0
agn)’ bgn)7 aé(_)n)) bén) N agn)t(n+1)7 bgn)t(n+1), agn)t(n+1)’ bén)t(n+1) (C.8)

o) B ™) B _y qm)y(nt2) pm) (),

,Qg ", 0~ — a3 (n)t(n+2), bén)t(n+2)

a6
in equation (3.54), with t(™) being any arbitrary sequence of n, the quantities E,H and
G are still conserved by the dynamics. ¢(™ fixes a rate of energy transfer between the
modes.
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Appendix D

The condensation regime in the
“MHD Ising model”.

In this appendix, I explain why the extensivity of the magnetic energy for the “2D MHD
Ising model” @ yields a condensation regime, if the levels of magnetic potential are cho-
sen to be £1. The equilibrium regimes are then described as the “strong A” regimes. The
argument is easily generalized to the case where more levels are considered. The non-
helical situation is described (section D.1) and comments are then made about the case
with cross-helicity (section D.2). I then derive the equilibrium distributions in the “weak
A” regime (a0  1/N), in the low energy limit (£ < E.) under the working hypothesis
that the magnetic energy can be expressed as a macrostate constraint (section D.3). The
notations at use are the ones of Chapter 5.

D.1 The “strong A”, non-helical case.

In this section, the levels of the magnetic potential are +1.

Decoupling the kinetic from the magnetic degrees of freedom. Let us play the same
game as the one we played for the axisymmetric case, and start by disregarding the he-
lical constraints. In the case of a doubly periodic domain, one should then require for
instance that the total circulation is zero, ie X[Cy] = 0. Then, as in the axisymmetric
problem, there is a decoupling between the kinetic and the magnetic degrees of freedom.
We can consider each of those separately. A straightforward generalizations of the axi-
symmetric construction yields the definition the M-dependent kinetic entropies and the
magnetic entropies, as S (E, X) and S™8(E, y).

Kinetic and magnetic entropies. Now, we already know what the }M-dependent ki-
netic entropy SXI"(EXM X)) looks like, for large M. It is the entropy depicted in Figure 4
of [Thalabard et al., 2013]. Note that in our case, X = 0, so that S}@}“(Eki“, X) is maximal
for EX" = (. It remains to known what the entropy of the magnetic part is. The latter

@The description of the model is given by Table 5.2 of Chapter 5

233



234 APPENDIX D. THE CONDENSATION REGIME IN THE “MHD ISING MODEL".

turns out to be constant, as a consequence of the extensivity of the magnetic energy— see
below. Therefore, the most probable state is a state which is purely magnetic : E™% = E
and EX" = (. Beside, whatever the magnetic energy, the typical state is exactly the typ-
ical state corresponding to a (true) Ising model at vanishing energy per site. A typical
state is therefore composed of a small number( i.e < N?) of large islands of magnetic
spins pointing in the same direction. If the total magnetization is prescribed to be zero,
the ground state is composed of two stripes of same sign spins. For the MHD problem of
interest to us here, this state represents a purely magnetic state, where typically two mag-
netic potential “islands” are separated by a very strong localized current, as represented

on figure D.1.
8
H |
A 0
6
L
= B B
—nC
2 i
O |

0 200 400 600 800 1,000

Tm.c.

Figure D.1: Examples of low energy configurations for the magnetic potential A and the current J
as a function of the Ising energy ¢, scaled so as to run from 0 to 8. Those configurations
were obtained using a Metropolis canonical algorithm at 7" = 0 of the Ising model,
initiated with a random configuration (¢ = 4) and Creutz constraints to keep the
magnetization nearly constant.

Proof that “the Magnetic entropy is constant”: Let us recall that the magnetic entropy Sy 8 (E™38, 1)
is simply defined as the logarithm of the number of configurations of the magnetic Bel-
trami spins with a prescribed magnetization and a prescribed magnetic energy — up to
small fluctuations 0 E.— divided by NV 2. Now, let us make two trivial observations:

(i) Up to a geometric factor C, EM8[Cy] is nothing but N? times the hydrodynamical
energy of an Ising configuration as defined in the first paragraph of the first section
of chapter 5, and as depicted for instance on Figure 5.3. @

(ii) The magnetization i of our “MHD Ising model” matches the definition of the mag-
netization for the Ising model.

Therefore, the limit magnetic entropy S™%(E™38, 1) = limy_00 Sy o (E™8, 1) that we
look for, can be written in terms of the entropy of the Ising model S'*™9(E/ N2, 1) as
Smag(Emag 1) = limpy_,oo ST5M9(E™8 /N2 1) = S1579(0, u). It does not depend on the

@Recall the what we name the hydrodynamical energy is simply the standard (extensive) energy of a spin
configuration in the Ising model divided by the number of bonds.
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Figure D.2: Approximate graph of the entropy as a function of the energy per site ¢ for the Ising
Model. Taken from [Kastner, 2002]. The present “¢” is related to the “E” of Figure 5.3
through € = 2E — 2.

magnetic energy ™8, ), [ |

D.2 Remarks on the “strong A” helical case.

Remarks. The case with helicities X* = + X, is more subtle to treat, butI think the non-
helical case allows at least a heuristic understanding. At a technical level, the problem
that we face comes from the fact that the magnetic energy cannot directly be expressed as
a constraint on macrostates — defined accordingly to the procedure sketched in Chapter
4. Therefore, the use of Sanov theorem to evaluate the microcanonical volume is not
as straightforward as in the axisymmetric case. However one can make the following
observations :

1. In the helical case case, the ratio EX"/ E™38 is not necessarily zero. However, the
existence of large scale magnetic structures is still guaranteed by the extensivity
of the magnetic energy. If E is prescribed, then E™?, is bounded and the ratio
€ = EM38 /N2 goes to zero as N — oo. The consequence of the “Ising hydrodynamic
energy”e being zero is the presence of a “ferromagnetic ordering” for the magnetic
degrees of freedom of the Beltrami spins.

2. At fixed magnetization, due do the the ferromagnetic ordering a configuration
picked at random will be composed of a two macroscopic domains D, in which
all the neighboring magnetic spins take the same value £1. Typically, one expect to
see two stripes of spins.

At a heuristic level one can then expect that the constraint on the helicities will pro-
vide a macroscopic correlation between the vorticity and the magnetic potential: in order
to satisfy the constraint on D, the distributions of the vorticity field conditioned on D4
need to be centered around the value 2.X /(14 ). Hence the emergence of a macroscopic
organization of the typical vorticity field.

®)The exact expression of the Ising entropy is not important in the present argument, As a side remark,
though, an approximate graph of the Ising entropy, as found in [Kastner, 2002], is shown on Figure D.2
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D.3 A counting argument for the “weak A” regime.

In the weak A regime, recall that the levels +a( are simply +1/N, so that the magnetic
energies and the kinetic energies are both intensive and non-trivially vanishing in the
limit N — oo. Unlike the axisymmetric and the two-dimensional hydro cases, the short
range interactions induced by the magnetic energy seem to prevent the use of a counting
argument to compute ensemble averages in terms of macrostate probabilities.

We standardly write p+(w, r)dw the macrostate probability that the sign of the mag-
netic potential is £1 and that the vorticity field lies between w and w + dw in the vicinity
of a position r. This defines a macrostate pys

The sign magnetization © = (A4 — A_)/D, the conditioned cross-helicities Xy and
the kinetic energy can be mapped onto macrostate constraints, as already explained in
Chapter 3 :

1 M 1 M
wlpam) = m/pdr zi:/_de + pi(w,r), Xilpm] = m/pdr /_dewpi(w,r)

M
and  Eunlpm| = 2]11)]/Ddr zi:/—M dwp (w, r)wip(r).
(D.1)

Low-energy regime I/ < E.. By definition, the configurations of the magnetic degrees
of freedom exhibit a paramagnetic organization in the low-energy regime. It is therefore
reasonable to assume that the magnetic energy can be written in terms of the local sign
magnetization p(r), and assume that there exists a function f such that

Emaglo] = [ Hu)) witn ) =3 /_A;dwipi(w,r). (D2)

The hypothesis is exactly akin to the separation of scale hypothesis used in [Jor-
dan and Turkington, 1997]. The function f might be estimated from a Braggs-Williams
type of approximation for the underlying spin model @. If we assume that f exists

and is known, then the maximization of the M/-dependent macrostate entropy Sy =
1

17|
yields the critical macrostate distribution :

Jpdr >, [ iWM dwps (w, r)log p+ (w, r) under the macrostate constraints y, £ and X1

Pharlrne) = gz ep (o) + 00 = 300 E w5 500 7 ()
o)

M (D.3)
with  Zy(r) = %:/_M exp {a(iM) + (hgtM) — 'B(M)T)w ¥ ﬁ(M)f’(,u(r))} .

In the low energy limit, if we want to let A/ — oo, we necessarily need 1) to vanish and

the Lagrange multipliers to scale as ) ~ g, M0, B ~ ni A2 and ol ~ ot MO,

@ f is the inverse of the function which link the energy to the spontaneous magnetization in the underlying
paramagnetic lattice model with only the magnetic energy acting as a constaint, as for example shown on
Figure 5.3.
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This for instance yields, in the limit M — oo :

IR R e

(u(x)) = tanh [ = B/ (u(x)))]  and  {w(r) = T+

(u(r)). (D4

In the special case of symmetric levels, & = 0 and h4 = —h_. The vorticity should be
proportional to the average magnetization, the latter being locally constant.
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Appendix E

Frozen axisymmetric equilibria in the
two-level case.

In this appendix, I give some details about the derivation of the frozen axisymmetric
equilibria mentioned in Chapters 4,5,6. The notations are the ones at use in Chapter 4.

Description. We work in the two-level case, useful for the practical use of the equilibria
in Chapter 5 and 6. At a theoretical level, the quenched regime emerges if one prescribes
a “frozen” dependence h (&) between the toroidal and the poloidal field at the level of
the macrostate probability p4 (§o, r) as

Proba(sign(c)== atr)

—~
p+(o, 1) = p+(r) X h+(%0) - (E.1)
—_——— ——
Proba(sign(c)==+ and {=¢p atr) Proba({=¢&o|sign(o)==)

(@),

Frozen Macrostate probabilities. The maximization of the macrostate entropy
Slps) == [ d¢ [ pe(mtogpa(én) (E2)
+

under the contraints :

Aslpe] =Ar,  Xipr]l =Xy, &pallps] = Epa and  Proba(¢ = &olsign(o) = £) = h(&o);

(E.3)
yields the frozen toroidal critical distributions :
Bib(r)é+
a4 —
(r) = —— (E4)
" BU(r)Es Bo(r)e |
ap——— Qo ——————
e 2 +e 2

@“Proba” denotes a local probability defined through a coarse graining, as explained in details in Chapter
4.
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In the latter formula,
&+ are the average poloidal fields conditioned on the toroidal levels : &+ = [ {h+(§)E.
B is the Lagrange multiplier associated to the conservation of the poloidal energy.

a4 is a function of the Lagrange multipliers associated to the other constraints. It is
explicitly given in the next paragraph.

A comment on the derivation of E.4 can be found in the next paragraph.
How do we obtain equation E.4 ? To achieve the computation, it suffices to use equa-
tion (E.1) and prescribe h4 (§) at the level of the probability measures. That way, one can

recast both the macrostate entropy and the macrostate constraints in terms of the toroidal
probability p+ only. Doing so, we find

2pale) = | ary” [ depehe©go) = [ e 3 palr)eu(
(E.5)
and similarly Xi:/ drpy(r)ée =4 AL,
D

In the same way, the macrostate entropy can be written as

/Zpi r)logps(r /Zpi /dﬁhi )log hy (). (E.6)

=S54+

s+ is the entropy associated to the prescribed poloidal distributions A .

Equation E.4 is then obtained through the use of Lagrange multipliers to enforce the
constraints : &+ for the areas, h+ for the helicities, and 3 (for the energy). It is then
apparent that ay = sy + ha &y + dau.

Recall that the total macrostate probability is p (r, &) = p4(r)hs(€).

Mean field relations. The quenched average fields are then such that

e - 2 —eai_ 2
= S ouns () JEERGE e e
-1 e 2 te 2 (E.7)
LoBmE pume | |
_ &€ 2 —fe 2
and (£)(r) = O O
e 2 +e 2

If the levels are symmetric— Ay = A_, X4, + X_ =0, h4(§) = h_(—¢) and conse-
quently £ + £— = 0 —we recover tanh laws, such as
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(0)(r) = tanh(Bi(r)),  (§)(r) = &4 tanh(By(r)),

— E.8
witn 5 DE=E) 9

Similarly,

(sign()(r) = ( [ dehi (©)(sign(©)) ) tanh(Bu(x)). (€9)
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