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A B S T R A C T

Collective motion is observed in many different biological systems
like bird flocks or fish schools. In these systems, collective motion
may arise without any leader or external force, and is only due to the
interactions among individuals and the out of equilibrium nature of
the whole system.

We study simple models of such collective motion situations in
order to establish universality classes of “dry” active matter, i.e. when
the fluid medium in which individuals evolve is neglected. Many of
such systems have already been studied at the “microscopic”, particle-
based, level. In this thesis, we obtain coarse-grained hydrodynamic
equations of such models which we compare to the microscopic level
results. Their analysis also reveals new collective properties. We
introduce the “Boltzmann-Ginzburg-Landau approach” to derive our
equations in a controlled manner.

The equations are derived for four different Vicsek-type models.
The simple polar model (original Vicsek model), a mixed case of
polar particles with nematic interactions, a model of nematic parti-
cles with nematic interactions and finally a model for polar particles
with metric free interactions. In each case, the obtained equations are
studied analytically and numerically. We find that our equations re-
produce faithfully the qualitative properties of the underlying micro-
scopic models, such as the different observed phases and the nature
of the phase transitions between them. Some new phases not pre-
viously observed in microscopic models are found. Their existence
was confirmed a posteriori in further simulations of the microscopic
models.

R É S U M É

Le phénomène de mouvement collectif est présent parmi beaucoup
de systèmes biologiques comme dans les volées d’oiseaux ou des
bancs de poissons. Dans ces systèmes, le mouvement collectif ap-
parait sans aucun leader ni force extérieure et est exclusivement dû à
l’interaction parmi les individus et à la nature hors-équilibre de tout
le système. Nous voulons étudier des modèles simples de mouve-
ment collectif afin d’établir des classes d’universalité parmi la matière
active sèche, c’est-à-dire des individus interagissant sans l’aide d’un
fluide. Beaucoup de ces systèmes ont déjà été étudiés microscopique-
ment.

Nous voulons obtenir des équations hydrodynamiques de ces sys-
tèmes pour confirmer les résultats microscopiques et pour prédire des
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propriétés nouvelles. Nous effectuons une dérivation d’équations hy-
drodynamiques en utilisant l’approche Boltzmann-Ginzburg-Landau
introduit dans cette thèse.

Quatre modèles de type Vicsek sont considérés. Un modèle polaire
simple identique au modèle de Vicsek, un modèle mixte avec des
particules polaires avec interactions nématiques, un modèle avec des
particules polaires et interactions nématiques et finalement un mod-
èle avec des particules polaires avec des interactions non-métriques.
Dans chaque cas les équations obtenues sont étudiées de façon an-
alytique et numérique. Nous trouvons que les équations obtenues
reproduisent de façon fidèles les propriétés qualitatives des modèles
microscopiques considérées, comme les différentes phases observées
et la nature de transition entre ces phases. Dans certains cas des
phases nouvelles sont trouvées, qui n’ont pas été reportées aupara-
vant dans les modèles microscopiques. Beaucoup d’entre elles ont
été confirmées a posteriori dans les simulations numériques de ces
modèles.
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Part I

G E N E R A L I T I E S O N C O L L E C T I V E M O T I O N





1
I N T R O D U C T I O N

1.1 collective motion

The study of collective motion in general consists in studying the
auto-organization and coherent movement of a large number of mov-
ing individuals. The type of individuals involved in this kind of
motion is extremely diverse. In biological systems it ranges from
bacteria[33] and microfilaments[32] on micro-scale, numerous insects[12]
and small water organisms on larger scales going up to fish[17], bird[13]
and quadruped flocks on scales of tens or hundreds of meters, as well
as human crowds. But collective motion can also be observed in man-
made systems, like shaken rods, colloids, specially designed small
robots[38] or large complicated robotic systems[4]. What is common
to all these systems is the fact that collective motion emerges with-
out any leadership from a particular individual or external force,
and is only due to interactions among individuals and to the non-
equilibrium nature of the whole system. The non-equilibrium state
of these systems come from the self-production of energy by each
individual.

Collective motion can be studied from many different points of
view. Biologists are generally interested in the precise nature of inter-
actions that exist among individuals in the complex behavior heuris-
tics that drive the collective motion for example in the case of pedes-
trian motion[29]. For physicists the main interest are the mechanisms
that produce collective motion independently of the type of individ-
ual entities involved, i.e they are interested in finding universality
classes that exist among different types of collective motion.

The first simple minimal model of collective motion was produced
by computer animator Craig Reynolds in 1986 in a program called
“Boids”(an abbreviation from “birdoid”) to simulate a bird flock. In
this program the boids followed three simple rules:

1. Align with each other;

2. Try to follow each other ;

3. Avoid collisions

These three simple rules allowed to produce realistic bird or fish
flocks for computer animation, where the “Boids” program is still
in use.

In 1995 Vicsek et al.[39] inspired by this model, proposed a minimal
model for collective motion, where they have kept only one rule from
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4 introduction

Reynolds program, align with each other. This rule alone, as will be
explained later, is capable of producing a long range order in a two
dimensional system.

Based on the original Vicsek model, many other minimal models
of collective motion were proposed[? 19, 18]. All these models share
some basic common principles. They consist of self-propelled parti-
cles (spp) that are not subjected to any external forces, but extract
their energy from the surrounding medium. The speed of these par-
ticles is generally considered as constant, they can have a polar or a
nematic symmetry. They interact with each other through metric or
topological interaction rules with various symmetries.

Another common point of all these systems is an absence of inter-
action through the medium, this is why they are generally called
“dry active matter”. However at microscopic scales, for example
for bacteria, the interaction with the medium is certainly not negli-
gible and lead to a new class of materials generally referred to as
“active fluids” or “active gels”. These materials consist of particles
suspended in a liquid medium. Interaction with the medium can be
extremely strong, the above mentioned bacteria[33, 34] can have col-
lective speeds than increase by a factor of six compared to a speed
of an individual bacterium. This is due to the creation of a flow
by collectively moving bacteria. These materials have many other
striking properties; diminishing viscosity when the concentration of
self-propelled particles[22, 33] increase or turbulence at low Reynolds
numbers[15, 34]. However these materials as of today still lack any
universal theoretical description. I do not deal with them in my the-
sis and will not mention them anymore. All spp’s mentioned in this
thesis will have exclusively direct interactions between them.

The goal of my thesis is to study coarse-grained equations of dif-
ferent type of minimal models of collective motion, derived from the
Vicsek-style models. This with the aim of establishing some univer-
sality classes that exist behind different types of dry active matter. In
the next sections I will make a brief overview of what had already
been done in the study of minimal models of collective motion.

1.2 the vicsek model

The Vicsek model[39] consists of self-propelled particles with iden-
tical speed moving off-lattice in a 2d space with periodic boundary
conditions. The dynamics of these particles is ruled by the following
streaming and collision rules

xt+1
i = xt

i + v0e
(

θt+1
i

)
∆t

θt+1
i = θ̄i + ξi



1.3 the toner and tu approach to collective motion 5

Where θ̄i = arg
(

∑j∈Ri
eiθj
)

is the mean angle of all particles in the
disk Ri around the particle i, ξi ∈ [−ηπ : ηπ] is an uncorrelated white
noise with an amplitude η ∈ [0 : 1], e is a unit vector with direction
θ and v0 is the speed of particles. This model is actually a dynamic
analog to the well known XY spin model. To study the collective mo-
tion in the system we can introduce the mean polar order parameter
P = 1

Nv0

∣∣∣∑N
i=1 ~vi

∣∣∣ which can vary from 0, corresponding to a com-
pletely disordered system, to 1 corresponding to all particles moving
in the same direction.

Starting from random initial conditions, Vicsek et al. studied the
final value of the order parameter as a function of noise amplitude η.
As seen on Fig(1a) the author have found a continuous transition to
an ordered state when the noise amplitude is decreased. They have
observed three different phases as shown on Fig(1b,c,d). At high
noise the particles are completely disordered, Fig(1b). At low noise
and low density the particles form clusters that moves coherently,
Fig(1c). If we keep the noise low but increase the density, all the
particles in the system become aligned, Fig(1d). Given the coherent
movement of all particles in the system the authors suspected the
presence of effective long range interactions. It was latter proven by
Toner and Tu[35] that this system really exhibits long range order at
low density. Note that long range order is impossible in 2d systems at
equilibrium due to the Mermin-Wagner theorem[27], this prove once
again that the Vicsek model is an out of equilibrium one.

1.3 the toner and tu approach to collective motion

In 1995 Toner and Tu[35] proposed a continuous description of min-
imal models of collective motion, which notably includes the Vicsek
model. Based exclusively on symmetry principles they proposed the
following set of two equations for the local density ρ and velocity ~v
fields for polar particles:

∂ρ

∂t
= −∇ · (~vρ)

∂t~v + λ (~v · ∇)~v =
(

α− β |~v|2
)
~v−∇P + DL∇ (∇ ·~v)

+D1∇2~v + D2 (~v · ∇)2~v + ~f

The first equation is just the continuity equation representing the
conservation of the number of particles. In the second equation we
have on the l.h.s an advection term represented by the term λ. The
value of λ will be one in the case of a system that conserves momen-
tum. In that case we can get rid of this term by placing ourselves in
the Lagrangian reference frame. However the Vicsek model does not
conserve momentum, thus in this case λ will be different from one.
On the r.h.s we have the Ginzburg-Landau like terms that will help
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(a) (b)

(c) (d)

Figure 1: Various results for the Vicsek model. (a) Values of the order param-
eter va as a function of noise amplitude η for various system sizes.
(b,c,d) Various phases initially reported for the Vicsek model. (b)
Disordered phase at high noise. (c) Clustered phase at low density
and low noise. (d) Homogenous ordered phase at high density
and low noise.



1.3 the toner and tu approach to collective motion 7

to maintain the order at a non-zero level ~v =
√

α/β when α > 0. The
pressure term is given by P (ρ) = ∑∞

n=1 σn (ρ− ρ0)
n, where ρ0 is the

mean density in the system and σn are the coefficients of the pressure
expansion. Then we have three diffusion terms given by coefficients
DL,1,2 and finally an additive Gaussian white noise ~f .

As all these terms are obtained exclusively from the symmetries of
the underlying microscopic models, the dependence of coefficients on
different parameters of the model is totally unknown. For example
as we have seen in the previous section, the transition from disorder
to order in the Vicsek model depends on density and angular noise,
thus α should depend somehow on these parameters.

Studying this system by the renormalisation group approach the
authors have come to the following results:

1. For dimensions less than four, the system has non-mean-field
exponents;

2. For d ≥ 2, this system will exhibit long-range order;

3. Some of the scaling exponents in the case d=2 can be computed
if some approximations are admitted, for which no justification
exists as so far(Toner 2012)

In a latter publication[37] Toner and Tu checked if their results were
consistent with microscopic simulations. To that end they used a
microscopic model similar to the Vicsek one, differing only in the
addition of a repulsion and attraction term, to prevent the formation
of clusters in the ordered regime.

The authors have found good agreement of the scaling coefficients
between the hydrodynamic equations and the microscopic model.
Most of the scaling parameters in this model are anisotropic, being
different in the direction of collective motion and perpendicular to
it. For example the density auto-correlation function scale as q−2

‖ in

the direction parallel to collective motion and as q−6/5
⊥ for direction

perpendicular to it. Most important are however the sound propagat-
ing speeds. Not only they differ in different directions, but in each
direction there are actually two such speeds, one that the authors call
vs, the other is then given by λvs. Where λ is the advection coefficient
that we have defined previously. For systems that conserve momen-
tum the value of λ will be one and thus only one speed will be present
like in classical fluids. However as we have already pointed out the
Vicsek model does not conserve the momentum because of the fixed
value of the speed of particles, thus λ will be different from one and
thus the system will have two different sound speeds. In their model
the authors have measured a value λ = 0.75. However we will show
in this thesis that for the Vicsek model this value is not fixed and vary
as a function of angular noise and density.
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Figure 2: (a) High density bands of particles in the Vicsek model. (b) Traver-
sal cutoff of a band showing the density profile. Images from ref[?
].

1.4 new insight on the vicsek model

But in 2004 Guillaume Grégoire and Hugues Chaté[? ] studied the
Vicsek system with much larger system sizes than those used by Vic-
sek et al. They have discovered that at larger system sizes, the tran-
sition from the ordered to the disordered phase becomes discontinu-
ous. A third state appears between the disordered and the globally
ordered homogenous phases. This state is characterized by high den-
sity, high-order, bands traveling in the direction of the order parame-
ter in a disordered sea. As seen on Fig(2a) these bands span across the
whole system, and are oriented perpendicular to the borders(as a con-
sequence of the periodic boundary conditions). They are asymmetric
if seen from a cut across as on Fig(2b), approaching a shock-vawe
configuration on the front, and having a much more gentle slope on
the back. The number and the size of these bands vary as a function
of many parameters and will be discussed later in the thesis.

To produce such non homogeneous solutions, the continuous equa-
tions must have coefficients depending on density. But using the
symmetries approach of Toner and Tu it is impossible to know the
value of the coefficients of different terms in equations. Thus other
approaches must be used to derive hydrodynamic equations of collec-
tive motion, that will account for such structures. A brief summary
of such approaches will be given next.

Latter the authors confirmed [? ] another striking properties of the
Vicsek model, the giant density fluctuations. The fluctuation ∆N of
particles as a function of number of particles 〈N〉 is not decreasing
with a power law of 1/2, as this is the case for equilibrium systems,
but as a power of 0.8 . This properties was predicted earlier by Toner
and coworkers[36].



1.5 overview of approaches for hydrodynamic equations of collective motion 9

In its original form the Vicsek model studied only polar particles,
however later works studied many other types of particles and inter-
actions[? 19, 18]. I will explain more precisely each model in the
following chapters.

1.5 overview of approaches for hydrodynamic equations

of collective motion

1.5.1 Bertin-Droz-Grégoire approach

There are several approaches to derive coarse-grained equations of
collective motion. First we can just postulate equations based on
symmetry principles like it was done by Toner and Tu[35] or by Ra-
maswamy and coworkers[36].

The second approach consists in starting from a precise microscop-
ical model and obtaining equations by coarse-graining. The first au-
thors to use such an approach were Eric Bertin, Michel Droz and
Guillaume Grégoire[8, 9], therefore we will in the next parts of this
thesis refer to this approach as the BDG approach. Starting from
a Boltzmann equation for the particles dynamics, they performed a
Fourier expansion of this equation around the transition point to ob-
tain closed equations for density and polar order, with explicit form
of coefficients. As this is the simplest approach which gave plausible
results, this is the approach that was retained for my thesis for deriv-
ing coarse grained equations of different types of microscopic models.
A detailed review of this approach will be given in the next part of
the thesis. I will extend this approach to a more precise formalism
that we call the “Boltzmann-Ginzburg-Landau” (BGL) approach to
collective motion.

1.5.2 Thomas Ihle approach

As will be described in this thesis, the BDG approach can qualitatively
describe the global dynamics seen in different microscopic models.
However as the main point of the Boltzmann approach is the suppo-
sition of the molecular chaos and hence a binary collision dynamics,
we can argue that BDG equations can not faithfully reproduce the
high density structures in the microscopic models. Thus an alter-
native method to derive coarse grained equations was proposed by
Thomas Ihle[23], that treats a full multi-particle collisions. However
this method has a major drawback: the multi-particle collision inte-
grals can not be solved analytically in most cases. Thus all the values
of coefficients of different terms of the equations are known only nu-
merically. Given the local density dependence of these coefficients, in
a simulation they must be reevaluated or approximated at each time
step, which is extremely costly in terms of computing resources. In
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his first publication, Thomas Ihle was not able to obtain any bands
like structures in his simulations, probably pointing to a problem in
his method of truncating his equations.

Lately the author submitted another article[24] in which he used
another truncation technique. Notably limiting the collision integrals,
to a binary collision, and making a fifth order Fourier truncation of
his equation. Thus transforming his approach in some analog of the
BDG approach presented previously. In this case the author was able
to obtain bands structure in a 1D simulation of his equations. How-
ever more insights are needed to determine if this approach gives any
new results as opposed to the BDG approach.

1.5.3 Marchetti and coworkers approach

An alternative way of deriving hydrodynamic equations in the case of
binary collisions was proposed by Cristina Marchetti and coworkers
in a series of papers[6, 28, 21]. The main difference from the previous
approaches, as explained by the authors, is the use of ’real’ physical
model as a starting point for their equations. This is as opposed to
the ’rule based’ models like the Vicsek one. The considered physics
is the non-zero size of the particles, with a volume exclusion inter-
action between them. This precise physical model was first used in
the article by Baskaran and Marchetti[6]. In that article they consid-
ered polar self-propelled rods and derived density, polar-order and
nematic order fields equations from a Smoluchowski equation.

However using such an approach the authors were not able to ob-
tain a saturating third order Ginzburg-Landau term, i.e such equa-
tions will explode if simulated. The authors pretend that this is due
to the underlying physical model. Thus the author where obliged
to introduce such a term by hand as a phenomenological parameter.
Such an approach where also used in all they latter publications.

Thus even if the equations derived by Marchetti et al., and used
in all they latter articles, come from a coarse-graining of a precise
microscopical model, some terms and all coefficients have values in-
troduced phenomenologically. However this allows the authors to
study a large phase diagram of many different parameters showing
the existence of phases not seen in our equations, because our equa-
tions have precise set of coefficients. For example, in the case of polar
particles they were able to find a phase with polar asters[21]. This
phase exists only with high values of the λ parameter of advection,
as defined previously for the Toner and Tu equations. Of course our
λ parameter is fixed, so we were never able to see such a phase. We
will try to compare our results with those obtained by Marchetti et al.
in this thesis when this will be relevant.
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1.5.4 Other approaches

We first must mention a series of papers by Aranson and Tsimring[1,
2, 3]. In these papers the authors derived coarse-grained equations
for real experimental systems; for shaken rods in one case[1] and for
microtubules and motors[2, 3] in the other. In the first case the au-
thors introduced phenomenological equations for the density based
on a Cahn-Hilliard approach and a phenomenological equation for
the order parameter based on the Ginzburg-Landau equation. As
for the case of microtubules and motors the authors derived their
equations from a phenomenological probability equation based on
Maxwell interaction rules. In both cases the authors used a precise
Ginzburg-Landau like approach to truncate their equations. I will
explain this method in the next chapter, as I kept it to truncate the
equations obtained with the BDG approach.

They are also different approaches, for the case when the micro-
scopic models are more complicated and differ strongly from the Vic-
sek model. For example in the case of variable particle speed, an
approach based on coarse-graining of Fokker-Planck equations was
developed by Romanczuk and coworkers[31].

We will not deal with such kind of approaches in this thesis, where
only Vicsek like models will be studied.

1.6 organization of the thesis

This thesis is organized in the following way. In Part II, a full in-
troduction to the Boltzmann-Ginzburg-Landau method of deriving
coarse-grained equations of Vicsek like-models will be given.

In Part III, three chapters coming after will each deal with a spe-
cific type of Vicsek like model with metric interactions and in Part IV
a case with topological interactions will be presented. In these two
parts, each chapter will start with an introduction to the microscopic
model behind the equations, continued with the corresponding arti-
cle with hydrodynamic-equations derivation. It will be followed by
additional investigations that did not yet made their way into a sep-
arate article and finished with some conclusions. The only exception
will be the chapter dealing with the case of the simplest Vicsek po-
lar case. While the derivation of equations for this case was already
done by Bertin et al., an article with further investigations is still in
elaboration at the time of writing this thesis. Thus the article in this
chapter will be replaced by the current state of investigation on this
model with details of the work already done by Bertin et al.
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T H E B O LT Z M A N N - G I N Z B U R G - L A N D A U
M E T H O D





2
C O A R S E - G R A I N I N G O F V I C S E K - L I K E M O D E L S

2.1 generalities on the vicsek like models

In this chapter I give a general description of the BDG method to
derive coarse-grained equations of Vicsek-like models of collective
motion. We can start by recalling the principal properties of these mi-
croscopic models. These models consist of self-propelled point parti-
cles that evolve off lattice in a n-dimensional space. All the particles
have the same speed v0, and differ only by their direction which is
indicated by an angle θi that the particle i has with the general ref-
erence frame. We can first note that this system does not conserve
momentum(the momentum of the system is actually proportional to
the global polar order parameter) nor does it have Galilean invari-
ance, both remarks are due to the fixed speed. Thus the same must
apply to the hydrodynamic equations that we will obtain from this
microscopic model, which is in contrast to the case of Navier-Stocks
equation of fluid motion. While the initial Vicsek model dealt only
with polarly oriented particles, we can also use nematic particles as in
ref[? ]. In this case the particles randomly choose to move in the for-
ward or backward direction at each time step. A detailed description
of this model will be given in the corresponding chapter.

This ballistic motion of particles is subjected to stochastic events,
which corresponds to a change θt+1

i = θt
i + ξ of the angle of motion at

each time step, where ξ is a random angle of distribution P (ξ). This
change in angle prevents the system from having a trivially organized
collective motion due just to ballistic motion. P (ξ) is a general noise
distribution function defined on the support [−ηπ : ηπ]. In the fol-
lowing we consider a generalized wrapped normal distribution

P (ξ; η, σ) =

 1√
2πσ

∑∞
k=−∞ e−

(ξ−2πηk)2

2σ2 ξ ∈ [−ηπ : ηπ]

0 elsewhere

If we set σ = ∞ we recover the uniform distribution of the Vicsek
model defined by

P (ξ; η) =

 1
2πη ξ ∈ [−ηπ : ηπ]

0 elsewhere

19



20 coarse-graining of vicsek-like models

However for the coarse grained equations we will set η = 1 and
obtain, the more physical, classical wrapped normal distribution

P (ξ; σ) =

 1√
2πσ

∑∞
k=−∞ e−

(ξ−2πk)2

2σ2 ξ ∈ [−π : π]

0 elsewhere

The reason for this choice is simple. To obtain hydrodynamic equa-
tions of collective motion we will use a Fourier series expansion on
the angle. But the Vicsek like noise is a step function whose Fourier
series is spoilt by the Gibbs phenomenon, i.e is not uniformly conver-
gent. Its Fourier transform is an oscillating sinc function. We thus
prefer a continuous function, whose Fourier transform is monotonic.

The particles are also subjected to collision events. In the original
Vicsek model collision events correspond to the polar alignment of
the particles inside some interaction radius, with an addition of a
random angle from the same distribution as the angular diffusion of
individual particles. However the change of angle can have not only a
polar nature but also a nematic one as in ref[? 19]. It is also important
to note that the interaction for most of the big animals with collective
motion is not local by nature but topological, i.e an individual in-
teract with the individuals that he has in sight, independently of the
distance to this individuals. Thus we can also introduce a model with
topological interactions as in ref[18]. A derivation of hydrodynamic
equations for such a case can also be made and will be presented in
the last chapter.

In the case of local interactions we can introduce the interaction
radius d0. When particles get closer than this distance, they align
their angle according to the rule

θt+1
i = θ̄i + ξi

where

θ̄i = arg

(
∑
j∈d0

eiθj

)
in the case of a polar alignment rule or

θ̄i = arg

(
∑
j∈d0

sign
[
cos

(
`j − `i

)
ei`j
])

in the case of a nematic alignment. In the case of topological interac-
tions, the neighbors will be chosen as the Voronoi nearest neighbors.

While we generally choose the angle noise in the collision event ξi
to have an equivalent distribution than the one of self-diffusion, this
is not mandatory. We can however note that choosing two different
angle distributions will not introduce any new state, but will only
complicate the topology of the stability diagram, hence the motiva-
tion to choose them equivalent.
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Finally while the original Vicsek model does not have any spatial
diffusion there is no any reason to exclude such a diffusion in a gen-
eral case (we can note than the diffusive dynamic is however natural
in the case of nematic particles and replace the convective one). We
can thus introduce two diffusions coefficients

• Diffusion along the velocity of the particles is given by D‖ =

D0 + δD

• Diffusion perpendicular to the particles velocity vector is given
by D⊥ = D0 − δ

This coefficients can be used to introduce spatial diffusion for polar
particles in hydrodynamic equations, they where however never used
in microscopic simulations.

2.2 the boltzmann approach

To obtain hydrodynamic equations of collective motion we will start
from a Boltzmann equation for the probability f (r, θ, t) of finding an
spp at position r with an angle θ at time t. However to use the Boltz-
mann approach some hypothesis about the underlying system should
be made, namely the molecular chaos hypothesis that implies that the
velocities and positions of particles are uncorrelated. We must also
assume that the gas is diluted i.e the typical distance between parti-
cles is much larger than the interaction radius. All this is needed to
be able to use the binary collision hypothesis. While we can argue
that these conditions will not forcefully be met in a high-density col-
lective state, especially in the band structure, we will however show
that this Boltzmann equation provides coherent results compared to
the microscopic models.

The classical Boltzmann equation for ideal gases is written as

∂ f
∂t

=

(
∂ f
∂t

)
f orce

+

(
∂ f
∂t

)
di f f

+

(
∂ f
∂t

)
coll

and is composed of an external force term, a diffusion term and a
collision term.

First as we have already noted the spp are not subjected to ex-
ternal forces, however they take energy from the medium for self-
propulsion. Thus we will replace the force term in the original Boltz-
mann equation by the term corresponding to this self-propulsion. In
the case of polar particles this will be a convection term with an am-
plitude v0 while in the case of nematic particles this will be a spatial
diffusion term.

As for the diffusion term, we must first speak about the angular
diffusion term. This term will always be identical independently of
the type of particles and is composed of a loss term, when a particle
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with angle θ change it to another angle and a gain term when a par-
ticle with angle θ′ diffuse to the angle θ. In the previous subsection
we have noted that the probability of self-diffusion is given by λ, thus
the angular diffusion term is given by

Idi f f [ f ] = −λ f (r, θ, t) + λ
∫ π

−π
dθ′

∫ π

−π
dξP (ξ) δ

(
θ′ + ξ − θ

)
f
(
r, θ′, t

)
We should note that in the case of nematic particles the possible

values of angles for θ′ are of course
[
−π

2 : π
2

]
.

Secondly there is also a possibility to introduce a positional diffu-
sion as defined in previous section. This diffusion terms will be given
by

D‖∂
2
‖ f (r, θ, t) + D⊥∂2

⊥ f (r, θ, t)

where
∂‖ = e (θ) · ∇ ∂⊥ = ∇− e (θ) ∂‖

Finally the collision term will also be composed of a loss and gain
term. However the collision term will be different depending on the
particle type and interaction type. To this end we introduce the col-
lision kernel K (θ1, θ2) which corresponds to the type of the particles
and the outgoing angle term Ψ (θ1, θ2) that corresponds to the type
of collision. We can thus have three different cases; the simple Vicsek
one, discussed in the third chapter, when particles and the collisions
are polar, the mixed case, discussed in the fourth chapter, where the
particle are polar but the collision are nematic and finally a fully ne-
matic case, discussed in chapter five, when the particles and the col-
lisions are fully nematic. A full expression of these two terms will be
given in the corresponding chapters. There is also a special case for
topological interactions where the collision kernel will be changed ac-
cordingly, this will be described in chapter six. The collision integral
is then given by

Icoll [g, h] = −g (r, θ, t)
∫ π

−π
dθ2K (θ1, θ2) h (r, θ2, t)

+
∫ π

−π
dθ1

∫ π

−π
dθ2

∫ π

−π
dξ.P (ξ)K (θ1, θ2)

× g (r, θ1, t) .h (r, θ2, t) δ (Ψ (θ1, θ2) + ξ − θ)

once again the integration will be performed on angles
[
−π

2 : π
2

]
in

the case of nematic particles.
This equation of course admits a constant solution f (r, θ, t) = ρ0

2π ,
where ρ0 is the global density of particles. However we must seek
methods to transform this equation if we want to study more com-
plicated analytical solutions, notably the homogeneous collective mo-
tion solutions or the band solutions. The numerical approach is more
or less the only one we can use to study this equation in its full form.
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2.3 derivation of hydrodynamic equations

We want to transform the previously obtained Boltzmann equation
into a set of hydrodynamic equations for density, polar and nematic
order parameters. For this end we will take the Fourier transform
on the angle. We will suppose that f is sufficiently smooth, as a
function of θ, near the transition point, for a finite Fourier series to be
applicable.

To make a Fourier transform of the Boltzmann equation we intro-
duce the series expansion of f (r, θ, t)

f (r, θ, t) =
1

2π

∞

∑
k=−∞

f̂k (r, t) e−ikθ

f̂k (r, t) =
∫ π

−π
dθ f (r, θ, t) eikθ

Thus in order to obtain the Fourier transform of the Boltzmann
equation we should multiply it by eikθ and integrate on the angle.
We will then obtain an infinite set of equations. Exact expressions of
these equations will be given in corresponding chapters.

The zero moment, which is just an integration on the angle, corre-
spond to the density field

ρ (r, t) = f0 (r, t) =
∫ π

−π
f (r, θ, t) dθ

The first moment is given by

f1 (r, t) =
∫ π

−π
f (r, θ, t) eiθdθ

its real and imaginary parts can be mapped to the polar order param-
eter

~w =
1

ρ (r, t)
[< ( f1 (r, t))~x += ( f1 (r, t))~y]

Finally the second order parameter

f2 (r, t) =
∫ π

−π
f (r, θ, t) ei2θdθ

can be mapped to the components of the nematic tensor Ω

Ω11 = Ω22 =
1

2ρ (r, t)
< ( f2 (r, t))

Ω12 = Ω21 =
1

2ρ (r, t)
= ( f2 (r, t))

In order to obtain a closed density conservation equation it is enough
to integrate the Boltzmann equation on θ. However obtaining higher
order equations is more complicated as these equations do not have
a closed form, i.e we will need to introduce a closure approximation
that we will discuss latter.
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2.4 the closure approximation

One of the most important parts of the derivation of the hydrody-
namic equations is the correct truncation of the infinite series. A
badly controlled expansion can easily lead to an explosive set of
equations with an uncontrolled growth. We want to derive a strict
approach to the closure of Boltzmann equations of collective motion,
that can be applied invariably to different type of simple models. For
this end we introduce a Ginzburg-Landau like approach for the equa-
tion of the order parameter. Our aim is to obtain Ginzburg-Landau
like terms in the polar or nematic order parameters in order to obtain
the collective motion solution. Thus we shall truncate our equations
at least at the order which conserve the third power order term. We
can for example cite the work of Baskaran and Marchetti[6], in which
the author truncated the series directly at the order of the order pa-
rameter term. Thus they were not able to obtain the third power order
term, which they added manually in order for their equations to be
non explosive. Such an approach is at least questionable, because not
only the third order power term was neglected, but potentially other
terms of the same order of magnitude.

We will derive the hydrodynamic equations near the transition
point where order is low and it is safe to assume that the amplitude
of the higher order moments decreases fast enough for the trunca-
tion to be valid. It is important to note that such a truncation is only
meant to be valid near the transition point to collective motion, where
the Ginzburg-Landau like terms of the order parameter dominate the
equation. But such a restricted rage of validity is not a problem since
we are interested in investigation of the phenomena near the transi-
tion point.

For our equations to be consistent, we should ensure that all the
terms in our equation are of the same order of magnitude. Thus
we must introduce a scaling ansatz to perform a correct truncation.
We start with the most important Ginzburg-Landau terms. Let’s sup-
pose that the order parameter is given by the function ψ. Then the
Ginzburg-Landau equation[26] (without external forces) has the form

αψ− β |ψ|2 ψ + γ∇2ψ = 0 (1)

and we want that all of these terms have the same order of magnitude.
As we are near the transition point, the order parameter ψ is small,
we then assign the order of magnitude to it

ψ ∼ ε

We immediately obtain from equation(1) the scaling of spatial deriva-
tives

∇ ∼ ε
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and the scaling of the first coefficient

α ∼ ε2

In the classical Ginzburg-Landau theory[26] of superconductors the
α term represented the distance to the transition point as a function
of temperature

α = α0 (T − Tc)

In our case this distance will be given as a function of density

α = α0 (ρ− ρc)

In our case the density is not bounded to any particular value. Thus
to correctly set the scaling of the density it is practical to assume that
the f distribution has a small spatial variation from the global density,
i.e ρ (r, t) = ρ0 + ∆ρ (r, t) where ρ0 is the mean density and ∆ρ ∼ ε.

We have already assumed that the Fourier coefficient of the order
parameter has the scaling ε, we need also to introduce a scaling for
other coefficients. Near the transition point, the angular distribution
of f will be near the homogenous one. Thus it is safe to assume that
the other Fourier coefficients should scale as f̂k ∼ ε|k|.

Finally we need to introduce a scaling for the time derivative, for
this end we will assume the coherence of the continuity equation.
Given that the scaling of all the other terms is already known, we
will obtain the scaling of ∂t from it.

Having introduced the scaling ansatz, we can cancel out all the
terms that have a higher order than the Ginzburg-Landau terms and
obtain closed hydrodynamic equations.

2.5 limit of the validity of the scaling ansatz .

First, we need to stress out that the scaling for the density is valid
for f distributions that are more or less spatially homogeneous. In
case of a large deviation, for example in the case of band structures,
assuming ∆ρ small is not necessarily correct. Thus as we will show in
the case of polar particles, this scaling of the density should perhaps
be revised.

As for the scaling of the Fourier coefficients, we will see in next
chapters, that there is no any reason to consider that this truncation
will lead to well behaved equations far from the transition point i.e
deep in the ordered region, because higher order unbounded har-
monics will grow in this region. Moreover, there is no any reason to
consider that the Fourier coefficients are at all converging to zero far
from the transition point, i.e a higher order truncation is not neces-
sary helpful in obtaining a well-behaved equation in this region.

This is actually easily understandable. When the noise is decreas-
ing the distribution of the initial Boltzmann function as a function of
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the angle converges to a Dirac function. But the Fourier transform of
a Dirac function is a constant, i.e the high order Fourier coefficients
are not decreasing to zero. Thus a finite truncation will always lead
to explosion of neglected terms far from the transition point.

For a better insight, let’s suppose that the angle distribution of the
probability function is given by the wrapped normal distribution in-
troduced in the first section of this chapter, with its variance decreas-
ing to zero as we are going deeper in the ordered region. Its Fourier
transform is given by

P̂k (σ) = F [P (θ, σ)]

=
1√
2πσ

∞

∑
q=−∞

∫ π

−π
dθe−

(θ−2πq)2

2σ2 eikθ

= e
−k2σ2

2

Therefore the order of truncation must scale as 1
σ . Or as we have

said σ is going to zero, the order of truncation must go to infinity as
we decrease the noise.

As a consequence, if we want to obtain a valid set of equations
in this region we should seek another series decomposition than the
Fourier one.

More important even near the transition point, the introduced ansatz
will not necessarily give well behaved equations if we try to truncate
the equations at a higher order than the one of the Ginzburg-Landau
terms. The higher order terms will probably be unbalanced, lead-
ing to explosive sets of equations. An investigation in the polar case,
which will be presented in the next chapter, confirms this.

2.6 langevin equations

The original equations as introduced in BDG do not have any effec-
tive noise distribution and are completely deterministic. Or such a
noise is needed to obtain the scaling parameters of the underlying
model. We can of course introduce an additive noise like in ref[35].
However large density fluctuations where reported for the Vicsek like
model i.e the noise that we should use must be of multiplicative na-
ture and proportional to local density. To introduce such a noise an
approach developed by Dean[16] can be used. An incomplete deriva-
tion of such noise is introduced in the paper of the active-nematic case
chapter. However the complete derivation and study of Langevin like
equations is very long and complicated and can easily fill an indepen-
dent thesis. Thus I do not aboard this subject in my thesis.
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3
T H E P O L A R M O D E L

3.1 the vicsek polar model

We start with the simplest case of the Vicsek model as introduced in
the first paper[39] and in the introductory chapter. As already men-
tion in the introduction a major breakthrough in the study of this
model was made by G. Grégoire and H. Chaté[? ] in 2004. The au-
thors have found that the transition to the ordered state is discontinu-
ous due to the appearance of a non-homogenous band state between
the disordered and the ordered state. Based on ref[? ] we can give
some more insight about the microscopic model.

Repeating the introductory chapter, the classical Vicsek model is
composed of N point particles, with a polar symmetry, that move in
a 2D space of size L × L with periodic boundary conditions. The
position of the particles are updated according to the rules

xt+1
i = xt

i + v0e
(

θt+1
i

)
∆t

θt+1
i = θ̄i + ξi

where θ̄i is the mean angle of particles inside an interaction radius
d0 around particle i and ξi ∈ [−ηπ : −ηπ] is delta-correlated white
noise whose amplitude is controlled by a value η ∈ [0 : 1]. We can
note that the noise as introduced here is an “angular noise” on the
evaluation of the mean. In ref[? ] authors proposed to use a vectorial
noise that is dependent on local alignment, decreasing when the local
alignment is increasing. Their motivation is given by the fact that
in experimental systems, the error comes from the evaluation of the
direction of each individual, rather than from the evaluation of the
mean. This noise has the big advantage of diminishing finite size
effects, while not introducing any new state or changing the nature
of the order-disorder transition. As introducing such a vectorial noise
inside a binary Boltzmann collision is problematic we will keep the
original Vicsek angular noise for our study.

This model has the following control parameters, the speed of par-
ticles v0 = |~vi|, the interaction radius d0, the time step ∆t , the noise
amplitude η and the mean density of particles ρ = N/L2. The first
three are not essential to the model, and can be adimensionalised as
will be shown later, we can thus fix them to arbitrary values. Thus
we are interested in studying the phase diagram of this model in the
η × ρ plane.
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Figure 3: (a) Time averaged mean order parameter 〈P〉t as a function of
noise amplitude η for different system sizes. (b) Time averaged
Binder cummulant 〈B〉t as a function of noise amplitude η. Im-
ages from ref[? ].

To study this system we can introduce the mean polar order in
the system P = 1

Nv0

∣∣∣∑N
i=1 ~vi

∣∣∣ as well as the Binder cummulant B =

1− 〈P
4〉t

3〈P2〉2t
that is useful to distinguish a first order transition.

For small system sizes the transition seems to be continuous as
shown on Fig(3a), however as the size is increased the discontinuous
nature of the transition appears. This can be clearly seen with the dip
of the Binder cummulant on Fig(3b) for big system sizes.

It has been shown that for low values of the density, the transition
noise ηt is behaving like

ηt ∝ ρ
1/d

thus in a 2d space it will scale like
√

ρ. As the density will increase
and the mean interparticle distance will become smaller that d0, ηt

will deviate from that rule, and switch to a logarithmic convergence
toward a fixed value that we expect to be one. The experimental
phase diagram is presented on Fig(4a).

As we have already noted the transition to the ordered state is of
the first order. Thus it is naturally accompanied by a hysteresis of
the polar order parameter around the transition point represented on
Fig(4b).

The first order transition is due to the appearance of band struc-
tures in between the homogenous isotropic phases and the homoge-
nous collective motion phase. This bands are composed of particles
oriented perpendicularly to the band structure, i.e the movement of
the band is perpendicular to the band orientation. The quantity, the
height and weights of bands vary greatly depending on system size
and position in the phase diagram. We can note some trends but fur-
ther investigation are needed to elucidate these dependencies. First
the number of bands increase with the size of the system and as we
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Figure 4: (a) The phase diagram of the microscopic Vicsek model. (b) The
hysteresis of the order parameter as a function of angular noise.
Images from ref[? ].

are moving away from the transition line. After a transition time,
which increase with the size of the system, all bands in the system
become identical (as new results obtained in our group sugests, the
separations between bands is also becoming identical). There is also
a tendency to the increase of the width of the band and the decrease
of the number of bands, as the angular noise is decreased. But as
of today, new investigation performed in a much bigger systems in
our group show that this information on the parameters of the bands
can be incorrect, and new investigations are needed in order to estab-
lish correct results. The study of the bands with the hydrodynamic
equations that we obtain can help elucidating the truth.

Although particles in this band are mostly oriented in the direction
of the band motion, superdifusion of particles was reported along the
band orientation. This is in accordance with the results of the study
of Tu and Toner[37], who has found that different sound speeds exist
in a homogenous polar order state, according to the orientation of the
polar order.

We can note that similar structures, that can be interpreted as the
Vicsek bands, have already been observed in experiments on actin
microfilaments[32]. Thus this toy model, despite its extreme simplic-
ity, presents a real interpretation of some universal process behind
experimental polar systems.

In summary we can cite the following properties of the classical
Vicsek model:

1. Three different states are observed while the angular noise strength
is decreased; the disordered one, the polar solitonic like struc-
tures and a polarly ordered one with true long-range order.

2. The phase transition between the disordered state and the soli-
ton state is of first order.
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3. The number and size of the bands as a function of different
parameters still need to be investigated.

4. They are two sound speeds, which are also different according
to the orientation to the polar order.

5. The ordered state have giant density fluctuations with an expo-
nent of 0.8

With our equations we can try to confirm the first three observations.
However in an absence of an effective noise, we can not confirm the
other two properties. Additional studies with are needed for that,
which will not be part of this thesis.

3.2 derivation of hydrodynamic equations

3.2.1 Boltzmann equation

As our particles are polar we will use a convection term in the Boltz-
mann equation. The equation is then given by

∂ f
∂t

(r, θ, t) + v0e (θ) · ∇ f (r, θ, t) = Idi f f [ f ] + Icol [ f , f ]

As in the Boltzmann approach the self diffusion events and the
collision ones are separated, we must introduce a probability of self
diffusion λ. This also implies that the noise amplitude, that is con-
trolled by the variance σ2 of the wrapped normal distribution, of the
diffusion process is not necessarily equivalent to the one in the col-
lision process. However, contrary to the original publication[8], we
will suppose that the self-diffusion and the collision angular noises
are identical, which is the case of the original Vicsek model. The dif-
ference in these terms will only lead to some transformation of the
stability diagram, more or less complicated according to the depen-
dance of the two noises, but it will not affect the possible states that
we can obtain with this equation. We thus drop out this difference for
the simplification of our study. As explained in the previous chapter
the diffusion integral is given by

Idi f f [ f ] = −λ f (r, θ, t)+λ
∫ π

−π
dθ1

∫ π

−π
dξP (ξ) δ (θ1 + ξ − θ) f (r, θ1, t)

and is composed of a loss term and a gain term.
To obtain the collision integral we need to introduce the expres-

sion of the collision kernel K (θ1, θ2) and of the outcoming angle
term Ψ (θ1, θ2). The collision kernel represents the collision surface
in which the particles should lie to collide in an interval ∆t. Let’s
put ourselves in the reference frame of particle one. In this frame the
second particle has a speed of ~v2 = v0 (e (θ2)− e (θ1)). Thus |~v2|∆t
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give us the length of the collision surface. Its width correspond to
2d0, the collision kernel is then given by

K (θ1, θ2) = 2d0v0 |e (θ2)− e (θ1)|

Because our particles are polar, the outcoming angle term is just
given by the mean orientation between the two colliding particles

Ψ (θ1, θ2) = arg
(

ei(θ1+θ2)
)

We then obtain the expression of the collision integral

Icoll [ f , f ] = −2d0v0 f (r, θ, t)
∫ π

−π
dθ2 |e (θ2)− e (θ1)| f (r, θ2, t)

+ 2d0v0

∫ π

−π
dθ1

∫ π

−π
dθ2

∫ π

−π
dξP (ξ) |e (θ2)− e (θ1)|

× f (r, θ1, t) f (r, θ2, t) δ
(
θ̄ + ξ − θ

)
Apart from angular distribution variance and mean density, this

equation has three parameters; v0, d0 and λ. In the original paper
of Bertin et al. the equations where studied using all these control
parameters. However as we will show, most of them can be adimen-
sionalised leaving only two essential parameters, the global density
of particles and the angular noise level. We introduce a typical time
scale λ−1, T = tλ, and a typical length scale v0

λ , R = r λ
v0

. We can also

introduce the collision surface S = 2d0v0
λ which will be our new con-

trol parameter. But this one can also be adimensionalised by setting
f̃ = S f and multiplying the Boltzmann equation by S. This give us
the new equation

∂ f̃
∂T

(R, θ, T) + ∂‖ f̃ (R, θ, T) = Ĩdi f f
[

f̃
]
+ Ĩcol

[
f̃ , f̃
]

where

Ĩdi f f = − f̃ (R, θ, T)+
∫ π

−π
dθ1

∫ π

−π
dξ p (ξ) δ (θ1 + ξ − θ) f̃ (R, θ1, T)

Ĩcoll = − f̃ (R, θ, T)
∫ π

−π
dθ2 |e (θ2)− e (θ)| f̃ (R, θ, T)

+
∫ π

−π
dθ1

∫ π

−π
dθ2

∫ π

−π
dξP (ξ) |e (θ2)− e (θ1)|

× f̃ (R, θ1, T) f̃ (R, θ2, T) δ
(
θ̄ + ξ − θ

)
In the next sections we drop out the R, T and the ˜ notation for

simplicity.
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3.2.2 Hydrodynamic equations

To obtain hydrodynamic equations we make a Fourier transform on
the angle of the Boltzmann equation. For this end we introduce

f̂k (r, t) =
∫ π

−π
dθ f (r, θ, t) eikθ (2)

and its inverse transform

f (r, θ, t) =
1

2π

∞

∑
k=−∞

eikθ f̂k (r, t) (3)

We show next how to compute the Fourier transform of each term
of the Boltzmann equation; for that we need to multiply it by eikθ and
integrate on [−π : π].

3.2.2.1 Convection term

We can start by mapping e (`) on a plane by introducing the orthog-
onal plane ex = e (0) and ey = e (π/2). Thus ex (θ) = cos (θ) and
ey (θ) = sin (θ). The convection term is then transformed into

(
∂ f
∂t

)
conv

= v0e (θ) · ∇ f (r, θ, t)

= v0
[
ex (θ) ∂x f (r, θ, t) + ey (θ) ∂y f (r, θ, t)

]
= v0

[
∂x (cos (θ) f (r, θ, t)) + ∂y (sin (θ) f (r, θ, t))

]
= v0

[
∂x (Cx) + ∂y (Cy)

]
We compute the Fourier transform of each term separately

F [Cx] =
∫ π

−π
dθeikθ cos (θ) f (r, θ, t)

F
[
Cy
]

=
∫ π

−π
dθeikθ sin (θ) f (r, θ, t)

substituting equation(3) inside we obtain

F [Cx] =
1

2π

∞

∑
q=−∞

f̂q (r, t)
∫ π

−π
dθei(k−q)θ cos (θ)

=
1
2

[
f̂k−1 (r, t) + f̂k+1 (r, t)

]
and

F
[
Cy
]

=
1

2π

∞

∑
q=−∞

f̂q (r, t)
∫ π

−π
dθei(k−q)θ sin (θ)

=
i
2

[
f̂k−1 (r, t)− f̂k+1 (r, t)

]
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3.2.2.2 Angular diffusion integral

The Fourier transform of the loss term of the diffusion integral is
evident, we need only to explicit the computation of the gain term

F
[
Idi f f ,gain

]
=

∫ π

−π
dθeikθ

(∫ π

−π
dθ1

∫ π

−π
dξP (ξ) δ (θ1 + ξ − θ) f (r, θ1, t)

)
=

∫ π

−π
dθ1

∫ π

−π
dξP (ξ) eik(θ1+ξ) f (r, θ1, t)

=
∫ π

−π
dθ1eikθ1 f (r, θ1, t)

∫ π

−π
dξP (ξ) eikξ

= f̂k (r, t) P̂k

where
P̂k = F [P (ξ)] = e−

k2σ2
2

Thus the Fourier transform of the whole diffusion term is given by

F
[
Idi f f

]
= − f̂k (r, t)

(
1− P̂k

)
3.2.2.3 Collision integral

Once again we compute the loss and gain terms separately

F [Icoll,loss] =
∫ π

−π
dθeikθ

(
−S f (r, θ, t)

∫ π

−π
dθ′
∣∣e (θ′)− e (θ)

∣∣ f
(
r, θ′, t

))
We first need to substitute |e (θ′)− e (θ)| or∣∣e (θ′)− e (θ)

∣∣2 = e
(
θ′
)2 − 2e

(
θ′
)
· e (θ) + e (θ)2

= 2
(
1− cos

(
θ′ − θ

))
= 4 sin2

(
θ′ − θ

2

)
thus ∣∣e (θ′)− e (θ)

∣∣ = 2
∣∣∣∣sin

(
θ′ − θ

2

)∣∣∣∣
Substituting it back to the Fourier transform we obtain

F [Icoll,loss] = −2
∫ π

−π
dθeikθ f (r, θ, t)

∫ π

−π
dθ′
∣∣∣∣sin

(
θ′ − θ

2

)∣∣∣∣ f
(
r, θ′, t

)
We can now put inside equation(3)

F [Icoll,loss] = −
1
π

∞

∑
q=−∞

f̂q (r, t)
∫ π

−π
dθeikθ f (r, θ, t)

∫ π

−π
dθ′
∣∣∣∣sin

(
θ′ − θ

2

)∣∣∣∣ e−iqθ′
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We introduce a variable substitution φ = θ′ − θ

F [Icoll,loss] = − 1
π

∞

∑
q=−∞

f̂q (r, t)
∫ π

−π
dθeikθ f (r, θ, t)

∫ π

−π
dφ

∣∣∣∣sin
(

φ

2

)∣∣∣∣ e−iqφe−iqθ

= − 1
π

∞

∑
q=−∞

f̂q (r, t)
∫ π

−π
dθei(k−q)θ f (r, θ, t)

∫ π

−π
dφ

∣∣∣∣sin
(

φ

2

)∣∣∣∣ e−iqφ

= − 1
π

∞

∑
q=−∞

f̂k−q (r, t) f̂q (r, t)
∫ π

−π
dθ′
∣∣∣∣sin

(
θ′ − θ

2

)∣∣∣∣ e−iqθ′

= − 1
π

∞

∑
q=−∞

f̂k (r, t) f̂q (r, t) Iq

where

Iq =
∫ π

−π
dθ

∣∣∣∣sin
(

θ

2

)∣∣∣∣ cos (qθ)

We can now compute the gain term

F
[
Icoll,gain

]
=

∫ π

−π
dθeikθ

∫ π

−π
dθ1

∫ π

−π
dθ2

∫ π

−π
dξP (ξ) |e (θ2)− e (θ1)|

× f (r, θ1, t) f (r, θ2, t) δ
(
θ̄ + ξ − θ

)
=

∫ π

−π
dθ1

∫ π

−π
dθ2

∫ π

−π
dξP (ξ) |e (θ2)− e (θ1)|

×eikθ̄eikξ f (r, θ1, t) f (r, θ2, t)

making the same substitutions as previously we obtain

F
[
Icoll,gain

]
=

1
2π2

∞

∑
q=−∞

∞

∑
l=−∞

f̂q f̂l P̂k∫ π

−π
dθ1e−iqθ1

∫ π

−π
dθ2e−ilθ2

∣∣∣∣sin
(

θ1 − θ2

2

)∣∣∣∣ eikθ̄

we will now make a shift by θ1 in the integration limits of θ2 and a
variable substitution. If θ1 − π < θ2 < θ1 + π then θ̄ = θ1 +

θ2−θ1
2 , we

also introduce φ = θ2 − θ1 to obtain

F
[
Icoll,gain

]
=

1
2π2

∞

∑
q=−∞

∞

∑
l=−∞

f̂q f̂l P̂k∫ π

−π
dθ1e−iqθ1

∫ π

−π
dφe−il(φ−θ1)

∣∣∣∣sin
(

φ

2

)∣∣∣∣ eik(θ1+
φ
2 )

=
1

2π2

∞

∑
q=−∞

∞

∑
l=−∞

f̂q f̂l P̂k∫ π

−π
dθ1ei(l−q+k)θ1

∫ π

−π
dφe−i(l− k

2 )φ

∣∣∣∣sin
(

φ

2

)∣∣∣∣
=

1
π

∞

∑
q=−∞

f̂q f̂k−qP̂k

∫ π

−π
dφe−i( k

2−q)φ

∣∣∣∣sin
(

φ

2

)∣∣∣∣
=

1
π

∞

∑
q=−∞

f̂q f̂k−qP̂k Iq− k
2
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Thus the Fourier transform of the whole integral is

F [Icoll ] = −
1
π

∞

∑
q=−∞

f̂k (r, t) f̂q (r, t)
(

Iq − Iq− k
2

)

3.2.3 Expansion and closure

Combining together all the terms that we have computed we obtain
the Fourier expansion of the Boltzmann equation

∂t f̂k +∇Ĉ = − f̂k (r, t)
(
1− P̂k

)
− 1

π

∞

∑
q=−∞

f̂k (r, t) f̂q (r, t)
(

Iq − Iq− k
2

)
To simplify notation we will drop the hat and the explicit depen-

dence on r and t in what follows and we also introduce the following
complex operators

∇ = ∂x + i∂y

∇∗ = ∂x − i∂y

∆ = ∇∇∗

Taking k = 0 we immediately obtain the continuity equation

∂tρ = −< (∇∗ f1) (4)

For all the other equations in the series, we must introduce a clo-
sure ansatz as explained in the previous chapter. We start by introduc-
ing the scaling of the order parameter f1 ∼ ε. The Ginzburg-Landau
equation for this order parameter then imply that ∇ ∼ ε and that the
distance to the transition point scale as ε2. We also suppose the spa-
tial variations of f to be small and hence ρ = ρ0 + ∆ρ, where ∆ρ ∼ ε

and ρ0 is the global density. We then obtain from equation(4) that
∂t ∼ ε. We will truncate all the equations that follow at order three
in ε. Taking k = 1 we obtain

∂t f1 +
1
2
∇ρ +

1
2
∇∗ f2 =

−
[
(1− P1) +

4
π

(
2
3
− P1

)
ρ

]
f1

+
4
π

(
2
5
− P1

)
f ∗1 f2 (5)

and for k=2

∂t f2 +
1
2
∇ f1 =

−
[
(1− P2) +

8
3π

(
7
5
+ P2

)
ρ

]
f2

+
4
π

(
1
3
+ P2

)
f 2
1 (6)
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In equation(6) the time derivative of f2 is of third order as well as
the term ∆ρ f2, but all the other terms are of second order. We can
thus eliminate ∂t f2 from equation(6). We will however keep the ∆ρ f2

term, explaining the reason for this later. After the elimination of ∂t f2

from equation(6) we can easily obtain the value of f2 from it, which
we substitute into equation(5) to obtain

∂t f1 +
1
2
∇ρ =

(
µ− ξ | f1|2

)
f1 +

ν

4
∆ f1

+ι f ∗1∇ f1 − χ f1∇∗ f1 (7)

where the coefficients are given by

ν =

[
(1− P2) +

8
3π

(
7
5
+ P2

)
ρ

]−1

µ = −
[
(1− P1) +

4
π

(
2
3
− P1

)
ρ

]
ξ = ν

16
π2

(
P1 −

2
5

)(
1
3
+ P2

)
ι = ν

2
π

(
P1 −

2
5

)
χ = ν

4
π

(
1
3
+ P2

)
First thing that we should note is the ν term which still contains

the ∆ρ dependance, that we did not eliminate from equation(6). We
can also remark that the term on the l.h.s. are of a lower second order
compared to the other terms. As we have already said this does not
mean that the equation is unbalanced. If we place ourselves in a
moving convective frame, this term become of third order like the
others.

We can also write these equations in a vectorial notation where we
introduce ~w = ρ~P

∂tρ = −∇~w

∂t~w + γ (~w · ∇) ~w = −1
2
∇ρ +

κ

2
∇~w2 +

(
µ− ξ |~w|2

)
~w

+
ν

4
∇2~w− κ (∇ · ~w) ~w

where we have introduced two new coefficients

κ = χ + ι

= ν
2
π

(
2P2 + P1 +

4
15

)
γ = χ− ι

= ν
2
π

(
2P2 − P1 +

16
15

)
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In this notation we can easily see that we can not get rid of the
advection term by placing ourselves in the Lagrangian frame, as our
equation does not conserve momentum, and the coefficient in front
of the advection term is a variable parameter γ and not equal to one.

While this vectorial notation was used in the original paper[9] by
Bertin et al. we will stick to the complex notation which is easier to
manipulate. We can also remark that the equation in ref[9] contains
more terms that the one contained here. However it easy to check that
these terms are of fourth order in our Ginzburg-Landau approach,
i.e the truncation in the original paper was done with a less strict
approach than the one we employ here.

3.3 homogeneous solutions and their stability analy-
sis

3.3.1 Homogenous solution

Discarding all temporal and spatial derivatives in equation(7) we ob-
tain (

µ− ξ | f1|2
)

f1 = 0

Thus f1 admit two homogeneous solutions. The disordered solution

f1 = 0 and the ordered solution f1 = ±
√

µ
ξ . While the first solution

always exists, the second one appears only when µ > 0 and the zero
solution becomes unstable to homogeneous perturbations. It is easy
to check that if we do not neglect the ρ dependance of the ξ term
f1 ∝ ρ, i.e the polar order parameter amplitude

∣∣∣~P∣∣∣ = | f1|/ρ is limited
and approaches a steady value as ρ goes to infinity. However if we
neglect the ρ dependance of the ν term and hence that of the ξ term,
we obtain f1 ∝

√
ρ , thus f1 goes to zero as ρ goes to infinity. As

can be seen on figure 5 on the next page, this difference is negligible
when ∆ρ is small, but such an approximation will not necessarily
be valid in the case of a band solution. In the case that we keep
all the ρ dependenies when we approach the top of the band, the
corresponding speed of the top should increase, effectively creating a
shock wave. But if we omit the ρ dependance of the ξ term, for high
enough bands, the speed at the top will decrease, thus potentially
changing the dynamics of the band solution. This is a reason to keep
the dependence of the ξ term on ρ, unless if numeric investigation
shows no difference between the two cases.

From the equation µ = 0 we can obtain the expression of the tran-
sition density

ρt =
3
4

π (1− P1)

3P1 − 2
(8)

The important thing that we should note about this density is that
it corresponds to the continuous second order transition of the equa-
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|P|

Figure 5: Amplitude of
∣∣∣~P∣∣∣ = | f1|/ρ as a function of density, for σ =

σt (ρ = 1). The red line correspond to the case of a density de-
pendance of the ξ term, the blue line in the absence of such depen-
dance.
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tion(7), thus it can not be compared to the one showed on fig(4a)
which correspond to the first order transition. However as we will
show later, the homogeneous solution is unstable near ρt and our
equation has a non-linear solution which introduces a subcritical bi-
furcation into the deterministic PDE.

We can also invert equation(8) in order to obtain the value of the
transition noise given by the variance

σ2
t = 2 ln

(
3

π + 4ρ

3π + 8ρ

)
Taking the limit ρ → 0, we obtain σt ∝

√
ρ , this proportionality is

equivalent to the microscopic case. We can also note that the variance
saturates at high density at a value σ∞

t =
√

2 ln (3/2).
It is important to note that the transition values ρt and σt will not

vary if we push the truncation of the Fourier series to higher orders,
because they are fixed by the value of µ which will not vary. This is

not the case of the value of the ordered solution f1 = ±
√

µ
ξ which

will vary with the order of truncation. At zero noise we expect f1/ρ to
be equal to one as in the microscopic case, however it is easy to check
that it is now equal to

f 0
1 =

√
2
3

Which is expected, because as we have detailed in the previous chap-
ter the third order truncation is inappropriate far from the transition
point. We can expect that this value will grow if we push the trunca-
tion further, which we will show later.

3.3.2 Stability to inhomogeneous perturbations

3.3.2.1 Stability matrix

In order to search for inhomogeneous perturbations of the homoge-
neous solution we will suppose that it is oriented along the ~x axis,
i.e that f1 is real. We introduce the following perturbations to the
homogeneous solution

ρ (x, y, t) = ρ0 + δρ (x, y, t)

f1 (x, y, t) = f1,0 +
(

δ f R
1 (x, y, t) + iδ f I

1 (x, y, t)
)
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we introduce this ansatz in equations(47) and limit them to the first
order in perturbations and separate into real and imaginary parts to
obtain

∂tδρ = −∂xδ f R
1 − ∂yδ f I

1

∂tδ f R
1 =

(
µ0 − 3ξ f 2

1,0
)

δ f R
1 +

(
µ′ − ξ ′ f 2

1,0
)

f1,0δρ− 1
2

∂xδρ +
ν0

4
∆δ f R

1

−γ0∂xδ f R
1 − κ0∂yδ f I

1

∂tδ f I
1 = −1

2
∂yδρ +

ν0

4
∆δ f I

1 − γ0∂xδ f I
1 + κ0∂yδ f R

1 (9)

where the zero pondered coefficients correspond to the one with ρ =

ρ0, µ′ = ∂µ/∂ρ and ξ ′ = ∂ξ/∂ρ. Of course the term ξ ′ is present only if
we keep the ρ dependance of the ν term. We then introduce the new
ansatz

δρ (x, y, t) = δρ0 (t) eλt+i(kxx+kyy)

δ f R
1 (x, y, t) = δ f R

1,0 (t) eλt+i(kxx+kyy)

δ f I
1 (x, y, t) = δ f I

1,0 (t) eλt+i(kxx+kyy)

In order to establish the linear stability we should look for the dis-
persion relation of λ (q) for a given q. Our homogeneous solution will
be unstable for λ > 0. We substitute this ansatz into equations(9) to
obtain the matrix equation λ~δ f = M~δ f where the vector ~δ f is given
by  δρ0 (t)

δ f R
1,0 (t)

δ f I
1,0 (t)


and the matrix M is given by

0 −ikx

− ikx
2 +

(
µ′ − ξ ′ f 2

1,0

)
f1,0

(
µ0 − 3ξ f 2

1,0

)
− ν0

4

(
k2

x + k2
y

)
− iγ0kx f1,0

− iky
2 ikyκ0 f1,0

−iky

−ikyκ0 f1,0

− ν0
4

(
k2

x + k2
y

)
− iγ0kx f1,0

 (10)

We can now study the eigenvalues of the matrix M which are equal
to λ.

3.3.2.2 Stability of the isotropic solution

We can first check that the isotropic solution f1,0 = 0 is stable to inho-
mogeneous perturbations. As the solution is isotropic, there is no any
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reason to have a preferred direction for the perturbations, we then ar-
bitrary choose kx = 0, the matrix(10) is in this case transformed into

0 0 −iky

0 µ0 − ν0
4 k2

y 0

− iky
2 0 − ν0

4 k2
y


The value of λ is then given by

λ
[(

µ0 −
ν0

4
k2

y − λ
) (ν0

4
k2

y + λ
)]

+
k2

y

2

(
µ0 −

ν0

4
k2

y − λ
)

= 0(11)[
λ
(ν0

4
k2

y + λ
)
+

k2
y

2

] (
µ0 −

ν0

4
k2

y − λ
)

= 0(
λ2 + λ

ν0

4
k2

y +
k2

y

2

)(
µ0 −

ν0

4
k2

y − λ
)

= 0(12)

The second parenthesis in equation(11) gives the solution

λ1 = µ0 −
ν0

4
k2

y

For the isotropic solution µ0 is negative and ν0 is always positive
thus λ1 < 0. The first parenthesis in equation(11) gives the two fol-
lowing eigenvalues

λ2,3 = −ν0

4
k2

y ±
√

ν02

16
k4

y − 2k2
y

which are again negative, i.e the isotropic solution is stable to inho-
mogeneous perturbations.

3.3.2.3 Stability of the homogeneous ordered solution

For the general case of homogeneous collective motion solution, the
matrix eigenvalues are too complicated for an analytical computation.
We then search for numerical eigenvalues of the matrix(10). As we
remember we have kept the ρ dependence of the ν term, while this is
in theory a fourth order truncation. We will give the stability analysis
in both cases; one when we keep the dependance and in the other
when we neglect it.

We can start by looking at figure 6 on page 49 in which the pure
third order truncation is presented, i.e ξ ′ = 0. This diagram can be
divided in four different regions divided by three lines. Starting at
the top of the figure(6) we are in the disordered region. The first line
of transition is given by σt which corresponds to the appearance of
the collective motion solution. However as we see from the diagram
this solution is unstable to parallel, or mostly parallely oriented, per-
turbations. We expect these parallel perturbations, because they can
be seen as precursors of the band solutions that we have seen in the
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microscopic case. The limit of this region is given by the stabilization
value σs. After this value the homogeneous solution become stable.
One could naively expect that the lines σt and σs of the linear stabil-
ity analysis correspond to the limit where the bands solutions exists.
However we will show that this is not the case, and that the nonlin-
ear band solutions are limited by the lines σmax and σmin that we will
explain later.

Further away from the σt line we see the appearance of another
unstable region limited by the line σu, with the most unstable direc-
tion oriented mostly transversely to the polar order. As we remember
there is no any other instabilities in the microscopic model. This in-
stability was not reported in the ref[9] because the authors searched
only for parallel instabilities corresponding to the microscopic model.
However as we have said in the previous chapter, as the noise is de-
creasing, the truncation approximation | fk| ∼ εk is no more valid.
Thus, this spurious instability is most probably the result of our trun-
cation of the Fourier series of the Boltzmann equation.

Finally we can remark that the line of longitudinal instability σ‖
, was the only one that was investigated in ref[9], and is certainly
insufficient to understand the full phase space diagram.

Looking on the case of a pseudo fourth order truncation on figure 7

on page 50 we see that all the regions have been preserved. Moreover,
while our equation is now not completely balanced, the band region
and the stable region between σs and σu have both become bigger.
However this is not necessarily a reason to keep the ξ dependance on
∆ρ, unless, as we have already said, it will be proven in numerical
simulations that this is important for the dynamics of the band.

Finally we can look at the maximum growth rate in both cases on
fig(8). We can see that the amplitude of the spurious instabilities is
two orders of magnitude higher than that of the band instability. As
a matter of fact our equations will explode in this region.

3.3.3 Going beyond the third order truncation

As we have noted in the previous subsection our equations present a
region of spurious instability in the low noise part of the phase dia-
gram. Having said in the previous chapter that far from the transition
point the high order Fourier coefficients should become important,
we can naively try to increase the order of truncation to try to push
down the σu line.

Thus we will try in the following to obtain higher order equations
and study their linear stability.
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Figure 8: Modulus of largest eigenvalues in the case of a pure third order
truncation (a) and if keeping the rho dependance of ξ (b).
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3.3.3.1 Fourth order expansion

In the case of a fourth order truncation we keep the equation of f2

and enslave the equation of f3. We still count all the terms with the
same scaling ansatz as introduced in section 2.3.

We present here only the form of the homogeneous part of the ob-
tained equations for better explanation, without giving exact expres-
sions of coefficients. The homogenous equations in this case have the
form

C1,(1) f1 + C1,(2,1) f2 f ∗1 = 0

C2,(2) f2 + C2,(1,1) f 2
1 + C2,(2,1,1) f2 | f1|2 = 0

First thing that we should notice is that the equation of f2 becomes
unbalanced in this case, because the new term f2 | f1|2 is of fourth or-
der in the Ginzburg-Landau like counting, while the two old ones are
of second order. Thus we are already in the domain of uncontrolled
expansion that can lead to explosive solutions. Computing numeri-
cally the stability of the obtained stability matrix, we found out that
the collective motion state becomes unstable to homogeneous pertur-
bations. This is of course due to the new unbalanced term, all the
other terms were present in the old set of equations.

3.3.3.2 Fifth and sixth order expansion

Let’s try to push the expansion forward, perhaps a new term will
balance the fourth order term in the fourth order expansion. The new
set of homogeneous parts of equations is given by

C1,(1) f1 + C1,(2,1) f2 f ∗1 + C1,(2,3) f ∗2 f3 = 0

C2,(2) f2 + C2,(1,1) f 2
1 + C2,(2,1,1) f2 | f1|2 = 0

C3,(3) f3 + C3,(1,2) f1 f2 + C3,(1,1,3)
∣∣ f 2

1
∣∣ f3 + C3,(1,2,2) f ∗1 f 2

2 = 0

Now a new unbalanced term had appeared in equation of f1 which
is of fifth order while the other two are of third order. There is not any
evident analytical solution to this set of equations. We thus search
the homogeneous solution numerically. To do so we first obtain an
approximate analytical solution, taking into account only the lowest
available order terms in each equation. This is our starting solution
for the search of a numerical solution. The result is presented on
Fig(9). We see that for low noise a numerical solution disappears
completely. This is due to the unbalanced fifth order term in the
equation of f1. If we drop out this term, a numerical solution to the
set of equations is found everywhere. However even, if we drop out
this term, the new set of equations is still unstable to homogeneous
perturbations, because the fourth order term in equation of f2 is still
unbalanced.
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Figure 9: Homogeneous solutions to the equation truncated at fifth order.
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ing from top to bottom. In red approximate analytical solutions,
in green exact numerical ones.

At the sixth order expansion no new term appears in the equation
of f1, thus this new set of equation still does not have a solution at
low noise.

3.3.3.3 Seventh order expansion

At seventh order the homogeneous set of equations is given by

C1,(1) f1 + C1,(2,1) f2 f ∗1 + C1,(2,3) f ∗2 f3 + C1,(3,4) f3 f4 = 0

C2,(2) f2 + C2,(1,1) f 2
1 + C2,(2,1,1) f2 | f1|2 + C2,(2,4) f2 f4 = 0

C3,(3) f3 + C3,(1,2) f1 f2 + C3,(4,1) f1 f4 + C3,(2,5) f2 f5 = 0

C4,(4) f4 + C4,(2,2) f 2
2 + C4,(1,3) f1 f3 + C4,(1,5) f1 f4 = 0

C5,(5) f7 + C5,(1,4) f1 f4 + C5,(2,3) f2 f3

+C5,(1,1,5) f 2
1 f5 + C5,(1,3,3) f1 f 2

3 + C5,(1,2,4) f1 f2 f4 = 0

Now a new term has appeared in the equation of f1, looking at
Fig(10) we see that this term has balanced the previous explosive
term, and now a solution exists everywhere. However studying the
homogeneous stability of this solution, we once again find that it is
everywhere unstable.

We stop our search at this seventh order. In sum, we understand
that the Ginzburg-Landau type of scaling ansatz and expansion is
appropriate exclusively to cut equations at the same order as the
Ginzburg-Landau terms themselves. If we want to obtain higher or-
der expansions of the Fourier series of the Boltzmann equation we
should search for another type of expansion and closure ansatz. Per-
haps a probable candidate would be the perturbed renormalization
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group approach introduced by Chen et al.[14]. Although I should
stress out that no investigation was done at this time to check if this
approach can be at all used for the closure of the Boltzmann series.

The only positive effect of the increase in order of truncation, is the
increase of the maximum value of

∣∣∣~P∣∣∣ = f1/ρ, which should tend to 1

in the limit of infinite truncation.

3.4 numerical simulations

To perform the simulation of the equation, I have developed a Fortran
code based on the pseudo-spectral approach. This approach provides
much more accurate solutions at a lower computational cost, than
the traditional finite difference method. All the simulations where
done with a simple Euler time stepping. Space and time resolutions
where adjusted in order to provide well-behaved solutions, and will
be detailed for each simulation.

3.4.1 Simulation of 1D solution

As the bands reported in microscopic simulations are invariant the in
transverse direction, it is natural to start by studying one dimensional
solutions of our equation.

First of all we want to confirm that in large boxes, after some
lengthy transition time, all bands become equivalent as well as the
spacing between them. But I have found that this rule is not always
observed. In the case of a pure third order truncation of equations, we
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Figure 11: Final state of the density field at time T = 2.5× 107 in a box of
size L = 1000 with no density dependance of the ν term starting
from random initial conditions. The simulation was done with
a spatial stepping of ∆x = 0.25 and a time steping of ∆t = 0.01.
The mean density in the system is ρ0 = 1 and the noise value is
σ = 0.64.

found that the bands never become identical and the separation be-
tween them remains unequal. The evolution stops at some transient
state as shown on Fig(11). No any further evolution of the system is
observed even for huge times of about 107.

But if we now keep the ρ dependance of the ν term, the system
evolves to a state where the bands are identical as seen on Fig(12).
The separation between them is not, but this is due to an exponen-
tially weak interaction between the bands and the absence of any
effective noise. We wanted to elucidate which of the terms in our
equation is responsible for such an effect. We have found that it is
sufficient to keep only the ρ dependance of the ξ term, to make the
bands equivalent as shown in Fig(13).

Note also the difference between the top of the bands. In the case
of no density dependance the bands are very wide. In the case of a
full density dependance the bands are much slimmer. Finally in the
intermediate case of only ξ dependance on ρ the top of the bands is
abrupt like in shock waves.

Thus we have found that in order to obtain an equation that be-
haves like the microscopical model it is insufficient to truncate the
equation at the pure third order as we initially thought. A pseudo-
fourth order truncation is needed in order to have correct behavior of
the bands. An open question remains how must we change the rules
of truncation introduced in the previous part, in order to account for
such an effect? We can however say in advance, that the truncation
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Figure 13: Final state of the density field at time T = 1.1× 107 in a box of
size L = 1000 with density dependance of the ξ term only starting
from random initial conditions. The simulation was done with a
spatial stepping of ∆x = 0.25 and a time steping of ∆t = 0.01.
The mean density in the system is ρ0 = 1 and the noise value is
σ = 0.64.
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Figure 14: Band solution in a 2d simulation box. The orientation of the
bands in the system correspond to the initial orientation of a pe-
riodic perturbation on density and polar order.

rules introduced in Part I, were found correct for other Vicsek like
models.

Due to the very long evolution times, it is however extremely time-
consuming to study the behavior of band solutions by simulation. We
will thus try to study them, by obtaining numerically exact solutions
and studying their stability as will be explained latter.

3.4.2 2D simulations

In two dimensions we want to confirm that the soliton like and the
fully ordered solutions are the only ones that can be obtained. We
start by simulating in 2d the evolution of a perturbation oriented in
only one dimension. As shown on Fig(14), independently of the ini-
tial orientation of the perturbation, the system will evolve to a soliton
structure in the direction of the initial perturbation.

If now I simulate the 2d equation starting from an initial condition
disordered in both dimensions, I obtain, after some lengthy transition
time, once again a soliton like solution in a small simulation box (for
sizes up to about 100x100). However if I try to perform this simu-
lation in bigger boxes, the equations explode at some point of time
when two soliton like structures cross each other. This numerical dif-
ficulty of simulating these equations for large box sizes is certainly
due to the advection terms in equation 7 on page 42, which is known
to be extremely hard to simulate[11]. As of now I was not able to
overcome this numerical instability. However, in recent microscopi-
cal simulations in our group, more complicated 2d solutions where
found for very large system sizes. We can expect that such kind of
structures could also be found in our equations.
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3.5 solutions of the ode equation

As soliton-like solutions have been reported in microscopic simula-
tions, and since I have observed them in simulations of the equation,
we can try to obtain analytical expressions of these structures. To this
end we put ourselves in the frame of the moving soliton, which we
suppose to move along the ~x axis with speed c. As these solitons
are 1D solutions, we will neglect all variations of our fields along the
~y axis. We introduce the variable ζ = x − ct, the new frame den-
sity R (ζ) = ρ (x− ct) and polar order parameter P (ζ) = f1 (x− ct)
functions. In the new reference frame our derivatives become

∂

∂t
= −c

∂

∂ζ

∂

∂x
=

∂

∂ζ

The density equation(4) then become

−cR′ = −P′

Thus R = P
c + ρgas where ρgas is the value of density in the disor-

dered sea between the solitons. Making the same transformation to
the polar order equation(7) we obtain, after substituting inside the R
solution

P′′ = (a0 + a1P) P′ − b1P− b2P2 − b3P3 (13)

where in the case of a ρ dependance of the ν term we have

a0 =

(
2
c
− 4c

)
1
ν∗

a1 =

(
2
c2 − 4

)
ν̃ + 4γ2

b1 = 4
µ∗

ν∗

b2 =
4
c

(
µ′

ν∗
+ µ∗ν̃

)
b3 =

4
c2

(
µ′ν̃− c2ξ2

)
µ∗ = µ

(
ρ = ρgas

)
ν∗ = ν

(
ρ = ρgas

)
µ′ =

∂µ

∂ρ

ν̃ =
∂

∂ρ

(
1
ν

)
γ2 =

γ

ν

ξ2 =
ξ

ν
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and in the case of a no ρ dependance the terms will be

b1 = 4
µ∗

ν0

b2 =
4
c

µ′

ν0
b3 = −4ξ2

a0 =

(
2
c
− 4c

)
1
ν0

a1 = 4γ2

ν0 = ν (ρ = ρ0)

In the second case our coefficients depend on a supplementary pa-
rameter ρ0, the mean density in the system. However this parameter
is already known and in both cases the solution of the equation will
depend on ρ0 through the relation

∫
L R = Lρ0, where L is the linear

size of the system.
Note that we don’t treat one of the possible cases that we studied in

simulations, when ξ depend on ρ and ν is independent of this. In this
case our ODE will go to the fourth order in P further complicating
calculations.

This type of equations is known to mathematicians and have been
extensively studied[? ]. They are nonlinear parabolic equations gener-
ally referenced as Fisher-KPP (Kolmogorov-Petrovskij-Peskunov) equa-
tions. Many traveling front solutions have been identified[? ? ? ? ?
] for this type of equations. However as of now I was not able to
identify a soliton like solution to our equation. We are thus obliged
to search for numerical solutions using the shooting method. We will
also try to derive traveling front solutions that will perhaps give us
an analytical relation between the speed c and the asymptotic density
ρgas.

3.5.1 Shooting of the ODE

As of writing of this thesis, the study of the ODE equations was not
yet completed. Thus only an introduction to the methods to perform
such a study is presented. I will give only the results corresponding
to the case with a density dependence of ν.

3.5.1.1 One-soliton solution

We can start to search for a one-soliton solution by the shooting
method. To use the shooting method we should fix the conditions
at the border. Since at both ends our solution should decay to zero,
we take the linearized version of the equation(13) to obtain the decay

exponent k =
a0±
√

a2
0−4b1

2 . We will then impose the border conditions
on both ends to be equal to A1e±kx, where A1 is a parameter to be
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determined by shooting. We have only two equations (the first and
second derivatives of P), and three unknowns; c, ρgas and A1. We
have thus two options, first fix the value of c and search for A1 and
ρgas, or fix ρgas and search for values of c and A1. During our analy-
sis we have found that for a given ρgas the value of the speed is not
necessarily unique, thus we will fix the value of the speed c.

Note that to have k with two different signs b1must be negative.
In the case of ρ dependence of ν b1 = 4ν∗µ∗ and b1 = 4ν0µ∗ in the
case of absence of such a dependence. In all cases ν is a positive
quantity, thus we must have µ∗ ≤ 0. As we know from equation(8)
this condition is equivalent to ρgas ≤ ρt. In the case ρgas → ρt we have

k± → 2a0

i.e. the soliton in this limit is symmetric. Note as we will see
later that in this limit the width of the soliton is diverging due to the
fact that a0 → 0. So we already known that the maximum of ρgas is
fixed by ρt, and that the soliton will become of infinite width as it
approaches that limit.

We start by fixing a value of sigma and examine the obtained solu-
tions. We will do this at a value σ = 0.1. As can be seen on Fig(15)
, the ρgas − c diagram is not monotonic. Starting from a maximum
value predicted by theory of ρt, ρgas goes down to a minimal value
ρmin

gas and then increases again to some final value. We can also trace
other parameters of the obtained soliton; the height of the soliton,
the width at half-height and the mass of the soliton. The latter is
defined as the area under the soliton. The results are presented on
Fig(16). First we see that the height of the soliton is going from zero
at ρgas = ρt to some finite value. Note that the height of the soliton
is not diverging at maximum speed. The width at half-height and
the mass of the soliton, are in contrary diverging at both ends. The
divergence of the mass of the soliton for c → cmin indicates that the
width of the soliton increases faster than the decrease of the height
to zero. Note that the minimu of ρgas, of the width at half-height
and of the mass of the soliton do not coincide. They are respectively
c ≈ 0.85, c ≈ 0.81 and c ≈ 0.73. But if we trace the height/width param-
eter (Fig(17)), we find that the maximum of this value will coincide
with the minimum of ρgas, i.e. for ρgas ∈

[
ρt : ρmin

gas

]
the soliton will

mostly grow in height, and after that the height of the soliton will
hardly evolve, but its width will grow rapidly.

We can also study the asymmetry of the soliton which we can do
via the exponents k± represented on Fig(18). To an easier study of
the asymmetry it is practical to introduce the symmetry coefficient
ς (σ, c) =

∣∣∣ k−
k+

∣∣∣which varies from one for a perfectly symmetric soliton
to zero for a completely asymmetric one. As we have said previously
in the limit c → 1/

√
2 both exponents are equal and the soliton is

perfectly symmetric. As we increase the speed the symmetry of the
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Figure 15: The asymptotic density ρgas versus the speed c. Values obtained
at σ = 0.1.

soliton is decreasing without going to zero, though. The profiles of
the solitons at three locations; near the minimum speed cmin, near the
minimum asymptotit density ρmin

gas and near the maximum speed cmax

are represented on Fig(19).
We next examine the speed c, the asymptotic density ρgas and other

parameters of the soliton as a function of noise σ. All the parameters
are plotted for cmin, ρmin

gas and cmax.
We first look at the Fig(20) representing the three different speed

values as a function of σ. We first see that the line cmin is a constant
with an approximate value of 0.707. This value is actually c = 1/

√
2

which is the speed that we obtain from the condition a0 = 0 (the
energy conservation relation implies a0 > 0). This value of a0 explains
the divergence of the soliton width in this limit. The values of the
speed corresponding to the cases ρmin

gas and cmax decrease from high
values at low σ to csound at σ → σ∞

t ≈ 0.9. At σ ≈ 0.76 the lines
corresponding to the casesρmin

gas and cmax become indistinguishable.
Also note that for σ → 0, the maximum speed converges to a fixed
value cmax ≈ 0.88 which is lower than one. As of now I do not know
why this value is not one.

Next we plot the different values of ρgas as a function of σ on Fig(21).
As we have already said the value of ρgas corresponding to cmin is ac-
tually ρt. Of course ρgas is smaller than ρt for the soliton solution to
exist. The value of ρgas corresponding to ρmin

gas is hardly distinguish-
able from ρt. I caution the reader not to confuse the values of ρgas for
cmax and cmin with the values ρmax and ρmin that will be introduced
for the mixed and for the nematic models.

Next, we plot the height of the solitons on Fig(22). The height of
the soliton for cmin is of course always zero. For ρmin

gas and cmax they are
increasing up to a maximum at σ ≈ 0.785 and then decrease slightly.
I am not sure if the decrease of the height after this critical noise value
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Figure 16: The height, the width at half-height and the mass of the soliton
versus speed c. Results obtained at σ = 0.1.
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Figure 17: The height/width parameter as a function of speed c. Values ob-
tained at a noise σ = 0.1.
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Figure 19: Profiles of the solitons for speed values near cmin, ρmin
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The exact values of speed are c = 0.708, c = 0.854 and c = 0.877.
The noise value is σ = 0.1.



3.5 solutions of the ode equation 65

0.88

0.86

0.84

0.82

0.80

0.78

0.76

0.74

0.72

0.70

S
pe

ed

0.80.60.40.2
σ

 Cmax

 ρmin

 Cmin

Figure 20: The speed of solitons as a function of noise σ.

0.8

0.6

0.4

0.2

0.0

σ2

543210

ρgas

 Cmax

 Cmin=σt

 σs

Figure 21: Values of ρgas as a function of noise σ. Note that the values for
cmax and ρmin

gas are indistinguishable on this graph, those the latter
is not ploted. The restabilisation noies σs is given for reference.



66 the polar model

2.5

2.0

1.5

1.0

0.5

0.0

-0.5

H
ei

gh
t

0.80.60.40.2
σ

 Cmax

 ρmin

 Cmin

Figure 22: Height of the solitons as a function of noise σ.

is real or is just due to a numerical difficulty of obtaining solitons in
this zone.

Finally we plot the width at half-height and the mass. This param-
eters are of course plotted only for ρmin

gas as we have seen that they
diverge for cmin and cmax. As can be seen on Fig(23) both the width
and the mass diverge in both limits σ → 0 and σ → σt. The diver-
gence of the width of the solitons in the limit σ → 0 can perhaps
explain why no soliton can be observed at small noise for finite size
boxes.

3.5.1.2 Many-soliton solutions

As we have seen in microscopic simulations and in simulations of
our equations, there are generally many solitons in the simulation
box. Thus we can try to search by shooting for a periodic solution.
To do so, we must suppose that the order parameter P will not decay
to zero between the solitons, but to a small value pgas. Thus we will
now need to impose the speed c and the asymptotic order parameter
pgas. As we have one additional parameter, the phase diagram will
become complicated, we will then study the solutions only for some
fixed values of the noise σ.

As of now I can only say that the width of the periodic soliton de-
creases when pgas is increased. The limit pgas → 0 corresponds of
course to the infinite width soliton, the case that we studied previ-
ously.

3.5.1.3 Stability analysis

As the family of obtained soliton solutions is very big, a unique so-
lution should be selected by the stability considerations and the dy-
namics. There are two ways of finding numerically the stability of the
soliton. The first is just to introduce the obtained shooting solution
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inside the simulation program and look if the solution will survive
past an adaptation period. When trying to do such an investigation,
I have quickly found that this method is not robust and is extremely
time consuming. We have already seen in the simulation section, that
the time to the full adaptation of the soliton is extremely long.

Another way would be to study the linear stability of these solu-
tions, by linearizing the equations for a perturbation of the soliton
solution and to study the obtained stability matrix numerically. How-
ever our solution is dependent on position x, thus we will need to
obtain eigenvalues of an extremely large matrix, whose size will de-
pend on the number of points along the x directions that we will take.
As this procedure is time consuming, it was not yet done at the time
of writing of this thesis. This work will be addressed in the future
and included in a new article on the study of the polar BGL equation.

3.5.2 Analytic front solution

We try to find a front solution to the ODE equation found previously.
We will search for a solution in the form

P (ζ) =
p

∑
j=0

AjGj (ζ)

where G (y) = eky+ϕ

1+eky+ϕ , p is the order of the pole of the solution and Aj
coefficients are to be determined. It is easy to check that the order of
the pole of this equation is 1, thus we will be searching for a solution
given by P (ζ) = A0 + A1G (ζ). Inserting it inside equation (13) and
using relations G′ = kG − kG2 and G′′ = k2G − 3k2G2 + 2k2G3 we
obtain the following set of equations to fulfill

2k2 = −a1A1k− b3A2
1

−3k2 = −a0k− a1k (A0 − A1)− b2A1 − 3b3A0A1

k2 = −2b2A0 + k (a0 + a1A0)− b1 − 3b3A2
0

We have three equations with four unknowns ρgas, c, k and A1.
We want to have a zero P field outside the front region, so we put

A0 = 0. We are thus left with the equations

2k2 = −a1A1k− b3A2
1

−3k2 = −a0k + a1kA1 − b2A1

k2 = ka0 − b1

From the last equation we obtain k =
a0±
√

a2
0−4b1

2 . As we can see,
apart from the opposite sign solutions that come from the change of
the sign of k with c, there are two different solutions that correspond
to different exponential decays for the front of the soliton and the
rear.
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The first two equations can be reformulated as

2k2 = −a1A1k− b3A2
1

2k2 = b1 − a1kA1 + b2A1

Taking the difference of this two equations gives

0 = −b1 − b2A1 − b3A2
1

which is a logical result implying that the value of A1 at infinity
should be independent of all gradients. This give us the solution

A1 =
−b2 ±

√
b2

2 − 4b1b3

2b3

I find that b2 is a positive quantity in the region of band existence,
so to have a positive value of A1 (for positive c) we must choose the
solution with a plus sign (and respectively with a minus sign in the
case of negative c).

We are left with an equation that gives a relation between ρgas and
c.

2ka0 = 3b1 − a1kA1 + b2A1

The analytic ρgas− c phase diagram is extremely similar in its shape
to the one found by the shooting method, however the values of ρgas

and c are not the same as the ones found in shooting. As of now I
don’t have any explanation to this difference, further investigations
are needed to understand this.

3.6 conclusion

I have obtained hydrodynamic equations that are able to reproduce
the different phases observed in the microscopic model. I was also
able to confirm the first-order nature of the order-disorder transition.
Thus the transition line of the hydrodynamic equations is not given
by the line of existence and the stability of the homogenous solution.
The determination of the exact line of transition requires to add an
effective noise term to our equations.

I was also able to study the solitonic structures obtained in our
equations. I have found that the truncation rules introduced in the
previous part are not sufficient to obtain the behavior of bands equiv-
alent to the microscopic model. A higher order truncation is needed
to obtain equivalent and equally spaced solitons.

While we can obtain a semi-analytical solution of our bands using
the shooting method, the study of the stability of the obtained solu-
tions has not yet been done due to its complexity. This is the subject
of an ongoing work.

In sum, I have obtained equations that faithfully reproduce the
qualitative properties of the microscopic model. A deeper study of



70 the polar model

these equations, including a derivation of an effective noise term, will
lead to a better understanding of the microscopical model.
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4
M I X E D P O L A R - N E M AT I C M O D E L

4.1 the microscopic model

In this microscopic model introduced by Ginelli et al.[19], the consid-
ered point-like particles are still polar like the one used in the polar
Vicsek model. However their interaction is nematic as explained in
fig(24). If the angle of collision between particles is less than π

2 , i.e.
a head to tail collision, then the particles align polarly. If the angle
of collision is greater that π

2 , i.e. a head to head collision, then the
particles align nematicaly.

In this case the classical Vicsek equations are modified to

xt+1
i = xt

i + v0e
(

θt+1
i

)
∆t

θt+1
i = arg

[
∑
j∈R

sign
[
cos

(
θt

j − θt
i

)]
eiθt

j

]
+ ξi

Where the summation is done on particles inside a radius R of
the particle i, and ξi ∈

[
−η π

2 : η π
2

]
is a delta-correlated white noise

whose amplitude is controlled by the parameter η ∈ [0 : 1].
The authors have found four different phases in this model, as pre-

sented on Fig(25). At low noise values (or at high values of den-
sity), the system has long range nematic order, Fig(25a). This order
is characterized by two polar phases moving in opposite directions,
with statistically the same number of particles in each phases. Both
of these polar phases have long range order (at least at the system
sizes studied by the authors), thus the whole nematic phase also has
this non-equilibrium property. As predicted earlier by Toner et al.[36],
the homogenous phase should exhibit giant number fluctuations with
the fluctuations ∆n2 =

〈
(n− 〈n〉)2

〉
following a power law behavior

∆n ∼ 〈n〉1. However the exponent observed in this simulations was

Figure 24: Rules of nematic collision for polar particles. In the case of a head-
tail collision, the particles align polarly. In the case of a head-head
collision, they align nematicaly. Note that the finite size of the
particles is only for representation purpose, the particles in the
model are point-like. Image from ref[19].

75



76 mixed polar-nematic model

Figure 25: The four different phases observed in microscopic mixed polar-
nematic model. (a) At low noise, a long-range nematic order
exist. (b,c) At a higher noise, a disordered band appear which
grow with increase of noise. (d) At a critical noise parameter
this band destabilise, leading to a chaotic phase. The transition
between phase II and III mark the order-disorder transition. (e)
At even higher noise, the system become completely disordere.
Figure from ref[19].

0.8. This exponent is identical to the one predicted by Toner. and Tu.
for polar particles and observed in simulations[? ] of the polar Vicsek
model and is higher than the one for equilibrium systems equal to
1/2.

At larger values of noise, a narrow band of isotropic particles ap-
pear as seen on Fig(25b). The band is oriented along the nematic
order direction and is not traveling. As the noise is further increased
this band becomes larger and larger as seen on Fig(25c). Contrary
to the completely polar case, where many polar solitonic objects can
be observed for large system sizes, in this model only one band is
always observed independently of the system size. At some critical
noise parameter this band destabilizes and breaks down leading to a
chaotic state as seen on Fig(25d). This state is really chaotic, i.e. the
total order parameter in the system goes to zero as the system size is
increased. Thus a first order phase transition is present between this
chaotic phase and the stable band phase. Finally at even higher noise,
a completely disordered phase appears as seen on Fig(25e). No pure
polar order was observed in this system.

In summary we can try to verify the following properties of the
model using our approach with hydrodynamic equations:

1. There are four different phases present in the system; a long
range nematicaly ordered phase, a stable nematic band phase,
a chaotic band phase and an isotropic phase.

2. The transition between the second and the third phases, is dis-
continuous.

3. They are giant density fluctuations in the ordered nematic phase
and inside the bands.

The last point can not be verified with our current equations, due to
the lack of an effective noise term. The derivation of such a noise
term is beyond the scope of this thesis.
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4.2 derivation of hydrodynamic equations

Next follows an article that includes; the derivation of hydrodynamic
equations, the study of the stability of a homogenous solution and an
analytical derivation of a non homogenous solution.
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4Materials Science Division, Argonne National Laboratory, 9700 South Cass Avenue, Argonne, Illinois 60439, USA
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We derive a set of minimal and well-behaved nonlinear field equations describing the collective

properties of self-propelled rods from a simple microscopic starting point, the Vicsek model with nematic

alignment. Analysis of their linear and nonlinear dynamics shows good agreement with the original

microscopic model. In particular, we derive an explicit expression for density-segregated, banded

solutions, allowing us to develop a more complete analytic picture of the problem at the nonlinear level.

DOI: 10.1103/PhysRevLett.109.268701 PACS numbers: 87.18.Gh, 05.65.+b, 45.70.Vn

Collective motion is a central theme in the rapidly
growing field of active matter studies which loosely groups
together all situations where energy is spent locally to
produce coherent motion [1]. In spite of the emergence
of better-controlled, larger-scale experiments [2–6], our
understanding of collective motion mostly comes from
the study of mathematical models, and particularly of
models of ‘‘dry’’ active matter systems, where the fluid
which surrounds the moving objects can be neglected.

Microscopic models, then, usually consist of interacting
self-propelled particles, as in the Vicsek model [7], where
constant-speed point particles locally align their velocities.
Their study, togetherwith somemore theoretical approaches,
revealed a wealth of phenomena such as true long-range
orientational order in two dimensions, spontaneous segrega-
tion of dense and ordered regions, anomalously strong num-
ber fluctuations, etc. [8–10].

These results have given rise to an emerging picture of
universality classes, typically depending on the symme-
tries involved, which one would ideally characterize by
some coarse-grained field equations. Different routes can
be followed to obtain such equations: one can write a priori
all terms allowed by symmetries up to some arbitrary order
in gradients once hydrodynamic fields have been identi-
fied. One can also derive them from some microscopic
starting point under more or less controlled and constrain-
ing assumptions, yielding more or less complete, well-
behaved equations. There is, nevertheless, shared belief,
based mostly on renormalization-group approaches, that in
each case there exists a set of minimal equations account-
ing for all large-scale physics.

For polar particles aligning ferromagnetically (as in the
Vicsek model), there is now near consensus about this
minimal set of equations: the phenomenological theory
initially proposed by Toner and Tu [11] is essentially

correct if one takes into account the dependencies
of its coefficients on density and parameters initially
overlooked but later derived from microscopic dynamics
in Refs. [12,13]. It has been shown to reproduce many of
the phenomena observed in microscopic models [14],
although a complete study of its nonlinear solutions and
dynamics is still lacking.
For the other important universality class of polar parti-

cles aligning nematically—e.g., self-propelled rods—the
situation is less satisfactory: Baskaran and Marchetti [15]
first derived rather lengthy yet mostly linear hydrodynamic
equations for hard rods interacting via excluded volume,
showing in particular the presence of global nematic, not
polar, order, in agreement with microscopic observations
[16]. Very recently [17], they added some nonlinear terms
and performed a linear stability analysis of the homoge-
neous ordered state within an arbitrary choice of parame-
ters. These even longer equations do not benefit from the
same consensus as the Toner-Tu theory.
In this Letter, we derive a set of minimal nonlinear field

equations describing the collective properties of self-
propelled rods from a simple microscopic starting
point, the Vicsek model with nematic alignment studied
in Ref. [16]. We use a ‘‘Boltzmann-Ginzburg-Landau’’
approach, a controlled expansion scheme [18], which is a
refined version of that used in Ref. [12]. Analysis of the
solutions of these equations shows good agreement with
the original microscopic model. In particular, we derive
explicit expressions for density-segregated, banded solu-
tions, allowing us to develop a more complete analytic
picture of the problem at the nonlinear level.
In the Vicsek model with nematic alignment [16],

point particles move off lattice at constant speed v0.
Orientations and positions are updated following (here in
two dimensions):
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�tþ1
j ¼ arg

�X
k�j

sign½cosð�tk � �tjÞ�ei�tk
�
þ �t

j; (1)

r tþ1
j ¼ rtj þ v0eð�tþ1

j Þ; (2)

where eð�Þ is the unit vector along �, the sum is taken over
particles k within distance d0 of particle j (including j
itself), and � is a white noise with zero average and
variance�2. Like all Vicsek-style models, it shows orienta-
tional order at large-enough global density �0 and/or
small-enough noise strength �. It was shown in Ref. [16]
that the order is nematic and that both the ordered and
disordered phases are subdivided in two: The homogene-
ous nematic phase observed at low noise is replaced at
larger � values by a segregated phase where a dense,
ordered band occupying a fraction of space coexists with
a disordered, dilute, gas. The transition to disorder is given
by the onset of a long-wavelength instability of this band
leading to a chaotic regime where bands constantly form,
elongate, meander, and disappear over very long time
scales. At still larger � values, a ‘‘microscopically disor-
dered’’ phase is observed.

Following Ref. [12], we write, in a dilute limit where
only binary interactions are considered and assuming that
orientations are decorrelated between them (‘‘molecular
chaos hypothesis’’), a Boltzmann equation governing the
evolution of the one-particle distribution fðr; �; tÞ:
@tfðr; �; tÞ þ v0eð�Þ � rfðr; �; tÞ ¼ Idif½f� þ Icol½f�; (3)

with the angular diffusion and collision integrals

Idif½f� ¼ ��fð�Þ þ �
Z �

��
d�0fð�0Þ

�
Z 1

�1
d�P�ð�Þ�2�ð�0 � �þ �Þ;

Icol½f� ¼ �fð�Þ
Z �

��
d�0Kð�0; �Þfð�0Þ

þ
Z �

��
d�1fð�1Þ

Z �

��
d�2Kð�1; �2Þfð�2Þ

�
Z 1

�1
d�P�ð�Þ�2�ð�ð�1; �2Þ � �þ �Þ; (4)

where P�ð�Þ is the microscopic noise distribution, �2�

is a generalized Dirac delta imposing that the argument
is equal to zero modulo 2�, Kð�1; �2Þ ¼ 2d0v0jeð�1Þ �
eð�2Þj is the collision kernel for dilute gases [12],
and �ð�1; �2Þ ¼ 1

2 ð�1 þ �2Þ þ �
2 ½H½cosð�1 � �2Þ� � 1�

for � �
2 < �2 � �1 <

3�
2 [with HðxÞ the Heaviside step

function] codes for the nematic alignment. Rescaling of
time, space, and density allows us to set the ‘‘collision
surface’’ S � 2d0v0=� ¼ 1 and v0 ¼ 1 below, without
loss of generality.

Next, the distribution function is expanded in the Fourier
series of the angle: fðr; �; tÞ ¼ 1

2�

P1
k¼�1 fkðr; tÞe�ik�,

with fk ¼ f��k and jfkj � f0. The zero mode is nothing

but the local density, while f1 and f2 give access to the
polar and nematic order parameter fields P and Q:

� ¼ f0; �P ¼ Ref1

Imf1

 !
;

�Q ¼ 1

2

Ref2 Imf2

Imf2 �Ref2

 !
: (5)

As amatter of fact, it is convenient to use f1 and f2, together
with the ‘‘complex’’ operators r � @x þ i@y and r� �
@x � i@y. The continuity equation governing � is given by

integrating the Boltzmann equation over angles:

@t�þ Reðr�f1Þ ¼ 0: (6)

In Fourier space, the Boltzmann equation (3) yields an
infinite hierarchy of equations:

@tfk þ 1

2
ðrfk�1 þr�fkþ1Þ

¼ ðP̂k � 1Þfk þ 2

�

X1
q¼�1

�
P̂kJkq � 4

1� 4q2

�
fqfk�q;

(7)

where P̂k ¼
R1
�1 d�P�ð�Þeik� and

Jkq ¼
Z �=2

��=2
d�

��������sin
�

2

��������eiððk=2Þ�qÞ� þ cos
k�

2

�
Z 3�=2

�=2
d�

��������sin
�

2

��������eiððk=2Þ�qÞ�: (8)

To truncate and close this hierarchy, we adopt the fol-
lowing scaling structure, valid near onset of nematic order,
assuming, in a Ginzburg-Landau-like approach [18], small
and slow variations of the density and of the polar and
nematic fields:

�� �0 � 	; ff2k�1; f2kgk	1 � 	k; r� 	; @t � 	:

(9)

Note that the scaling of space and time is in line with the
propagative structure of our system, as seen in the con-
tinuity equation (6), which contains no diffusion term.
The first nontrivial order yielding well-behaved equa-

tions is 	3: keeping only terms up to this order, equations
for fk>4 identically vanish, while those for f3 and f4
provide expressions of these quantities in terms of �, f1,
and f2, which allows us to write the closed equations:

@tf1 ¼ � 1

2
ðr�þr�f2Þ þ 


2
f�2rf2

� ð�� �jf2j2Þf1 þ 
f�1f2; (10)

@tf2 ¼ � 1

2
rf1 þ �

4
r2f2 � �

2
f�1rf2 �

�

2
r�ðf1f2Þ

þ ð�� �jf2j2Þf2 þ!f21 þ �jf1j2f2; (11)

where all coefficients depend only on the noise strength �

(via the P̂k coefficients) and the local density �:
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� ¼
�
136

35�
�þ 1� P̂3

��1
! ¼ 8

�

�
1

6
�

ffiffiffi
2

p � 1

2
P̂2

�

� ¼ 8

�

�
2
ffiffiffi
2

p � 1

3
P̂2 � 7

5

�
�� 1þ P̂2 
 ¼ 8

5�

� ¼ 8

�

�
1

3
� 1

4
P̂1

�
�þ 1� P̂1 � ¼ �

2

�

�
4

5
þ P̂3

�

� ¼ �
8

15

�
19

7
�

ffiffiffi
2

p þ 1

�
P̂2

�

 ¼ �

4

3�

�
P̂1 � 2

7

�

� ¼ �
8

15

�
19

7
�

ffiffiffi
2

p þ 1

�
P̂2

�
� ¼ 


2

�

�
4

5
þ P̂3

�

� ¼ 32

35�

�
1

15
þ P̂4

��
13

9
� 6

ffiffiffi
2

p þ 1

�
P̂2

�

�
�
8

3�

�
31

21
þ P̂4

5

�
�þ 1� P̂4

��1
: (12)

Below, for convenience, we choose the Gaussian noise

distribution P�ð�Þ ¼ 1
�
ffiffiffiffiffi
2�

p exp½� �2

2�2� for which P̂k ¼
exp½� 1

2 k
2�2� [19]. A few remarks are, then, in order.

First, � can change sign and become positive for large
enough �, while � is always positive. The homogeneous
disordered state (f1 ¼ f2 ¼ 0) undergoes an instability to
nematic order when � ¼ 0, defining the basic transition
line �tð�0Þ in the ð�0; �Þ plane [Fig. 1(a)]. Next, � being
positive in the �> 0 region where the disordered solution
is unstable, Eqs. (10) and (11) possess a homogeneous

nematically ordered solution ðf1; f2Þ ¼ ð0; ffiffiffiffiffiffiffiffiffiffi
�=�

p Þ (assum-
ing order along x, so that f2 is real positive) [20]. The
nonlinear terms express the complicated relation between
the polar and nematic fields, which are both slow modes. In
particular, nonlinearities in Eq. (10) do depend on f2 and
prevent the trivial exponential decay of f1, as predicted by

linear theories [17], which would result in active nematic
field equations [9]. On the other hand, the familiar non-
linearities of the Toner-Tu theory for polar systems may
only be recovered if f2 would get enslaved to f1 [12],
which is not possible in a system with nematic interactions
where �> 0.
In the following, we further expand coefficients up to 	3

in �� �0, which amounts to keeping the crucial � depen-
dence in � and � and replacing � by �0 in all other
coefficients. This does not change any of our main results,
but allows us to find exact band solutions (see below).
We have studied the linear stability of the homogeneous

nematic solution with respect to perturbations of an arbitrary
wave vector in the full (�0, �) parameter plane (Fig. 1).
Similar to the polar case with ferromagnetic alignment
[12–14,21], this solution is unstable to long wavelengths in
a regionbordering the basic transition line. Themost unstable
modes in this region are roughly—but not exactly—
transversal to the order of the solution [22]. The homoge-
neous nematic solution becomes linearly stable deeper in the
ordered phase [line�s in Fig. 1(a)], but its stability domain is
limited by another instability region where q¼0 is the most
unstable mode (line �u, which can be shown to be given by

�þ

ffiffiffiffiffiffiffiffiffiffi
�=�

p ���=�¼0). This strong instability, which
occurs at large densities and/orweak noise,maybe anartifact
introduced by our truncation [24].
To go beyond the linear stability analysis of spatially

homogeneous solutions, we performed numerical integra-
tions of Eqs. (6), (10), and (11) in rectangular domains with
periodic boundary conditions of typical linear sizes 50–200
[25]. For parameter values in the instability region of the
nematic homogeneous solution, we observe stationary
asymptotic solutions in which nematic order is confined
to and oriented along a dense band with local density �band

amidst a homogeneous disordered ‘‘gas’’ with �gas such

that �band >�s > �t > �gas [Fig. 2(a)], where �sð�Þ is

given by inverting �sð�0Þ. Varying system size and using
various domain aspect ratios, we find most often a single
band oriented along the shortest dimension of the domain,
which occupies a size-independent fraction� of space. All
these observations are in agreement with the behavior of
the original microscopic model [16].
Band solutions are also present beyond the region of

instability of the homogeneous ordered state. Starting
from, e.g., sufficiently inhomogeneous initial conditions,
we find band solutions both for �0 values larger than �s,
where they coexist with the homogeneous ordered phase,
and below �t, where the disordered homogeneous solution
is linearly stable. Working at fixed �0 varying � for clarity,
we thus find bands in a [�min, �max] interval larger than the
linear-instability interval [�s, �t] (Fig. 3). Along it, the
fraction occupied by the ordered band decreases from
� & 1 near �min to� * 0 near �max. Furthermore, within
a small layer �max <� � �c, the bands are unstable,
giving rise to a chaotic regime where they twist, elongate,
break, and form again, in a manner strikingly similar to

FIG. 1 (color online). (a) Linear stability of homogeneous
solutions in the (�0, �) plane (plotted as a function of �2 to

enhance clarity). The line � ¼ 15�ðP̂2�1Þ
40P̂2ð2

ffiffi
2

p �1Þ�64
, given by� ¼ 0, is

the basic instability line defining �tð�Þ or �tð�0Þ: above it, the
disordered homogeneous solution is linearly stable; below, it

becomes unstable and the ordered solution f2 ¼
ffiffiffiffiffiffiffiffiffiffi
�=�

p
exists.

This solution is unstable between the �t and the �s lines. It is
linearly stable between �s, and �u, which marks the border of a
region where q ¼ 0 is the most unstable mode. The color scale
codes for the angle between the most unstable wave vector and
the direction of nematic order. (b) Largest eigenvalue sþ (when
positive) as a function of �2 for �0 ¼ 1.
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observations made in the original microscopic model
(Figs. 2(b)–2(d), [26]).

Thus the region of linear instability of the homogeneous
ordered solution does not correspond to the existence (and
stability) domain of band solutions, which is wider. In the
original microscopic model, with its built-in fluctuations,
coexistence of band solutions and homogeneous order has
not been reported, but the homogeneous solution was
found metastable near the threshold of emergence of bands
where these appear ‘‘suddenly’’ [16]. At the other end of
the band existence region, no coexistence was reported
between band solutions and the homogeneous disordered
state, suggesting that the latter is always driven to the
former by intrinsic fluctuations. All this suggests that
transitions found in the microscopic model do not corre-
spond to the linear stability limits of homogeneous solu-
tions of our deterministic continuous equations, pointing to
a subcritical bifurcation scenario.

We now derive band solutions analytically. Suppose
that, as observed, f1 ¼ 0 for band solutions and that f2
is real and positive (i.e., nematic order is along x), and
depends only on y. For a stationary solution, Eq. (10) then
yields, after integration over y,

�� f2 � 1

2

f22 ¼ ~�; (13)

where ~� is a constant. This allows us to write Eq. (11),
again looking for stationary solutions, in terms of f2 only:

�

4
@yyf2 ¼ ��0f2ð~�� �t þ f2Þ þ

�
�� 


2
�0
�
f32; (14)

where we have rewritten � ¼ �0ð�� �tÞ, with �0 inde-
pendent of �. Direct integration of Eq. (14) yields, under
the condition limy!
1f2ðyÞ ¼ 0, the following solution

f2ðyÞ ¼ 3ð�t � ~�Þ
1þ a coshð2y ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�0ð�t � ~�Þ=�p Þ ; (15)

where a ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 9bð~�� �tÞ=2�0p

and b ¼ ���0
=2.
The value of ~� can be obtained from the conditionR
L �ðyÞdy ¼ L�0, where L is the size of the box. We can

neglect the exponentially decreasing tails in the integral
and solve the equation

R1
�1½�ðyÞ � ~��dy ¼ Lð�0 � ~�Þ.

Under the assumption L ! 1 we obtain

~� � �t � 2�0

9b
ð1� K1e

�K2LÞ; (16)

where K1 and K2 are positive quantities depending on �
and �0 whose expression we omit for compactness.

Substituting this value in the expression of a gives us a ¼
K1e

�K2L=2, yielding a width of the band proportional to L,
in agreement with observations on the microscopic model.
As L ! 1, the value of ~� converges to the asymptotic
value ~�gas.

To determine the surface fraction � occupied by the
ordered band, we use the relation �ð�band � �gasÞ þ
�gas ¼ �0. Substituting the value of �band obtained from

Eqs. (13) and (15) at y ¼ 0, we find for L ! 1

� ¼ 9b2ð�0 � �tÞ þ 2b�0

2�0ð
�0 þ 3bÞ : (17)

The condition 0<�< 1 yields the lower limit �min

and the upper limit �max of existence of the band solution.

FIG. 2 (color online). Numerically obtained density-segregated
solutions. (a) density and f2 profiles of a stationary banded
solution (f1 ¼ 0 throughout). The fronts linking the disordered
and ordered domains can be perfectly fitted to hyperbolic tangents
(not shown). (� ¼ 0:26, �0 ¼ 1, L¼100) (b, c, d) chaotic band
regime: snapshots of (respectively)�, jf1j, and jf2j. (� ¼ 0:2826,
�0 ¼ 1, L ¼ 200).

FIG. 3 (color online). Analytic band solutions for the slightly
simplified system (see text). (a) (�0, �) parameter plane with
basic instability line �t, stability limit of homogeneous ordered
phase �s, and limits of existence of band solutions �min and
�max. The short-dashed blue and red lines show the �gas and

�band density values of the band solutions for �0 ¼ 1 as a
function of � over their existence range [�min, �max], indicated
by the thin horizontal dashed violet lines. (b) variation with � of
�, the fraction of space occupied by the ordered part of the band
solution, for �0 ¼ 1.
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Its stability will be analyzed in a forthcoming paper [27].
All these results are presented in Fig. 3.

To summarize, using a ‘‘Boltzmann-Ginzburg-Landau’’
controlled expansion scheme, we derived a set of minimal
yet complete nonlinear field equations from the Vicsek
model with nematic alignment studied in Ref. [16]. This
simple setting allowed for a comprehensive analysis of
the linear and nonlinear dynamics of the field equations
obtained because our approach automatically yields a
‘‘meaningful manifold’’ parametrized by global density
and noise strength in the high-dimensional space spanned
by all coefficients of the continuous equations. Excellent
agreement was found (at a qualitative level) with the simu-
lations of the original microscopic model. The banded
solutions were studied analytically. Their existence domain
was found different from the region of linear instability of
the homogeneous ordered phase, stressing the importance
of a nonlinear analysis.Morework, beyond the scope of this
Letter, is needed to obtain a better understanding of the
chaotic regimes observed. To this aim, we plan to study the
linear stability of the band solutions in two dimensions.

Our equations (10) and (11) are simpler than those
written by Baskaran and Marchetti in Refs. [15,17], not
only because our microscopic starting point does not
include positional diffusion of particles. The method used
there seems intrinsically different, yielding more terms,
many with a different structure from ours, while some of
our nonlinear ones do not appear. It is not known yet
whether the equations of Ref. [17] can also account for
the nonlinear phenomena described above. Future work
should explore this point in some detail.

Finally, experiments showed that microtubules displaced
by a ‘‘carpet’’ of dynein motors move collectively and form
large vortical structures [6]. It was shown that a Vicsek
model with nematic alignment, but one in which the micro-
scopic noise is colored, accounts quantitatively for the
observed phenomena. Extending the approach followed
here to this case is the subject of ongoing work.

We thank the Max Planck Institute for the Physics of
Complex Systems, Dresden, for providing the framework
of the Advanced Study Group ‘‘Statistical Physics of
Collective Motion’’ within which much of this work was
conducted. The work of I. S. A. was supported by the U.S.
Department of Energy, Office of Basic Energy Sciences,
Division of Materials Science and Engineering, under
Contract No. DEAC02-06CH11357.
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4.3 numerical simulations 83

4.3 numerical simulations

As the nematic order in this system is perpendicular to the variation
of the nematic order parameter, there is no point in studying this
system in one dimension. Only two dimensional studies are those
performed.

I simulate the equation using the pseudo-spectral code used for all
the other simulations. I typically used a time step of ∆t = 0.05 and a
spatial step of ∆x = 0.25.

At small sizes of the system all the four states reported in the mi-
croscopic simulations where observed as shown on Fig(26). However
we would expect that as the system size is increased the region, in
the noise parameter σ, of the chaotic solution will become smaller
and smaller. This correspond to the case when the critical width of
the band that would be stabilised is fixed. Or for a fixed σ, the width
of the band increase with the system size, thus the chaotic region will
become smaller. However this is not what I have found. While in-
creasing the noise the chaotic region becomes bigger. Moreover, at
lower values of noise, even if the band is never completely destroyed,
the border of the band are always chaotic at large enough size system
sizes as shown on Fig(27).

To better study this effect, we measure the mean difference between
density fields at a time interval τ

〈∆ρ〉τ (t) =
∫ ∫

abs (ρ(x, y, t + τ)− ρ (x, y, t)) dxdy

The time evolution of 〈∆ρ〉τ is studied for various noise parameters
at different system sizes. The simulation is started with the analyti-
cal band solution as obtained in equations(13,15) in the article. This
solution is perturbed with a random conserving noise on the density
of amplitude 1E− 3.

In all cases the mean density is ρ0 = 1. At this density the crit-
ical parameters are the minimum noise for the band σmin ≈ 0.247,
the transition noise σt ≈ 0.277 and the maximum noise for the band
σmax ≈ 0.286. As can be seen on Figures(29,29), the parameter 〈∆ρ〉τ
can have three different behaviors as a function of time. First the
band can decay to a homogeneous solution, which will be isotropic if
the noise is bigger than σt or ordered if the noise is lower than σt. The
second case, observed at high values of noise, is that 〈∆ρ〉τ increases
to some high values, after which it chaotically oscillate around this
value indicating a completely chaotic solution. Finally the last case,
is when 〈∆ρ〉τ increase to lower values indicating a not completely
destructed band solution with oscillating borders. We can see that
in this case at initial times 〈∆ρ〉τ is periodically oscillating, however
at very long times the periodic oscillations always transform into a
chaotic oscillation of the borders. Sometimes the chaotically oscillat-
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Figure 26: The four different phases observed in simulation of hydrody-
namic equations. Compare this image with Fig 25 on page 76.
Obtained for L = 200× 200 , ρ0 = 1 and different noise values.

ing band can transform into a completely chaotic solution at big sizes
of the system as seen on Fig(29).

It is also interesting to investigate if the critical value σt plays any
particular role in the type of the instability, i.e. if for σ > σt the
solution is always completely chaotic and for σ < σt the band always
persist. To this end I simulate a very big system size L = 2000× 2000
at a noise value above σ = 0.278 and below σ = 0.275 the critical
value σt ≈ 0.277. As we see on Fig(30) both solutions transform
into a completely chaotic one. Thus the nature of the instability is
independent of the the “critical” noise value.

As the system size increases we have seen than there is no stable
non homogeneous solutions anymore. Going back to microscopic
simulations, it was found in our group, that for larger system sizes
the bands that at small sizes was supposed to be stable, also exhib-
ited oscillations at the borders. Thus our hydrodynamics equations
are able to predict a behavior not previously found in microscopic
simulations.

4.4 stability of the band solution

4.4.1 Analytical investigation

As we have seen in numerical simulations, the band solution is un-
stable in large enough systems. Depending on the noise value and
system size, the band is completely destroyed for noise near σmax or
is kept alive but have fluctuating borders for σ near σmin. This is due
to the finite size of the instability, which is insufficient to destroy the
band in low noise regimes, where the band is very large.

As we have the analytical form of the band solution we can try to
investigate its linear stability.
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=
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σ
=
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than

σ
t ≈

0.277.
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Figure 30: Study of the time series of 〈∆ρ〉τ at L = 2000× 2000. The dif-
ference between the means is recorded at time interval τ = 100.
We see that both at a noise above and below the transition noise
σt ≈ 0.277 the final obtained solution is the completely chaotic
one.

We start with the generic equations (6,10,11 in the article)

∂tρ = −<(∇∗ f1)

∂t f1 = −1
2
∇ρ− 1

2
∇∗ f2 −

(
α− β| f2|2

)
f1 +

γ

2
f ∗2∇ f2t + ζ f ∗1 f2

∂t f2 = −1
2
∇ f1 +

ν

4
∆ f2 + (µ− ξ| f2|2) f2

−κ

2
f ∗1∇ f2 −

χ

2
∇∗( f1 f2) + ω f 2

1 + τ| f1|2 f2

As in the derivation of the band solution, we will suppose that the
nematic order is oriented along the ~x axis, thus the band solution
will vary along the y direction. We will search for an instability along
the x direction which, if found, is sufficient to prove that the band is
unstable. We thus use the following ansatz

ρ (x, y, t) = ρ (y) + δρ (y) eikx+λt

f (R)
1 (x, y, t) = δp(R) (y) eikx+λt

f (I)
1 (x, y, t) = δp(I) (y) eikx+λt

f (R)
2 (x, y, t) = f (y) + δn(R) (y) eikx+λt

f (I)
2 (x, y, t) = δn(I) (y) eikx+λt

Where ρ (y) and f (y) are the band solutions corresponding to
equations(13,15) in the article. We also expand the coefficient µ =
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µ′ (ρ− ρt). Substituting this ansatz into our equations and limiting
them into first order in perturbations we obtain

λδρ = −(ikδp(R) + ∂yδp(I)) (14)

λδp(R) = −
(
α− β f 2) δp(R) − 1

2
ikδρ− 1

2
(ikδn(R) + ∂yδn(I))

+ζ f δp(R) +
1
2

γ
[

f
(

ikδn(R) − ∂yδn(I)
)
+ δn(I)∂y f

]
λδp(I) = −

(
α− β f 2) δp(I) − 1

2
∂yδρ− 1

2
(ikδn(I) − ∂yδn(R))

−ζ f δp(I) +
1
2

γ
[

f
(

ikδn(I) + ∂yδn(R)
)
+ δn(R)∂y f

]
λδn(R) = (µ′ρt − 3ξ f 2)δn(R) + µ′ρδn(R) + µ′δρ f

−1
2
(ikδp(R) − ∂yδp(I)) +

ν

4
(∂2

yδn(R) − k2δn(R))− χ

2
f (ikδp(R) + ∂yδp(I))

λδn(I) = (µ′ρt − ξ f 2)δn(I) + µ′ρδn(I)

−1
2
(ikδp(I) + ∂yδp(R)) +

ν

4
(∂2

yδn(I) − k2δn(I))− χ

2
f (ikδp(I) − ∂yδp(R))

This set of equations does not have any evident eigenfunctions and
eigenvalues. Thus we will suppose k → 0 and will search for pertur-
bated solutions. For this end we introduce the following ansatz

λ = λ0 + λ1k + λ2k2 + . . .

δρ = δρ0 + δρ1k + δρ2k2 + . . .

δp(R) = δp(R)
0 + δp(R)

1 k + δp(R)
2 k2 + . . .

δp(I) = δp(I)
0 + δp(I)

1 k + δp(I)
2 k2 + . . .

δn(R) = δn(R)
0 + δn(R)

1 k + δn(R)
2 k2 + . . .

δn(I) = v0 + δn(I)
1 k + δn(I)

2 k2 + . . .

Substituting it into our set of equations we obtain at order k = 0

λ0δρ0 = −∂yδp(I)
0 (15)

λ0δp(R)
0 = −

(
α− β f 2) δp(R)

0 +
1
2

∂yδn(I)
0 (16)

+ζ f δp(R)
0 +

1
2

γ
[
− f ∂yδn(I)

0 + δn(I)
0 ∂y f

]
(17)

λ0δp(I)
0 = −

(
α− β f 2) δp(I)

0 −
1
2

∂yδρ0 +
1
2

∂yδn(R)
0 (18)

−ζ f δp(I)
0 +

1
2

γ
[

f ∂yδn(R)
0 + δn(R)

0 ∂y f
]

(19)

λ0δn(R)
0 = (µ′ρt − 3ξ f 2)δn(R)

0 + µ′ρδn(R)
0 + µ′δρ0 f (20)

+
1
2

∂yδp(I)
0 +

ν

4
∂2

yδn(R)
0 − χ

2
f ∂yδp(I)

0 (21)

λ0δn(I)
0 = (µ′ρt − ξ f 2)δn(I)

0 + µ′ρδn(I)
0 (22)

−1
2

∂yδp(R)
0 +

ν

4
∂2

yδn(I)
0 +

χ

2
f ∂yδp(R)

0 (23)
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Setting λ0 = 0, we obtain from the first equation δp(I)
0 = cnst that

we set to zero. The second and the last equations are decoupled from
the other two, we then also set δp(R)

0 = δn(I)
0 = δp(I)

0 = 0. The two
equations left now read

0 = −1
2

∂yδρ0 +
1
2

∂yδn(R)
0 +

1
2

γ
[

f ∂yδn(R)
0 + δn(R)

0 ∂y f
]

(24)

0 = (µ′ρt − 3ξ f 2)δn(R)
0 + µ′ρδn(R)

0 + µ′δρ0 f +
ν

4
∂2

yδn(R)
0 (25)

Comparing the to equations(13,14) in the article we immediately
see that

δρ0 = ∂yρ

δn(R)
0 = ∂y f

At order k=1 we obtain

λ1∂yρ = −∂yδp(I)
1 (26)

0 = −
(
α− β f 2) δp(R)

1 − 1
2

i∂yρ− 1
2
(i∂y f + ∂yδn(I)

1 ) (27)

+ζ f δp(R)
1 +

1
2

γ
[

f
(

i∂y f − ∂yδn(I)
1

)
+ δn(I)

1 ∂y f
]

(28)

0 = −
(
α− β f 2) δp(I)

1 −
1
2

∂yδρ1 −
1
2
(ikδn(I)

1 − ∂yδn(R)
1 )

−ζ f δp(I)
1 +

1
2

γ
[

f
(

iδn(I)
1 + ∂yδn(R)

1

)
+ δn(R)

1 ∂y f
]

(29)

λ1∂y f = (µ′ρt − 3ξ f 2)δn(R)
1 + µ′ρδn(R)

1 + µ′δρ1 f (30)

+
1
2

∂yδp(I)
1 +

ν

4
∂2

yδn(R)
1 − χ

2
f ∂yδp(I)

1 (31)

0 = (µ′ρt − ξ f 2)δn(I)
1 + µ′ρδn(I)

1 (32)

−1
2

∂yδp(R)
1 +

ν

4
∂2

yδn(I)
1 +

χ

2
f ∂yδp(R)

1 (33)

Setting δp(R)
1 = 0, we obtain from the second and the last equation

which are decoupled from the others

0 = −1
2

i∂yρ− 1
2
(i∂y f + ∂yδn(I)

1 )

+
1
2

γ
[

f
(

i∂y f − ∂yδn(I)
1

)
+ δn(I)

1 ∂y f
]

0 = −(µ′ρt + ξ f 2)δn(I)
1 + µ′ρδn(I)

1 +
ν

4
∂2

yδn(I)
1

These two equations admit a solution δn(I)
1 = −2i f . As for the

other three equations, they are the same as the one at order k = 0, we
thus set λ1 = δp(I)

1 = δn(R)
1 = δρ1 = 0 without loss of generality.
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Finally at order k = 2 we obtain

λ2∂yρ = −∂yδp(I)
2

0 = −
(
α− β f 2) δp(R)

2 − 1
2

∂yδn(I)
2

+ζ f δp(R)
2 − 1

2
γ
[

f ∂yδn(I)
2 − δn(I)

2 ∂y f
]

0 = −
(
α− β f 2) δp(I)

2 −
1
2

∂yδρ2 +
1
2

∂yδn(R)
2 − f

−ζ f δp(I)
2 +

1
2

γ
[
2 f 2 + ∂y

(
δn(R)

2 f
)]

λ2∂y f = (µ′ρt − 3ξ f 2)δn(R)
2 + µ′ρδn(R)

2 + µ′δρ2 f

+
1
2

∂yδp(I)
2 +

ν

4
(∂2

yδn(R)
2 − ∂y f )− χ

2
f ∂yδp(I)

2

0 = 0

As the second equation is decoupled from the others, we set δp(R)
2 =

δn(I)
2 = 0. From the first equation we obtain δp(I)

2 = −λ2 (ρ + cnst).
Inserting it into the third equation we obtain

0 =
(
α− β f 2) λ2 (ρ + cnst)− 1

2
∂yδρ2 +

1
2

∂yδn(R)
2 − f

+λ2ζ f (ρ + cnst) +
1
2

γ
[
2 f 2 + ∂y

(
δn(R)

2 f
)]

δρ2 = (1 + γ f ) δn(R)
2 + 2

∫ ∞

−∞
dy
[
λ2
(
α + ζ f − β f 2) (ρ + cnst)− f + γ f 2]

As we want the integral on the r.h.s to be finite, we adjust the inte-
gration constant of δp(I)

2 accordingly δp(I)
2 = −λ2

(
ρ− ρgas

)
. Finally

inserting this relation to the last equation we obtain

λ2

(
∂y f +

1
2
(1− χ f ) ∂yρ

)
+

ν

4
∂y f

− µ′ f 2
∫ ∞

−∞
dy
[
λ2
(
α + ζ f − β f 2) (ρ− ρgas

)
− f + γ f 2]

= (µ′ρt − 3ξ f 2)δn(R)
2 + µ′ρδn(R)

2 + µ′
(

f + γ f 2) δn(R)
2 +

ν

4
∂2

yδn(R)
2

(34)

The homogeneous equation on the r.h.s admits the solution δn(R)
2 =

∂y f . Or it can be wrote in the form Lδn(R)
2 where

L = (µ′ρt − 3ξ f 2) + µ′ρ + µ′
(

f + γ f 2)+ ν

4
∂2

y

We know from math analysis that the operator L is self-adjoint
(see for example ref[25]). In the same way we known that for a lin-
ear inhomogeneous differential equation Lu (x) = v (x), the equation
Lu (x) − λiu (x) = v (x) has a solution if and only if < βi|v >= 0.
Where L is a self-adjoint operator, and βi and λi are respectively the
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eigenfunctions and eigenvalues of this operator. Or we have said that
our homogeneous equation has an eigenfunction β = ∂y f with the
corresponding eigenvalue λ = 0 thus the solvability condition for
equation(34) is given by

∫ ∞

−∞
dy∂y f

[
λ2

(
∂y f +

1
2
(1− χ f ) ∂yρ

)
+

ν

4
∂y f
]
=∫ ∞

−∞
dy∂y f

[
µ′ f 2

∫ ∞

−∞
dy
[
λ2
(
α + ζ f − β f 2) (ρ− ρgas

)
− f + γ f 2]]

(35)

We now use the relation ρ− ρgas =
γ
2 f 2 + f to obtain

∫ ∞

−∞
dy
(
∂y f
)2
[

λ2

(
3
2
+

1
2
(χ + γ) f − χγ f 2

)
+

ν

4

]
=

+ λ22µ′
∫ ∞

−∞
dy∂y f

(
α +

(
ζ + γ

α

2

)
f +

(
ζ

γ

2
− β

)
f 2 − γ

2
β f 3
)

2µ′
∫

dy∂y f
[

f
∫

dy f [γ f − 1]
]

(36)

λ2

∫ ∞

−∞
dy
(
∂y f
)2
[

3
2
+

1
2
(χ + γ) f − χγ f 2

]
− 2λ2µ′

∫ ∞

−∞
dy
(
∂y f
)

f
∫ ∞

−∞
dy f

(
α +

(
ζ + γ

α

2

)
f +

(
ζ

γ

2
− β

)
f 2 − γ

2
β f 3
)

= −
∫ ∞

−∞
dy
(
∂y f
)2 ν

4
+ 2µ′

∫
dy∂y f

[
f
∫

dy f (γ f − 1)
]

(37)

After performing an integration by part this equation simplifies to

λ2

∫ ∞

−∞
dy
(
∂y f
)2
[

3
2
+

1
2
(χ + γ) f − χγ f 2

]
+ λ2µ′

∫ ∞

−∞
dy f 3

(
α +

(
ζ + γ

α

2

)
f +

(
ζ

γ

2
− β

)
f 2 − γ

2
β f 3
)

= −
∫ ∞

−∞
dy
(
∂y f
)2 ν

4
− µ′

∫
dy f 3 (γ f − 1) (38)

This equation has the form λ2A = B, thus the set of equations(14)
is unstable if B/A > 0. The band solution has the form

f (y) =
c

1 + a cosh (by)
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n p0 p1 p2 q0 q1 q2

3 3 0 0 4 2 0

4 11 4 0 12 18 0

5 50 55 0 48 144 18

6 274 607 64 240 1200 450

n r0 r1 r2 s0 s1 s2

0 1 2 0 0 6 0

1 2 13 0 0 24 6

2 6 83 16 0 120 90

Table 1: Coefficients of the integrals(39,40)

where

c =
2µ′

3 (ξ − µ′γ/2)

b =
4µ′

3
√

ν (2ξ − µ′γ)

a =
√

K1e−
K2 L

2

K1 = 4 exp
(
− 2cγ

cγ + 2

)
K2 =

4
9

√
cµ′

3ν

(c + (ρ0 − ρt))

(cγ + 2)

Direct integration give the following relations

∫ ∞

−∞
dy f n =

2cn (−1)n

b (n− 1)! (a2 − 1)n−1√1− a2

b n−1
2 c

∑
i=0

(
pn

i

√
1− a2 + qn

i arctanh
(

a− 1√
1− a2

))
a2i (39)

∫ ∞

−∞
dy
(
∂y f
)2 f n =

2cn+2b (−1)n

(n + 3)! (a2 − 1)n+2√1− a2

d n+2
2 e

∑
i=0

(
rn

i

√
1− a2 + sn

i arctanh
(

a− 1√
1− a2

))
a2i (40)

where the coefficients pn
i , qn

i , rn
i , and sn

i are given in table(1). Note
that the above integral can be expressed in a “compact” form through
the Appell hypergeometric series, which I omit for a easier under-
standing by a non-specialist.

Note that c, b and ν are always positive and that a ∈ ]0 : 1[. We
can numerically prove that λ2 is always positive, i.e that the band
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solution is always unstable. Depending on the characteristic length
of the perturbation and that of the band, either the band is completely
destroyed by the perturbation for noise value near the transition one,
or only the borders of the band are perturbed.

4.5 conclusion

I derived equations that are able to faithfully reproduce the qualita-
tive behavior of the microscopic system. As in the microscopic model,
four different phases are observed; a completely ordered one, a band
phase, a chaotic phase and a completely disordered phase.

I was able to obtain an analytical solution of the band phase. We
was also able to prove that this band solution is always unstable,
which translates into a completely chaotic state near the transition
point and in oscillating border of the band solution at lower noise.
We can note that the oscillations of the borders of the band solution
was not previously found in microscopic simulations. However they
where confirmed latter, for larger system sizes, after the discovery of
the instability of the band solution in the coarse-grained case. The
fact that the band is not completely destroyed by the noise, at lower
noise, confirm the first order type of the phase transition.

Thus our hydrodynamic equations give a faithful representation of
the underlying microscopical model. Derivation of an effective noise
should confirm, or predict, other properties of the polar rods.
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5
A C T I V E - N E M AT I C M O D E L

5.1 introduction to the microscopic model

The last metric model that we consider is a fully nematic case that
was introduced by Chaté et al.[? ]. In this Vicsek like model not
only the interaction is nematic, but also the particle themselves. Once
again N point particles move off-lattice in a 2D space. Each particle
have an orientation θi. As particles are nematic, at each time step they
randomly choose to move in the direction θi or θi + π. The equations
of Vicsek dynamics then become

xt+1
i = xt

i + v0e
(

θt+1
i

)
∆t

θt+1
i = Θ

(
Qt

i
)
+ ξi

Where ξi ∈
[
−η π

2 : η π
2

]
is a delta-correlated white noise whose

amplitude is controlled by the parameter η ∈ [0 : 1] and Θ (Qi) is the
direction of the first eigenvector of the local nematic order parameter

Qi = ∑
j∈R

( 〈
cos2 (θj

)〉
− 1

2

〈
cos

(
θj
)

sin
(
θj
)〉〈

cos
(
θj
)

sin
(
θj
)〉 〈

sin2 (θj
)〉
− 1

2

)

where the summation is taken on particles within the interaction ra-
dius R of the particle i.

The authors measured the global nematic order parameter 〈S〉 for
different values of noise η. Varying η from 0 to 1 it was discovered
that the order parameter undergoes a continuous Kosterlitz-Thouless
like transition from a disordered to an ordered system. The order
is only quasi-long-range like in equilibrium systems. However the
quasi-long-range order phase exhibits the non-equilibrium proper-
ties of giant density fluctuations like predicted by Ramaswamy and
coworkers[30]. The observed power law behavior is ∆n ∼ 〈n〉1, which
is higher than the equilibrium exponent of 1/2 and the one for polar
particles of 0.8. These giant fluctuations imply that the density and
the nematic fields are coupled together, in contrast to the equilibrium
systems where such coupling is absent.

The quasi-ordered phase is characterized by an ordered band along
which nematic order exist. These bands are not evolve bending, merg-
ing and dissolving. The characteristic evolution time of a band in-
crease with the system size. However typically only one band is ob-
served in the system independent of it’s size like in the mixed polar-
nematic case and contrary to the many polar solitons observed in the
classical Vicsek model. Newer insights in our group suggests that the
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observed instabilities of the band have a chaotic nature. And while
the evolution time of the instabilities of the band increase with the
system size, the statistical importance of such events also increase,
suggesting that the band state could be completely chaotic.

In summary, in the hydrodynamic equation we can study and con-
firm

1. Three different states, a completely disordered one, a state with
a single nematic band which is probably unstable and/or chaotic
and a quasi-long-range order state.

2. A continuous transition between the disordered and the ordered
state.

3. Giant number fluctuations with an exponent of one.

Once again, as we don’t deal with the Langevin equations in this
thesis, the last question will not be treated.

5.2 derivation of hydrodynamic equations

Next follows an article that includes; the derivation of the hydrody-
namic equations, some study of the obtained equations and an insight
on derivation of Langevin equations.
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are shown to recover the key terms argued in Ramaswamy et al (2003 Europhys.
Lett. 62 196) to be at the origin of anomalous number fluctuations and long-range
correlations. Their deterministic part is studied analytically, and is shown to give
rise to the long-wavelength instability at onset of nematic order (see Shi X and
Ma Y 2010 arXiv:1011.5408). The corresponding nonlinear density-segregated
band solution is given in a closed form.
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1. Introduction

The study of collective properties of systems of interacting active particles [1–3] is currently
attracting a great deal of interest. In active matter, particles extract energy from their surrounding
and dissipate it to propel themselves in some coherent way in a viscous fluid and/or over
a dissipative substrate. In this last case, or whenever hydrodynamic effects can be neglected,
physicists speak of ‘dry active matter’ [3]. Systems as diverse as animal flocks [4–6], human
crowds [7, 8], subcellular proteins [9], bacterial colonies [10] and driven granular matter [11–13]
have been described in this framework.

In the context of dry active matter, there is now some consensus in the physics community
that minimal models such as the celebrated Vicsek model [14, 15] play a crucial role, since
they stand as simple representatives of universality classes which have started to emerge from
a combination of numerical and theoretical results: for instance, many different microscopic
(particle) models have been shown to exhibit the same collective properties as the Vicsek model,
and the continuous equation proposed by Toner and Tu [16] is widely believed to account for its

New Journal of Physics 15 (2013) 085032 (http://www.njp.org/)
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collective properties. Such hydrodynamic theories formulated at the mesoscopic level through
stochastic partial differential equations (PDEs) are the natural framework to characterize and
define universality classes.

In early approaches these mesoscopic theories have been built on the principle of including
all that is not explicitly forbidden, retaining all leading terms (in a gradient expansion sense)
allowed by symmetries and conservation laws [16, 17]. This grants access to the general
structure of these equations and has been successful in describing relevant features of active
matter systems such as their anomalously large number density fluctuations [12, 13, 16, 18].
Despite the attractions of a gradient expansion, it typically contains many transport coefficients
of unknown dependence on microscopic control parameters and hydrodynamic fields such
as local density. Moreover, the dependence of the noise terms on the dynamical fields in
such equations remains arbitrary, and frequently neglected, whereas it could have profound
consequences for important phenomena such as spontaneous segregation, clustering and
interface dynamics.

Ideally, thus, one would be able to derive well-behaved mesoscopic theories using
a systematic procedure starting from a given microscopic model. Kinetic-theory-like
approaches [19–23] go one step toward this goal, by allowing one to compute hydrodynamic
transport coefficients and nonlinear terms. One of the most successful versions is arguably the
‘Boltzmann–Ginzburg–Landau’ (BGL) framework recently put forward by some of us [24, 25],
where, in the spirit of weakly nonlinear analysis, one performs well-controlled expansions in
the vicinity of ordering transitions. Kinetic approaches alone thus yield good deterministic
‘mean-field’ equations but one still needs to ‘reintroduce’ fluctuations in order to get bona fide
mesoscopic descriptions.

In this work, we show how this complete program can be achieved for the case of active
nematics, i.e. systems where particles are energized individually but not really self-propelled,
moving along the axis of the nematic degree of freedom they carry, with equal probability
forward or back (think of shaken apolar rods aligning by inelastic collisions [12]). Starting
from the Vicsek-style model for active nematics introduced in [26], we formulate a version
of the BGL scheme mentioned above adapted to problems dominated by diffusion, derive
the corresponding hydrodynamic equations and study their homogeneous and inhomogeneous
solutions. In a last section, we show how these equations can be complemented by appropriate
noise terms using a direct coarse-graining approach.

2. Kinetic approach

2.1. Microscopic dynamics

We consider the microscopic model for active nematics of [26] in two space dimensions.
This Vicsek-style model can be thought of as a minimal model for a single layer of vibrated
granular rods [12] although it does not deal explicitly with any volume exclusion forces. Here,
rather, pointwise particles j = 1, . . . , N are characterized by their position xt

j and an axial
direction θ t

j ∈ [−π/2, π/2]. They interact synchronously with all neighboring particles situated
within distance r0 in a characteristic driven-overdamped dynamics implemented at discrete
timesteps 1t :

θ t+1t
j =

1

2
Arg

∑
k∈V j

ei2θ t
k

+ψ t
j , (1)

New Journal of Physics 15 (2013) 085032 (http://www.njp.org/)
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xt+1t
j = xt

j + d0 κ
t
j n̂t

j , (2)

where V j is the neighborhood of particle j , d0 < r0 is the elementary displacement, n̂t
j ≡

(cos θ t
j , sin θ t

j)
T is the nematic director and ψ and κ are two white noises: the random angle

ψ t
j , familiar of Vicsek-style models, is drawn from a symmetric distribution P̃η(ψ) of variance

η2, and the zero average bimodal noise κ t
j =±1 determines the actual orientation of motion.

Both noises are delta correlated, namely 〈κ t
jκ

t ′
k 〉 ∼ 〈ψ

t
jψ

t ′
k 〉 ∼ δt t ′δ j k . Note that the factor 2 in

the exponential terms of equation (1) implements an alignment interaction which fulfills the
nematic symmetry θ→ θ +π . In other words, particles align their axial direction but do not
carry any polar orientation.

In the following, we adopt the convention [n̂n̂]αβ ≡ n̂αn̂β and label coordinates by greek
indices, α, β, . . .= 1, 2, summing over repeated indices.

2.2. Timescales and lengthscales

We consider low density systems in which particles, at a given time, are either non-interacting
or involved in a binary interaction. In this dilute limit we can neglect interactions between more
than two particles. We also treat interactions as collision-like events, with the mean intercollision
time

τfree ≈
τd

d2
0 ρ0

, (3)

where ρ0 is the global particle density and τd is the shortest microscopic timescale of the
dynamics, associated to the inversion of the rods direction of motion τd ∼1t . This intercollision
time is much larger than the collision timescale

τcoll ≈ τd

(
r0

d0

)2

. (4)

For driven granular rods, τd may be thought of as the inverse of the shaking frequency, and for
typical parameters it is much smaller than both the collision (τcoll) and the mean intercollision
(τfree) timescales; at low enough densities τd� τcoll� τfree. Note that the timescales (4)–(3) are
different from the ones characteristic of ballistic dynamics [20].

To develop a kinetic approach we consider a mesoscopic timescale τB such that τcoll�

τB� τfree. As a consequence, we will treat the inversion of the direction of motion as a noisy
term through Itô stochastic calculus [27]. We also consider a mesoscopic coarse-graining
lengthscale `B which, while being much smaller than the system size L , is larger than the
microscopic scales, such as the step-size d0, the mean interparticle distance ρ−1/2

0 and the
interaction range r0. To summarize, in a dilute system one has

τd� τd

(
r0

d0

)2

� τB�
τd

d2
0ρ0

(5)

and

d0 < r0�
1
√
ρ0
� `B� L , (6)

where we have made explicit the condition that the typical coarse-graining lengthscale `B is
such that many particles are contained in a box of linear size `B, that is ρ0`

2
B� 1.

New Journal of Physics 15 (2013) 085032 (http://www.njp.org/)
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2.3. Master equation

We now write down a Boltzmann-like master equation in terms of the single particle probability
distribution f (x, θ, t), with −π

2 < θ6
π

2 , evolving over the timescale 1t ≈ τB. The minimal
spatial resolution is such that many particles are contained in a spatial volume d2x centered
around the position x. Moreover, we consider a dilute system, so that interactions (collisions)
between particles are sufficiently rare to justify (i) binary interactions (as explained above,
particles then either self-diffuse or experience noisy binary, collision-like interactions), (ii)
decorrelation of the orientation between successive binary collisions of the same pair of
particles, that is f2(x, θ1, θ2, t)≈ f (x, θ1, t) f (x, θ2, t).

We first omit collisions and angular diffusion, only considering equation (2) to get

f (x, θ, t +1t)= 1
2 [ f (x + n̂(θ)d0, θ, t)+ f (x− n̂(θ)d0, θ, t)], (7)

where we have considered that a particle moves along one of the two orientations of n̂ with
equal probability. On the mesoscopic timescale τB� τd ∼1t , Itô calculus [27] to second order
gives

∂t f (x, θ, t)= D0∂α∂β[n̂α(θ)n̂β(θ) f (x, θ, t)], (8)

where

D0 =
d2

0

2τd
(9)

is the microscopic diffusion parameter.
To account for angular diffusion and binary collisions, the appropriate integrals need to be

added to the right-hand side of equation (8):

∂t f (x, θ, t)= D0 ∂α∂β[n̂α(θ)n̂β(θ) f (x, θ, t)] + Idiff[ f ] + Icoll[ f, f ]. (10)

The diffusion integral describes self-diffusion which takes place at a rate λ≈ 1/τd

Idiff[ f ]=−λ f (θ)+ λ
∫ π/2

−π/2
dθ ′ f (θ ′)

∫
∞

−∞

dζ P(ζ ) δπ(θ
′
− θ + ζ ), (11)

where we used the simplified notation f (θ)≡ f (x, θ, t), δπ is a generalized Dirac delta
imposing that the argument is equal to zero modulo π and P(ζ ) is a symmetric noise distribution
of variance σ 2, corresponding to the effective noise arising at the timescale τB from the sum of
the microscopic stochastic contributions to angular dynamics.

Binary collisions are described by

Icoll[ f, f ]= − f (θ)
∫ π/2

−π/2
dθ ′ f (θ ′)K (θ, θ ′)

+
∫ π/2

−π/2
dθ1

∫ π/2

−π/2
dθ2 f (θ1)K (θ1, θ2) f (θ2)

∫
∞

−∞

dζ P(ζ ) δπ(9(θ1, θ2)−θ+ζ ), (12)

where, for the sake of simplicity, we have used the same noise distribution P(ζ ) as in the
self-diffusion integral, and the out-coming angle 9 from deterministic binary collisions is, for
−
π

2 < θ1, θ2 6
π

2 ,

9(θ1, θ2)=
1
2(θ1 + θ2)+ h(θ1− θ2) with h(θ)=


0 if |θ |6

π

2
,

π

2
if
π

2
< |θ |6 π.

(13)
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Note that the role of the function h(θ) is to ensure that 9(θ1, θ2) is π -periodic with respect
to θ1 and θ2 independently, as dictated by the nematic symmetry of the system. The collision
kernel K (θ1, θ2), i.e. the number of collisions per unit time and volume, is calculated as follows,
modifying the standard collision kernel of kinetic theory to take into account the fact that
active nematic particles can move either along n̂ or −n̂ [19, 20, 28]. Consider two particles
with nematic axis n̂(θ) and n̂(θ ′) located in the volume d2x centered around position x. In the
reference frame of the first particle the second one diffuses either along the |n̂(θ)− n̂(θ ′)| or the
|n̂(θ)+ n̂(θ ′)| nematic axis. In unit time, taking into account the characteristic timescales τd and
step-size d0 of its motion, it sweeps a surface (its cross section, which is conserved going back
to the lab reference frame) equal to

K (θ, θ ′)=
r0d0

τd
[|n̂(θ)− n̂(θ ′)|+ |n̂(θ)+ n̂(θ ′)|]

= 2α0

[∣∣∣∣sin
θ − θ ′

2

∣∣∣∣+

∣∣∣∣cos
θ − θ ′

2

∣∣∣∣] , (14)

where we have introduced the microscopic collision parameter

α0 =
r0d0

τd
. (15)

Note that K (θ, θ ′)≡ K̃ (θ − θ ′) is an even function of the difference (θ − θ ′), and fulfills the
nematic symmetry, being invariant under rotation of either angle by π .

Before proceeding to derive hydrodynamic equations, we simplify all notations by
rescaling time t̃ = λt = t/τd and space x̃ =

√
2

d0
x . As in [24, 25] we also set the collision surface

S = 2r0d0 to 1 by a global rescaling of the one-particle probability density f , without loss
of generality. This amounts to set λ= 1, D0 = 1 and 2α0 = 1, so that, dropping the tildes,
our Boltzmann-like master equation now depends only on the global density ρ0 and the noise
intensity σ .

2.4. Hydrodynamic description

In two spatial dimensions, hydrodynamic fields can be obtained by expanding the single particle
probability density f in Fourier series of its angular variable θ ∈ [−π/2, π/2]:10

f (x, θ, t)=
1

π

k=∞∑
k=−∞

f̂ k(x, t) e−i2kθ (16)

and

f̂ k(x, t)=
∫ π/2

−π/2
dθ f (x, θ, t) ei2kθ . (17)

The number density and the density-weighted nematic tensor field w≡ ρQ are then given by

ρ(x, t)=
∫ π/2

−π/2
dθ f (x, θ, t)= f̂ 0(x, t) (18)

10 These k-modes are equivalent to even harmonics if one would define particles orientation in [−π, π] in spite of
the symmetry under rotations by π (with odd ones being zero by symmetry).
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and

w11(x, t)=−w22(x, t)=
1

2

∫ π/2

−π/2
dθ f (x, θ, t) cos(2θ)=

1

2
Re f̂ 1(x, t), (19)

w12(x, t)= w21(x, t)=
1

2

∫ π/2

−π/2
dθ f (x, θ, t) sin(2θ)=

1

2
Im f̂ 1(x, t). (20)

Note that when Im f̂ 1 = 0 the nematic field is aligned either along the x (Re f̂ 1 > 0) or the y
(Re f̂ 1 < 0) axis.

Injecting the Fourier expansion (16) in the master equation (10), one gets, after some
lengthy calculations detailed in appendix A, the infinite hierarchy:

∂t f̂ k(x, t)=
1

2
1 f̂ k(x, t)+

1

4
(∇∗2 f̂ k+1 +∇2 f̂ k−1)+ [P̂k − 1] f̂ k(x, t)

+
1

π

∑
q

f̂ q(x, t) f̂ k−q(x, t)

[
P̂k Ĵk,q −

4

1− 16q2

]
, (21)

where P̂k is the Fourier transform of the noise distribution P(ζ ) (namely, P̂k =∫
∞

−∞
dζ P(ζ ) ei2kζ ) and

Ĵk,q = 4
1 + 2
√

2(2q − k)(−1)q sin
(

kπ
2

)
1− 4(2q − k)2

(22)

and we have introduced the following ‘complex’ operators

∇ ≡ ∂x + i∂y,

∇
∗
≡ ∂x − i∂y,

1 ≡∇∇
∗,

∇
2
≡∇∇,

∇
∗2
≡∇

∗
∇
∗.

The equation at order k = 0 is thus expressed in the simple form

∂tρ =
1
21ρ + 1

2Re(∇∗2 f̂ 1) (23)

and is nothing but the continuity equation for diffusive active matter with local anisotropy
characterized by f̂ 1.

Equation (21) possesses a trivial, isotropic and homogeneous solution: ρ(x, t)≡ f̂ 0(x, t)=
ρ0 and f̂ k(x, t)= 0 for |k|> 0. We are interested in a nematically ordered homogeneous
solution which could eventually arise following some instability of the isotropic solution above.
In analogy to the scaling ansatz used for polar particles [20, 25], the interaction term in
equation (21) suggests a simple scaling ansatz to close the infinite hierarchy of equations on
f̂ k(x, t). Near an instability threshold with continuous onset, Fourier coefficients should scale as
f̂ k(x, t)∼ ε|k| where ε is a small parameter characterizing the distance to threshold. Moreover,
the curvature induced current (last term of (23)) also induces an order ε variation in the density
field, ρ(x, t)− ρ0 ∼ ε. Then, assuming spatial derivatives to be of order ε, the request that all
terms in equation (23) are of the same order also fixes the diffusive structure of the scaling of
time and spatial gradients: ∂t ∼∇

2
∼1∼ ε2.
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Using the above scaling ansatz, we proceed by discarding all terms appearing in (21) of
order higher than ε3. For k = 1, 2 we get

∂t f̂ 1 =
1
21 f̂ 1 + 1

4∇
2ρ + a1(ρ) f̂ 1 + b1 f̂ ∗1 f̂ 2 (24)

and

0= 1
4∇

2 f̂ 1− a2(ρ) f̂ 2 + b2 f̂ 2
1, (25)

where the coefficients are

a1(ρ)=
8

3π

[
(2
√

2− 1)P̂1−
7

5

]
ρ− (1− P̂1), (26)

b1 =
8

315π
[13− 9P̂1(1 + 6

√
2)], (27)

a2(ρ)= (1− P̂2)+
8

3π

(
P̂2

5
+

31

21

)
ρ (28)

and

b2 =
4

π

(
1

15
+ P̂2

)
. (29)

Equation (25) shows that at this order f̂ 2 is enslaved to f̂ 1 (given that a2 > 0) and, further,

a2(ρ0) f̂ 2 ≈
1
4∇

2 f̂ 1 + b2 f̂ 2
1, (30)

where the coefficient a2 is evaluated at the mean density ρ0, since the δρ = ρ− ρ0 corrections
are of higher order. By substituting equations (25) into (24) one finally gets, neglecting the term
f̂ ∗1∇

2 f̂ 1 ∼ ε
4,

∂t f̂ 1 = (µ− ξ | f̂ 1|
2) f̂ 1 + 1

4∇
2ρ + 1

21 f̂ 1, (31)

where we have introduced the transport coefficients

µ=
8

3π

[
(2
√

2− 1)P̂1−
7

5

]
ρ− (1− P̂1), (32)

ξ =
32ν

35π2

[
1

15
+ P̂2

] [
(1 + 6

√
2)P̂1−

13

9

]
(33)

with ν =

[
8

3π

(
31

21
+

P̂2

5

)
ρ0 + (1− P̂2)

]−1

. (34)

Note that the coefficient ξ is only a function of the average density ρ0, as space and time
dependent corrections are of order ε4. Note also that the coefficients µ and ξ are exactly the
same as those found for the nematic field equation of nematically aligning polar particles [25]11.

11 Note that in [25], the equations obtained are not entirely correct: (i) there is a sign error and a misplaced factor
π in the expression of ξ ; (ii) the term ν

4∇
2 f2 should read ν

41 f2, where 1 is the Laplacian. In addition, let us

emphasize that the Fourier coefficients P̂k have a different definition in [25], due to the absence of global nematic
symmetry: P̂k here corresponds to P̂2k in [25], leading to (only apparent) differences.
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Equations (23) and (31) can be expressed in tensorial notation. To this aim, we introduce
the linear differential operator Γ, such that 011 =−022 ≡ ∂1∂1− ∂2∂2 and 012 = 021 ≡ 2∂1∂2,
and the Frobenius inner product A:B= AαβBαβ (note that w:w= ||w||2 and Γ:w= 2∂α∂βwαβ).
After some manipulation of the terms and the use of equations (19) and (20), we obtain the
hydrodynamic equations for the density and nematic field

∂tρ =
1
21ρ + 1

2(0:w), (35)

∂tw= µw− 2ξ w (w:w)+ 1
21w + 1

80ρ. (36)

Although the tensorial notation might be more familiar to some readers, it is in fact
easier here to continue manipulating the complex field f̂ 1 and the complex operators defined
above. Moreover, in the following we drop the ‘ ˆ ’ superscript to ease notations. Note also that
equations (35) and (36) were also derived from an apolar Vicsek-style model in [29].

The parameter-free character of the Laplacian term in (36) means, consistently with our
expansion in ε, that the nematic phase of our system will be characterized by a single Frank
constant [30]. The nonlinearities studied in [31] are therefore also absent to this order. The last
term in equation (23) (or equation (35)), i.e. 1

2Re
(
∇

2 f1

)
(or 1

2(0 : w)), is a curvature induced
current which couples the density and the nematic field. While its existence was first deduced
from general principles [17], here we have computed it directly from microscopic dynamics.
Our calculations also give an exact expression for the corresponding transport coefficient, which
is equal to the diffusive one (in equation (23) or (35)), here set to 1/2 by our rescaling. In
appendix B, we show explicitly that this curvature-induced current originates from the coupling
of orientation with motility.

We note finally that equations (35) and (36) are similar to those found by Baskaran and
Marchetti [22] but simpler, largely due to our simpler starting point.

2.5. Homogeneous solutions

From now on, we use for P(ζ ) a centered Gaussian distribution of variance σ 2, in which case
P̂k = e−2k2σ 2

. The linear stability with respect to homogeneous perturbations of the disordered
solution ρ(x, t)= ρ0, f̂ 1(x, t)= 0 is given by the sign of µ(ρ0)which yields the basic transition
line

σt =

√√√√1

2
ln

[
5

8(2
√

2− 1)ρ0 + 3π

56ρ0 + 15π

]
. (37)

Note that in the dilute limit ρ0� 1, where the equations have been derived, one has σt ∼
√
ρ0.

For σ < σt, µ > 0, and the homogeneous nematically ordered solution

| f1| =

√
µ

ξ
(38)

exists and is stable w.r.t. homogeneous perturbations. The critical line is shown in figure 1(a)
(black solid line). Note that for σ < σt, all transport coefficients (32)–(34) are positive. This will
be useful in the rest of the paper.
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Figure 1. (a) Basic stability diagram. The line σt (solid, black) marks the linear
instability of the disordered homogeneous solution. The ordered homogeneous
solution is linearly unstable to large wavelengths between the σt and σs (dotted,
purple) lines, and linearly stable below the σs line. The σmin and σmax lines mark
the domain of existence of the band solution (62). (b) Density and order profile
of the band solution for ρ0 = 1, σ = 0.265, L = 1000; note that the lower and
upper levels (ρgas and ρband) are respectively lower than ρt and higher than ρs,
i.e. such that the corresponding homogeneous solution are lineally stable. (c)
Properties of the band solutions for ρ0 = 1: left: values of ρgas (long dash, dark
blue line) and ρband (dashed, red line) as σ varies between σmin and σmax; right:
corresponding variation of the surface fraction ω.
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3. Linear stability analysis

We now study the linear stability of the above homogeneous solutions w.r.t. to arbitrary
perturbations. Linearizing equations (23) and (31) around a homogeneous solution, f1 = f1,0 +
δ f1 and ρ = ρ0 + δρ, one has

∂tδρ =
1
21δρ + 1

2Re(∇∗2δ f1), (39)

∂tδ f1 = (µ0− ξ | f1,0|
2)δ f1 +µ′ f1,0 δρ− 2ξ f1,0 Re( f ∗1,0 δ f1)+ 1

4∇
2δρ + 1

21δ f1, (40)

where µ0 ≡ µ(ρ0) and µ′ is the derivative of µ w.r.t. ρ. We then introduce the real and
imaginary parts of the order parameter perturbation, δ f1 = δ f (R)1 + iδ f (I)1 , and express the spatial
dependence of all perturbation fields in Fourier space, with a wavevector q= (qx , qy), by
introducing the ansatz

δρ(x, t)= δρq est+iqr, (41)

δ f (R)1 (x, t)= δ f (R)1,q est+iqr, δ f (I)1 (x, t)= δ f (I)1,q est+iqr. (42)

The stability of the stationary solution f1,0 is then ruled by the real part of the growth rate s.

3.1. Stability of the disordered isotropic solution

We first study the stability of the disordered solution f1,0 = 0, in the case µ0 < 0. Substituting
equations (41), (42) in equations (39), (40), one has

s δρq = −
q2

2
δρq−

1

2
(q2

x − q2
y)δ f (R)1,q − qxqyδ f (I)1,q,

s δ f (R)1,q = −
1

4
(q2

x − q2
y)δρq +

(
µ0−

q2

2

)
δ f (R)1,q , (43)

s δ f (I)1,q = −
1

2
qxqy δρq +

(
µ0−

q2

2

)
δ f (I)1,q,

where q2
= q2

x + q2
y . All directions of the wavevector q being equivalent, we choose for

simplicity qx = q and qy = 0. From equation (43), one then sees that the component δ f (I)1,q

becomes independent from δρq and δ f (R)1,q , yielding the negative eigenvalue s = µ0−
q2

2 . The
eigenvalues of the remaining 2× 2 block of the stability matrix are solutions of the second
order polynomial

s2 + s[q2
−µ0] +

q2

2

[
q2

4
−µ0

]
≡ s2 +β1 s +β0 = 0. (44)

In the disordered state µ0 < 0, so that β1 and β2 are positive and one always has Re (s) < 0.
Therefore, the homogeneous disordered solution is stable w.r.t. to all perturbations if µ0 < 0,
i.e. σ > σt.
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3.2. Stability of the ordered solution

To study the stability of the anisotropic ordered solution, it is convenient to choose a reference
frame in which order is along one of the axes:

Re( f1,0)=±

√
µ0

ξ
, Im( f1,0)= 0. (45)

This solution is aligned along x , if f1,0 is positive, or along y if negative. For simplicity we will
concentrate further on the case f1,0 > 0, i.e. on the nematic solution aligned along the x-axis.
The real part δ f (R)1 of the nematic field perturbation describes changes in the modulus | f1,0|, and
the imaginary part δ f (I)1 describes perturbations perpendicular to the nematic orientation. The
ansatz (41), (42) then yields the three coupled linear equations

s δρq = −
q2

2
δρq−

1

2
(q2

x − q2
y)δ f (R)1,q − qxqy δ f (I)1,q,

s δ f (R)1,q =

[
µ′ f1,0−

1

4
(q2

x − q2
y)

]
δρq−

[
2µ0 +

q2

2

]
δ f (R)1,q , (46)

s δ f (I)1,q = −
1

2
qxqy δρq−

q2

2
δ f (I)1,q.

We performed a full numerical stability analysis of these equations. The results are presented
in figure 1. The transition to the homogeneous solution is given by the line σt. This solution is
unstable to finite wavelength transversal perturbations of angle |θ |> π

4 between the lines σt and
σs (dotted purple line in figure 1), but is stable deeper in the ordered phase.

Two remarks are in order. Firstly, the angle of the most unstable mode is here always
perfectly π

2 . It is thus possible to obtain the ‘restabilization’ line σs analytically as shown below.
Secondly, there is no spurious instability at low noise and/or high density (although we have
found that such an instability appears if the truncation of the equations is made to the fourth
order).

To obtain the analytic expression of the line σs, we write the wavevector in terms of its
modulus q and its angle θq, so that q2

x − q2
y = q2cos 2θq and 2qxqy = q2sin 2θq. We can then

analyze equations (46) in the longitudinal and perpendicular wavedirections θq = 0,±π

2 , where
the imaginary perturbation δ f (I)1,q decouples from the other two. The latter is stable toward
long-wavelength perturbations, since the corresponding eigenvalue s =−q2/2 is negative. The
stability toward density and real perturbations depends on a 2× 2 matrix which yields the
quadratic eigenvalue equation

s2 + [2µ0 + q2]s +

[(
±µ′ f1,0

2
+µ0

)
q2 +

q4

8

]
= 0 (47)

whose solutions are

s =
1

2

[
−2µ0− q2

±

√
4µ2

0∓ 2µ′ f1,0q2 +
q4

2

]
. (48)

The sign ± in front of the µ′ f1,0 term in equation (47) corresponds to the case θq = 0 (positive
sign) and θq =

π

2 (negative sign) respectively. Note that µ′ is strictly positive, as typical for
all active matter system with metric interactions, where the interaction rate grows with local
density. Also µ0 is positive and of order ε2 (see equation (45)). It it thus easy to see that in
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the case of large q, <[s]6 0. For small values of q, we perform an expansion to order q2 of
the largest growth rate s+, obtained by taking the positive sign in front of the square root in
equation (48), leading to

s+ =
q2

2

[
∓
µ′

2µ0
f1,0− 1

]
. (49)

We can then conclude that for longitudinal perturbations (θq = 0, negative sign in front of µ′),
the homogenous solution is stable confirming the results of numerical analysis. In the case of
transversal perturbations (θq =±π/2), the stability condition is given by

µ0 >
µ′2

4ξ
(50)

meaning that close to the instability threshold of the disordered solution, when µ0 is positive but
small, the state of homogeneous order is unstable with respect to long-wavelength perturbations.
This instability was first identified in a kinetic-equation analysis by Shi and Ma [23]. Note that
condition (50) is valid up to the third order in ε (or, equivalently, in the order parameter ||w||).
It yields the stability line

ρs =
4µ2−µ

′2ξ2

µ′2ξ1− 4µ′
, (51)

where µ2 = µ(ρ = 0), ξ1 = (1/ξ)′ and ξ2 = (1/ξ(ρ0 = 0)). We do not provide here the explicit
analytical expression for σs because this requires solving a sixth order polynomial.

We remark that the near-threshold instability discussed above is rather generic and appears
in ‘dry’ active matter systems with metric interactions, as opposed to systems with metric-
free ones, where the interaction rate is density-independent, and µ′ = 0 [24, 32, 33]. In this
case (topological active nematics), stability would be enforced by the positive higher order
corrections µ0q2 which dominates arbitrarily close to threshold.

4. Inhomogeneous solution

We now show how a spatially inhomogeneous stationary ‘band’ solution to our hydrodynamic
equations can be found. First we remark that our equation for the nematic field, equation (31),
is formally the same as that derived in [25] for polar particles with nematic alignment when
the polar field is set to zero, as it is imposed here by the complete nematic symmetry of our
system. We thus expect an ordered band solution made of two fronts connecting a linearly
stable homogeneous disordered state (ρ = ρgas < ρt) and a linearly stable homogeneous ordered
state (ρ = ρband > ρs) (see figure 1). Following [25], we rewrite

µ(ρ)= µ′(ρ− ρt) (52)

with ρt = (1− P̂1)/µ
′, suppose that the nematic field is aligned along one of the axes and varies

only along y. In other words

Re ( f1)= f1(y), Im ( f1)= 0, ρ = ρ(y). (53)

Equation (35) then becomes

∂2
yρ = ∂

2
y f1 (54)
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which can be integrated to give

ρ = f1 + Ay + ρgas, (55)

where A and ρgas are integration constants. Furthermore, to keep the fields finite for |y| →∞,
one has A = 0. By substituting equations (54) and (55) into equation (31) one gets

∂yy f1 =−4µ′(ρgas− ρt) f1− 4µ′ f 2
1 + 4ξ f 3

1 . (56)

We multiply equation (56) by ∂y f1 and integrate it once to obtain

1

2
(∂y f1)

2
=−2µ′(ρgas− ρt) f 2

1 −
4

3
µ′ f 3

1 + ξ f 4
1 . (57)

Separating the variables we obtain∫
dy =±

∫
d f1√

−4µ′(ρgas− ρt) f 2
1 −

8
3µ
′ f 3

1 + 2ξ f 4
1

. (58)

Integration of this equation under the condition limy→±∞ f1(y)= 0 gives after simplifications

f1 (y)=
3(ρt− ρgas)

1 + a cosh
(
2y
√
µ′(ρt− ρgas)

) , (59)

where a =
√

1− 9ξ
2µ′ (ρt− ρgas). We still need to obtain the value of ρgas which is fixed by

the condition
∫

L ρ(y) dy = ρ0L , where L is the length of the box. In the integral on the lhs
we can neglect the exponentially decaying tails and integrate instead on the infinite domain.
Furthermore, in the limit L→∞ we can neglect the exponentially weak dependence of ρgas on
L everywhere except the a term. We then obtain

ρgas ≈ ρt−
2µ′

9ξ

(
1− 4 e−K L

)
, (60)

K =
2
√

2µ′

9
√
ξ

(
1 +

9ξ

2µ′
(ρ0− ρt)

)
. (61)

Substituting it back into equation (59) we get, under the assumption L→∞:

f1 (y)=
f band
1(

1 + 2 e−
K L
2 cosh

(
y 2
√

2µ′

3
√
ξ

)) where f band
1 =

2µ′

3ξ
(62)

and we finally obtain the ordered solution density

ρband = f band
1 + ρgas = ρt +

4µ′

9ξ

(
1 + 2 e−K L

)
(63)

with, as expected, ρband > ρt > ρgas, which guarantees the stability of both the ordered and
disordered parts of the solution. Note that since f band

1 > 0 the nematic order is parallel to the x
direction (i.e. along the band orientation). This is the opposite of what happens in the Vicsek
model, where bands extend transversally with respect to their polarization [15].

We can introduce the band fraction � which indicates the fraction of the box occupied
by the band. If we suppose that the front width is negligible (once again justified in the limit
L→∞), this band fraction is determined by the equation

�(ρband− ρgas)+ ρgas = ρ0. (64)
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Substituting inside the values of ρgas and ρband, we obtain

�=
9ξ (ρ0− ρt)+ 2µ′

6µ′
. (65)

The condition 0<�< 1 gives us the lower σmin and upper σmax limits of the existence of bands.
As found for polar particles aligning nematically, these limits of existence of the band solution
extend beyond the region of linear instability of the homogeneous ordered solution (given by
σ ∈ [σs, σt], see figure 1). In figure 1, we provide a graphical illustration of the shape and
properties of the band solution.

An important problem left for future work is the linear stability analysis of the band
solution in two space dimensions. This is all the more important as the unpublished work of
Shi and Ma [23] suggests the existence of some instability mechanism.

5. Langevin formulation

Being based on a master equation, the derivation we have discussed in the previous sections
leads to a set of deterministic PDEs. This is a standard approach in equilibrium statistical
physics, where the microscopic fluctuations are integrated out in the coarse-graining process
implicit in the definition of a mesoscopic cell size `B. Fluctuations, when needed, can be
eventually introduced as an additive, delta correlated stochastic term as in [16]. However, the
presence of large density fluctuations [17] suggests that fluctuations may not be faithfully
accounted for by some additive noise term. The precise nature of noise correlations at the
mesoscopic level cannot be safely overlooked in non-equilibrium systems, as it is known that
stochastic terms multiplicative in the relevant fields can radically alter the universality class of
mesoscopic theories [34].

In this section, we perform in the same spirit as in [35] a direct coarse-graining of the
microscopic dynamics in order to compute the (multiplicative) stochastic terms which emerge
at the mesoscopic level. In the following, we restrict the computation to the stochastic terms
emerging from the collisionless dynamics. In the dilute, low density regime, where collisions
are sparse, this is not a major limitation, since one can reformulate the microscopic dynamics as
composed of deterministic collisions separated by several self-diffusion events—see section 5.2
for more details.

For real-space coarse-graining, we make use of a smooth, isotropic, normalized (to one)
filter gs(r) decaying exponentially or faster for r > s, e.g. a Gaussian of width s. The fluctuating
coarse-grained density and nematic order field are then defined as

ρ(x, t)≡
N∑

i=1

gs(x
t
i − x) (66)

and

w(x, t)≡
N∑

i=1

gs(x
t
i − x)Q̃t

i , (67)

where we have introduced the microscopic traceless tensor

Q̃t
i = n̂t

i n̂
t
i −
I
2
=

1

2

(
cos 2θ t

i sin 2θ t
i

sin 2θ t
i − cos 2θ t

i

)
≡Q(θ t

i ). (68)

New Journal of Physics 15 (2013) 085032 (http://www.njp.org/)



16

5.1. Density field fluctuations

The correlations of density field fluctuations can be derived by generalizing an approach first
outlined by Dean [36] for Brownian particles. As mentioned above, we use the collisionless
dynamics. We are interested in the time evolution of the density field (66), which is given by

ρ(x, t +1t)=
N∑

i=1

gs(x
t+1t
i − x)=

N∑
i=1

gs(x
t
i +1xt

i − x), (69)

where 1xt
i = xt+1t

i − xt
i = d0 κ

t
j n̂t

j (see equation (2)).
Expanding up to second order in powers of 1xt

i according to Itô calculus [27] one has

∂tρ(x, t)= T0(x, t)+ T1(x, t), (70)

where

T0(x, t)=
d2

0

2τd

N∑
i=1

[n̂t
i ]α[n̂t

i ]β∂α∂βgs(x
t
i − x) (71)

and

T1(x, t)=
d0

τd

N∑
i=1

κ t
i

(
n̂t

i · ∇
)

gs(x
t
i − x). (72)

The second order term T0 yields the deterministic part of the density dynamics. By
equations (66), (67) and the definition of the microscopic nematic tensor Q̃ (equation (68))
one easily gets

T0 =
D0

2
(0 : w)+

D0

2
1ρ, (73)

that is, the right-hand side of the diffusion equation (35) in non-rescaled time and space units.
The first-order term T1 gives rise to the (zero average) stochastic term we are interested in.
At this stage, T1 is not a simple function of the mesoscopic fields; however, following [36] it is
possible to show that its two point correlation can be recast as a function of ρ and w. Averaging
over the random numbers κ t

i , we have, in the limit s→ 0,

〈T1(x, t)T1(y, t ′)〉 = d2
0

δ(t − t ′)

τd

N∑
i=1

(n̂t
i · ∇x)(n̂t

i · ∇y)gs(x
t
i − x)gs(x

t
i − y)

' d2
0

δ(t − t ′)

τd

N∑
i=1

(n̂t
i · ∇x)(n̂t

i · ∇y)(gs(x−y)gs(x
t
i−x)). (74)

Using equation (68), one then finds, approximating the filter gs by a Dirac delta in the limit
s→ 0,

〈T1(x, t)T1(y, t ′)〉 = d2
0

δ(t − t ′)

τd
∂α∂β

[
δ(x−y)

(
wαβ(x, t)+

1

2
ρ(x, t)δαβ

)]
. (75)

We can rewrite the noise term T1 in the stochastically equivalent (i.e. with the same correlations
on the mesoscopic scale) form

T1(x, t)=∇ ·h(x, t), (76)
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where h is a Gaussian, zero-average vectorial noise, delta-correlated in time with correlations

〈hα(x, t)hβ(y, t ′)〉 '
d2

0

τd
δ(t − t ′) δ(x− y)

(
wαβ(x, t)+

δαβ

2
ρ(x, t)

)
. (77)

Such a noise term can finally be expressed in the more convenient form

hα(x, t)= Kαβ(x, t)h̃β(x, t), (78)

where the Gaussian noise h̃ has correlations independent from the hydrodynamic fields

〈h̃α(x, t)h̃β(x
′, t ′)〉 = 2D0 δαβ δ(t − t ′) δ(x− x′) (79)

and the tensor K is implicitly defined from the relation K ·K= (ρ/2)I + w (with I being the
identity matrix). In the limit of small w considered here, we can expand K to first order in w,
yielding

K=
1
√

2
ρ1/2

(
I +

w
ρ

)
. (80)

The divergence term ∇· appearing in T1 reflects global density conservation, while the
proportionality of noise variance to number density can be interpreted as a consequence of
the central limit theorem. Adding up the two contributions, one finally gets

∂tρ =
D0

2
(0 : w)+

D0

2
1ρ +∇ · (K · h̃). (81)

The coupling of density fluctuations to the density weighted nematic field w= ρQ can be better
understood if we express the deterministic part appearing in the rhs of equation (81) as the sum
of an active, non-equilibrium term

Ta =
D0

2
∂α
(
ρ∂β [Q]αβ

)
(82)

and a locally anisotropic diffusion term

Tm =
D0

2
∂α
(
[Q]αβ ∂βρ

)
+

D0

2
1ρ (83)

whose mobility, proportional to (2Q + I)ρ, stands in a fluctuation–dissipation relation [37]12

to the multiplicative noise term ∇ · (K · h̃), since the noise amplitude in equation (77) is
proportional to (2Q + I)ρ.

5.2. Nematic field fluctuations

We next discuss fluctuations of the nematic tensor. As seen from equation (67), w is a
function of the 2N microscopic stochastic variables xt

i and—through the microscopic nematic
tensor (68)—θ t

i , whose dynamics is given by equations (1) and (2). According to Itô calculus,
one has

∂tw=�0 + �1 + �2, (84)

where �0 is the deterministic part of the coarse-grained collisionless dynamics (which we do
not write here explicitly), arising from quadratic contributions in the Itô expansion, while �1

12 Kumaran discusses fluctuation–dissipation relations when the kinetic coefficient is field dependent.
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and �2 are two stochastic contributions, obtained by first order expansion in, respectively, the
angular and spatial stochastic variables,

�1 =
2

τd

N∑
i=1

gs(x
t
i − x)A · Q̃

t

i ψ
t
i , (85)

�2 =
d0

τd

N∑
i=1

κ t
i n̂t

i · ∇gs(x
t
i − x) Q̃

t

i , (86)

where ψ t
i and κ t

i are the microscopic noises and ∂θ Q̃
t

i = 2 A · Q̃
t

i , with

A=
(

0 −1
1 0

)
. (87)

Note that in �1 we have retained only the linear contribution in the microscopic noise ψ t
i . We

first focus on the stochastic terms �1. On coarse-graining scales, averaging over the microscopic
noise ψ t

i , correlations of �1 are given by

〈[�1(x, t)]αβ
[
�1(y, t ′)

]
γ δ
〉 = 4η2 δ(t − t ′)

τd

N∑
i=1

gs(x
t
i − x)gs(x

t
i − y)

[
A · Q̃

t

i

]
αβ

[
A · Q̃

t

i

]
γ δ

≈ 4η2 δ(t − t ′)

τd
gs(y−x)

N∑
i=1

gs(x
t
i−x)

[
A · Q̃

t

i

]
αβ

[
A · Q̃

t

i

]
γ δ
. (88)

To evaluate this correlator, we determine the average value 〈
∑

i gs (A · Q̃
t

i)(A · Q̃
t

i)〉, in the
framework of the deterministic dynamics studied in section 2, namely〈

N∑
i=1

gs(x
t
i−x)

[
A · Q̃

t

i

]
αβ

[
A · Q̃

t

i

]
γ δ

〉
=

∫ π
2

−
π
2

dθ f (x, θ, t) [A ·Q(θ)]αβ [A ·Q(θ)]γ δ . (89)

After some rather lengthy calculations (see appendix C), one finds∫ π
2

−
π
2

dθ f (x, θ, t) [A ·Q(θ)]αβ [A ·Q(θ)]γ δ = ρ Jαβγ δ +
2b2

a2

[
(wµνwµν)Jαβγ δ − 2wαβwγ δ

]
+

1

4a2

[
0µνwµν Jαβγ δ −0αβwγ δ −0γ δwαβ

]
, (90)

where we have introduced the tensor

Jαβγ δ =
1
2

(
δαγ δβδ + δαδδβγ − δαβδγ δ

)
(91)

which plays the role of a unit tensor for the double contraction of symmetric traceless tensors,
e.g. wαβ = Jαβµν wµν . In order to characterize the noise �1, we introduce the following change
of variables:

[�1(x, t)]αβ = Hαβµν(x, t) �̃µν(x, t), (92)
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where �̃ is a tensorial symmetric traceless white noise, such that

〈�̃αβ(x, t)�̃γ δ(y, t ′)〉 = 2Dδ(x− y) δ(t − t ′) Jαβγ δ (93)

with D = 2η2/τd. The correlation of �1 then reads

〈[�1(x, t)]αβ
[
�1(y, t ′)

]
γ δ
〉 = 2Dδ(x− y) δ(t − t ′) Hαβµν(x, t)Hγ δµν(x, t). (94)

By identification with equation (88), and using equation (90), one eventually finds for H

Hαβγ δ = ρ
1/2 Jαβγ δ +

b2

a2 ρ1/2

[
wµνwµν Jαβγ δ − 2wαβwγ δ

]
+

1

8a2 ρ1/2

[
0µνwµν Jαβγ δ −0αβwγ δ −0γ δwαβ

]
. (95)

Note that, in agreement with the central limit theorem, �1 is (at least to first order in w)
proportional to the square root of local density.

The second stochastic term �2, finally, can be treated similarly, but it would give rise to
a conserved noise (due to the presence of ∇ terms) akin to the one discussed for the density
equations, thus related to density fluctuations affecting the w= ρQ field. We discard such
conserved term as irrelevant (in the renormalization group sense) with respect to the non-
conserved multiplicative noise �1.

In order to write down the complete Langevin equation, one also needs to evaluate the
contribution of the deterministic part �0. However, expressing this contribution in terms of
the fluctuating fields ρ and w turns out to be a very complicated task. One should also take
into account collisions between particles, and not only the collisionless dynamics described by
�0. However, as mentioned earlier in this section, in the low density limit where our kinetic
approach is justified, the microscopic dynamics (1)–(2) can be reformulated as deterministic
binary collisions separated by several self-diffusion events, at the cost of a rescaling of the
angular noise amplitude (note that this reformulation is not exact, in the sense that self-diffusion
events no-longer have a Poissonian statistics). As a first approximation, this rescaling of the
angular noise amplitude results in a global rescaling of the noise term �̃ by a phenomenological
factor χ . Therefore, we believe our method to provide essentially the correct relevant stochastic
correlations for the nematic Langevin dynamics, up to an order one unknown multiplicative
constant.

In addition, microscopic collisions could provide a further fluctuation source due to
disorder below the coarse-graining scale, like the randomness of collision times. While we
conjecture them to be irrelevant, we leave a final settlement of this difficult problem for future
work, and use for the deterministic part of the dynamics the hydrodynamic equation (36),
derived from the Boltzmann approach.

We thus finally obtain the stochastic equation for the nematic field (in rescaled units)

∂tw= µw− 2ξ w (w : w)+ 1
21w + 1

80ρ +χH : �̃. (96)

A few remarks are in order: firstly, our expressions of the noise amplitudes K and H
(equations (80) and (95)) suggest that the stochastic terms might be better expressed in terms
of the field Q, rather than w= ρQ; secondly, equations similar to equations (81) and (96) were
also derived from an apolar Vicsek-style model in [29].
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In spite of the limitations listed above, the present approach already provides us with useful
information on the statistics of the noise terms, which is seen to differ significantly from the
white noise postulated on a phenomenological basis in previous works. On top of the overal
ρ1/2 dependency, our calculation reveals a non-trivial dependence of the correlation of the noise
on the nematic order parameter (see equations (80), (81), (94) and (95)).

6. Conclusions

To summarize, using as a starting point the simple active nematics model of [26], we have
demonstrated how one can derive in a systematic manner a continuous mesoscopic description.
We formulated a version of the BGL approach put forward in [24, 25] for this case where
(anisotropic) diffusion dominates, deriving a simple hydrodynamic equation for the nematic
ordering field –equation (36). We have then used a direct coarse-graining approach to endow
the hydrodynamic equations with proper noise terms.

The next stage, left for future work, consists in studying the stochastic PDEs obtained. At
the linear level, it is clear that in the long-wavelength limit, standard results on giant density
fluctuations [17] are recovered. However, the large amplitude of density fluctuations calls for
a nonlinear analysis (which turns out to be very difficult), where the density dependence of
the noise derived in section 5 may play an important role. Ideally, one should try to tackle this
issue by applying methods from field theory and renormalization group analysis. In addition, we
note that the multiplicative nature of the noise may also affect finite-wavelength properties, like
coarsening behavior. The analysis of the stochastic PDEs can be done numerically, but some
care must be taken when dealing with the multiplicative, conserved noise terms in (81).

Pending such attempts, some remarks and comments are already in order: like all previous
cases studied before, the hydrodynamic equations found exhibit a domain of linear instability
of the homogeneous ordered solution bordering the basic transition line σt. This solution does
become linearly stable deeper in the ordered phase (for σ below σs). Moreover, we have found
that the long-wavelength instability of the homogeneous ordered solution leads to a nonlinear,
inhomogeneous band solution—see equation (62)—and that this band solution exists beyond
the [σs, σt] interval. These coexistence regions suggest, at the fluctuating level, discontinuous
transitions.

This seems to be at odds with the reported behavior of the original microscopic model:
(i) the order/disorder transition has been reported to be of the Kosterlitz–Thouless type [26];
(ii) there is no trace, at the microscopic level, of the existence of a non-segregated, homogeneous
phase; (iii) coming back to giant number fluctuations, we note that the standard calculation is
made in the homogeneous ordered phase whereas the numerical evidence for them reported
in [26] appears now to have been obtained in the inhomogeneous phase. All this calls for
revisiting the simple particle-based model and, eventually, understanding its behavior in the
context of the stochastic continuum theory constructed here.
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Appendix A. Fourier expansion of the master equation

We provide in this appendix details of the Fourier expansion of the master equation (10), leading
to equation (21). Multiplying equation (10) by ei2θ and integrating over θ , one gets

∂t f̂ k = ∂α∂β

∫ π/2

−π/2
dθ ei2kθ n̂α(θ)n̂β(θ) f (x, θ, t)+

∫ π/2

−π/2
dθ ei2kθ Idiff[ f ]

+
∫ π/2

−π/2
dθ ei2kθ Icoll[ f, f ]. (A.1)

In the following, we successively compute each term of the rhs of equation (A.1).

A.1. Diffusion-like term

Let us define Qαβ(θ) as

Qαβ(θ)= n̂α(θ)n̂β(θ)−
δαβ

2
. (A.2)

We then have

Q11(θ, t)=−Q22(θ, t)=
1

2
cos 2θ =

ei2θ + e−i2θ

4
,

Q12(θ, t)= Q21(θ, t) =
1

2
sin 2θ =

ei2θ
− e−i2θ

4i
. (A.3)

As a result,

∂α∂β

∫ π/2

−π/2
dθ ei2kθ n̂α(θ)n̂β(θ) f (θ)= ∂α∂β

∫ π/2

−π/2
dθ ei2kθ

(
Qαβ(θ)+

δαβ

2

)
f (θ)

=
1

2
1 f̂ k +

1

4

(
∇
∗2 f̂ k+1 +∇2 f̂ k−1

)
. (A.4)

A.2. Self-diffusion term

We have rather straightforwardly∫ π/2

−π/2
dθ ei2kθ Idiff[ f ]= − f̂ k +

∫ π/2

−π/2
dθ ′ ei2kθ ′ f (θ ′)

∫
∞

−∞

dζ ei2kζ P(ζ )

=

[
P̂k − 1

]
f̂ k, (A.5)

where

P̂k =

∫
∞

−∞

dζ ei2kζ P(ζ ) (A.6)

is the Fourier transform of P(ζ ).
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A.3. Binary collisions term

Let us split the Fourier transformed collision integral into an outgoing (negative) collision term
I (−)k and an ingoing (positive) collision term I (+)k . A direct integration of the outgoing collision
term yields, using K (θ, θ ′)= K̃ (θ − θ ′),

I (−)k ≡−

∫ π/2

−π/2
dθ ei2kθ f (θ)

∫ π/2

−π/2
dθ ′ f (θ ′)K̃ (θ − θ ′)=−

1

π

∑
q

K̂q f̂ q f̂ k−q, (A.7)

where K̂q is the Fourier coefficient of K̃ (θ − θ ′) given by, using equation (14),

K̂q =

∫ π/2

−π/2
dθ ei2qθ

[∣∣∣∣sin
θ − θ ′

2

∣∣∣∣+

∣∣∣∣cos
θ − θ ′

2

∣∣∣∣]= 4

1− 16q2
. (A.8)

Then, the calculation of the ingoing collision term requires a few steps. After integration of the
(generalized) Dirac delta δπ , we have

I (+)k = P̂k

∫ π/2

−π/2
dθ1

∫ π/2

−π/2
dθ2 ei2k9(θ1,θ2) f (θ1)K̃ (θ1−θ2) f (θ2). (A.9)

By the change of variables φ = θ1− θ2, one gets

I (+)k = P̂k

∫ π/2

−π/2
dθ2

∫ π/2−θ2

−π/2−θ2

dφ ei2k9(θ2+φ,θ2) f (θ2 +φ)K̃ (φ) f (θ2). (A.10)

Using the π -periodicity of the integrand with respect to φ, we can change the integration interval
on φ, yielding

I (+)k = P̂k

∫ π/2

−π/2
dθ2

∫ π/2

−π/2
dφ ei2k9(θ2+φ,θ2) f (θ2 +φ)K̃ (φ) f (θ2). (A.11)

On this interval of φ, one has from equation (13)

9(θ2 +φ, θ2)= θ2 +
φ

2
. (A.12)

Expanding f in Fourier series (see equations (16) and (17)), we get

I (+)k =
P̂k

π 2

∑
q,q ′

f̂ q f̂ q ′

∫ π/2

−π/2
dθ2 ei2(k−q−q ′)θ2

∫ π/2

−π/2
dφ ei(k−2q)φ K̃ (φ). (A.13)

The integral over θ2 is equal to πδk,q+q ′ . Defining

Ĵk,q =

∫ π/2

−π/2
dφ ei(k−2q)φ K̃ (φ), (A.14)

we finally obtain

I (+)k =
P̂k

π

∑
q

Ĵk,q f̂ q f̂ k−q . (A.15)

The coefficient Ĵk,q can be computed explicitly, leading to

Ĵk,q = 4
1 + 2
√

2(2q − k)(−1)q sin
(

kπ
2

)
1− 4(2q − k)2

. (A.16)

Note finally that Ĵ0,q = K̂q .
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Appendix B. Curvature-induced current and equilibrium limit

In this appendix, we show explicitly that the curvature-induced current, that is the term
1
2Re(∇∗2 f̂ 1) appearing in the continuity equation (23), originates from the coupling of
orientation with motility. To this aim, we consider a slightly generalized microscopic process
w.r.t. equations (1) and (2), where particles are also allowed to move perpendicular w.r.t. to the
nematic tensor. Replace equation (2) by

xt+1t
i = xt

i + d0 R
(
θ t

i

)
, (B.1)

where R(θ) is a stochastic operator defining the coupling between orientation and particle
motion

R(θ)=


n̂(θ) w.p. p/2,

−n̂(θ) w.p. p/2,

n̂⊥(θ) w.p. (1− p)/2,

−n̂⊥(θ) w.p. (1− p)/2,

(B.2)

where 06 p 6 1, w.p. stands for ‘with probability’ and n̂⊥(θ)= n̂(θ +π/2) is the perpendicular
director. The standard active nematic case is recovered for p = 1, while p = 1/2 corresponds
to an isotropic random walk, a case for which motion is decorrelated from order. The
corresponding collisionless master equation reads

f (x, θ, t +1t)=
p

2

[
f (x− n̂(θ)d0, θ, t)+ f (x + n̂(θ)d0, θ, t)

]
+
(1− p)

2

[
f (x− n̂⊥(θ)d0, θ, t)+ f (x + n̂⊥(θ)d0, θ, t)

]
. (B.3)

By making use of Itô calculus, one gets at the mesoscopic timescale τB

∂t f (x, θ, t)= (2p− 1)∂α∂β

[
n̂α(θ)n̂β(θ)−

δαβ

2

]
f (x, θ, t)+

1

2
1 f (x, θ, t), (B.4)

where we have used the identity n̂⊥α (θ)n̂
⊥

β (θ)= δαβ − n̂α(θ)n̂β(θ). By considering the zeroth-
order Fourier term of f (for which collision and angular diffusion terms vanish), one obtains
the continuity equation (see also [29] for a similar result)

∂tρ =
1

2
1ρ +

2p− 1

2
Re
(
∇
∗2 f1

)
(B.5)

which shows that the non-equilibrium current vanishes for p = 1
2 .

Appendix C. Correlation of the nematic field fluctuations

In this appendix, we wish to compute the rhs of equation (89), that is, the non-trivial part of the
noise correlation in the nematic order parameter equation. In other words, we need to compute
the fourth-rank tensor

Rαβγ δ =
∫ π

2

−
π
2

dθ f (x, θ, t) [A ·Q(θ)]αβ [A ·Q(θ)]γ δ . (C.1)

This is a priori a complicated task, and it will be useful to use a mapping between tensors
and ‘multicomplex’ numbers (see, e.g. http://en.wikipedia.org/wiki/Multicomplex number).
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Although such a mapping is perhaps not a standard method, it will prove a very convenient
technique in the following. We present this mapping in appendix C.1, and we sketch the main
steps of the calculation in appendix C.2.

C.1. Mapping between tensors and ‘multicomplex’ numbers

Let us first emphasize that the mapping presented here is restricted to two-dimensional spaces.
Before turning to tensors, we recall the rather natural correspondence between two-dimensional
vectors and complex numbers: a vector V= (V1, V2) can be mapped onto a complex number
V= V1 + iV2, where i2

=−1. Denoting the mapping by a double arrow↔, we can write

V= (V1, V2) ←→ V= V1 + iV2 = Vαiα−1. (C.2)

Here, and in what follows, a sum over repeated indices is understood. The scalar product
between two vectors V and V′ can be expressed in complex notations as

V ·V′ =
1

2

(
VV′∗ + V∗V′

)
. (C.3)

Such a mapping can be generalized to describe tensors by introducing several imaginary
numbers i, j, . . . , which commute one with the other. For instance, a second rank tensor Q
of components Qαβ can be mapped onto a ‘bicomplex’ number

Qαβ ←→ Q= Q11 + iQ21 + jQ12 + ijQ22 = Qαβ iα−1jβ−1 (C.4)

where i2
= j2
=−1 and i,j commute. The contraction operation between two tensors can also

be expressed in complex notations, through a generalization of equation (C.3). A symmetric
traceless tensor Q reads in complex notations

Q= Q11 + (i + j)Q12− ijQ11 = (1− ij)(Q11 + iQ12) (C.5)

and is thus fully characterized by the complex number Q11 + iQ12. For instance, the local
nematic tensor Q(θ) defined in equation (68) maps onto 1

2(1− ij) e2iθ , and the nematic field
w maps onto 1

2(1− ij) f1. These simple relations will be useful in the following.
In addition, one of the interests of the complex notation is that tensorial products simply

map onto products of complex numbers. Starting from two vectors V and V′, their tensorial
product maps as follows:

Pαβ = VαV ′β ←→ P= (V1 + iV2)(V
′

1 + jV ′2). (C.6)

The introduction of fourth rank tensors follows the same line. Introducing four independent
imaginary numbers i, j, k, l (i2

= j2
= k2
= l2
=−1), a tensor of components Rαβγ δ can be

mapped onto a ‘quadricomplex’ number:

Rαβγ δ ←→ R= Rαβγ δ iα−1jβ−1kγ−1lδ−1. (C.7)

If R is the tensorial product of two second rank tensors Q and Q′, namely Rαβγ δ = QαβQ ′γ δ, the
associated ‘quadricomplex’ number is the product of two bicomplex numbers

R=
(
Qαβ iα−1jβ−1

) (
Q ′γ δ kγ−1lδ−1

)
. (C.8)

In particular, if Q and Q′ are symmetric traceless tensors, the above expression simplifies to

R= (1− ij)(1− kl)(Q11 + iQ12)(Q
′

11 + kQ ′12). (C.9)

Such relations will turn useful in the following calculations.
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C.2. Calculation of the correlation

We now turn to the calculation of the fourth rank tensor defined in equation (C.1), using the
mapping to ‘multicomplex’ numbers introduced above. We first need to evaluate A ·Q(θ) in
these notations. It is rather straightforward to show that

(A ·Q(θ))αβ ←→ iQ(θ)= 1
2(i + j) e2iθ . (C.10)

This can be shown from the mapping A↔ i− j, using a generalization of equation (C.3). The
resulting expression is however simple to interpret, since the multiplication by i corresponds to a
rotation by an angle of π

2 in the complex plane. Computing the tensorial product (A ·Q)(A ·Q),
one finds

(A ·Q(θ))αβ(A ·Q(θ))γ δ ←→
1
4(i + j)(k + l) e2iθ e2kθ . (C.11)

Expanding the two exponentials and using standard trigonometric relations leads to

e2iθ e2kθ
=

1
2(1 + ik)+ 1

2(1− ik) e4iθ . (C.12)

As a result,

(A ·Q(θ))αβ(A ·Q(θ))γ δ←→
1
8(1 + ik)(i + j)(k + l)+ 1

8(1− ik)(i + j)(k + l) e4iθ . (C.13)

Computing the average over the phase-space distribution f (x, θ, t) leads to∫ π
2

−
π
2

dθ f (x, θ, t) [A ·Q(θ)]αβ [A ·Q(θ)]γ δ

←→
1

8
(1 + ik)(i + j)(k + l)ρ(x, t)+

1

8
(1− ik)(i + j)(k + l) f1(x, t). (C.14)

It is then necessary to use the closure relation (30), yielding∫ π
2

−
π
2

dθ f (x, θ, t) [A ·Q(θ)]αβ [A ·Q(θ)]γ δ ←→
1

8
(1 + ik)(i + j)(k + l)ρ

+
b2

8a2
(1− ik)(i + j)(k + l) f 2

1 +
1

32a2
(1− ik)(i + j)(k + l)∇2 f1. (C.15)

We now need to perform the inverse mapping onto tensors. Let us start with the first term in the
rhs of equation (C.15). Looking for a tensor of the form aδαγ δβδ + bδαδδβγ + cδαβδγ δ, one finds
by identification of the associated complex expressions that

(1 + ik)(i + j)(k + l) ←→ δαγ δβδ + δαδδβγ − δαβδγ δ ≡ 2Jαβγ δ. (C.16)

The second and third terms in the rhs of equation (C.15) can be computed along the same line.
Both terms have a similar structure, which can be formally written as (1− ik)(i + j)(k + l)(C11 +
iC12)(D11 + iD12), where Cαβ and Dαβ are symmetric traceless tensors that do not necessarily
commute (Cαβ may include derivation operators). One then finds, again by identification of the
complex forms

(1− ik)(i + j)(k + l)(C11 + iC12)(D11 + iD12) ←→ CµνDµν Jαβγ δ −CαβDγ δ −Cγ δDαβ . (C.17)
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As a result, we find

(1− ik)(i + j)(k + l) f 2
1 ←→ 4

[
(wµνwµν)Jαβγ δ − 2wαβwγ δ

]
, (C.18)

(1− ik)(i + j)(k + l)∇2 f1 ←→ 2
[
0µνwµν Jαβγ δ −0αβwγ δ −0γ δwαβ

]
. (C.19)

Gathering all terms, one then recovers equation (90) from equation (C.15).
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5.3 numerical simulations

I performed numerical simulations of the obtained hydrodynamic
equations using my own pseudo-spectral code. As the nematic order
is always perpendicular to the variation of the order parameter, there
is no sense in performing a 1D simulation of the equations. Only a
two dimensional simulation is useful.

Performing the simulation we have found at small system sizes, the
presence of three different states. At high noise the system is com-
pletely disordered. When we lower the noise we found that a narrow
band of nematic order appears. The width of this band increases with
the decrease of the noise up to the point where the nematic order oc-
cupies the whole domain.

5.3.1 Band solution

At large system sizes (approximately bigger than 200x200) I have
found that the band solution is unstable as in the mixed-polar ne-
matic model. The obtained chaotic solutions completely destroy the
band for higher values of the noise, which can however shortly al-
most reform as in the case of the microscopic model. The time of ref-
ormation of the band increases with system size. However at lower
noise values a band with chaotic borders persists. As of now I do
not know if the band will be completely destroyed at larger system
sizes. A simulation at very big system sizes is needed to confirm it.
This study should also answer if there is a real difference between the
nematic and the mixed polar-nematic model. A deeper study of the
stability of the chaotic solution is presented in the next section where
we study the stability of the band solution.

At noise values lower than that of the band existence a homogenous
ordered solution exists. This state can be considered as equivalent to
the quasi-long-range order observed in microscopic simulations. An
effective noise term is needed to exactly determine if this two states
are equivalent.

5.3.2 Nematic defects

At very low noise values, if we start from random initial conditions
our equations will explode after some more or less long simulation
time. This can seem strange as no spurious instability, at low noise
values, was found for this model contrary to the polar and mixed
polar-nematic models. Closer analysis shows that nematic defects
appear in the simulation. The explosion of the equations happens
when such defects collide as can be seen on Fig(31). We can first note
that nematic defects where already observed in experimental systems
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Figure 31: Density field of a simulation at σ = 0.04 and L = 1600× 1600. A
collision of nematic defects can be seen in the center of the figure,
which lead to the explosion of the simulation code.

of shaken rods[10]. Thus nematic defects should be natural for dry
active matter.

A much better study of the defects must be performed in our equa-
tions. For this end we must find a way to stabilize the equations,
for them not to explode at defect collision. We have tried to do this
by setting the density field to a constant. However in this case all
the defects annihilate, thus another way should be found. It is how-
ever important to note, that no fluid is necessary to the formation of
defects, contrary to what have been pretended by Giomi et al.[20].

5.4 stability of the band solution

5.4.1 Analytical investigation

As we have seen in numerical simulations, the band solution is al-
ways unstable, in sufficiently large systems. The band breaks and
reforms, resembling a spatio-temporal chaotic solution. We first want
to investigate analytically the stability of the band solution that we
have found to linear non-homogeneous perturbations.
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Our starting point are the hydrodynamic equations

∂tρ =
1
2

∆ρ +
1
2
<
(
∇∗2 f1

)
(41)

∂t f1 =
(

µ− ξ | f1|2
)

f1 +
1
4
∇2ρ +

1
2

∆ f1 (42)

As previously we will suppose that the nematic order in the band
is oriented in the ~x direction, i.e the band solution varies across y. We
will search for an instability along the x direction which, if found, is
sufficient to prove that the band is unstable. Our perturbed solutions
then read

ρ (x, y, t) = ρ (y) + δρ (y) eikx+λt

f (R) (x, y, t) = f (y) + δ f (R) (y) eikx+λt

f (I) (x, y, t) = δ f (I) (y) eikx+λt (43)

As previously we expand the µ coefficient that depends on density
using

µ (ρ) = µ′ (ρ− ρt)

where µ′ = ∂µ/∂ρ. Substituting equations(43) into equations(41,42) lin-
earizing them in perturbations and separating the real and imaginary
parts we obtain

λδρ =
1
2

(
∂2

yδρ− k2δρ
)
+

1
2

(
−
(

k2 + ∂2
y

)
δ f (R) + 2ik∂yδ f (I)

)
λδ f (R) = −

(
µ′ρt + 3ξ f

2
)

δ f (R) + µ′ρδ f (R) + µ′ f δρ

−1
4

(
k2 + ∂2

y

)
δρ +

1
2

(
∂2

y − k2
)

δ f (R)

λδ f (I) = −
(
µ′ρt + ξ f 2) δ f (I) + µ′ρδ f (I) − 1

2
ik∂yδρ +

1
2

(
∂2

y − k2
)

δ f (I)

This set of equations does not have any evident solution. We are thus
obliged to search for a perturbed solution, supposing k→ 0. For this
end we introduce the following ansatz

λ = λ0 + λ1k + λ2k2 + . . .

δρ = δρ0 + r1k + δρ2k2 + . . .

δ f (R) = δ f (R)
0 + δ f (R)

1 k + δ f (R)
2 k2 + . . .

δ f (I) = δ f (I)
0 + δ f (I)

1 k + δ f (I)
2 k2 + . . .

Substituting this ansatz back into our equations and taking k = 0
we obtain

λ0δρ0 =
1
2

∂2
yδρ0 −

1
2

∂2
yδ f (R)

0

λ0δ f (R)
0 = −

(
µ′ρt + 3ξ f 2) δ f (R)

0 + µ′ρδ f (R)
0 + µ′ f δρ0

−1
4

∂2
yδρ0 +

1
2

∂2
yδ f (R)

0

λ0δ f (I)
0 = −

(
µ′ρt + ξ f 2) δ f (I)

0 + µ′ρδ f (I)
0 +

1
2

∂2
yδ f (I)

0
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Setting λ0 = 0 we immediately see that the two first equations com-
pletely decouple from the third one. We thus set δ f (I)

0 = 0. The first
two equations left are just the derivatives along y of the band equa-
tions (54,56) in the article, thus we immediately know the solution
δρ0 = δ f (R)

0 = ∂y f .
At order k = 1 we obtain

λ1∂y f =
1
2

∂2
yδρ1 −

1
2

∂2
yδ f (R)

1

λ1∂y f = −
(
µ′ρt + 3ξ f 2) δ f (R)

1 + µ′ρδ f (R)
1 + µ′ f δρ1

−1
4

∂2
yδρ1 +

1
2

∂2
yδ f (R)

1

−1
2

i∂2
y f = −

(
µ′ρt + ξ f 2) δ f (I)

1 + µ′ρδ f (I)
1 +

1
2

∂2
yδ f (I)

1

Once again we have two decoupled sets of equations. As the first
two equations are just the repetition of the set of equations at order
k = 0, we just set λ1 = δρ1 = δ f (R)

1 = 0 without loss of general-
ity. Comparing the third equation to equation (56) in the article we
immediately obtain the solution δ f (I)

1 = −2i f .
At order k = 2 we obtain

(λ2 − 1) ∂y f =
1
2

∂2
yδρ2 −

1
2

∂2
yδ f (R)

2(
λ2 +

3
4

)
∂y f = −(µ′ρt + 3ξ f 2)δ f (R)

2 + µ′ρδ f (R)
2 + µ′ f δρ2

−1
4

∂2
yδρ2 +

1
2

∂2
yδ f (R)

2

0 = −
(
µ′ρt + ξ f 2) δ f (I)

2 + µ′ρδ f (I)
2 +

1
2

∂2
yδ f (I)

2

The last equation is the same as the one at order k = 0, and is
as always decoupled from the other two, we thus set δ f (I)

2 = 0. As
for the first two equations we introduce a change of variables w =

δρ2 − δ f (R)
2 to obtain

(λ2 − 1)∂y f =
1
2

∂2
yw

(
3
2

λ2 +
1
4
)∂y f = −(µ′ρt + 3ξ f 2)δ f (R)

2 + µ′ρδ f (R)
2

+µ′(w + δ f (R)
2 ) f +

1
4

∂2
yδ f (R)

2

From the first equation we obtain the exact solution w = 2(λ2 −
1)
∫

dy f (y). Substituting it to the second equation we obtain

(
3
2

λ2 +
1
4
)∂y f − 2µ′ f (λ2 − 1)

∫
dy f =

− (µ′ρt + 3ξ f 2)δ f (R)
2 + µ′ρδ f (R)

2 + µ′ f δ f (R)
2 +

1
4

∂2
yδ f (R)

2 (44)
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The r.h.s of this equation can be written as Lδ f (R)
2 , where the differen-

tial operator L is given by

L =
1
4

∂2
y +

[
−(µ′ρt + 3ξ f 2) + µ′ρ + µ′ f

]
This operator is self-adjoint (see for example ref[25]). We know

from the zero order set of equations that its eigenfunction δ f (R)
2 = ∂y f

corresponds to the zero eigenvalue.
We know from math analysis (see once again ref[25]) that for a lin-

ear inhomogeneous differential equation Lu (x) = v (x), the equation
Lu (x) − λiu (x) = v (x) has a solution if and only if < βi|v >= 0.
HereL is a self-adjoint operator, and βi and λi are respectively the
eigenfunction and eigenvalues of this operator.

In our case the eigenvalue is zero, thus the condition of solvability
of equation(44) is given by∫

dy∂y f
(
(

3
2

λ2 +
1
4
)∂y f − 2µ′ f (λ2 − 1)

∫
dy f

)
= 0

(
3
2

λ2 +
1
4
)
∫

dy
(
∂y f
)2 − 2µ′(λ2 − 1)

∫
dy
((

∂y f
)

f
∫

dy f
)

= 0

We can proceed to an integration by part of the second integral of
this equation∫

dy
((

∂y f
)

f
∫

dy f
)

=

[
f 2
∫

dy f
]∞

−∞
−
∫

dy
(

f
(
∂y f
) ∫

dy f + f 3
)

2
∫

dy
((

∂y f
)

f
∫

dy f
)

= −
∫

dy f 3

because of the symmetry f (−x) = f (x) of the band solution.
The solvability condition is thus given by

(
3
2

λ2 +
1
4
)
∫

dy
(
∂y f
)2

+ µ′(λ2 − 1)
∫

dy f 3 = 0

λ2

(
3
2

∫
dy
(
∂y f
)2

+ µ′
∫

dy f 3
)

= −1
4

∫
dy
(
∂y f
)2

+ µ′
∫

dy f 3

The band solution f is strictly positive and µ′ also thus(
3
2

∫
dy
(
∂y f
)2

+ µ′
∫

dy f 3
)
> 0

The band solution is then unstable if

d = −1
4

∫
dy
(
∂y f
)2

+ µ′
∫

dy f 3 > 0

Our band solution has the form

f (y) =
c

1 + a cosh (by)
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where a = 2e
−KL

2 , b = 2
√

2µ′

3
√

3
, c = 2µ′

3ξ , K is a positive quantity defined
in section 2 of the article and L is the system size. Using the values
of the integrals already computed in the previous chapter we obtain

d =
c2b
6

g (a)

where

g (a) =

(
14 + a2) sq (a)− 3

(
3 + 2a2) lg (a)

sq (a) (a2 − 1)2

lg (a) = log
(

1 + sq (a)
a

)
sq (a) =

√
1− a2

Since c2b is a positive quantity, to prove that the band solution is
unstable we only need to prove that g (a) is positive. The quantity a
is positive and varies from zero for L → ∞ to one for L → 0. It is
easy to check that

lim
a→0+

g (a) = 9 ln
(

2
a

)
− 14 + O

(
a2) > 0

lim
a→1−

g (a) = 1 + O
(
(1− a)

7/2
)
> 0

A plot on the whole domain ]0 : 1[ show that g (a) is always positive
as can be seen on figure 32 on the next page. The instability of the
solution increases with the system size. Thus for sufficiently large
systems, the band solution is always unstable, confirming the result
of numerical analysis.

5.4.2 Numerical analysis

To study the nature of the chaotic regime, I performed simulations to
study the mean order parameter in the system and the spatial corre-
lations. This study is performed for various system sizes, at global
density ρ0 = 1 and at three different values of the noise parame-
ter σ = 0.275, σ = 0.2775 and σ = 0.28. Note that for ρ0 = 1 the
limit of existence of the band solution is given by σmin ≈ 0.253 and
σmax ≈ 0.285 and the critical transition noise is σt ≈ 0.277.

First we want to study the behavior of the mean global order pa-
rameter as the system size is increased. For a spatio-temporal chaotic
solution with finite correlation length and times we expect that the
mean order parameter will decrease with a power law of 〈Q〉 ∼ L−1.
However as we can see on Fig(33) not only this exponent is not ex-
actly observed, but its value changes for different values of noise. For
lower values of noise (σ = (0.275, 0.2775)) this can be explained by
the insufficient size of the systems that we study, we see that at suffi-
ciently big size there is a crossover to the correct behavior. However
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g(a)

Figure 32: Values of the function g (a) on the domain ]0 : 1[ . We see that the
function is strictly positive, thus the band solution is unstable.
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for the highest value of the noise σ2 = 0.28 the observed exponent is
approximately 1.14, thus it is bigger than one. This can hardly be an
effect of an insufficient system size. However this can be due to an
insufficient number of measure points.

As shown on the Fig(34), for σ = 0.28 the approximate auto-correlation
time of the nematic order parameter is 1E5 while we have time series
of about 5E6. Thus the time series that we have represent about 50

correlation times at best, i.e. there is perhaps no strange behavior of
the decrease of the order parameter, but just insufficient statistics. It
is however numerically difficult to obtain better results than that.

We can also study the spatial density auto-correlation function to
prove that the typical correlation length in the system does not in-
crease with system size. To better analyze the spatial auto-correlation
function we will suppose that the 2D spatial auto-correlation func-
tion is isotropic. As shown on Fig(35), this is a valid approxima-
tion for large sizes of the system. We can thus study simply the 1D
auto-correlation function. Plotting the azimuthally-averaged spatial
auto-correlation function on Fig(36) we see that as the system size
increases it converges to a fixed function, confirming a typical size of
the structures and thus a decrease to zero of the order parameter in
the thermodynamic limit. We can also see that the auto-correlation
length decreases as the noise is increased (we do not have enough
points to deduct a power law from it).

5.5 conclusions

We have obtained equations that faithfully reproduce the behavior
of the microscopic system. We were able to confirm that the band
structures present in the system are always unstable. This instability
leads to spatio-temporal chaos. However we still do not exactly know
if this instability will lead to a complete destruction of the bands in
the thermodynamic limit. If yes, that will confirm that the order-
disorder transition in the system is continuous. This will also confirm
that this system is different from the mixed polar-nematic case, and
that in the latter case polar order can not be completely neglected as
was done by Baskaran and Marchetti[7].

More studies are needed for a better knowledge of the chaotic
phase. We need as well to perform the study of the defects presented
in our equations. As always, effective noise should be deducted in or-
der to study the giant density fluctuations that should be present in
the system. However recent studies of the microscopic model in our
group tend to predict that the giant number fluctuations in the quasi-
long-range ordered phase are simply due to the phase separation in
the chaotic regime. Thus an effective noise would not be needed to
confirm giant density fluctuations with the hydrodynamic equations,
further studies are needed for that.
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Figure 33: Fit of the order parameter as a function of system size, for dif-
ferent noise values. From top to bottom the noise values are
σ = 0.275, σ = 0.2775 and σ = 0.28.
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Figure 34: Temporal auto-correlation function of the mean nematic order
parameter for different system sizes at σ = 0.28.
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6
T H E P O L A R M E T R I C - F R E E M O D E L

6.1 introduction to the microscopic model

While the metric interactions used for the previous models are an
adequate representation of what arise between microscopic particles,
for example bacteria or microtubules, in the case of big organisms
like fish or birds such interactions are not pertinent. For example
during the StarFlag project investigation, it was established[5] that
starlings align themselves on neighbors located as certain angles, but
irrespective of any particular distance. This is especially important as
the large animals are not able to locate other animals that are screened
by others using only their sight. Thus a metric-free interaction should
be introduced for such a case.

In ref[18] Ginelli and Chaté introduce a metric-free variant of the
polar Vicsek model. Once again we have N polar particles with con-
stant speed amplitude v0 that evolve off-lattice in a 2D space in a
streaming and collision succession of events. To determine the neigh-
bors irrespective of the distance, a Voronoi tessellation of the spp’s
positions is used. Particle i in this case interacts only with particles
that are located in its first Voronoi shell. The streaming and collision
rules are then given by

xt+1
i = xt

i + v0e
(

θt+1
i

)
∆t

θt+1
i = arg

[
∑
j∈Vi

eiθt
j + η~ξiNi

]
Where the summation is taken on the first neighbors Vi of particle i.

Note that in this case the authors used a vectorial and not an angular
noise, as explained in chapter 3. Thus ~ξi is a random unit vector, Niis
the number of neighbors of the particle i and η ∈ [0 : 1] is the noise
amplitude.

As the noise amplitude η is decreased, the polar order parameter〈
~P
〉
= 1

Nv0
∑N

i=1 ~vi undergoes a continuous transition from disorder,〈
~P
〉

= 0, to order
〈
~P
〉

= 1. At low noise, true long range order
exists in this model as in the metric case of polar particles. However
as the interactions are now metric-free, the local order parameter is
decorrelated from the local density. This in turn does not provide
any mechanism for density segregation and formation of high density
solitonic structures, which are never observed in this system, further
corroborating the hypothesis that the phase transition is of second
order. This conclusion, about the nature of the phase transition, is

147



148 the polar metric-free model

also confirmed by the study of the Binder cummulant B = 1− 〈P
4〉t

3〈P2〉2t
,

that does not reach to negative values, as it would for a first order
transition.

Nevertheless as in the metric case, giant density fluctuations are
observed in this model, with the power law behavior ∆n ∼ 〈n〉0.875.
This exponent is not only higher than the equilibrium exponent of 1/2

but also bigger than the exponent predicted and observed in the case
of the polar metric model which is 4/5.

In summary:

1. The metric free polar model present a transition to true long-
range order as in the case of metric interactions;

2. Contrary to the metric case, the phase transition is of second
order, due to the absence of any density segregated structures.

3. Giant density fluctuations are present, but with a slightly higher
exponent than in the case of metric interactions.

6.2 derivation of hydrodynamic equations

Next follows an article on the derivation of the hydrodynamic equa-
tions and some studies of obtained equations.
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We derive a hydrodynamic description of metric-free active matter: starting from self-propelled

particles aligning with neighbors defined by ‘‘topological’’ rules, not metric zones—a situation advocated

recently to be relevant for bird flocks, fish schools, and crowds—we use a kinetic approach to obtain well-

controlled nonlinear field equations. We show that the density-independent collision rate per particle

characteristic of topological interactions suppresses the linear instability of the homogeneous ordered

phase and the nonlinear density segregation generically present near threshold in metric models, in

agreement with microscopic simulations.
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Collective motion is a central theme in the emerging
field of active matter studies [1]. For physicists, the interest
largely lies in the nontrivial cases where the emergence of
collective motion can be seen as an instance of spontane-
ous symmetry breaking out of equilibrium: without lead-
ers, guiding external fields, or confinement by boundaries,
large groups inside of which an ‘‘individual’’ can only
perceive local neighbors are able to move coherently.
After this was realized in the seminal papers of Vicsek
et al. [2] and Toner and Tu [3], much progress has been
recorded in the physics community [1,4], alongside con-
tinuing modeling work in ethology and biology [5,6].

Most models consist of self-propelled particles interact-
ing with neighbors defined to be those particles within
some finite distance [7]. Among those ‘‘metric models,’’
that introduced by Vicsek et al. [2] is arguably the simplest:
in the presence of noise, point particles move at constant
speed, aligning ferromagnetically with others currently
within unit distance. The study of the Vicsek model has
revealed rather unexpected behavior. Of particular impor-
tance in the following is the emergence of phase segrega-
tion, under the form of high-density high-order traveling
bands [8], in a large part of the orientationally ordered
phase bordering the onset of collective motion, relegating
further the spatially homogeneous fluctuating phase treated
by Toner and Tu. Similar observations of density segrega-
tion were made for important variants of the Vicsek
model, such as polar particles with nematic alignment [9]
(self-propelled rods) or the active nematics model of
Refs. [10,11]. The genericity of these observations has been
confirmed, in the Vicsek case, by the derivation and analysis
of continuous field equations [12,13] (see also Refs. [14,15]).
It was shown in particular that the homogeneous ordered

solution is linearly unstable near onset, and that solitary
wave structures akin to the traveling bands, arise at the
nonlinear level.
Even though metric interaction zones are certainly of

value in cases such as shaken granular media [16,17] and
motility assays [18,19] where alignment arises mostly from
inelastic collisions, it has been argued recently [20–22] that
they are not realistic in the context of higher organisms such
as birds, fish, or pedestrians, whose navigation decisions are
likely to rely on interactions with neighbors defined using
metric-free, ‘‘topological’’ criteria. Statistical analysis of
flocks of hundreds to a few thousand of individuals revealed
that a typical starling interacts mostly with its 7 or 8 closest
neighbors, regardless of the flock density [20]. The realistic,
data-based, model of pedestrian motion developed by
Moussaid et al. relies on the ‘‘angular perception land-
scape’’ formed by neighbors screening out others [21].
At a more theoretical level, the study of the Vicsek model

with Voronoi neighbors [23] (those whose associated
Voronoi cells form the first shell around the central cell)
has shown that metric-free interactions are relevant at the
collective scale: in particular, the traveling bands mentioned
above disappear, leaving only a Toner-Tu-like phase. Below,
we show that the introduction of Voronoi neighbors sup-
presses the density-segregated phase in other variants of
the Vicsek model. In spite of the recognized importance of
metric-free interactions, no continuous field equations de-
scribing the above models are available which would help
put the above findings on firmer theoretical ground.
In this Letter, starting from Vicsek-style microscopic

models with Voronoi neighbors, we derive nonlinear field
equations for active matter with metric-free interactions
using a kinetic approach well controlled near the onset of
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orientational order. We show that the density-independent
collision rate per particle characteristic of these systems
suppresses the linear instability of the homogeneous or-
dered phase and the nonlinear density segregation in agree-
ment with microscopic simulations. We finally discuss the
consequences of our findings for the relevance of metric-
free interactions.

Let us first stress that with metric-free interactions,
say with Voronoi neighbors, the tenet of the Boltzmann
equation approach [24]—the assumption that the system is
dilute enough so that it is dominated by binary collisions—
is never justified since, after all, a particle is constantly
interacting with almost the same number of neighbors.
Here, instead, we introduce an effective interaction rate
per unit time, which renders binary interactions dominant
in the small rate limit. Apart from the mathematical con-
venience, it is not unrealistic to think that the stimulus or
response function of superior animals—due to the physical
constraints induced by the information processing in
various cognitive layers [25]—does not treat visual cues
continuously.

Our starting point is thus a Vicsek-style model in which
information is processed according to some stochastic
rates: N point particles move at a constant speed v0 on a
L� L torus; their heading � is submitted to two different
dynamical mechanisms, ‘‘self-diffusion’’ and aligning
binary ‘‘collisions.’’ In self-diffusion, � is changed into
�0 ¼ �þ �with a probability � per unit time, where � is a
random variable drawn from a symmetric distribution
P�ð�Þ of variance �2. Aligning ‘‘collisions’’ occur at a
rate �0 per unit time with each Voronoi neighbor. In
the small �0 limit, binary interactions dominate and take
place with a rate � � n2�0, where n2 is the typical number
of neighbors. In such collisions � is changed to �0 ¼
�ð�; �nÞ þ � where �n is the heading of the chosen neigh-
bor and the noise � is also drawn, for simplicity, from
P�ð�Þ. Isotropy is assumed, namely �ð�1þ�;�2þ�Þ¼
�ð�1;�2Þþ�½2��. For the case of ferromagnetic align-
ment treated in detail below, �ð�1; �2Þ � argðei�1 þ ei�2Þ.
Simulations of our stochastic rule indicate that it shares the
same collective properties as the system studied in
Ref. [23] (not shown).

The evolution of the one-particle phase-space distribution
fðr; �; tÞ (defined over some suitable coarse-grained scales)
is governed by the Boltzmann equation

@tfðr;�;tÞþv0eð�Þ �rfðr;�;tÞ¼ Idiff½f�þIcoll½f�; (1)

where eð�Þ is the unit vector along �. The self-diffusion
integral is

Idiff½f� ¼ ��fð�Þ þ �
Z �

��
d�0

Z 1

�1
d�P�ð�Þ

� �2�ð�0 � �þ �Þfð�0Þ; (2)

where �2� is a generalized Dirac delta function imposing
that the argument is equal to zero modulo 2�. In the small

rate limit, orientations are decorrelated between collisions
(‘‘molecular chaos hypothesis’’), and one can write

Icoll½f� ¼ ��fð�Þ þ �

	ðr; tÞ
Z �

��
d�1

Z �

��
d�2

�
Z 1

�1
d�P�ð�Þfð�1Þfð�2Þ

� �2�ð�ð�1; �2Þ � �þ �Þ: (3)

The main difference with the metric case treated in Ref. [12]
is the ‘‘collision kernel,’’ which is independent from relative
angles and inversely proportional to the local density

	ðr; tÞ ¼
Z �

��
fðr; �; tÞd�: (4)

Note that, in agreement with the basic properties of models
with metric-free interactions, Eq. (1), together with the
definitions of Eqs. (2)–(4), is left unchanged by an arbitrary
normalization of f (and thus of 	) and thus does not depend
on the global density 	0 ¼ N=L2. Furthermore, a rescaling
of time and space allows us to set � ¼ v0 ¼ 1, a normal-
ization we adopt in the following.
Equations for the hydrodynamic fields are obtained by

expanding fðr; �; tÞ in Fourier series, yielding the Fourier

modes f̂kðr; tÞ ¼
R
�
�� d�fðr; �; tÞeik�, where f̂k and f̂�k

are complex conjugates, f̂0 ¼ 	, and the real and imagi-

nary parts of f̂1 are the components of the momentum
vector w ¼ 	P with P the polar order parameter field.
Using these Fourier modes, the Boltzmann equation
Eq. (1) yields an infinite hierarchy:

@tf̂kþ1

2
ð5f̂k�1þ5�f̂kþ1Þ

¼ðP̂k�1��Þf̂kþ�

	
P̂k

X1
q¼�1

Jkqf̂qf̂k�q; (5)

where the complex operators 5 ¼ @x þ i@y and 5� ¼
@x � i@y have been used, the binary collision rate �

is now expressed in the rescaled units, P̂k ¼R1
�1 d�P�ð�Þeik� is the Fourier transform of P�, and

Jkq is an integral depending on the alignment rule �.

Below, we specialize to the case of ferromagnetic align-
ment, for which

Jkq ¼ 1

2�

Z �

��
d� cos½ðq� k=2Þ��: (6)

For k ¼ 0 the rhs of Eq. (5) vanishes and one recovers the
continuity equation

@t	þr � w ¼ 0: (7)

To truncate and close this hierarchy, we assume the follow-
ing scaling structure, valid near onset of polar order,
assuming, in a Ginzburg-Landau-like approach, small
and slow variations of fields

	�	0�
; f̂k�
jkj; 5�
; @t�
: (8)
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Note that the scaling of space and time is in line with the
propagative structure of our system [26]. The lowest order
yielding nontrivial, well-behaved equations is 
3: keeping

only terms up to this order, equations for f̂k>2 identically

vanish, while f̂2, being slaved to f̂1, allows us to close

the f̂1 equation which reads, in terms of the momentum
field w:

@twþ �ðw � rÞw ¼ � 1

2
r	þ �

2
rw2 þ ð
� �w2Þw

þ �r2w� �ðr � wÞw: (9)

Apart from some higher order terms we have discarded
here, this equation has the same form as the one derived in
Ref. [12] for metric interactions, but with different trans-
port coefficients:


¼
�
4�

�
þ 1

�
P̂1 � ð1þ�Þ; � ¼ ½4ð�þ 1� P̂2Þ��1;

� ¼ �
4�

	

�
P̂2 � 2

3�
P̂1

�
; �¼ �

4�

	

�
P̂2 þ 2

3�
P̂1

�
;

�¼ �

�
4�

	

�
2 1

3�
P̂1P̂2: (10)

Note first that, contrary to the metric case, the coefficient

of the linear term does not depend on the local density 	;
coefficients of the nonlinear terms depend on density to
compensate the density dependence of w. Note further that

�, �, and � are positive since 0< P̂k < 1, so that, in
particular, the nonlinear cubic term is always stabilizing.
For an easier discussion, we consider now the Gaussian

distribution P�ð�Þ ¼ 1
�
ffiffiffiffiffi
2�

p exp½� �2

2�2� for which P̂k ¼
exp½�k2�2=2�. Then 
 is negative for large � (where
the trivial w ¼ 0 solution is stable with respect to linear
perturbations), and changes sign for �c defined by [27]

�2
c ¼ 2 ln

�
1þ 4�=�

1þ �

�
: (11)

For �< �c, the nontrivial homogeneous solution 	 ¼ 	0,

w ¼ w1 � e
ffiffiffiffiffiffiffiffiffiffi

=�

p
(where e is an arbitrary unit vector)

exists and is stable to homogeneous perturbations.
We now focus on the linear stability ofw1 with respect to

an arbitrary wave vector q. Because we want to discuss
differences between the metric and metric-free cases later,
we keep a formal 	 dependence of the linear transport
coefficient. Linearization around w1 yields

@t�	 ¼ �r � �w
@t�w ¼ ��ðw1 � rÞ�w� 1

2r�	þ �r2�w

þ �rðw1 � �wÞ � �w1ðr � �wÞ
� 2�w1ðw1 � �wÞ þ ð
0 � �0w2

1Þw1�	; (12)

where primes indicate derivation with respect to 	. Using
the ansatz ð�	ðr;tÞ;�wðr;tÞÞ¼expðstþiq�rÞð�	q;�wqÞ
allows us to recast Eq. (12) as an eigenvalue problem for s.
We have solved numerically this cubic problem for the

metric-free case using the coefficients of Eq. (10) and
Gaussian noise in the full (�, �) parameter plane. The
resulting stability diagram, presented in Fig. 1, shows that,
contrary to the metric case, the homogeneous ordered
phase is stable near onset. As in the metric case [28], there
exists an instability region to oblique wave vectors of large
modulus rather far from the transition line. Given that
microscopic simulations show no sign of similar instabil-
ities, we believe that the existence of this region, situated
away from the validity domain of our approximations, is an
artifact of our truncation ansatz.
At the nonlinear level, we performed numerical simula-

tions [29] of Eq. (9) (again with the coefficients of Eq. (10)
and Gaussian noise) starting from initial conditions with
large variations of both 	 andw. With parameters� and�2

in the ordered stable region of Fig. 1, we always observed
relaxation towards the linearly stable homogeneous solu-
tionw1, albeit after typically long transients. Starting in the
unstable region, the solution blows up in finite time, signal-
ing that indeed our equation is ill behaved when considered
too far away from onset.
The stabilization of the near-threshold region by metric-

free interactions can be directly traced back to the absence
of 	 dependence of 
, in agreement with remarks in
Refs. [12,30] where the long-wavelength instability of w1

was linked to 
0 > 0. In the long-wavelength limit
q ¼ jqj 	 1, the eigenvalue problem can be solved ana-
lytically with relative ease. The growth rate s is the solution
of the cubic equation

s3 þ �2s
2 þ �1sþ �0 ¼ 0; (13)

where the coefficients, to lowest orders in q, are given by
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FIG. 1 (color online). Continuous theory for self-propelled
particles aligning ferromagnetically [Eqs. (7) and (9) with the
coefficients of Eq. (10), Gaussian noise]. (a) Phase diagram in
the (�, �2) plane. The solid line marks the order-disorder
transition. The homogeneous ordered solution w1 exists below
this line and is linearly stable above the colored linear instability
region. The color (or gray) scale (in radians) indicates the most
unstable wave vector direction �. (b) Modulus q of the most
unstable wave vector (green full line) and the real part of its
corresponding eigenvalue sþ (dashed red line) as a function of
�2 at � ¼ 2.
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and � is the angle between q and w1 (which has been
chosen parallel to the abscissa). Near threshold, where our
truncation is legitimate and 
� 
2, two eigenvalues are
always stable and linear stability is controlled by the
dominant solution real part

sþ � q2cos2�

8


�ð
0Þ2

�

� hð�Þ
�
þO

�
q2
0




�
(15)

with hð0Þ ¼ 2 and hð�Þ ¼ 1 otherwise [31]. This expres-
sion immediately shows that sþ < 0 in the metric-free case
where 
0 ¼ 0, confirming the stability of the homogene-
ous ordered solution w1. This stabilizing effect can be
ultimately traced back to the (negative) pressure term
�r	 appearing in Eq. (9). Conversely, in the metric case
for which 
� 0þ near threshold, sþ is always positive,
yielding the generic long-wavelength instability leading to
density segregation in metric models.

These results rest on the independence of the linear
coefficient 
 on 	, a direct consequence of the fact that
the interaction rate per particle in topological models is
fixed only by geometrical constraints and does not grow
with local density. This property actually holds for any
metric-free system: all the linear coefficients
k appearing

in the equations for f̂k read


k ¼ P̂k � 1� �þ �P̂kðJkk þ Jk0Þ (16)

and are thus independent of 	. Therefore, the lack of near-
threshold spontaneous segregation extends to the other
known classes of ‘‘dry’’ active matter [32]: we have in
particular worked out the case of polar particles with ne-
matic alignment (‘‘self-propelled rods’’) for which
�ð�1;�2Þ¼ argðei�1 þsign½cosð�1��2Þ�ei�2Þ. While full
details will be given in Ref. [33], we only sketch here the
salient points. Let us first recall that with nematic align-
ment, the metric model studied at the microscopic level
in [9] shows global nematic order. In a large region of
parameter space bordering onset, order is segregated to a
high-density stationary band oriented along it. We have
studied numerically the metric-free version of that
Vicsek-style model with Voronoi neighbors. As for its
ferromagnetic counterpart, no segregation in bands is ob-
served anymore, and the transition to nematic order is then
continuous, as testified by finite-size scaling results (Fig. 2).

These properties are well captured, both in the metric and
metric-free case, by a controlled hydrodynamic approach of
the type presented here, which we only sketch below [33].
The nematic symmetry of the problem requires us to consider
three hydrodynamic fields [15], corresponding to the modes

k ¼ 0, 1, 2 in Eq. (5), with f̂2 coding for the nematic tensor
field	Q. We have performed the analysis of the 5� 5 linear
problem expressing the stability of the homogeneous nemati-
cally ordered solution (w ¼ 0, 	Q ¼ const) appearing at
onset in both the metric and nonmetric cases [33]. Whereas
the metric case shows a long-wavelength, transversal insta-
bility of the homogeneous ordered solution near onset, this
solution is linearly stable in the metric-free case. Again, this
difference can be traced back to the 	 dependence of the
linear coefficients 
k. At the nonlinear level, simulations
indicate that the homogeneous ordered solution is a global
attractor in the metric-free case.
Our analysis can also be extended to diffusive active

matter such as the driven granular rods model (‘‘active
nematics’’) studied in Refs. [10,11] which, for metric inter-
actions, also shows near-threshold phase segregation [10,34].
Simulations of the metric-free microscopic version (with
Voronoi neighbors) show no such segregation. In a kinetic
approach, because active nematic particlesmove by nonequi-
librium diffusive currents rather than by ballistic motion, the
Boltzmann equation has to be replaced by a more general
master equation. But it is nevertheless possible to derive a
continuous theory which, in the metric-free case, yields a
homogeneous ordered phase stable near onset for essentially
the same reasons as in the cases presented above [35].
In conclusion, simple, Vicsek-style, models of active

matter where self-propelled particles interact with
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FIG. 2 (color online). Vicsek-style model with nematic
alignment and topological neighbors, where N ¼ L2 particles
move at a speed v0 ¼ 1

2 on a L� L torus. Headings and

positions are updated at discrete time steps according to
�tþ1
j ¼ arg½Pk�jsgn½cosð�tk � �tjÞ�ei�tk þ ntj��

t
j� and rtþ1

j ¼
rtj þ v0eð�tþ1

j Þ, where eð�Þ is the unit vector along �, the sum

is over the ntj Voronoi neighbors of particle j (including j itself),

and �t
j is a random unit vector in the complex plane. Nematic

order parameter S ¼ h’ðtÞit (with ’ðtÞ ¼ j 1N
P

ke
i2�t

k j) (a) and its
Binder cumulant [36] G ¼ 1� h’ðtÞ4it=ð3h’ðtÞ2i2t Þ (b) vs � for
L ¼ 32, 64, 128 (the arrows indicate increasing sizes). The
noncrossing S curves and the absence of minima in the Binder
curves all point to a continuous transition. Accurate estimates of
its critical exponents will be provided elsewhere.
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neighbors defined via nonmetric rules (e.g., Voronoi neigh-
bors) are amenable, like their ‘‘metric’’ counterparts, to the
construction of continuous hydrodynamic theories well
controlled near onset. The relatively simple framework of
Vicsek-style models offers a two-dimensional parameter
plane which can be studied entirely. More complicated
microscopic starting points, for instance where positional
diffusion would also be considered, inevitably raise the
dimensionality of parameter space. We have shown here
that nonmetric theories differ essentially from metric ones
in the independence of their linear coefficients 
k on the
local density, a property directly linked to the fact that
the collision rate per particle is constant in metric-free
systems. We have shown further that the homogeneous
ordered phase is linearly stable near onset for metric-free
systems, in contrast with the long-wavelength instability
present in metric cases.

We finally discuss the relevance (say in the
renormalization-group sense) of metric-free interactions
in deciding active matter universality classes. Our work
has shown that the deterministic continuous theories of
metric-free active matter systems are formally equivalent
to those of their metric counterparts, except for the density
dependence of the linear coefficients. In the polar case, our
hydrodynamic equations thus share the same structure as
the Toner and Tu equations [3]. This could be taken as an
indication that the homogeneous, ordered, fluctuating
phase observed in the Vicsek model with Voronoi neigh-
bors does not differ from the Toner-Tu phase of its metric
counterpart, in disagreement with the slight numerical
discrepancies between the two cases reported in Ref. [23]
about the scaling exponent of the anomalously strong
density fluctuations. This calls for more extensive micro-
scopic simulations assessing finite-size effects, but also
for incorporating effective noise terms, properly derived
in both cases, and for studying the resulting field theories, a
task left for future work.
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6.3 conclusion

In the metric-free model, the coefficient α of the linear term is in-
dependent of the value of the local density. Thus only chaotic non-
homogenous solutions are possible with this set of equations. More-
over no chaotic solutions were observed in simulation of these equa-
tions, confirming the microscopic results of the second order phase
transition. This leaves almost nothing to study in this equation in it
present form. Some additional properties, like giant density fluctua-
tions, could be measured if Langevin type equations could be derived
for this model.

But the work presented in this chapter is still important in the fact
that it has shown that it is possible to derive equations for the case
when interactions are not-metric, contrary to the classical Boltzmann
approach.
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7
S U M M A RY

I have introduced a systematic method to derive coarse-grained hy-
drodynamic equations of collective motion from microscopical Vicsek
type models. This approach that I call Boltzmann-Ginzburg-Landau
method is based on the original method of Bertin-Droz-Grégoire. Go-
ing beyond the original publication, I have introduced a precise set
of rules for the closure of the Fourier series of the Boltzmann equa-
tion. Contrary to many other methods presented in the introduction,
this approach allows to obtain equations that have the two following
important properties:

1. All terms in our equations are balanced according to our scaling
ansatz;

2. The dependence of all coefficients on microscopic parameters is
known explicitly

Applying this approach to different types of Vicsek like models I have
found that we obtain equations that can faithfully reproduce the qual-
itative properties of the underlying models; the different observed
phases and the nature of the phase transitions.

For the polar model, we obtained equations that reproduced the
three phases observed in the microscopic model; the disordered phase,
the band phase and a homogeneous ordered phase. The transition
from the disordered to the band phase is discontinuous presenting a
hysteresis phenomenon like in the microscopic model.

For the mixed polar-nematic model, our equations presented the
four different phases observed in the microscopic simulations; the
disordered phase, the chaotic phase, the band phase and a homoge-
nous ordered phase. I have also found that the band phase is itself
chaotic, which was later confirmed by new microscopic simulations.

Equation obtained for the nematic model does not provide the
same image that the one provided by the microscopical model. Our
equations show the four phases identical to the mixed polar-nematic
case. However we cannot neglect that the study at large system sizes
will prove that the quasi-stable band phases will not completely van-
ish, leaving the same image that the one offered by the microscopical
models. We have also found the formation of nematic defects that
were not yet reported in the microscopical models.

Finally, the metric-free polar equations are faithfully reproducing
the behavior of the microscopical model, i.e. a continuous transition
from the disordered to the homogenous ordered phase.
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8
P E R S P E C T I V E S

8.1 further studies of the current equations

They are still many unanswered questions regarding the equations
that I have obtained.

First for the polar model we must find a justification of the pseudo-
fourth order truncation of the equations which seems to be more cor-
rect in reproducing the soliton behavior than the pure third order
truncation. Second, a full study of the obtained soliton solutions and
of their stability is needed to completely set the nature of the order-
disorder transition. Finally better simulations in 2d are needed to
prove or exclude the possibility of other structures than the 1d soli-
tons currently observed in simulations.

For the polar-nematic model, we must better study the chaotic and
the unstable band phase to be able to prove that these two phases are
different in the thermodynamic limit. Secondly as in the case of the
pure nematic model, it will be interesting to see if nematic defects can
be obtained with these equations.

In the case of the nematic model, the problems are essentially the
same as in the case of the polar-nematic model, we investigate the
difference between the chaotic and the unstable band phase. In sum,
we must prove that the two models, the polar-nematic one and the
pure nematic one, are different as is suggested by microscopical sim-
ulations. It is possible that they are in fact asymptotically identical.
We must also find a way to stabilize the nematic defects in order to
study them precisely.

8.2 derivation of the langevin equations

Going beyond the current form of equations, it is necessary to derive
the multiplicative noise terms for each of our models. This will allow
to perform a renormalization group analysis as was done by Toner
and Tu. These terms will allow to further investigate the nature of
the order-disorder transition in our equations, confirming or corrob-
orating the results already obtained. This goal is the most important
as of today, but is still completely unexplored.
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